
Durham E-Theses

Numerical Methods for Simulations of Planetary

Impacts

SANDNES, THOMAS,DANIEL

How to cite:

SANDNES, THOMAS,DANIEL (2024) Numerical Methods for Simulations of Planetary Impacts,
Durham theses, Durham University. Available at Durham E-Theses Online:
http://etheses.dur.ac.uk/15814/

Use policy

The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-pro�t purposes provided that:

• a full bibliographic reference is made to the original source

• a link is made to the metadata record in Durham E-Theses

• the full-text is not changed in any way

The full-text must not be sold in any format or medium without the formal permission of the copyright holders.

Please consult the full Durham E-Theses policy for further details.

Academic Support O�ce, The Palatine Centre, Durham University, Stockton Road, Durham, DH1 3LE
e-mail: e-theses.admin@durham.ac.uk Tel: +44 0191 334 6107

http://etheses.dur.ac.uk

http://www.dur.ac.uk
http://etheses.dur.ac.uk/15814/
 http://etheses.dur.ac.uk/15814/ 
http://etheses.dur.ac.uk/policies/
http://etheses.dur.ac.uk


Numerical Methods for

Simulations of Planetary Impacts

Thomas Daniel Sandnes

A Thesis presented for the degree of

Doctor of Philosophy

Institute for Computational Cosmology
Department of Physics
Durham University
United Kingdom
November 2024



Abstract

Computational simulations are an invaluable tool for studying the complex processes
that shape planetary systems. This includes the impact events, both small and giant,
whose lasting effects can be observed throughout the solar system to this day. This
work details the development and validation of numerical methods for smoothed
particle hydrodynamics (SPH) simulations, and the application of these methods to
simulations of planetary impacts.

With traditional SPH formulations, fluid mixing and instability growth are artifi-
cially suppressed by spurious surface tension-like effects. The suppression of mixing
between dissimilar, stiff materials, such as those used in planetary impact simula-
tions, is especially strong and difficult to alleviate. While various approaches have
been developed to mitigate this issue, they often introduce dependencies on specific
material properties, rely on targeted or contrived corrections, or require bespoke
particle configurations that cannot be maintained throughout the course of typical
science simulations. In this thesis, a new SPH formalism is developed. By directly
targeting sources of error, this generalised, material-independent approach improves
the treatment both of mixing within a single material, for example in an ideal gas,
and at interfaces between dissimilar materials. This new SPH scheme is validated
in a range of hydrodynamic test simulations, including both standard test cases and
planetary-specific scenarios.

These methods are then applied in simulations of planetary giant impacts onto
Jupiter to investigate whether this mechanism could be responsible for the planet’s
observed dilute core. With these new methods, there is a significant increase in the
amount of mixing between core and envelope material during impact simulations.
Although core material is temporarily diluted, heavy elements settle under gravity
and no dilute core is produced in any of the giant impact simulations carried out
with different impact speeds, impact angles, internal structures, equations of state,
or numerical resolutions.

The capabilities of the newly developed methods are extended to include solid-
body mechanics. By incorporating physical models for elasticity, plastic deforma-
tion, and fracturing, impacts at much smaller scales can be simulated. The imple-
mentation of these models is validated in a range of test simulations.
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CHAPTER 1

Introduction

Planets are born within disks of dust and gas. Micron-sized dust particles grow by

coagulation to form larger objects (Safronov, 1972). Over time, planetesimals of

order ∼10 km are thought to form from collisions (Benz, 2000) and gravitational

collapse (Goldreich & Ward, 1973; Youdin & Shu, 2002). Ultimately, planets form

through the successive impacts between planetesimals, and the accretion of gas from

the surrounding disk (Armitage, 2020). After a few million years, the remaining gas

and dust in the protoplanetary disk dissipate primarily through photoevaporation

due to radiation from the central star (Haisch Jr et al., 2001), leaving behind a

planetary system that more closely resembles the Solar System as we know it today.

While significant progress has been made in studying the mechanisms of planet

formation, these processes are complex and therefore, in many instances, are still

not well understood. Although our Solar System is no longer as tumultuous as it once

was, studying the present-day system offers insights into its evolutionary history and

the processes that shaped it. Additionally, with the advancement of observational

capabilities, we can now glimpse into the environments in which planets form, and

observe these processes directly in dusty disks around distant, young stars (ALMA

Partnership et al., 2015).
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Impact events have left clues to the conditions and dynamics of the evolving

Solar System, shaping the surfaces of planets and, in some cases, fundamentally

altering their evolutionary trajectory. These impacts vary widely in scales of size

and energy, from those in which asteroids peppered the Moon’s surface with craters

(Baldwin, 1949; Gilbert, 1893), to catastrophic giant impacts, like the one thought

to have formed the Moon itself (Cameron & Ward, 1976; Hartmann & Davis, 1975).

Since the mechanisms that govern the formation of planets are highly coupled

and nonlinear, it is often most effective to employ computational simulations to

investigate these processes (Fermi et al., 1955). Rapid advancements in technology

and numerical methods have driven a substantial progression in the capabilities of

computational simulations for planetary impact applications, from the pioneering

smoothed particle hydrodynamics simulations of Benz et al. (1986) to present-day

simulations with up to ∼105.5 times higher resolution, such as those presented in

this thesis.

As the field of planetary science rapidly expands beyond our own Solar System,

with observations of planetary systems around distant stars, we are in an excit-

ing era for studying the impacts that shape planetary systems (Kenworthy et al.,

2023; Mayor & Queloz, 1995). The work of this thesis aims to significantly ad-

vance the numerical methods used for planetary impact simulations, additionally

incorporating physical models that allow simulations across a range of scales, span-

ning impacts between giant planets to small cratering simulations where solid-body

strength physics can dominate. Understanding sensitivities in simulation outcomes

to numerical aspects of the methods employed is crucial for the interpretation of

results. This focus on furthering understanding of, and addressing shortcomings

in, simulation methodologies underpins the work in this thesis, and motivates the

presented improvements to numerical models that aim to lead to more physically

accurate planetary impact simulations.
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1.1 Numerical methods for simulating fluids

Computational simulations are an invaluable tool for studying the inherently com-

plex behaviour of fluids. A variety of methods have been developed across science

and engineering disciplines to model fluid dynamics, each with strengths that de-

pend on the application and the properties of the physical system being modelled.

These methods are broadly classified into two categories: Eulerian methods, where

the simulated fluid moves through a stationary grid; and Lagrangian methods, where

interpolation points move with the fluid, tracing its streamlines. Additionally, there

are methods that bridge the gap between these approaches, such as methods that

use a moving mesh (Springel, 2010b).

Within these categories, further distinctions can be made based on how the

Navier–Stokes equations (or Euler equations, for inviscid flow) are solved. For in-

stance, Eulerian methods can be subdivided into:

• finite difference methods (FDM): solutions to partial differential equations are

approximated at grid-point positions by expressing derivatives as differences

of quantities over discrete intervals of space and time (LeVeque, 2007);

• finite volume methods (FVM): fluxes of fluid quantities through surfaces sepa-

rating volumes associated with grid-points are used to evolve the fluid

(Moukalled et al., 2016);

• finite element methods (FEM): the simulation domain is discretised into a set

of elements (e.g. triangles in 2D or tetrahedra in 3D). Within each element,

fluid properties are approximated by linear combinations of basis functions,

which are calculated from values sampled at element vertices (Zienkiewicz &

Taylor, 2005).

As for Lagrangian methods, smoothed particle hydrodynamics (SPH) is the most

widely used approach and is central to the work of this thesis. Other Lagrangian

methods are often more specialised, such as the Particle-In-Cell (PIC) method used

for plasma physics (Tskhakaya et al., 2007) and vortex methods (Mimeau & Mor-

tazavi, 2021) for vorticity-dominated incompressible flows.
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1.2 Smoothed particle hydrodynamics

Smoothed particle hydrodynamics, first developed by Lucy (1977) and Gingold &

Monaghan (1977), is frequently utilised across a range of applications spanning as-

trophysics (Benz, 1988; Monaghan, 1992; Springel, 2010a) and engineering (Liber-

sky et al., 1993; Lind et al., 2020). In astrophysics, it is used in particular for its

geometry-independent adaptive resolution, inherent conservation properties, and el-

egant coupling with gravity solvers (Springel, 2005). For engineering applications,

it offers advantages in the treatment of dynamic free surfaces, fluid–structure inter-

actions, and in simulating multiphase flow (Violeau & Rogers, 2016; Wang et al.,

2016). This is in addition to its relatively simple construction, numerical stability,

and low computational cost. SPH is the most wide-spread method for simulating

impacts between planetary bodies, since all the benefits outlined above apply in

these scenarios. In this thesis, my motivation and methods focus on conservative,

fully-compressible, gravity-coupled SPH schemes, where particles have unchanging

masses and material types throughout a simulation.

Two key concepts characterise SPH: the representation of a fluid as a discrete

set of interpolation points, or ‘particles’, that move with the fluid velocity; and the

use of a kernel function to estimate fluid fields and their gradients at particle posi-

tions, by interpolation over neighbouring particles (Price, 2012). However, specific

errors are introduced with the assumptions that underpin these core concepts. The

discretisation of the continuous underlying fluid results in leading-order error in the

momentum equation, which is sensitive to disorder in the local particle distribution

(Read et al., 2010). Additionally, the use of an extended kernel in the traditional,

integral form of the SPH density estimate leads to inadvertent smoothing of inter-

polated densities (Monaghan, 1985; Price, 2012). In regions where variations in the

underlying density field are not well resolved by the instantaneous particle configura-

tion, this can lead to the calculation of spurious particle pressures, and subsequently

to spurious pressure gradients that are used in the equations of motion.

These errors combine particularly strongly at density discontinuities in simula-

tions where a fluid is represented by particles of fixed, equal mass – which is the norm

for many science applications. In such a case, a density discontinuity constitutes
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a sharp change in particle spacing. Both discretisation and kernel smoothing error

combine to give rise to a spurious surface tension-like effect that greatly suppresses

both the mixing of fluid across the interface and the growth of instabilities that

would act to drive turbulent mixing (Agertz et al., 2007). This is a well-established

shortcoming of SPH. In this thesis I aim to construct an SPH formulation that di-

rectly addresses these sources of error, thereby improving the treatment of mixing

in simulations.

As well as its use as a tool to simulate fluids, the SPH framework can be adapted

to model material strength physics to simulate solid-state mechanics (Libersky &

Petschek, 1991). An elastic–perfectly-plastic constitutive model is often used, in

which the accumulation of stress is described by Hooke’s law for a continuous

medium and is limited by a yield stress criterion to capture plastic deformation.

These models can be combined with methods to simulate the growth of fractures by

the accumulation of damage (Benz & Asphaug, 1994, 1995; Jutzi, 2015) and models

for porosity (Jutzi et al., 2008). These methods have been used in the context of

planetary impacts to simulate impacts across a wide range of scales, including im-

pacts onto asteroids in the context of the DART mission (Raducan & Jutzi, 2022),

the tidal disruption of the comet Shoemaker–Levy 9 (Asphaug & Benz, 1996), and

giant impacts at the scale of Mars (Ballantyne et al., 2023; Emsenhuber et al., 2018).

In the following sections, I describe the key constituent components of SPH. We

use an SPH formulation based on that of Price (2012), summarised in Appendix

C, as a basis for our discussion and for comparisons throughout. Additionally, I

take this as an opportunity to introduce the nomenclature and notation that is used

throughout this thesis. An additional glossary of notation is included in Appendix

A. The strength models considered in this thesis are introduced in Chapter 4, along

with results from relevant test simulations.

1.2.1 Kernel interpolation and the SPH density estimate

Kernel interpolation theory forms the framework for SPH estimates of fluid fields

and their gradients. In particular, the integral form of the density estimate is a

core component of many SPH schemes (Price, 2012), by which a smoothed density
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field at the position of particle i, ⟨ρi⟩, can be reconstructed from the local spatial

distribution of neighbouring particles j, their masses, mj, and a kernel function, Wij

(described below), via

⟨ρi⟩ =
∑
j

mjWij . (1.1)

Throughout the governing equations of these SPH schemes, the interpolated density,

⟨ρi⟩, is used as an estimate of the underlying density field at the positions of particles,

ρ(ri). This density estimate is a specific application of kernel interpolation, which

in general can be used to reconstruct an arbitrary field, F , from its value sampled

at the positions of particle neighbours, via

⟨Fi⟩ =
∑
j

FjWijVj , (1.2)

where Vj are volume elements of particle j. In Eqn. 1.1, volume elements are taken

to be Vj = mj/ρj. Kernel interpolation can also be used in estimates of the gradient1

of F ,

〈
dF

dr

∣∣∣∣
i

〉
=
∑
j

Fj
dW

dr

∣∣∣∣
ij

Vj , (1.3)

such as in the calculation of pressure gradients and velocity divergences for the SPH

equations of motion.

The smoothing kernel, W (r−r′, h(r)), is a weighting function with radial extent

characterised by the smoothing length h. W (r−r′, h(r)) approaches a delta function

in the limit h(r) → 0. Traditionally, W is a positive function with approximately

a truncated Gaussian-like shape; the kernel is typically normalised, and spherically

symmetric, as this ensures the exact interpolation of linear fields in the continuum

limit of kernel sampling (number of neighbours, N → ∞). For a particle pair i,

j: Wij ≡ W (rij, hi) ≡ W (ri − rj, h(ri)), where rij ≡ ri − rj. Subscripts denote

1We make the choice of notation, here and throughout, to express kernel gradients as total
derivatives rather than with “∇” which is often used to imply derivatives with fixed smoothing
length. In later sections, this allows us to more easily distinguish between gradient estimates with
and without grad-h terms (Hopkins, 2013).
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quantities either sampled at the position of, or associated with, a particle. Kernels

with a compact support, H ≡ H(h) such that W (r > H) = 0, are used to limit

the number of neighbours to a finite number. We adopt the convention of defining

the smoothing length h as twice the standard deviation of the kernel2 (Dehnen &

Aly, 2012). This relates the smoothing length to the compact support by a constant

multiplication factor H/h.

In the SPH construction presented here, a particle’s smoothing length is evalu-

ated iteratively to satisfy

hi = ηkernel

(
1∑

j W (rij, hi)

)1/d

, (1.4)

where d is the spatial dimensionality of the simulation and ηkernel is a chosen constant.

Eqn. 1.4 ensures that particles across the simulation have an approximately constant

number of neighbours, determined by the form of the kernel function and the choice

of ηkernel.

We use the Wendland C2 kernel (Wendland, 1995) for the primary simulations

of this thesis:

WWC2 (|r− r′|, H(h)) =


C

Hd

(
1− |r− r′|

H

)4(
1 + 4

|r− r′|
H

)
for |r− r′| < H ,

0 otherwise ,

(1.5)

with ηkernel = 1.487 (∼100 neighbours for d = 3) (Dehnen & Aly, 2012). Here

C = 21/(2π) is the normalisation constant for the Wendland C2 kernel in 3D.

Higher-order kernels can reduce error but require greater numbers of neighbours,

which can come at a significant cost to code speed. This kernel offers a suitable

compromise between improved accuracy and fast simulation run-time, a relevant

consideration for science applications. In Appendix D I demonstrate the effect of

2Despite the ubiquitous use of the nomenclature and notation of the “smoothing length, h”,
different definitions are frequently used for both the relationship between H and h, and the method
used to calculate h (in our case, Eqn. 1.4). Although the differences are subtle, we draw attention to
this as an example of the difficulty of one-to-one comparisons between simulation codes, especially
as methods become increasingly complex.
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the choice of kernel function in hydrodynamic test simulations.

1.2.2 SPH equations of motion

The equations of motion govern the kinematic and thermodynamic evolution of SPH

particles. The Euler equations are used as the basis for the SPH equations of motion

for inviscid fluids. These consist of the continuity equation, momentum equation,

and energy equation, which are closed by an “equation of state”. The general,

thermodynamically consistent SPH equations of motion, where we additionally use

the same kernel function across the equations, take the form (Hopkins, 2013; Read

et al., 2010)

dρi
dt

=
∑
j

mj
ζi
ζj
vij ·

dW

dr

∣∣∣∣
ij

, (1.6)

dvi

dt
= −

∑
j

mj

(
Pi

ρ2i

ξi
ξj

+
Pj

ρ2j

ξj
ξi

)
dW

dr

∣∣∣∣
ij

, (1.7)

dui

dt
=

Pi

ρ2i

∑
j

mj
ζi
ζj
vij ·

dW

dr

∣∣∣∣
ij

, (1.8)

where particle densities, ρi, velocities, vi, and specific internal energies, ui, are

evolved in time based on gradients of pressure, Pi, and velocity divergences calcu-

lated using the relative velocity of particle pairs vij ≡ vi − vj. The free functions ζ

and ξ are introduced in the process of discretisation. An SPH scheme that explicitly

conserves energy and momentum requires antisymmetric kernel gradient terms in

the exchange of particle pairs i and j. The integral form of the density estimate

(Eqn. 1.1) is equivalent to the differential form (Eqn. 1.6) in the continuum limit,

for ζi = ζj (Read et al., 2010).

1.3 Sources of error in SPH

In this section I describe key sources of error in the SPH formulation, whose reduc-

tion is central to this thesis. I summarise approaches that have been taken previously

to address these, and their limitations.
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1.3.1 Kernel smoothing error

A fluid field reconstructed using an extended kernel with h ̸= 0 will be affected

by smoothing error, even when sampled in the continuum limit (Price, 2012). In

the continuum limit, a reconstructed field, ⟨F ⟩, is the convolution of the underlying

field, F , with a smoothing kernel W ,

⟨F (r, h)⟩ =
∫

F (r′)W (r− r′, h) dV ′ . (1.9)

Eqn. 1.2 is the discretised form of this equation. Assuming a continuous, infinitely

differentiable field F , we can Taylor expand about the point r to give

⟨F (r, h)⟩ = F (r)
����������:1∫
W (r− r′, h) dV ′ +

dF

dr α

∣∣∣∣
r ���������������:0∫

(r′ − r)α W (r− r′, h) dV ′

+
1

2

d2F

dr αdr β

∣∣∣∣
r

∫
(r′ − r)α (r′ − r)β W (r− r′, h) dV ′ + . . . (1.10)

= F (r) +
1

2

d2F

dr αdr β

∣∣∣∣
r

∫
(r′ − r)α (r′ − r)β W (r− r′, h) dV ′ + . . . ,

(1.11)

where Greek letter superscripts correspond to spatial dimensions, and like indices

are summed over (Price, 2012; Sigalotti et al., 2019). We separate the first two terms

in Eqn. 1.10 to demonstrate that, in the continuum limit, the choice of a normalised,

spherically symmetric kernel results in the zeroth- and first-order integrals of the

expansion taking values 1 and 0 respectively.

In the continuum limit, kernel interpolation will only reproduce F (r) without

error if the integrals of the second and higher order terms are all equal to zero.

Due to the assumed symmetry properties of the kernel, integrals in odd terms of

the expansion are trivially equal to 0, while in general even terms will be non-zero.

For a positive kernel these non-zero terms act to smooth the reconstructed field.

Although the integrals in Eqn. 1.11 will be of order h2 and higher powers of h,

with exponents corresponding to the term of the expansion (Monaghan, 1985), the

9



errors become significant in regions where second and higher order derivatives of

the underlying field are large over length scales of h (Violeau & Fonty, 2019). This

is, in particular, the case for an underlying field that approaches a discontinuity

relative to h-length scales. A discontinuity, where the field is not differentiable, will

inevitably be erroneously smoothed by kernel interpolation.

The integral SPH density estimate, Eqn. 1.1, is an example of the discrete form

of Eqn. 1.9. Through Eqn. 1.11, we see how a quantity calculated by kernel in-

terpolation in this way will experience smoothing error when the underlying field

varies sharply over h-length scales. At density discontinuities, smoothing of the den-

sity field, while retaining a sharp jump in specific internal energy, leads to spurious

pressures that contribute to surface tension-like effects that impede particle mixing

across the interface.

Many past approaches to address kernel smoothing error at contact discontinu-

ities explicitly assume the use of a single, ideal gas EoS. In particular, we note the

use of artificial conduction for this purpose, by which particle internal energies are

smoothed over a similar length scale to the inadvertent density smoothing (Price,

2008). This requires thermodynamic behaviour such that smooth density and inter-

nal energy fields result in a smooth pressure field. Therefore, this cannot reliably

improve the treatment of interfaces between dissimilar materials, represented by dif-

ferent EoS. Alternatively, methods that use modified density estimates, weighted by

a simple thermodynamic quantity such as specific internal energy, also assume a sim-

ple relationship between density and internal energy at constant pressure, typically

the inversely proportional relationship of an ideal gas (Read et al., 2010; Ritchie &

Thomas, 2001).

Dealing with kernel smoothing errors at interfaces between arbitrarily different

materials is more challenging since the simplicity of the ideal gas equation cannot

be exploited. A boundary between dissimilar materials in thermal and pressure

equilibrium will in general result in a density discontinuity, so these problematic

scenarios occur frequently in simulations with multiple materials. Additionally, the

surface tension-like effects caused by the density smoothing are particularly strong

for “stiff” EoS, for which small changes in particle densities can result in large
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changes in calculated pressures (Melosh, 1989).

Methods to improve the treatment of material interfaces in fully-compressible

SPH formulations have been explored in the context of planetary impacts (Benz

et al., 1989), where density discontinuities between multiple, stiff materials are com-

mon and can evolve across a range of thermodynamic phase space throughout the

course of a single simulation. The treatment of discontinuous free surface interfaces

is also important in this context (Reinhardt & Stadel, 2017). Hosono et al. (2013)

present a “density independent SPH” (DISPH (Saitoh & Makino, 2013)) scheme

adapted for use with multiple materials. Here, rather than being calculated from

particle masses and densities, volume elements are based on functions of pressure

that are evolved in time and recalculated to satisfy kernel normalisation in an addi-

tional iterative step (Hosono et al., 2016). Although this approach prevents spurious

pressures at density discontinuities, specifically in regions with otherwise continu-

ous pressures, the extension of this method to arbitrary EoS leads to material-

dependent volume elements that intricately depend on fluid thermodynamics. Pearl

et al. (2022) present an advanced scheme that, among other improvements, makes

use of Riemann solvers (Inutsuka, 2002) and an optional slip condition at material

interfaces. Their choice of material-dependent density estimate effectively smooths

volume rather than density at material interfaces, in simulations where particles of

the same material have equal masses. If particles are deliberately set up with equal

volumes, then this density estimate will significantly reduce both kernel-smoothing

and discretisation errors. This improvement is evident in Pearl et al. (2022)’s mix-

ing tests, where particles start on a single, ordered grid. However, such a bespoke

particle configuration is not representative of many science applications. Therefore,

these tests do not validate mixing with their methods for general cases with emer-

gent and evolving density discontinuities, where particle configurations cannot easily

be controlled in this way throughout the simulation.

This approach of addressing smoothing error through the choice of particle

masses is also taken by Deng et al. (2019), who demonstrate enhanced mixing

in their meshless finite-mass (MFM) (Gaburov & Nitadori, 2011; Hopkins, 2015;

Ivanova et al., 2013; Vila, 1999) simulations of planetary giant impacts. Although
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MFM includes Riemann solvers and more advanced gradient estimates that can

improve on standard SPH formulations, densities are still calculated with an inter-

polated estimate that in this case smooths volume, and therefore is still subject

to kernel smoothing error. Additionally, a range of SPH modifications specific to

material boundaries, rather than arbitrary density discontinuities, have also been

developed (Reinhardt et al., 2020; Ruiz-Bonilla et al., 2022; Woolfson, 2007). All

the methods discussed here that address density smoothing directly, rather than in

the construction of initial conditions, rely on EoS- or material-dependent treatments

in, for example, the calculation of volume elements and density estimates.

1.3.2 Discretisation error

The kernel smoothing errors discussed above are in addition to, and separate from,

errors introduced by discretisation (Price, 2012; Spreng et al., 2020). Discretisation

errors manifest themselves both through the choice of free functions in the equations

of motion – affecting how closely Eqns. 1.6–1.8 approximate their continuous Euler

equation equivalents – and through the imperfect sampling of the kernel by a finite

number of particle neighbours, i.e. in the discretisation of integrals like Eqn. 1.9.

The use of a normalised, spherically symmetric kernel leads to the exact recon-

struction of linear fields in the continuum limit by Eqn. 1.9, as the higher-order

derivatives in Eqn. 1.11 are zero by construction. However, in the process of dis-

cretisation of the fluid into a finite set of particles, the conditions

∑
j

WijVj = 1 , (1.12)

∑
j

rijWijVj = 0 , (1.13)

are no longer enforced. The exact reconstruction of fluid fields is therefore lost, even

to zeroth order. The amount of discretisation error is a function of the disorder in

the local particle distribution. This also applies to gradient estimates, such as those

used in the equations of motion. Furthermore, in the equations of motion, gradient
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estimates are typically modified to enforce conservation, so generally deviate further

from exact reproduction of underlying linear fields.

In SPH simulations where a fluid is represented by particles of equal mass, a

density discontinuity constitutes a sharp change in particle spacing and thus large

local anisotropies in particle distribution. This leads to discretisation error also

playing a considerable role in suppressing mixing at density discontinuities (Read

et al., 2010).

Using higher-order kernel functions with more particle neighbours will generally

reduce error (Dehnen & Aly, 2012), and choices of free functions in the generalised

form of the equations of motion can be exploited to mitigate zeroth-order error (Read

et al., 2010; Wadsley et al., 2017). In conjunction with these, improved gradient

estimates from, for example, reproducing kernels (Frontiere et al., 2017; Liu & Jun,

1998; Liu et al., 1995) or integral-based gradient estimates (Garćıa-Senz et al., 2012;

Rosswog, 2015, 2020) have been demonstrated to improve the treatment of fluid

mixing and instability growth. These methods have no dependence on material

or equation of state (EoS) in their construction or underlying assumptions. We

therefore make use of some of these methods in the work of this thesis.

1.4 Thesis motivations and outline

The first goal of this thesis is to develop a new SPH formulation to improve the

treatment of mixing in our simulations, in particular for the complex equations of

state used to simulate planetary impacts. The constitutive equations of this formu-

lation and validation test simulations are presented in Chapter 2. We approach this

problem by directly targeting sources of kernel smoothing error and discretisation

error, resulting in a generalised, material-independent formulation that improves the

treatment both of discontinuities within a single material, for example in an ideal

gas, and of interfaces between dissimilar materials. In contrast with contemporary

methods, we achieve these improvements while maintaining sharp discontinuities;

without introducing additional equation of state dependence in, for example, par-

ticle volume elements; without contrived or targeted corrections. Additionally, we
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focus on the more challenging cases with particles of equal mass across the simula-

tion to validate the methods for typical simulations of planetary impacts, as well as

use-cases relevant across applications spanning astrophysics and engineering, where

particles are free to evolve over a large range of density scales, or where emergent

and evolving density discontinuities cannot easily be corrected by choosing bespoke

particle masses in the initial conditions.

Next, I apply this SPH scheme to a problem that tests its capabilities for simu-

lations of planetary impacts. Measurements of Jupiter’s gravitational moments by

the Juno spacecraft have lead to models of the planet’s interior that suggest that

there is a smooth compositional gradient between the planet’s core of heavy ele-

ments and its primarily hydrogen–helium envelope, rather than a sharp boundary

(Wahl et al., 2017). The disruption of a differentiated core by an extreme, head-on

giant impact has been suggested as a possible formation mechanism for the planet’s

dilute core (Liu et al., 2019). In Chapter 3 I present a study of simulations of gi-

ant impacts onto Jupiter using our newly developed hydrodynamical methods to

investigate whether a giant impact could have mixed the planet’s core into a stable,

diluted configuration.

Finally, I extend the capabilities of our numerical methods to a regime of smaller

scales, where the representation of planetary materials as fluids breaks down. I

implement material strength physics into our newly developed SPH formulation.

This includes models for elasticity, plasticity, and fracturing. In Chapter 4, I present

results from test simulations to validate our methods with these physical models.
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CHAPTER 2

REMIX SPH

Here, we present the REMIX (Reduced Error MIXing) SPH scheme. REMIX is

constructed with the following goals in mind: (1) to improve the treatment of den-

sity discontinuities and mixing in simulations with both one and multiple EoS, by

directly addressing sources of error in traditional SPH methods; (2) to be able to

achieve this for simulations with particles of equal mass, as well as less challenging

configurations; (3) to retain the key characteristics of the SPH formalism; (4) to

introduce no additional EoS dependence in, for example, volume elements or den-

sity estimates; (5) for computational efficiency, to require no more than three loops

over particle neighbours and no additional iterative steps compared with the tradi-

tional formulation. An implementation of REMIX is publicly available as part of

the open-source Swift code1 (Schaller et al., 2024).

This Chapter is structured as follows: in §2.1, we describe the methods used in

practice to run our simulations; in §2.2, we present each component of the REMIX

SPH scheme; in §2.3, we validate REMIX in a range of hydrodynamic test simula-

tions; and we summarise our findings in §2.4.

1Swift is in open development including extensive documentation and examples at swift-
sim.com.

15

www.swiftsim.com
www.swiftsim.com


2.1 Methods

2.1.1 Equations of state

The equation of state (EoS) characterises the thermodynamic behaviour of a ma-

terial. In SPH simulations, hydrodynamical evolution is tied directly to pressures

and sound speeds, calculated through the EoS. Many applications in astrophysics

use simulations with only a single, ideal gas EoS. However, in some cases, multiple

EoS are required to simulate dissimilar materials or phases, such as for planetary

impacts, where EoS are often highly complex (Melosh, 1989). The improvements of-

fered by the REMIX SPH scheme are EoS-independent, and so our methods can be

applied effectively to these simulations, as well as other applications with multiphase

fluids.

For the hydrodynamic test simulations presented in §2.3, we validate the REMIX

scheme using both ideal gases and more complex EoS. For ideal gas simulations, the

adiabatic index, γ, is problem-specific and chosen to draw comparisons with past

work. For simulations using more complex materials, we use EoS typically used for

planetary impact simulations. In most of these tests, we consider iron and rock in

conditions representative of the core–mantle boundary in an Earth-like planet. We

use the updated ANEOS Fe85Si15 and forsterite EoS for these materials, respectively

(Stewart et al., 2020). For simplicity, we hereafter refer to these as “iron” and “rock”.

In §2.3.9, we also consider a Jupiter-like planet. For these simulations, we use the

hydrogen–helium EoS from Chabrier & Debras (2021), with a helium mass fraction

of Y = 0.245, and the AQUA EoS from Haldemann et al. (2020) to represent heavy

elements or ice.

We note that in the simulations we present in this chapter, these materials are

treated as fluids without physical viscosities or strength properties.

2.1.2 The Swift code

Swift is a state-of-the-art, open-source hydrodynamics and gravity code that spe-

cialises in SPH simulations for planetary applications as well as galaxy formation

and cosmology (Kegerreis et al., 2019; Schaller et al., 2024). By using task-based
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parallelism, asynchronous communications, and graph-based decomposition of the

work between compute nodes, Swift can perform high-resolution simulations effi-

ciently on modern high-performance computing architectures (Schaller et al., 2016).

REMIX is fully integrated into and was developed using the Swift code, and is

therefore publicly available2. All simulations presented here were carried out using

the Swift code. Algorithms used for the neighbour-finding, time-stepping, and

gravity in our simulations are detailed in Schaller et al. (2024) and are used identi-

cally for simulations with both REMIX and traditional SPH.

2.2 The REMIX formulation

In this section, we detail the constitutive equations of the REMIX SPH scheme3.

We improve the treatment of mixing by directly addressing the sources of SPH error

discussed in §1.3. By targeting both smoothing and discretisation error, we alleviate

spurious surface tension-like effects at density discontinuities, including in the more

challenging cases with equal-mass particles and at interfaces between dissimilar, stiff

materials. Note that we aim to address mixing at the particle scale and not below.

Therefore, we do not consider diffusion of material type between particles, meaning

that the material of each particle remains fixed for the duration of the simulation.

We target error by exploiting three key freedoms in the SPH equations of motion

presented in §1.2.2: in the choice of density estimate (§2.2.1); in the choice of free

functions (§2.2.2); and in the form of the kernel function (§2.2.3). Additionally,

we develop a novel method that enables the appropriate treatment of free surfaces

when using these improved kernels (§2.2.4), and we use improved artificial viscosity

(§2.2.5) and artificial diffusion (§2.2.6) formulations. These include new approaches

both for the treatment of shocks and to weakly smooth and mitigate accumulated

noise on the particle scale. We also include a term in the density evolution that re-

2Swift is available at www.swiftsim.com alongside extensive documentation and a large suite
of examples.

3The full set of the final equations used in the REMIX scheme are listed in Appendix B. The
equations of the traditional SPH scheme that we use for comparison simulations are listed in
Appendix C.
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ties densities to the local particle distribution (§2.2.7). These components combine

into the REMIX equations of motion, given by

dρi
dt

=
∑
j

mj
ρi
ρj

vαij
1

2

(
dW̃
drα

∣∣∣∣
ij

− dW̃
drα

∣∣∣∣
ji

)
+

(
dρi
dt

)
difn

+

(
dρi
dt

)
norm

, (2.1)

dvαi
dt

= −
∑
j

mj
Pi +Qij + Pj +Qji

ρi ρj

1

2

(
dW̃
drα

∣∣∣∣
ij

− dW̃
drα

∣∣∣∣
ji

)
, (2.2)

dui

dt
=
∑
j

mj
Pi +Qij

ρi ρj
vαij

1

2

(
dW̃
drα

∣∣∣∣
ij

− dW̃
drα

∣∣∣∣
ji

)
+

(
dui

dt

)
difn

, (2.3)

where
(
dW̃/dr|ij − dW̃/dr|ji

)
/2 are improved kernel gradient terms that are an-

tisymmetric in the exchange of i and j for explicit conservation of momentum

and energy; Qij and Qji are pairwise, artificial viscous pressures; (dρi/dt)difn and

(dui/dt)difn are artificial diffusion of density and internal energy; and (dρi/dt)norm

is the kernel normalising term. Each of these are discussed in detail in their corre-

sponding sections below.

The equations of the REMIX scheme were developed to be implemented in just

three loops over particle neighbours, and without introducing any additional itera-

tive steps. In our test simulations, performed on the COSMA8 HPC system4, using

REMIX led to a run-speed ∼1.3–1.6 times longer than equivalent simulations per-

formed with traditional SPH (and everything else unchanged). The exact amount

of slowdown is problem-dependent: this range includes simulations both with and

without gravity, and those using different kernel functions5. On the COSMA7 HPC

system (which has fewer cores per node), simulations with the overhead of gravity

take ∼1.6–1.8 times longer, and simulations without gravity take ∼2–3 times longer,

depending on the test case. We find that REMIX, in addition to dealing with den-

sity discontinuities that are problematic in traditional SPH at all resolutions, is

4Simulations carried out on COSMA8 used 1 node with 128 cores and those on COSMA7 used
1 node with 28 cores. These are both part of the DiRAC cluster hosted by Durham University
(https://dirac.ac.uk/memory-intensive-durham/).

5Simulations used to investigate the runtime were: 3D Kelvin–Helmholtz instabilities (§2.3.3)
and planets in hydrostatic equilibrium (§2.3.9). These were tested with cubic spline and Wendland
C2 kernels.
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able to achieve an improved treatment of non-discontinuous regions in simulations

with over an order of magnitude lower resolution compared with equivalent tradi-

tional SPH results (§2.3.3). The effective slowdown from using REMIX is therefore

much smaller in practice than the ranges above suggest, since simulations with a

lower resolution (fewer SPH particles) could be used to obtain equivalent results.

As such, in many cases a science simulation with REMIX would run faster than a

traditional SPH simulation that would require a higher resolution to achieve a com-

parable level of numerical convergence. For example, the 2.9× 105 particle REMIX

Kelvin–Helmholtz instability in §2.3.3 runs over 20 times faster (on COSMA8) than

the 4.7 × 106 particle traditional SPH simulation, and is closer to the converged

solution6.

2.2.1 Density estimate

In the REMIX SPH scheme we use a differential form of the density estimate: we

evolve the density in time with Eqn. 2.1 rather than recalculating it each timestep

(e.g. Eqn. 1.1), similarly to internal energy in traditional SPH schemes. There are

three key benefits of this treatment: (1) we directly address systematic smoothing

error in particle densities, which is particularly significant at density discontinuities,

including those at free surfaces; (2) it allows us to constrain zeroth-order error in

the equations of motion while starting from a basis of thermodynamic consistency

(§2.2.2); (3) we do not require an additional loop over particle neighbours to calcu-

late a new density each timestep. We note that particle mass is fixed throughout

the simulation, so the evolution of densities is equivalent to an evolution of volumes.

In §2.3.4, we show the differences in Kelvin–Helmholtz instability simulations when

using the full REMIX scheme, and the REMIX scheme modified to use a traditional

integral density estimate. Using our evolved density estimate, both to calculate ther-

modynamic quantities and in volume elements, leads to a considerable improvement

in addressing spurious surface tension-like effects that suppress instability growth

and mixing on the particle scale.

6See REMIX, N = 128 and tSPH, N = 512 in Fig. 2.4.
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In practice, we set a density floor ρmin, i ≡ ⟨ρi⟩min = miW (0, hi) such that ρi =

ρmin, i if the density would evolve below the minimum value. This prevents EoS

extrapolation issues that arise for tiny densities in simulations involving a vacuum

region.

Evolved density estimates are used frequently in SPH schemes developed for

engineering applications (Antuono et al., 2010) as well as in some astrophysical

SPH schemes, in particular those that include material strength models (Benz &

Asphaug, 1995). However, in most astrophysical SPH schemes, an integral density

estimate is preferred for its robustness: the accumulation of error in an evolved

density estimate is less predictable than the relatively controlled errors in a density

estimate calculated each timestep from the instantaneous local particle distribution.

For instance, if left to evolve freely over many timesteps, densities could in principle

take values such that volume elements mj/ρj are far from normalising the kernel

Wij, despite the kernel being a normalised function7. We address these concerns

with four approaches: (1) by introducing a novel term in the density evolution that

re-ties densities to the local particle distribution (§2.2.7); (2) by using kernels that

are normalised to the evolved densities (§2.2.3); (3) by including a weak density

diffusion to smooth out accumulated noise (§2.2.6); (4) and by taking preventative

measures in reducing error that could accumulate with time, reflected in the choices

of our equations of motion (§2.2.2), the use of kernel functions constructed to reduce

discretisation error (§2.2.3), and our improved viscosity formulation (§2.2.5).

Evolved densities are used wherever density appears in the equations of the

REMIX scheme. This includes for calculating thermodynamic quantities, using the

equation of state, and in all volume elements.

7Volume elements that use the interpolated density, Vj = mj/⟨ρj⟩, are inherently tied to kernel
normalisation. The equations for kernel normalisation, Eqn. 1.12, and the integral density estimate,
Eqn. 1.1, are equivalent to each other in the limit of constant density on the kernel length scale,
⟨ρj⟩ → ⟨ρi⟩ for all j.
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2.2.2 Free functions in the equations of motion

In traditional SPH formulations, the free functions, ζ and ξ, in the equations of

motions (Eqns. 1.6–1.8) typically take equal values for all particles and cancel. An

alternate formulation with ζ = ξ = ρ, such that the equations of motion include

ratios of the densities of particles i and j, helps to constrain error in the equations

of motion at density discontinuities and for irregular particle distributions on the

kernel scale (Read et al., 2010). This choice avoids the use of gradients of density

in the derivation of the momentum equation, by using the identity

∇P

ρ
=

∇P

ρ
+

P

ρ
∇1 , (2.4)

rather than

∇P

ρ
= ∇

(
P

ρ

)
+

P

ρ2
∇ρ . (2.5)

SPH formulations using the density as the free functions have been shown to improve

the treatment of mixing (Wadsley et al., 2017). For simulations using only a single

ideal gas, the choice of 1/u as a free function is equivalent to this, with the additional

assumption of constant pressure on the kernel scale (Ritchie & Thomas, 2001).

Using density as the free function in the integral form of the density estimate

(Eqn. 1.1) for simulations with arbitrary EoS is not possible without iteration, since

the density would be needed in the density calculation. However, using the differ-

ential form to evolve the density (Eqn. 2.1) enables us to develop the REMIX SPH

scheme from a basis of full thermodynamic consistency with ζi = ρi. We also use

ξi = ρi to reduce zeroth-order error in the momentum equation (Read et al., 2010;

Wadsley et al., 2017). All densities used are the evolved densities of particles.

In §2.3.4, we demonstrate the improvements in REMIX simulations of the Kelvin–

Helmholtz instability from using ζi = ξi = ρi, compared with the REMIX scheme

modified to use traditional equal-valued free functions.
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2.2.3 Linear-order reproducing kernels

To reduce discretisation error, we construct kernels that explicitly satisfy the con-

ditions given by Eqns. 1.12 and 1.13. Therefore, these kernels reproduce exact

values for fields that are spatially constant or that vary linearly with position. This

methodology is largely based on that of Frontiere et al. (2017). To account for

spatial variations of the smoothing length, we include grad-h terms that were pre-

viously neglected. These grad-h terms take a non-standard form, compared with

Hopkins (2013), since our evolved density is not tied directly to smoothing lengths

through the instantaneous distribution of particles. We also modify our kernels

to include a free-surface treatment (§2.2.4) to allow them to appropriately handle

vacuum boundaries.

The modified kernel, Wij, is constructed so that the sum over neighbours always

satisfies

∑
j

WijVj = 1 , (2.6)

∑
j

rijWijVj = 0 . (2.7)

We use volume elements Vj = mj/ρj, where ρj are the evolved densities. We stress

that for use in the equations of motion we must undergo a necessary step to make

the kernel gradient terms antisymmetric in exchanges of particle pairs, to enforce the

conservation of energy and momentum, as is also done by Frontiere et al. (2017).

Therefore, the gradient estimates used in the equations of motion end up being

not exactly first-order reproducing. Despite this, these gradient estimates show

significant improvements when compared with unmodified kernels (as seen directly

in §2.3.4).

To construct Wij, an unmodified SPH kernel is multiplied by a linear polynomial

Wij ≡ Ai

(
1 +Bα

i r
α
ij

)
W ij , (2.8)
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where W ij ≡ [W (rij, hi) + W (rji, hj)]/2 is a symmetrised kernel8, and Ai and Bi

are coefficients that satisfy Eqns. 2.6 and 2.7, as shown in Appendix A of Frontiere

et al. (2017):

Ai =
(
m0, i −

(
m−1

2, i

)αβ
mα

1, i m
β
1, i

)−1

, (2.9)

Bα
i = −

(
m−1

2, i

)αβ
mβ

1, i , (2.10)

where the geometric moments are defined as

m0, i =
∑
j

W ijVj , (2.11)

mα
1, i =

∑
j

rαijW ijVj , (2.12)

mαβ
2, i =

∑
j

rαijr
β
ijW ijVj . (2.13)

Greek letter indices correspond to spatial dimensions and like indices are summed

over. Bars indicate the use of the symmetrised kernel in the kernel interpolation.

This distinction becomes important since we use m0, i, calculated similarly but using

an unsymmetrised kernel, for alternative gradient estimates used later in this section

and in §2.2.7.

To calculate gradient terms for the equations of motion, we require the spatial

derivative ofW . We include terms that depend on the gradient of smoothing lengths,

unlike Frontiere et al. (2017). We find the effects of these to be small in practice,

but include them for completeness of the method – without assuming these to be

negligible.

The smoothing length dependence of Eqns. 2.8–2.13 is contained within W ij.

We therefore express the derivatives with the parameterisation

8We find this to be beneficial when we enforce the antisymmetrisation required for use in the
equations of motion, as demonstrated in Appendix E. Note that for certain computational steps,
this choice extends the definition of particle i’s “neighbours”, j, to be those that satisfy either
|rij | < Hi or |rij | < Hj rather than just the first condition.
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W(r, rj) ≡ W
(
r− rj, W (r− rj, h(r), h(rj)), A(r), B(r)

)
, (2.14)

giving

dW
drγ

= ABγW +
∂W
∂W

dW

drγ
+

∂W
∂A

dA

drγ
+

∂W
∂Bα

dBα

drγ
. (2.15)

When evaluated for a particle pair i, j this becomes9

dW
drγ

∣∣∣∣
ij

= AiB
α
i W ij + Ai

(
1 +Bα

i r
α
ij

) dW
drγ

∣∣∣∣
ij

+
(
1 +Bα

i r
α
ij

)
W ij

dA

drγ

∣∣∣∣
i

+ Air
α
ijW ij

dBα

drγ

∣∣∣∣
i

.

(2.16)

Equations to calculate the gradients of A, B, and the geometric moments are in-

cluded in Appendix B. The derivative of the symmetrised kernel is given by10

dW

drγ

∣∣∣∣
ij

=
1

2

(
∂W

∂rγ

∣∣∣∣
ij

+
∂W

∂h

∣∣∣∣
ij

dh

drγ

∣∣∣∣
i

− ∂W

∂rγ

∣∣∣∣
ji

)
, (2.17)

and so the inclusion of grad-h terms in the gradient calculations in practice only

takes the form of the additional term in Eqn. 2.17. Both ∂W/∂rγ and ∂W/∂h can

be calculated directly from the kernel function (Price et al., 2018).

Finally, we require dh/drγ. In SPH schemes that use the traditional density esti-

mate, dh/drγ do not need to be calculated explicitly (Hopkins, 2013), since smooth-

ing lengths and densities are inherently linked. However, for the scheme presented

here, where we use an evolved density estimate, we must calculate this explicitly.

One approach is to directly differentiate Eqn. 1.4. However, we find that zeroth-

order error from calculating grad-h terms in this way leads to spurious behaviour in

9We use the notation dW
drγ

∣∣
ij

≡ dW
drγ

(
ri − rj , W (ri − rj , h(ri), h(rj)), A(ri), B(ri)

)
≡

dW
drγ

(
rij , W ij , Ai, Bi

)
.

10Note that we are taking the derivative of the continuous function W (r, rj) = [W (r−rj , h(r))+
W (rj − r, h(rj))]/2 with respect to r, with fixed neighbour positions rj , and evaluating it at ri.
Therefore, there is only a grad-h term associated with the first term in the brackets.
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simulations. We therefore calculate these by kernel interpolation. Since, in practice,

dW/drγ has not been constructed yet due to the order of these operations in the

loops over particle neighbours, we are unable to use these improved gradient terms

for dh/drγ if we want to avoid introducing a 4th loop. This also applies for gradient

estimates in our viscosity (§2.2.5) and diffusion (§2.2.6) schemes, discussed later. We

therefore require an alternative gradient estimate for these calculations. However,

we must be mindful of kernel normalisation in these alternative gradient estimates,

since we use evolved densities for volume elements throughout. We therefore use

the kernel gradient term

∂γ
i Ŵij ≡

∂γ
i Wij

m0, i

− Wij

m2
0, i

∂γ
i m0 , (2.18)

where we note that the lack of bars throughout indicates the use of a standard (e.g.

Wendland C2) kernel, rather than one symmetrised by averaging with neighbouring

kernels, and ‘∂’, rather than total derivatives, indicates a lack of grad-h terms.

These choices allow us to calculate these kernel gradients in two loops over particle

neighbours, so they can be used here and in the artificial viscosity and diffusion

schemes. Circumflexes, here and throughout, indicate the use of the normalised

kernel Ŵij ≡ Wij /m0, i.

We then calculate

∂γ
i ĥ =

∑
j

(hj − hi) ∂
γ
i Ŵij

mj

ρj
, (2.19)

and use this in place of dh/drγ.

All these equations combine in Eqn. 2.16 to give the gradients of the linear-order

reproducing kernels. The use of these kernels reduces discretisation error in the

equations of motion. In §2.3.4, we show the effect of these kernels on simulations

of the Kelvin–Helmholtz instability by using either the full REMIX scheme or the

REMIX scheme with unmodified, Wendland C2 kernels.

25



2.2.4 Vacuum boundary treatment

We develop a method to switch the kernel gradients constructed in §2.2.3 to the

unmodified spherically symmetric kernel gradients in regions identified as vacuum

boundaries. We stress that this method is not applying a targeted correction to

vacuum boundaries as done by, for example, Reinhardt & Stadel (2017). In fact, our

evolved density estimate corrects density smoothing at discontinuous free surfaces

without any need for a targeted approach. Instead, the vacuum treatment we present

here is just an expansion of the form of the linear-order reproducing kernels (§2.2.3)

to allow them to capture free surfaces as vacuum boundaries, a case not considered

– rather than handled poorly – in their general construction.

A region with no SPH particles is not trivially equivalent to the representation of

a vacuum. Since SPH particles are moving interpolation points, a region not sampled

by SPH particles can be seen as analogous to a region in a grid-based code where the

grid points have been removed. There is therefore no inherent information associated

with these regions that would make them equivalent to a region with zero pressure,

rather than a region to extrapolate into. However, if a spherically symmetric kernel,

normalised to the continuum, is used to calculate pressure gradients in the equation

of motion, vacuum-like behaviour is achieved. At a free surface, a particle with a

spherically symmetric kernel will calculate pressure gradients equivalent to those

calculated if the vacuum region were built up of particles with appropriate volumes

but zero pressure11.

This is not the case for the linear-order reproducing kernels described in §2.2.3.

Since kernels are constructed to satisfy Eqns. 2.6 and 2.7 for volumes built up by

particles only, the vacuum region is treated as a region to extrapolate into. SPH

applications typically require the treatment of a region without SPH particles as a

vacuum, or a region with negligible pressure. We therefore switch our kernel gradient

terms to gradients of unmodified kernels at free surfaces:

11These gradients may not be fully equivalent in the equations of motion where the additional
condition of antisymmetry in exchange of neighbours is imposed, however, they remain closely
related.
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dW̃
drγ

∣∣∣∣
ij

= si
dW
drγ

∣∣∣∣
ij

+ (1− si)
dW

drγ

∣∣∣∣
ij

, (2.20)

where s is a function that switches from 1 in regions where no vacuum boundary is

detected, to 0 in regions near a vacuum boundary. Note that we smoothly switch

between kernel gradients rather than the kernels themselves. This is to avoid terms

with gradients of s. A switch that is accurate in identifying vacuum boundary

particles only will inevitably have sharp spatial gradients, which could significantly

influence the evolution of particles. Since we do not calculate densities by Eqn. 1.1,

we do not require the direct calculation of the function whose derivative is given by

Eqn. 2.20 to maintain thermodynamic consistency.

We modify the kernel gradient terms based only on parameters of the kernel

function itself. Therefore, conceptually, we adapt the kernel function rather than

making the kernel respond to the physical system simulated. For s, we use a Gaus-

sian switch,

s (hi|Bi|) =


exp

[
− (0.8− hi|Bi|)2

0.08

]
for hi|Bi| ≥ 0.8 ,

1 otherwise ,

(2.21)

where the offset, 0.8, and denominator, 0.08, of the switch are chosen empirically

to identify boundary particles as those with a large |Bi| (Eqn. 2.10) greater than

∼1/hi. These are particles whose kernels would have to drastically change shape

to deal with large anisotropies in the volume elements of particle neighbours. We

find that using these values allows the switch to identify particles near free surfaces

reliably without misidentifying particles in non-vacuum regions, as we show in §2.3.9,

where we also demonstrate the need for this vacuum boundary treatment. In the

example presented, the free surface of a Jupiter-like planet in hydrostatic equilibrium

is unstable when the vacuum boundary treatment is not included. As well as its use

in switching the kernel function, s is also used in the kernel normalisation term in

the density evolution, as detailed in §2.2.7.
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2.2.5 Artificial viscosity

Artificial viscosity is required to capture shocks in SPH simulations, whose con-

stituent equations otherwise model adiabatic and dissipationless evolution (Mon-

aghan & Gingold, 1983). A difficulty faced by artificial viscosity constructions is

over-dissipation in regions not affected by a shock. Artificial viscosity switches, like

the Balsara switch (Balsara, 1995),

Bi =
|∇ · vi|

|∇ · vi| + |∇ × vi| + 0.0001 ci/hi

, (2.22)

where c is the sound speed, or higher-order switches like that of Read & Hay-

field (2012) are used to switch artificial viscosity off in shearing regions. Time-

dependent viscosity parameters have also been developed (Borrow et al., 2022; Cullen

& Dehnen, 2010; Morris & Monaghan, 1997) to reduce over-dissipation.

Recently, the limiting of artificial viscosity by the use of reconstructed velocities

at particle-pair midpoints has been demonstrated to be an effective alternative ap-

proach (Frontiere et al., 2017; Pearl et al., 2022; Rosswog, 2020). For each particle

pair, two velocities are estimated at the midpoint of the pair based on Taylor expan-

sions from each particle using their individual velocities and estimated velocity gra-

dients. The difference between these velocities is then used in the viscosity scheme

instead of the relative velocity of the particles themselves. This is the approach

taken in REMIX. We use linear reconstruction as we find further improvements due

to quadratic reconstruction to be small, as also noted by Rosswog (2020). If the ve-

locity field is locally linear, artificial viscosity would effectively be switched off with

linear reconstruction. For schemes that use linear reconstruction, the viscosity in

shearing regions where the velocity field is not exactly locally linear is not negligible

and will still influence the fluid behaviour. However, this results in a helpful effect,

acting as a weak artificial diffusion of momentum that smooths particle noise in the

velocity field by guiding it towards being locally linear on the particle scale.

Our artificial viscosity treatment is largely based on those of Frontiere et al.

(2017) and Rosswog (2020), with some additional, novel approaches. As detailed

below, a slope limiter is used to prevent reconstruction at discontinuities, thereby
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increasing artificial viscosity where it is required for shock capturing. However, we

find that a slope limiter alone does not effectively switch off reconstruction, because

the velocity gradients used to construct it are inherently smoothed by their calcula-

tion using a smoothing kernel. Therefore, they do not identify sharp discontinuities

well. We introduce a Balsara switch (Eqn. 2.22) into the slope limiter term to

switch off reconstruction at shocks more effectively. Here we calculate |∇ · vi| and
|∇ × vi| in the Balsara switch using the kernel gradient term given by Eqn. 2.18,

and also use these same gradient estimates for the velocity gradients used in the

linear reconstruction,

∂γ
i v̂

α =
∑
j

(vαj − vαi ) ∂
γ
i Ŵij

mj

ρj
. (2.23)

The velocity reconstructed to the midpoint of a particle pair is given by

ṽ α
ij = vαi +

1

2

(
1− BSL

i

)
Φv, ij

(
rγj − rγi

)
∂γ
i v̂

α , (2.24)

where BSL
i is the standard Balsara switch (Eqn. 2.22), and the SL (slope limiter)

superscript just indicates its use in conjunction with the slope limiter. Φij is the

van Leer slope limiter (Van Leer, 1974), given by

Φij =



0 for Aij < 0 ,

4Aij

(1 + Aij)2
exp

[
−
(
ηmin
ij − ηcrit

0.2

)2
]

for ηmin
ij < ηcrit ,

4Aij

(1 + Aij)2
otherwise ,

(2.25)

where the additional Gaussian term in Eqn. 2.25 switches the slope limiter to 0

for particle pairs with a small separation. ηmin
ij is the smaller value of |ηij| and

|ηji|, where ηij = (ri − rj)/hi and similarly for the exchanged particle indices. ηcrit

represents a separation closer than one would expect from the distribution of the rest

of the particle’s neighbours. For viscosity calculations, we use the ratio of projected

velocity gradients Aij ≡ Av, ij given by
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Av, ij =
∂α
i v̂

β(rj − ri)
β(rj − ri)

α

∂γ
j v̂

ϕ(rj − ri)γ(rj − ri)ϕ
. (2.26)

For ηcrit we use

ηcrit =
1

hi

(
1∑
j Wij

)1/d

≡ 1

ηkernel
, (2.27)

where the equivalency is due to the definition of the smoothing length in Eqn. 1.4.

Note that the term in brackets is an approximation of the particle volume assuming

neighbours with equal volumes.

The reconstructed velocities appear in the artificial viscosity formulation through

µij =


ṽij · ηij

ηij · ηij + ϵ2
for ṽij · ηij < 0 ,

0 otherwise ,

(2.28)

and similarly for µji with all particle indices exchanged throughout the calculations.

ϵ = 0.1 is a small constant. Similarly to the artificial viscosity of Monaghan &

Gingold (1983), each pressure term in the equations of motion is modified with the

addition of a pairwise viscous pressure12. The viscous pressure terms Qij combine a

linear bulk viscosity term and a quadratic Von Neumann–Richtmyer viscosity term

(VonNeumann & Richtmyer, 1950),

Qij =
1

2

(
avisc + bviscBvisc

i

)
ρi
(
−αciµij + βµ2

ij

)
, (2.29)

and similarly for Qji with all particle indices exchanged throughout the calculations.

The constants α and β set the strengths of the bulk and Von Neumann–Richtmyer

terms. The constants avisc and bvisc set the strength of the viscosity in regions of

different flow, based on the Balsara switch, Bvisc
i .

The REMIX artificial viscosity scheme differs from those of Frontiere et al. (2017)

and Rosswog (2020) in some notable aspects: firstly, the Balsara switch, BSL
i , is

included in the slope limiter term (in Eqn. 2.24). This avoids reducing the artificial

12Pi becomes Pi +Qij and Pj becomes Pj +Qji.
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viscosity where it is needed, leading to a more effective targeting of shocks. This

allows us to introduce a factor of 1/2 in Eqn. 2.29 to recover equations more closely

equivalent to those in Price (2012). Otherwise, the contributions from both Qij and

Qji would effectively lead to this being a factor of 2 stronger, which is to some extent

mitigated by those schemes being ineffective at switching off velocity reconstruction

in shocks. Secondly, we use α = 1.5 and β = 3 as we find that these slightly

larger constants, compared with α = 1 and β = 2 as used by Frontiere et al. (2017)

and Rosswog (2020), help to dissipate spurious oscillations in shocks in 3D. This

is consistent with typical values used in planetary impact simulations (e.g. Canup,

2004; Reinhardt & Stadel, 2017). Thirdly, we use an additional Balsara switch

directly in Eqn. 2.29, which, combined with the values we use for avisc = 2/3 and

bvisc = 1/3, acts to switch between α = 1.5 and β = 3 in shocks and α = 1 and β = 2

in shearing regions. Here we make relatively conservative choices to limit the effect

of artificial viscosity in smoothing particle noise in shearing regions, despite finding

it to be a useful effect, owing to the velocity reconstruction to particle midpoints.

Our artificial viscosity scheme is constructed to be less dissipative in shearing regions

and to target shocks more effectively than similar schemes. These choices are all

discussed in more detail in Appendix F.

2.2.6 Artificial diffusion

Artificial diffusion of internal energy, or “artificial conduction13”, is frequently used

to smooth accumulated noise in particle internal energies (Monaghan, 1997) or en-

tropies (Schaller et al., 2015), and to improve the treatment of density discontinuities

in ideal gas-only simulations (Price, 2008). As with artificial viscosity, a targeted

approach is desirable to avoid artificial conduction playing a dominant role in the

thermodynamic evolution, instead of acting as a correction on the particle scale

(Read & Hayfield, 2012).

In some SPH schemes, relatively strong artificial conduction is used to address

13In later sections, we use “artificial diffusion” to refer to cases that include the diffusion of both
density and internal energy and “artificial conduction” where there is only diffusion of internal
energy.
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kernel smoothing at density discontinuities by smoothing particle internal energies

over kernel length scales (Price et al., 2018). For a single equation of state, with

no phase transitions, this leads to a smooth pressure field in the continuous limit.

However, this is not an appropriate treatment in simulations with multiple and/or

complex materials, where smooth density and internal energy fields do not necessar-

ily lead to smooth pressures. Additionally, even in ideal gas-only simulations, this

does not completely solve the issue, since (1) artificial conduction becomes a less

effective correction at large density discontinuities; (2) in simulations with gravity,

strong diffusion will disturb a system’s hydrostatic equilibrium; (3) artificial con-

duction does not attempt to address the source of kernel smoothing error directly,

instead it alters the physical system itself to one without discontinuities.

In simulations that use an evolved density estimate (Eqn. 1.6), a similar artificial

diffusion term can be used in the evolution of densities, for example, in the δ-SPH

formulation, used predominantly for engineering applications (Antuono et al., 2010,

2012; Sun et al., 2021).

In REMIX, we include artificial diffusion of specific internal energy and of den-

sity, both to improve the treatment of shocks and to smooth accumulated noise on

the particle scale, using reconstruction to particle midpoints (Antuono et al., 2010;

Rosswog, 2020). Similarly to the phase dependence in the diffusion schemes of Sun

et al. (2021) and Pearl et al. (2022), we only allow diffusion between particles of

the same material type. Without this distinction, artificial diffusion of internal en-

ergy between different materials would cause unphysical evolution, since smoothing

would be based on internal energy and not temperature. Diffusing density between

different materials would lead to density discontinuities at material interfaces re-

turning to a similar, smoothed state as in simulations with smoothing error in the

density estimate.

The diffusion terms in the equations of motion take the form
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(
dui

dt

)
difn

=
∑
j

κij

(
au + buBdifn

ij

)
vsig,ij (ũj − ũi)

mj

ρij

1

2

∣∣∣∣∣dW̃dr
∣∣∣∣
ij

− dW̃
dr

∣∣∣∣
ji

∣∣∣∣∣ , (2.30)

(
dρi
dt

)
difn

=
∑
j

κij

(
aρ + bρBdifn

ij

)
vsig,ij (ρ̃j − ρ̃i)

ρi
ρj

mj

ρij

1

2

∣∣∣∣∣dW̃dr
∣∣∣∣
ij

− dW̃
dr

∣∣∣∣
ji

∣∣∣∣∣ , (2.31)

where κij = 1 for particles of the same material and κij = 0 otherwise. The average

Balsara switch for each particle pair is used, Bdifn
ij = (Bi + Bj)/2, for conservation.

We take the signal velocity to be vsig, ij = |ṽi − ṽj| and do not draw any distinctions

between simulations with and without gravity (unlike some previous works (Price

et al., 2018; Rosswog, 2020)), since we aim to validate the full REMIX formulation

independently of specific simulation properties. The parameters au and aρ set the

strength of the artificial conduction in shearing regions (where Bdifn
ij → 0) and are

increased to au + bu and aρ + bρ in shocks. In shearing regions we choose to have

low amounts of diffusion to avoid this strongly influencing thermodynamic evolution,

and to allow for persisting and emergent discontinuities. We therefore use au = aρ =

0.05, similarly to Rosswog (2020). In the presence of shocks we find that we need

a much larger amount of diffusion to prevent spikes in density and internal energy,

and so we use bu = bρ = 0.95. We motivate and test the sensitivity of these choices

in Appendix F. The volume elements in Eqn. 2.30 are chosen to conserve energy.

In Eqn. 2.31, they include an additional ratio of densities, to conserve volume in

each pairwise interaction14. Although conserving volume in a pairwise interaction

between particles is not strictly necessary, we find that it improves the treatment of

the density diffusion in shocks.

When calculating the artificial diffusion terms, internal energies and densities

are reconstructed to particle midpoints similarly to the velocities in the artificial

viscosity scheme via

ũi = ui +
1

2
Φu, ij

(
rγj − rγi

)
∂γ
κ, i û , (2.32)

14Substituting dρi
dt = − ρ2i

mi

dVi

dt and solving for dVi

dt gives an equation antisymmetric in the exchange
of particles.
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ρ̃i = ρi +
1

2
Φρ, ij

(
rγj − rγi

)
∂γ
κ, i ρ̂ . (2.33)

The derivatives are calculated using only particles of the same material species as

∂γ
κ, i û =

∑
j

κij (uj − ui) ∂
γ
i Ŵij

mj

ρj
, (2.34)

∂γ
κ, i ρ̂ =

∑
j

κij (ρj − ρi) ∂
γ
i Ŵij

mj

ρj
. (2.35)

The material dependence of these gradients helps to preserve real discontinuities at

material boundaries.

The slope limiter is calculated in the same way as for the viscosity, Eqn. 2.25,

but with Aij = Au, ij and Aij = Aρ, ij given by

Au, ij =
∂α
κ, i û(rj − ri)

α

∂β
κ, j û(rj − ri)β

, (2.36)

Aρ, ij =
∂α
κ, i ρ̂(rj − ri)

α

∂β
κ, j ρ̂(rj − ri)β

. (2.37)

Although our diffusion scheme technically includes material dependence, this is

not a correction targeted at material boundaries, nor with any dependence on the

actual EoS. Rather, we actively turn off these parts of our method for particles of

different species. Our artificial diffusion scheme is used to improve the treatment

of shocks, and to weakly smooth accumulated noise. It is not used to address

surface tension-like effects that prevent mixing and instability growth at density

discontinuities, even in our ideal gas-only simulations.

2.2.7 Normalising term

We add a normalising term to the density evolution equation. This aims to evolve

densities to reflect the distribution of mass in nearby particles, particularly in regions

where particle volume elements systematically fail to satisfy the normalisation of the

kernel. Since error accumulates in the evolution of densities based on timescales set
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by the divergence operator used in the equations of motion, we set the normalising

term to act over timescales determined by the motion of particles. This also allows

particles to move in response to changes in density caused by the normalising term.

Particle volume elements should approximately satisfy
∑

j WijVj = 1 (Eqn. 1.12)

for a normalised kernel function. However, this condition will not be satisfied either

if particle densities are poor estimates of the underlying field or if particle masses

do not appropriately represent the mass distribution of the fluid. Our methods

inherently conserve mass, as particle masses do not evolve during the simulation,

and are fully Lagrangian. Therefore, we choose to maintain the simplicity and

computational stability of this construction, and address discrepancies in volume

elements through particle densities rather than through particle masses or their

distribution. We do this by including an additional term in the density evolution,

which we refer to as the “normalising term”, that evolves densities towards a set

of volume elements that aim to appropriately build up the continuous simulation

volume. We note that the role of this term is not to obtain volume elements that

exactly satisfy normalisation for all particle kernels at any given time, but rather

to keep volume elements loosely tied to kernel normalisation and to address regions

with systematic discrepancies.

To construct our normalising term, we consider the zeroth geometric moment of

the unmodified kernel,

m0, i =
∑
j

WijVj , (2.38)

where m0, i = 1 if the kernel Wij is normalised over the volume elements Vj =

mj/ρj. For a single particle i, we could trivially satisfy this condition by modifying

the density of the particle and all its neighbours, j, by replacing ρj with m0, i ρj.

However, this does not imply that m0, j = 1 for all j, which will all have different

m0, j and different sets of neighbours. But if there are systematic discrepancies

in m0 for many neighbouring particles, then modifying densities in a similar way

for all these particles will move them closer to m0, j = 1. For instance, consider a

region where particles have systematically too low density, leading to a local trend of
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m0, j > 1. Here, increasing the densities will evolve these particles towards m0, j = 1

and towards a density field that better represents the local mass distribution. In

practice, we capture this behaviour with a smooth evolution in time. Unlike in the

initial näıve example of modifying the densities of all j to satisfy m0, i = 1 for i

only, we evolve the density of i only, based on its own m0, i. This reduces the risk

of emergent chaotic behaviour and still captures the desired behaviour in regions

of systematic trends away from kernel normalisation. The normalising term in the

density evolution equation takes the form

(
dρi
dt

)
norm

= αnorm si (m0, i − 1) ρi
∑
j

vnorm, ij
mj

ρij

1

2

∣∣∣∣∣dW̃dr
∣∣∣∣
ij

− dW̃
dr

∣∣∣∣
ji

∣∣∣∣∣ . (2.39)

where αnorm = 1 is a constant and vnorm, ij = |vi − vj| is the effective signal velocity.
Eqn. 2.39 aims to contribute to a weak evolution of ρi towards m0, i ρi. We include

the vacuum switch, s, described in §2.2.4, since the kernel should not be normalised

by particle volume elements at vacuum boundaries15. Here, we use the same volume

elements and kernel gradient terms as are used in the diffusion of internal energy

(Eqn. 2.30), despite not being motivated by conservation in this term, since it does

not represent the exchange of a quantity between particles. We use these so that the

timescale of the normalising evolution is based on terms in the sum that are equal

for both particles in each pairwise interaction. This prevents individual particles

dominating in the corrective evolution. Using a timescale that depends on particle

motion vnorm, ij rather than, for example the sound speed, allows particles to react

and move in response to changes in density caused by the normalising term. We

find that using an effective signal velocity that depends on the sound speed, even

with a small multiplication factor, can lead to spatial oscillations in density, because

densities change to attempt to satisfy normalisation faster than particles can respond

to these changes.

We show the effect of this term in simulations in §2.3.3 and §2.3.9. In particular,

we show that without this term, an example Jupiter-like planet in hydrostatic equi-

15At vacuum boundaries, one would instead expect m0, i ≈ 1/2.
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librium will develop numerical instabilities as particles with low evolved densities,

but are in regions of high particle number density, move from the planet’s surface

towards its core (§2.3.9). In less extreme cases, the normalising term does not have

a significant effect on hydrodynamics, although it does lead to particle densities that

are generally closer to satisfying kernel normalisation, m0, i = 1.

2.3 Hydrodynamic tests

In this section, we validate REMIX in simulations to test its ability to capture

physically realistic fluid behaviour. The primary tests are performed with particles

of equal mass across the simulation, though we also include a subset of additional

simulations for direct comparisons with past work, where particles are placed onto a

regular grid but have different masses. We refer to these two cases as “equal mass”

and “equal spacing” throughout the following sections. The choice to focus on sim-

ulations with equal mass is made to validate our methods for science applications

where particle densities and configurations can evolve significantly from their ini-

tial states, so particle masses cannot be easily chosen in the initial configuration to

address errors. All simulations are performed in 3D, to account for effects that do

not change predictably when increasing the number of dimensions, such as due to

more freedom in particle configurations, or the change in scaling between neighbour

number and length scale of particle interactions16. Additionally, in figures show-

ing simulation snapshots, we deliberately plot individual particles rather than the

smooth, reconstructed fields shown in some works. It is particularly important to

visualise small-scale behaviour of simulations that aim to improve the treatment of

density discontinuities where the effects that suppress mixing act on the particle

scale.

We present results for the following hydrodynamic test scenarios:

• the square test (§2.3.1), where we investigate the treatment of density discon-

16A 2D simulation will have a lower number of neighbours for a given smoothing length than the
equivalent 3D simulation. Increasing ηkernel to compensate for this would lead to kernel smoothing
over a larger length scale.
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tinuities in static equilibrium;

• the Sod shock tube (§2.3.2), where we investigate the treatment of shocks;

• the Kelvin–Helmholtz instability both with an ideal gas EoS (§2.3.3) and be-

tween different, stiff materials set up to be representative of iron & rock ma-

terial boundaries in an Earth-like planet (§2.3.4);

• the Rayleigh–Taylor instability, also both with an ideal gas EoS (§2.3.5) and

with iron & rock (§2.3.6);

• the blob test (§2.3.7), with which we investigate the onset of turbulence due

to unseeded instabilities in both subsonic and supersonic regimes;

• the Evrard collapse (§2.3.8), which is used to test the interaction of our hy-

drodynamic treatment with gravity and shocks;

• and finally, planets in hydrostatic equilibrium (§2.3.9), which we consider as

a test scenario that combines gravity, complex-material boundaries, and a

vacuum boundary.

The initial conditions needed to perform these tests are included as examples in the

open-source Swift code.

We include comparisons with simulations carried out both using a traditional

SPH formulation (“tSPH”) and a traditional formulation that includes artificial

conduction of internal energy (“tSPH + cond.”), with full details in Appendix C.

These are used to demonstrate the motivation and need for many of the improve-

ments in REMIX. We note that in most ideal gas tests, we follow the convention of

past work and leave quantities unitless.

2.3.1 Square test

The “square test” is used to investigate spurious surface tension-like effects from

sharp discontinuities in a system that should be in static equilibrium (Saitoh &

Makino, 2013). Here we test both an equal spacing scenario, i.e., with different

particle masses in the two regions, and an equal mass scenario. The significant
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contributions from both smoothing and discretisation error (§1.3.1, §1.3.2) at the

density discontinuity makes the equal mass test particularly challenging for SPH.

A square (or cube) of fluid of higher density is initiated in pressure equilibrium

with the surrounding region of low density fluid. Since the fluid experiences no

gradients in pressure, other than those created by numerical errors, the shape of

the square should not distort with time. In tSPH simulations, spurious surface

tension-like effects at the density discontinuity leads to non-zero accelerations and a

deformation of the square (Springel, 2010a). Typically, this test is carried out in 2D

however, here we simulate a more challenging 3D cube with its effectively “sharper”

higher-dimension corners, similarly to Rosswog (2020).

First, for the equal spacing scenario, we use initial conditions set up to match

those of Rosswog (2020). 403 particles are placed in a simple cubic lattice with

spacing 1/40 between adjacent particles. The simulation box is periodic and has

length 1 in each of the x, y, z directions. Masses are chosen such thatmi = ρ(ri)/40
3,

with densities ρ = 4 in the region −0.25 < x, y, z < 0.25 and ρ = 1 otherwise. An

ideal gas EoS with γ = 5/3 is used for all particles. Initial internal energies are set

to give a uniform pressure17 of P (ρ, u) = 2.5.

The evolution of the equal spacing square test, carried out using each of tSPH;

tSPH with artificial conduction; and REMIX, is shown in the top panels of Fig. 2.1.

In the equal spacing scenario, the major contribution to spurious surface tension is

due to the smoothing of the density field. The contribution of discretisation error is

small, due to the well-ordered particle distribution and use of a relatively high-order

kernel. With tSPH, the cube quickly deforms to a more stable, spherical shape, as

illustrated by the upper, top-left panels of Fig. 2.1. Artificial conduction reduces

the effects of smoothing error and so a square shape persists for longer, although

the sharpness of the discontinuity is not maintained (Fig. 2.1 lower, top-left panels).

With REMIX, particle motion is negligible, relative to the particle separation, and

the cube retains its shape (Fig. 2.1 top-right panels). This is in large part due

17We note the use of the unsmoothed density ρ rather than the smoothed ⟨ρ⟩ used to set the
internal energies of the initial conditions. Therefore tSPH simulations are not initialised in pressure
equilibrium, due to smoothing error in the density estimate.
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to the use of the evolved density estimate, which prevents density smoothing –

and therefore spurious pressures – at the discontinuities. Our choice of the free

functions in the equations of motion and kernel construction also help in reducing

discretisation error to achieve these results.

Next, we consider the more challenging case for SPH: the use of equal mass

particles, which leads to particles set up in considerably different grid-spacings in-

teracting at the density discontinuity. Particles in the low density region are placed

in the same configuration as in the equal spacing scenario. Then, instead of in-

creasing particle masses in the high density region, the particle spacing is decreased

and masses are kept the same as in the low density region. To satisfy these con-

ditions while closely matching the density ratio in the equal spacing test, the high

density region is given a grid-spacing of a factor 0.625 finer than the grid-spacing

of the low density region. This corresponds to a density of 4.096. The new spacing

of high density particles is chosen such that the layers of particles on either side

of discontinuities are separated by the mean of the two grid-spacings, for all cube

faces.

The evolution of this square test with equal mass particles is shown in the bottom

panels of Fig. 2.1. There is now a large contribution of both smoothing and discreti-

sation error in both of the traditional SPH formalisms. As such, the cube quickly

deforms, even with conduction acting to reduce smoothing error. In the REMIX

formulation, some minor deformation can be observed over these timescales. How-

ever, the general shape is maintained (Fig. 2.1 bottom-right panels). We note that

although past work typically shows 2D square test evolution over longer timescales

than those of our plotted snapshots, our plots show times later than the comparable

3D tests in Rosswog (2020), beyond the time at which their equal spacing cubes

have deformed. Reducing the effects of artificial surface tension requires all of (1)

a density estimate that does not smooth density discontinuities, (2) our choice of

equations of motion, and (3) improved gradient estimates. In the REMIX simula-

tion, artificial diffusion is not the dominant source of correction, as discontinuities

in both density and internal energy remain sharp.

If the linear-order reproducing kernels are used in the equations of motion with-
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Figure 2.2: 3D Sod shock tube at time t = 0.2 simulated using tSPH and REMIX.
Plots show velocity in the x-direction, vx, density, ρ, specific internal energy, u, and
pressure, P , of individual particles plotted against their x-position for tSPH (a–d)
and REMIX (e–h) respectively. The red, dashed line shows a reference solution,
solved for directly by using a Riemann solver. All particles are plotted.

out the antisymmetrisation, which is needed to enforce conservation, the square will

remain undisturbed over much longer timescales, even in the equal mass case. The

difference in outcome between using the conservative, antisymmetric construction

and the exactly linear reproducing construction is sensitive to the kernel function

used to construct the linear reproducing kernel. Therefore, reducing the additional

error introduced in antisymmetrisation becomes an important consideration when

choosing the form of the kernel from which the linear-order reproducing kernels are

constructed. This can be seen in Appendix E, where we present sensitivities in these

results to different elements of the REMIX construction.

2.3.2 Sod shock tube

The “Sod shock tube” (Sod, 1978) is used to assess the shock capturing capabilities of

our hydrodynamic scheme. This is a classic Riemann problem with a known analytic

solution. Since the inclusion of artificial viscosity and diffusion are necessary to deal

with shocks in the REMIX scheme, we also use this test to motivate choices made

in the artificial viscosity and diffusion formulations, as detailed in Appendix F. The

choices made in the viscosity scheme relating to this test focus on reducing ringing

oscillations behind the shock. The diffusion scheme focuses on reducing the size of

spikes in density and internal energy at the discontinuity.
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Ideal gas, γ = 5/3, particles of equal mass are placed in a periodic 3D domain

with size 2 in each of x, y, z directions, centred at (0, 0, 0). We use two glass

configurations, scaled appropriately for the two regions of different initial density:

ρ1 = 1 in the region x < 0 and ρ2 = 1/8 in the region x > 0. Initial internal energies

are set such that P1 = 1 and P2 = 0.1. Simulations have a total of 589,824 equal

mass particles.

The particle velocities in the x-direction, densities, internal energies, and pres-

sures at a time t = 0.2 are shown in Fig. 2.2. The shock is captured well with

REMIX, and the particles align with the reference solution. Noise in particle veloc-

ities is reduced compared with tSPH. The size of the spike in internal energy is also

reduced. The pressure blip could be further smoothed by increasing the strength of

our artificial diffusion scheme, through choices of the a and b factors. However, we

choose to take a conservative approach to artificial diffusion to avoid deviating far

from the thermodynamically consistent core equations of motion.

2.3.3 Kelvin–Helmholtz instability – ideal gas

The Kelvin–Helmholtz instability (KHI) is the first test we use to investigate the

treatment of mixing and dynamic instability growth in our simulations. The KHI

arises at shearing interfaces in fluids (Chandrasekhar, 1961). Perturbations at the

interface grow to form vortices that act to cascade energy to shorter length scales.

As such, the KHI plays a significant role in the onset of turbulence in physical

systems. Capturing the growth of the KHI has therefore been widely adopted as

a benchmarking test to assess a numerical method’s ability to simulate turbulence-

driven mixing, as well as mixing on the particle scale. However, unlike the other

tests above, an analytical solution does not exist for the KHI.

Here we first consider the growth of these instabilities at shearing density con-

trasts in an ideal gas. All simulations presented are carried out in 3D, with a thin z

direction depth relative to the other dimensions, similarly to Hopkins (2013), Read

et al. (2010), and Rosswog (2020). We focus primarily on cases with a sharp den-

sity discontinuity and equal mass particles. This is in contrast with an alternative

setup with which we directly compare our results with a reference solution (McNally
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et al., 2012), where we consider an initially smoothed discontinuity and equal parti-

cle spacing. Although the use of this second form of initial conditions with smooth

initial densities and velocities is motivated by the existence of a converged solution,

these choices change the physical system to one with inherently less smoothing and

discretisation error, which are the main effects of interest that normally suppress

instability growth in SPH simulations. These smooth initial conditions therefore

do not give the full picture of an SPH scheme’s ability to capture KHI growth at

sharp density discontinuities, where these sources of error can play a dominant role.

This is particularly important at material boundaries, where smoothing the density

discontinuity between different materials may lead to particles of both materials

occupying extreme regions of their EoS phase space, so considering deliberately

smoothed, equilibrium initial conditions would not be representative of a physical

system.

Traditional formulations of SPH struggle to capture the KHI (Agertz et al.,

2007), with the growth of the instability being strongly suppressed. In particular,

for shearing density discontinuities, smoothing in the density estimate leads to sur-

face tension-like effects that act to artificially stabilise the interface. Additionally,

for simulations where SPH particles in both density regions have equal mass, or con-

figurations that give similarly anisotropic local particle distributions at the interface,

leading-order error in the momentum equation will also contribute significantly to

this spurious surface tension-like effect. Not only do these effects act to suppress

mixing by hampering the large-scale evolution of naturally arising instabilities that

should act to drive mixing, but they will also impede particles crossing interfaces,

thereby suppressing mixing both indirectly and directly.

The growth of a mode of wavelength λ is characterised by the timescale (Price,

2008; Rosswog, 2020)

τKH =
(ρ1 + ρ2) λ√
ρ1ρ2 |v1 − v2|

, (2.40)

where ρ1 and ρ2 are the densities in regions separated by the shearing interface and

|v1−v2| is their relative speed. We use this parameterisation so that comparisons can

be drawn at the same τKH between simulations with different initial conditions, since
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we consider KHIs with both smoothed and sharp interfaces, for different density

ratios, and between different materials. We note that initial conditions with and

without initial smoothing of fields at the interface are physically different systems,

so we do not expect converged results between the two.

In the absence of stabilising influences such as physical surface tension or grav-

ity, a shearing discontinuity is unstable to perturbation modes of all wavenumbers

(Chandrasekhar, 1961). In a realistic system satisfying these conditions, instability

will always be triggered, as even the smallest local inhomogeneities will seed mode

growth. Similarly, in a simulation, numerical error will inevitably trigger instability

at shearing discontinuities. The wavenumbers of error-seeded modes are sensitive

not only to the numerical methods used and the construction of initial conditions,

but also to the resolution of the simulation: a higher resolution simulation will be

able to resolve the excitation of a wider range of mode wavelengths (Robertson

et al., 2010). The growth of KHIs at sharp discontinuities can therefore not be used

reliably for convergence studies.

McNally et al. (2012) and Robertson et al. (2010) construct KHI initial conditions

with smooth initial velocities and densities across the shearing interface. They show

that the inclusion of a well-resolved transition region acts to stabilise the system,

suppressing modes other than those deliberately seeded in the initial conditions.

They demonstrate convergence and present a well-posed method to benchmark the

early evolution of KHI simulations. In §2.3.3 below, we present REMIX simulations

using the initial conditions of McNally et al. (2012), including quantitative compar-

isons of mode growth with their converged reference solution. In §2.3.3, we present

KHI simulations with sharp discontinuities in density and velocity across the inter-

face. Although we cannot make quantitative comparisons of this more challenging

case with converged reference solutions, useful comparisons can still be drawn be-

tween simulations and the expected qualitative behaviour of the instability, with a

motivation of reducing the clear suppression of the KHI observed when using tradi-

tional SPH. We additionally use equal mass particles across the simulation, making

this setup particularly challenging for SPH schemes, but more applicable to most

science applications. In §2.3.3 we present KHI simulations with a larger density
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Figure 2.3: Ideal gas Kelvin–Helmholtz instabilities with smoothed initial density
and velocity profiles. Columns correspond to simulations of different resolutions,
with the top row showing results from simulations using tSPH and the bottom row
from simulations using REMIX. We plot snapshots at t = 2 τKH from 3D, ideal gas
KHI simulations. The density ratio between the two regions is 1:2. Here particles
of different mass are used to match consistent initial particle spacing and volume
across the simulation. Individual particles are plotted on a grey background and
coloured by their density. Particles at all z are plotted, so the grey background is
visible in regions that have maintained their grid alignment in z from the initial
conditions.

ratio, a discontinuous interface, and equal mass particles. This system is even more

challenging again for SPH schemes: both smoothing and discretisation errors are in-

creased here due to the larger density-smoothing effects and the even more extreme

local anisotropy in particle distribution at the interface. After considering these

ideal gas scenarios, we present KHI simulations at interfaces between dissimilar,

stiff materials in §2.3.4.

KHI with smooth initial conditions

McNally et al. (2012) present converged, high-resolution simulations of the early

linear growth of the KHI. They use initial conditions with smooth initial velocity

and density fields across the shearing interface. Similarly to Rosswog (2020), here
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Figure 2.4: Evolution of mode amplitude, M , in Kelvin–Helmholtz simulations with
smoothed initial density and velocity profiles. We plot mode growth for simulations
with three different resolutions (N = 128, 256, 512) using both tSPH (grey, dashed)
and REMIX (blue, dashed). Mode amplitude is normalised to the initial amplitude
of the excited mode, M0, and time is normalised to the characteristic timescale of
KHI growth, τKH. The reference solution (red, solid) corresponds to the 4096 ×
4096 simulation of McNally et al. (2012) using the Pencil code.

we use these smooth initial conditions, adapted to 3D, and use the mode growth of

the reference solution of McNally et al. (2012) to quantitatively assess the accuracy

of our numerical methods.

Particles are initialised in a 3D cubic lattice in a periodic box with N ×N × 18

particles in x, y, z directions (i.e. a thin slice in the z direction relative to x and

y). We run simulations with resolutions N = 128, 256, 512. Spatial dimensions are

normalised to the size of the simulation box length in the x and y directions. A

low density region of ρ1 = 1 shears against a high density region of ρ2 = 2 with

speeds in the x direction of v1 = −0.5 and v2 = 0.5 such that the relative velocity is

|v1−v2| = 1. The regions are layered in y and have relative velocities in x. However,

both density and shearing velocity are smoothed at the shearing interface such that

initial densities are given by
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ρ(y) =



ρ1 − ρme
(y−0.25)/∆ for 0.00 ≤ y < 0.25 ,

ρ2 + ρme
(0.25−y)/∆ for 0.25 ≤ y < 0.50 ,

ρ2 + ρme
(y−0.75)/∆ for 0.50 ≤ y < 0.75 ,

ρ1 − ρme
(0.75−y)/∆ for 0.75 ≤ y < 1.00 ,

(2.41)

and initial velocities in the x direction are given by

vx(y) =



v1 − vme
(y−0.25)/∆ for 0.00 ≤ y < 0.25 ,

v2 + vme
(0.25−y)/∆ for 0.25 ≤ y < 0.50 ,

v2 + vme
(y−0.75)/∆ for 0.50 ≤ y < 0.75 ,

v1 − vme
(0.75−y)/∆ for 0.75 ≤ y < 1.00 .

(2.42)

Here ρm = (ρ1−ρ2)/2, vm = (v1−v2)/2, and ∆ = 0.025. Since particle positions are

initialised in a single cubic lattice, particle masses are set bymi = ρ(yi)/N
3. Particle

internal energies are set to give a pressure of P (ρ, u) = 2.5 across the simulation for

an ideal gas with γ = 5/3. A small velocity perturbation, vy = 0.01 sin (2πx/λ), is

added in the y direction with wavelength λ = 0.5, to seed the primary instability.

The simulated KHI with these initial conditions is shown in Fig. 2.3. We plot

particle densities at particle positions for simulations of resolution N = 128, 256,

512. Top row plots correspond to tSPH and bottom to REMIX. All snapshots

are shown at simulation time t = 2 τKH. Traditional SPH struggles to capture

this instability at low resolutions. In REMIX simulations the seeded mode is not

suppressed and grows at a close to resolution-independent rate. We find, however,

that at later times secondary modes will eventually grow and disturb the evolution

of the primary mode, so we do not observe strict convergence over long timescales.

For an SPH scheme aiming to model an inviscid fluid with realistic turbulence-driven

mixing, a compromise on this is difficult to avoid.

The evolution of the amplitude of the seeded mode is shown in Fig. 2.4, for

these simulations. This quantity, M , is calculated from Eqns. 10–13 of McNally

et al. (2012). We normalise the mode amplitude to M0 ≡ M(t = 0) to allow

for more direct comparisons between simulations with different initial conditions,
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presented later. The reference solution is from the high-resolution 40962 cell KHI

simulation performed by McNally et al. (2012) using the Eulerian mesh, finite-

difference code Pencil. The mode growth of the tSPH simulations fall significantly

short of the reference solution. This result is consistent with the SPH simulations

used for comparisons by McNally et al. (2012). In contrast, the mid- and high-

resolution REMIX simulations closely match the reference solution, and even the

lowest resolution REMIX simulation is considerably closer to the reference solution

than the highest resolution tSPH simulation.

KHI with discontinuous initial conditions

Next we consider KHI growth at an interface that is discontinuous in density and

velocity. A shearing discontinuous interface is unstable to modes of all wavelengths,

so noise- or error-seeded secondary modes will inevitably lead to a turbulent system

and preclude numerical convergence. Although no converged reference solution ex-

ists for this problem, we use this system to qualitatively demonstrate the suppression

in tSPH of both instability growth at, and mixing across, density discontinuities,

and the effectiveness of REMIX in alleviating these issues. We deliberately constrain

our analysis to low-resolution simulations, where the primary, intentionally seeded

mode remains relatively undisturbed by secondary modes during the early growth

of the instability (as discussed further in Appendix G).

Similarly to in §2.3.3, we consider shearing between a low density region of

ρ1 = 1 and a high density region of ρ2 ≈ 2 with relative speeds of v1 = −0.5 and

v2 = 0.5. Here we initialise particles with a sharp discontinuity in both density and

shearing velocity. The low density region is set up in the same cubic lattice as in

the smoothed simulations of the previous section. We use particles of equal mass

across the simulation. We refer to the resolution of these simulations by the effective

resolution of the low density region: N1 = 128, 256, 512; if the box were filled with

a cubic lattice of the low density material only, then this lattice would consist of

N1 × N1 × 18 particles in x, y, z directions. Particles in the high density region

are arranged in a cubic lattice of shorter spacing. A cubic lattice corresponding

to a density ρ2 = 2 is adjusted to allow a continuous grid in the x dimension of
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Figure 2.5: Growth of 3D Kelvin–Helmholtz instabilities in the more challenging
case of discontinuous initial density and velocity profiles and equal mass particles.
Columns show snapshots at different times, with the top rows showing results from
simulations using tSPH – without and with artificial conduction – and the bottom
row from simulations using REMIX. These simulations are both relatively low res-
olution, with N1 = 128. The density ratio between the two regions is 1:1.91.

the periodic box18. The spacing of particles in z is slightly adjusted away from a

perfectly cubic lattice such that particle spacing in this dimension is also continuous

across the boundary of the box. The regions are shifted in the y direction such that

the layers of particles across the interface from each other, directly adjacent to, and

parallel with, the discontinuity are separated by the mean of the two grid-spacings.

The size of the simulation box is adjusted in the y direction to compensate for this

and to maintain continuity across boundaries of the periodic box. The density ρ2 is

recalculated based on these grid modifications and the use of equal mass particles.

To satisfy these conditions, in the high density region we use ρ2 = 1.91 in a lattice

18We also enforce that the effective resolution in this region, N2, is divisible by 4 (the number
of vortices formed by the evolution of the seeded mode) to avoid the possibility of asymmetric
evolution of individual vortices triggering an early onset of secondary modes. In practice this has
no noticeable effect here, but similar considerations do matter for the Rayleigh–Taylor instability
simulations we examine in §2.3.5 and §2.3.6.

50



0.0 0.5 1.0

t / τKH

0.0

0.5

1.0

1.5
lo

g
(
M

/
M

0
)

tSPH, 128

tSPH, 256

tSPH, 512

REMIX, 128

REMIX, 256

REMIX, 512

Ideal gas(a)

0.0 0.5 1.0

t / τKH

Earth-like iron & rock(b)

Figure 2.6: Evolution of Kelvin–Helmholtz instability mode amplitude, M , in sharp-
discontinuity, equal mass KHI simulations with (a) an ideal gas EoS (§2.3.3) and (b)
between dissimilar, stiff EoS (§2.3.4). Mode growth in simulations using both tSPH
(grey, dashed) and REMIX (blue, dashed) are shown for three different resolutions
(N1 = 128, 256, 512). The mode amplitude is normalised to the initial amplitude
of the excited mode, M0, and time is normalised to the characteristic timescale of
KHI growth, τKH, which are both different for each case.

with, for example, N2 = 160 and 22 particles in the z direction for N1 = 128. Initial

internal energies are calculated such that particles have a uniform initial pressure19

of P (ρ, u) = 2.5 by the ideal gas equation with γ = 5/3. We seed a small velocity

perturbation, vy = 0.01 sin (2πx/λ), in the y direction with λ = 0.5.

In Fig. 2.5 we show the growth of these KHIs simulated using tSPH, tSPH with

artificial conduction, and REMIX. We plot individual particles, coloured by their

densities, at three times through the evolution of the instability. In the tSPH simu-

lations, surface tension-like effects act both to suppress the growth of the instability

and to prevent mixing of particles across the interface. As noted by Agertz et al.

(2007), particles form ordered bands with large gaps at the interface, which act

as barriers to mixing. Artificial conduction helps to enable some mixing on the

particle scale, allowing the boundary to become diffuse with time. However, the

evolution of the instability is slow, as can be seen when comparing with the similar

sharp-interface KHI simulations of Hopkins (2015), performed with their improved

methods, at comparable scaled times (their Fig. 21). While we note that differences

19We note here that the density used in these initial conditions are unsmoothed, so the tSPH
simulations will not be in pressure equilibrium due to their smoothing of the densities at the
discontinuities.
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Figure 2.7: The evolution of the distribution of the m0 kernel geometric moment
in ideal gas KHI simulations with sharp discontinuities. m0 ≈ 1 corresponds to a
local distribution of densities that reflects the particle configuration. Plots show
results from simulations with resolution N1 = 128 using the REMIX scheme both
(a) without and (b) with the normalising term in the density evolution.

in initial conditions construction means that we cannot make direct comparisons, the

growth of the instability in both traditional cases is clearly too slow. The REMIX

simulation shows a clear improvement: not only do the characteristic vortices of

the KHI form without impedance by surface tension-like effects, but interfaces are

maintained as sharp discontinuities as the system evolves. Particles do not align

themselves in bands separated by gaps that would prevent mixing across the dis-

continuity.

The mode amplitude growth of these KHIs and equivalent higher resolution sim-

ulations are plotted in Fig. 2.6(a). Since this system is constructed differently from

that in §2.3.3, we cannot draw direct comparisons between these results and the

converged reference solution for a smoothed interface. For example, the instabil-

ity grows more quickly in this case where the shearing velocity is discontinuous.

However, we do observe qualitatively similar behaviour when comparing Fig. 2.6(a)

with Fig. 2.4. The seeded mode grows more quickly in REMIX simulations than in

those using tSPH. The early growth rate of modes in REMIX simulations is slightly

steeper as resolution is increased, mirroring the behaviour of the analogous simula-

tions in Fig. 2.4. The approach of the mode evolution of tSPH simulations towards

the REMIX simulations is also similar here, and again, the lowest resolution REMIX

simulation grows more quickly than the highest resolution tSPH simulation. Despite
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this behaviour with increased resolution, high-resolution tSPH simulations still fail

to form spiralling plumes, as surface tension-like effects continue to dominate, as

shown in Appendix G.

The effect of the normalising term (§2.2.7) in a KHI simulation with sharp dis-

continuities is demonstrated in Fig. 2.7. Without it, as the simulation evolves, m0

of some particles drifts away from 1, the value corresponding to normalisation of

the unmodified kernel (see Eqn. 2.38). The normalising term ties the density evolu-

tion to kernel normalisation, so as the system evolves, volume elements continue to

accurately build up the continuum over which the kernel function is normalised. In

these simulations, the drift in m0 does not noticeably affect the simulation outcome,

however, in §2.3.9, we show an example where the inclusion of the normalising term

is necessary to simulate a system in hydrostatic equilibrium.

KHI with a large density ratio

Capturing the KHI at interfaces in fluids with a large density jump is additionally

challenging for SPH. More smoothing in the density estimate and larger discretisa-

tion error, in equal mass particle simulations, will make surface tension-like effects

stronger at larger density contrasts. Additionally, using artificial conduction as a

method for correcting density discontinuity is not as effective at larger jumps in

density (Price, 2008). Our initial conditions aim to follow those of Price (2008) with

a density ratio of 1:10, however, we continue to use 3D simulations to validate our

methods for more typical applications.

Here we construct initial conditions similarly to §2.3.3: sharply discontinuous in

both density and shearing velocity. The low density region is constructed exactly

equivalently with ρ1 = 1, while resolution is increased in the high density region,

following the same method as outlined previously, such that this region has a density

of ρ2 = 10.4. Speeds in the x direction are again set to v1 = −0.5 and v2 = 0.5,

however the wavelength of the initial perturbation in the y direction is decreased to

λ = 0.128, although with the same amplitude of 0.01 (Price, 2008). Comparisons of

resolution can not be directly drawn to the previous section, as here fewer particles

will make up individual vortices at a given time due to the decreased perturbation
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wavelength.

In Fig. 2.8, we plot snapshots showing the evolution of these initial conditions

in tSPH, tSPH with conduction, and REMIX simulations for two resolutions. Due

to the lower wavelength of the seeded mode compared with that in previous sec-

tions, we consider simulations with overall higher resolutions, although this does

not necessarily correspond to higher resolution in each individual vortex, which now

occupies a smaller region in the simulation box. The instability fails to grow with

tSPH and grows only slowly in the higher resolution simulation with conduction.

However, the instability is captured successfully with REMIX, in particular at the

higher-resolution, where we capture spiralling within the plume.

2.3.4 Kelvin–Helmholtz instability – Earth-like iron & rock

Since the evolution of the KHI is predominantly inertial, we expect instabilities

to grow similarly between shearing fluids of different materials, represented in our

simulations as inviscid fluids only differing in the calculation of pressures and sound

speeds through the EoS (§2.1.1). We construct similar initial conditions to those

used in §2.3.3, but using the ANEOS Fe85Si15 (iron) and forsterite (rock) EoS with

densities and pressures comparable with those of the Earth’s core-mantle interface

(Stewart et al., 2020).

We simulate the KHI at a discontinuity between low-density rock at ρ1 =

5000 kg m−3 and high-density iron at ρ2 = 9550 kg m−3. Particles are placed

in a periodic box in a configuration exactly matching that of §2.3.3. These simula-

tions use particles of equal mass. Spatial dimensions are scaled such that the box

spans a length of 1 R⊕ = 6371 km in the x and y dimensions. The velocities in x

of the two layers are initialised to v1 = −10−4 R⊕ s−1, v2 = 10−4 R⊕ s−1 and the

seeded mode has the form vy = 0.01|v1 − v2| sin (2πx/λ) with λ = 0.5 R⊕. Initial

internal energies are calculated through each material’s EoS such that the regions

are in pressure equilibrium with P (ρ, u) = 1.2× 1011 Pa.

In Fig. 2.9 we show the evolution of a KHI with these initial conditions using

tSPH and REMIX. In the tSPH simulation, surface tension-like effects are strong.

Undesired smoothing of the discontinuity in the SPH density estimate combined with
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Figure 2.9: Kelvin–Helmholtz instability growth between dissimilar, stiff materials.
We plot snapshots from 3D KHI simulations with multiple, complex equations of
state at densities and pressures representing those at material boundaries within
the Earth. Columns show snapshots at different times with the top row showing
results from simulations using tSPH and the bottom row using REMIX. The initial
density and velocity profiles are discontinuous and particles have equal mass. These
simulations are both relatively low resolution, with N1 = 128. Individual particles
are plotted on a grey background and coloured by their material type and density.
Particles at all z are plotted, so the grey background is visible in regions that have
maintained their grid alignment in z from the initial conditions.

the stiff equations of state leads to strong artificial forces at the interface, which both

prevent mixing of particles of different materials and strongly suppress the growth

of the instability. These effects as well as their contributions from zeroth-order error

in the momentum equation are addressed in the construction of the REMIX SPH

scheme, so the instability is allowed to grow and particles of different materials are

able to intermix in a qualitatively similar way to the ideal gas cases.

The mode amplitude growth of these simulations is plotted in Fig. 2.6(b). We find

strong quantitative similarities between these and the mode growth of the ideal gas

simulations potted in Fig. 2.6(a). Although we have no experimental or analytical

predictions for the growth of the KHI in these conditions and with these materials,

we find that: (1) spurious surface tension analogous to that in tSPH KHI simulations
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Figure 2.10: Kelvin–Helmholtz instability simulations illustrating the interplay be-
tween multiple component methods of the REMIX scheme. Here we show results
from REMIX simulations when using: (a) a more traditional form of the equations
of motion; (b) the traditional, integral-form of the density estimate, instead of the
evolved density; (c) an unmodified Wendland C2 kernel, instead of the linear-order
reproducing kernels; (d) the full REMIX SPH scheme. Removing any one of these
affects the growth of the instability significantly. We plot snapshots at t = 2 τKH

from 3D simulations with multiple, stiff equations of state at densities and pressures
representative of those at the core-mantle boundary within the Earth.

with ideal gas is also clearly visible and strong in tSPH simulations with multiple

materials; (2) the construction of the REMIX scheme is general in, and shown to

be effective in, its reduction of established sources of error in the SPH formalism;

(3) without any tuning of the method to material-specific boundaries, improvements

that alleviate surface tension-like effects in ideal gas KHI simulations also allow the

KHI to form in a qualitatively similar manner in the multi-material case.

To achieve these improved results of the REMIX scheme demonstrated in Fig. 2.9,

we require interplay between a combination of its constitutive methods (§2.2). We

use this KHI with iron & rock to highlight the importance of individual methods
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included in the REMIX SPH scheme as, while their effects are visible in all simula-

tions, they present particularly clearly in this case. Fig. 2.10 shows Earth-like KHI

simulations that use the REMIX SPH scheme with different ones of its constituent

methods removed from the construction and reverted to its traditional SPH ana-

logue in each panel. We show simulations that: (a) use a more standard form of the

equations of motion with equal-valued free functions (§2.2.2); (b) use the integral

rather than differential form of the density estimate (§2.2.1); (c) use an unmodified

Wendland C2 kernel rather than linear-order reproducing kernels (§2.2.3); (d) the

full REMIX SPH scheme. Taking a more traditional approach in any one of these

methods leads to much stronger surface tension-like effects, such that only the full

scheme enables the expected spirals to form. The improvements of the REMIX

scheme are in many cases due to interplay between its constitutive methods all

together, rather than individual components solving separate issues.

2.3.5 Rayleigh–Taylor instability – ideal gas

We next consider the Rayleigh–Taylor instability (RTI) as an additional scenario

to test the treatment of instability growth and mixing, which, unlike the previous

tests, also includes gravity.

The RTI arises at the interface between a high density fluid being displaced by

a low density fluid (Chandrasekhar, 1961). We simulate the gravity-driven growth

of the RTI, where a layer of high density fluid is initially positioned above a layer

of low density fluid (relative to the downward direction of gravity). Hydrostatic

equilibrium is disturbed by a small velocity perturbation. Similarly to the KHI,

surface tension-like effects in traditional SPH formulations strongly suppress the

growth of the RTI.

Our initial conditions are based on those of Frontiere et al. (2017). However,

as with the KHI tests, these simulations are carried out in 3D, with particles of

equal mass, and without deliberate smoothing of the initial density discontinuity.

Particles are placed in a periodic simulation domain in two cubic lattices, each a

square in the x, y dimensions and thin in z. The box has dimensions of 0.5, 1 in the

x and y directions, with a thin and resolution-dependent z box size. The low density
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region has N1 ×N1 × 18 particles with density ρ1 = 1 and occupies the bottom half

of the domain. The high density region is constructed similarly to that in §2.3.3,

giving a density of ρ2 = 1.91 for the upper region while also ensuring a lattice that is

consistent across the periodic simulation box edges. Particles in the top and bottom

0.05 of the box are fixed in place throughout the course of the simulation. Initial

internal energies are set to satisfy hydrostatic equilibrium using an ideal gas EoS

with γ = 7/5, constant gravitational acceleration g = −0.5, and a pressure at the

interface of P0 = ρ2/γ. Particles are initially at rest, other than an initial velocity

perturbation that seeds the instability,

vy(x, y) =

δy [1 + cos (8π (x+ 0.25))] [1 + cos (5π (y − 0.5))] for 0.3 < y < 0.7 ,

0 otherwise.

(2.43)

We use a perturbation amplitude of δy = 0.025.

In Fig. 2.11, we show snapshots from RTI simulations with resolution N1 = 256,

simulated using tSPH, tSPH with artificial conduction, and REMIX. The growth

of this instability is strongly suppressed, even with artificial conduction. REMIX

is able to capture the growth of the RTI well. Additionally, we are able to main-

tain discontinuities as the simulation evolves. As in the KHI, these discontinuities

are inherently unstable to perturbation modes of all wavelengths and so we see the

growth of secondary, unseeded KHIs and RTIs that contribute to an onset of turbu-

lent mixing. As the simulation progress, we observe turbulence driving mixing on

the particle scale, the scale of the primary instability, and in between.

2.3.6 Rayleigh–Taylor instability – Earth-like iron & rock

We now consider the treatment of the RTI at an interface between different materials.

The stiff iron & rock EoS that we use makes this an even more challenging scenario

for traditional SPH.

The high density iron layer is placed above the low density rock layer. The parti-

cle configuration is constructed just as in the ideal gas case above, since the density
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ratio is taken to be the same. However the box is scaled to have dimensions 0.05 R⊕

and 0.1 R⊕ in the x and y dimensions. The velocity perturbation is similar, al-

though scaled to the box size and with an amplitude δy = 2.5×10−5 R⊕ s−1. Again,

particles are initially in hydrostatic equilibrium, other than due to the seeded per-

turbation. Internal energies are chosen to satisfy this for the constant gravitational

acceleration g = −9.9 m s−2 and interface pressure P0 = 120 GPa, representative of

the gravitational acceleration and pressure at the Earth’s core-mantle boundary.

In Fig. 2.12 we show snapshots from RTI simulations with Earth-like materials

with resolution N1 = 256, with tSPH and REMIX. The RTI does not grow in the

tSPH simulation. In contrast, the behaviour of the REMIX simulation is similar

to the equivalent ideal gas case: unimpeded evolution of the instability, mixing

at different length scales, onset of turbulence, and growth of unseeded secondary

modes.

2.3.7 Blob test

In a physical system, mixing due to fluid instabilities is typically much less controlled

and isolated than in the deliberately seeded scenarios of the previous sections. The

“blob test” (Agertz et al., 2007) is used to investigate the treatment of turbulent

mixing at density discontinuities due to unseeded instabilities.

A spherical cloud of high-density fluid, initially at rest, is placed in an uni-

form flow of low-density fluid. Emergent Kelvin–Helmholtz and Rayleigh–Taylor

instabilities at the interface, as well as ram-pressure stripping, should act to break

up the cloud, driving its evolution to a well-mixed state. As with the instability

tests presented in previous sections, traditional SPH schemes struggle to capture

instability growth at density discontinuities and so the mixing of the cloud into the

surrounding fluid is strongly suppressed. Typically, blob tests are carried out in a

supersonic regime, where interactions between shock waves and the cloud can also

be assessed, applicable to a range of astrophysical scenarios. However, here we ad-

ditionally simulate blob tests in a subsonic regime to demonstrate the ability of the

REMIX SPH scheme in capturing subsonic turbulent mixing, which is even more

strongly suppressed in the tSPH formalism (Bauer & Springel, 2012).
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Braspenning et al. (2023) compare blob test simulations using seven hydrody-

namical solvers, including SPH schemes and mesh-based methods. We reproduce

their initial conditions to allow direct comparisons with their simulations. Particles

are placed in a 3D periodic box with axes aligned such that the initially uniform

wind flows in the x direction. The length of the box in y and z is chosen to be

1 pc, and the length in the x direction is 4 pc. Particles in the ambient wind are

initially placed in a cubic lattice with 4N × N × N in the x, y, z directions, where

we parameterise the simulation resolution by N . We carry out simulations with

N = 16, 32, 64, 128, 256. Particles in both the cloud and surrounding wind have

equal masses and so particles in the cloud are placed in a cubic lattice of higher num-

ber density corresponding to the chosen density contrast. We simulate blob tests

with initial density contrasts χ = 10, 100 and the initial density of the surround-

ing medium is 10−4 mp cm−3, where mp is the proton mass. Clouds are spherical

and have a radius of Rcloud = 0.1 pc. Both the cloud and surrounding medium are

an ideal gas with γ = 5/3 and internal energies are chosen so that the cloud and

surrounding medium are in pressure equilibrium with each other and the cloud has

an initial temperature of 104 K. We carry out simulations with three wind speeds,

characterised by the Mach number M ≡ vwind/cwind: M = 1.5 for a direct com-

parison to the simulations of Braspenning et al. (2023), M = 2.7 the value used

most frequently in validating hydrodynamic methods (Agertz et al., 2007; Frontiere

et al., 2017), and M = 0.5 to test mixing in the subsonic regime. We use units of

the cloud crushing timescale

tcc =

√
χRcloud

vwind

, (2.44)

to compare simulations with different initial density contrasts and wind speeds and

for direct comparisons with the results of Braspenning et al. (2023).

In Fig. 2.13 we plot particle densities from a central cross-section of REMIX

blob test simulations with N = 256. Results from simulations with three initial

wind speeds and two initial density contrasts are shown for a time t ≈ 5 tcc. The

middle row therefore corresponds directly to results from simulations plotted in

Fig. 1 of Braspenning et al. (2023). REMIX captures disruption of the cloud in both
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Figure 2.14: Time evolution of the mass of dense gas, Mdense (a–f), and the mass of
intermediate-temperature gas, Mmix (g–l), in blob test simulations. These quantities
are plotted for simulations for two different initial density contrasts (χ; columns) and
three Mach numbers (M; rows). Line colour corresponds to simulation resolution.

a subsonic and supersonic regime. With time, the cloud reaches a well-mixed state

with the surrounding medium. This contrasts with the Braspenning et al. (2023)

SPH simulations, in which clouds with χ = 100 do not fully mix (their Fig. A1).

Additionally, the onset of turbulence does not produce a highly symmetric structure

like that provoked by the use of a regular grid in simulations using an adaptive mesh

refinement (AMR) method (seen most clearly in Figs. 5 and 6 Braspenning et al.

(2023)).

To facilitate direct quantitative comparisons to the simulations of Braspenning

et al. (2023), we consider the evolution of the mass of dense gas and the mass of

intermediate-temperature gas. The mass of dense gas, Mdense, is defined as the sum

of masses of particles with density above a threshold of ρcloud/ 3, where ρcloud is the

initial cloud density. The mass of intermediate-temperature gas, Mmix, is defined

as the sum of particle masses, mi, of particles whose temperature, Ti, lies within

half the logarithmic temperature range between the cold cloud and the hot wind,

centred on the geometric mean temperature, i.e.

Mmix =
∑
i

mmix, i , (2.45)
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with mmix, i = mi for log(Tmix) − 1
4
log(χ) < log(Ti) < log(Tmix) +

1
4
log(χ) and 0

otherwise, where Tmix is the geometric mean of the cloud and wind temperatures,

Tmix =
√
TcloudTwind. We normalise both Mdense and Mmix to the initial cloud mass.

The evolution of Mdense and Mmix for simulations varying initial wind speed,

initial density contrast, and resolution is plotted in Fig. 2.14. We find that REMIX

is able to capture the disruption of the cloud in all these simulations, as shown in

Fig. 2.14(a–f). The middle row corresponds directly to Figs. 2 and 3 of Braspenning

et al. (2023). We see strong similarities between the behaviour of our REMIX simu-

lations and the simulations of Braspenning et al. (2023) with hydrodynamic solvers

that they find demonstrate good mixing. The evolution of these quantities is well

parameterised by the cloud crushing timescale for this range of Mach numbers, with

features appearing at approximately the same scaled time for all rows. Increasing

resolution results in behaviour that indicates an approach towards numerical con-

vergence for both Mdense and Mmix, despite the scenario itself being highly turbulent

with no true converged solution.

2.3.8 Evrard collapse

The Evrard collapse (Evrard, 1988) considers the collapse of an isothermal, spherical

cloud of gas under its self-gravity. A shock is formed and moves outwards as the cloud

collapses. We use this test to investigate the coupling of gravity and hydrodynamics,

with large transformations of energy between gravitational, kinetic and thermal

forms.

Initial conditions are constructed similarly to Borrow et al. (2022). We place

∼107 equal mass particles of ideal gas with γ = 5/3 and u = 0.05 in a spherical

cloud of density profile ρ(r) = 1/(2πr), where r is the radial distance from the cloud

centre. The total cloud mass and radius are given by M = 1 and R = 1, and

the gravitational constant is set to G = 1. Particle positions are chosen randomly,

following Borrow et al. (2022), to satisfy the initial density profile. This method of

choosing positions results in particles quickly readjusting to a glass-like structure,

therefore experiencing divergences that lead to a seeding of noise in internal energies

and densities. Both artificial diffusion and the normalising density evolution term
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Figure 2.15: Evrard collapse with a resolution of ∼107 SPH particles at time t = 0.8,
simulated using REMIX. Plots show (a) radial velocity, vr, (b) density, ρ, and (c)
specific internal energy, u, plotted against radial distance from the cloud centre, r.
Individual particles are plotted in blue, and the dashed red line shows a reference
solution from a high-resolution grid code simulation (Borrow et al., 2022).

act to smooth this noise over time.

The Evrard collapse is captured well by REMIX, as shown in Fig. 2.15. We

observe sharp shocks and evolution that closely follows the reference solution. The

scatter in internal energy around the reference solution could be reduced by increas-

ing the strength of artificial diffusion of internal energy, through choices of au and

bu. However, we choose to maintain a conservative approach to artificial diffusion so

as not to deviate far from the thermodynamically consistent basis of our equations

of motion. We therefore judge this amount of scatter to be sufficiently small. There

is less scatter in density than in internal energy, since the normalising term is also

contributing to smoothing the density.

At the vacuum boundary, we see a slight upturn in density and internal en-

ergy. Since divergence estimates in the evolution of these quantities revert to using

kernels that are normalised to the continuum at vacuum boundaries, bulk expan-

sion at vacuum boundaries may be underestimated. This is because for a region

of locally isotropic expanding gas, a spherically symmetric kernel that is sampled

by diverging particles in only approximately half its volume will underestimate the

local velocity divergence. We note however that the logarithmic scales in Fig. 2.15

perhaps overemphasise the upturning features in terms of their importance in a

typical science application.

The evolution of energy in Evrard collapse simulations is shown in Fig. 2.16.

The exchange of energy between different forms is closely aligned between REMIX

and tSPH simulations, as demonstrated in Fig. 2.16(a). These curves are consistent
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Figure 2.16: Energy evolution in the Evrard collapse. (a) Different forms of energy,
and (b) fractional deviation of total energy from its initial value, are shown as
functions of time for tSPH and REMIX simulations, both with a resolution of ∼107

particles. The line colours and styles in (b) match the total energy in (a).

with those shown in Fig. 42 of Springel (2010b). The fractional deviation of the

total energy from its initial value is plotted in Fig. 2.16(b). Both REMIX and tSPH

are constructed to explicitly conserve energy. Fluctuations of total energy are of the

same order of magnitude in both cases, with REMIX showing variations of less than

0.4% during the simulation. Small deviations of energy of this size are expected

for SPH schems with non-reversible timesteps, even in formulations like ours, whose

governing equations are explicitly conservative.

2.3.9 Planets in hydrostatic equilibrium

Planets in hydrostatic equilibrium offer a test scenario to probe the interaction of our

hydrodynamic methods with gravity in the context of a layered, multi-EoS structure

with a free surface. This also acts as a useful validation test for potential science

applications. We also use this test to illustrate the importance of the inclusion of

both the vacuum boundary treatment and the density evolution kernel normalising

term in the REMIX scheme.

We apply our methods to an Earth-like and a Jupiter-like planet. The Earth-like

planet represents a case in which materials have small variations of density within

layers. The Jupiter-like case represents a scenario with relatively steep gradients of

densities within material layers. This acts to assess stability against error-driven

instabilities that can form due to these density gradients. These are only “Earth-

like” and “Jupiter-like” because they are based on initial conditions for planetary
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Figure 2.17: Radial profiles from simulations of an Earth-like (a, b, e, f) and a
Jupiter-like (c, d, g, h) planet at time t = 10,000 s, simulated using tSPH (a–d) and
REMIX (e–h). Particle densities and pressures are plotted against radial distance
from the centre of the planet. REMIX corrects density discontinuities in simulations
of planets in hydrostatic equilibrium.

giant impact simulations, which resemble the present day planets after the impact

(Kegerreis et al., 2022). However, unlike in typical pre-impact “settling” simulations,

where particle entropy can be fixed to prevent viscous heating (Kegerreis et al.,

2020), here we use the full REMIX scheme with no modifications.

Initial hydrostatic equilibrium profiles and SPH particle placements are calcu-

lated using the publicly available code WoMa (Kegerreis et al., 2019; Ruiz-Bonilla

et al., 2021). The Earth-like planet is constructed to satisfy the following conditions:

two adiabatic layers consisting of a core of mass 0.27M⊕, whereM⊕ = 5.97×1024 kg,

represented by particles with the ANEOS Fe85Si15 (iron) EoS and a mantle of mass

0.62M⊕ with ANEOS forsterite (rock) (Stewart et al., 2020); a surface pressure

and temperature of Ps = 1 × 105 Pa and Ts = 2000K. The Jupiter-like planet is

constructed to satisfy the following conditions: two adiabatic layers consisting of

a core of mass 10M⊕ with the AQUA (ice) EoS (Haldemann et al., 2020), and a

hydrogen–helium (Chabrier & Debras, 2021) envelope of mass 298M⊕; a surface

pressure and temperature of Ps = 1× 105 Pa and Ts = 165K. In all our simulations,

planets each consist of ∼107 equal mass particles.

Fig. 2.17 shows radial density and pressure profiles of the two planets at a time

t = 10,000 s. We show profiles from simulations using both tSPH (a–d) and REMIX

(e–h). The smoothing of density discontinuities in tSPH, and the corresponding
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Figure 2.18: Identification of planetary vacuum boundaries in REMIX simulations.
Plots correspond to Earth-like (a, b) and Jupiter-like (c, d) planets at time t =
10,000 s. We plot the quantity h |B| for individual particles, which is used in our
vacuum boundary switch (Eqn. 2.21), and the vacuum boundary switch, s, itself.

pressure discontinuities, are clearly visible. We note that at this time particles have

evolved to take up more relaxed positions, so density smoothing at the material

interface, and in particularly at the vacuum boundary, are less extreme than in the

initial condition configuration (Appendix H). However, these relaxed configurations

typically yield large gaps between the different-density layers, so are a result of

the surface tension rather than an indication that surface tension is reduced as the

system relaxes. With REMIX, density discontinuities remain sharp, and pressures

at the material boundaries are close to continuous.

We use this test to motivate the inclusion of the vacuum boundary treatment,

detailed in §2.2.4. The vacuum boundary switch is able to accurately identify free

surfaces based on hi |Bi| (Eqn. 2.21), as shown in Fig. 2.18 for the two example

planets. In the Earth-like planet the outermost particles remain in an undisturbed

shell, which all get identified as the vacuum boundary and no interior particles are

flagged. In the Jupiter-like planet, however, the envelope density drops far lower

before the outer edge, leading to steep local changes in density near the vacuum

boundary. This leads to error-driven particle motion that disturbs the initial particle

shells, demonstrated in the identification of the vacuum boundary by the switch

function, which in this case extends smoothly to particles near the surface that are

no longer neatly ordered in shells.

In Fig. 2.19(a) and (d), we show a cross-section and density profile from a REMIX

simulation of the Jupiter-like planet at t = 20,000 s without the vacuum boundary

treatment in the kernel construction, although still included in the normalising term.

In this case, linear-order reproducing kernels are used without modification for all
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Figure 2.19: Effect of the vacuum boundary treatment and the normalising term in
simulations of a Jupiter-like planet in hydrostatic equilibrium. We plot snapshots
(a–c) and radial density profiles (d–f) at time t = 20,000 s. Columns show simula-
tions with: the REMIX scheme but without the inclusion of the vacuum boundary
treatment (a, d); the REMIX scheme but without the inclusion of the normalising
term in the density evolution (b, e); and the full REMIX scheme with no modifica-
tion (c, f). Particles are coloured by material and density. The inset in (b) shows a
magnified view of instabilities forming near the vacuum boundary when the normal-
ising term is not included. The colour scale of the inset has been slightly tweaked
to increase the contrast around the instabilities. The evolution of these instabilities,
without tweaked colours, is shown in Fig. H.2.

particles across the simulation, including particles near the free surface. Particles

become unstable at the vacuum boundary, despite being set up to satisfy hydrostatic

equilibrium, because bad estimates of pressure gradients lead particles to stream

out from the surface. Similar behaviour is observed in equivalent simulations of the

Earth-like planet.

In Fig. 2.19(b) and (e), we show similar results from a simulation with REMIX,

but without the normalising term in the density evolution equation (§2.2.7). Here

we see error-driven instabilities forming near the vacuum boundary. In Appendix

H, we show the continued evolution of these instabilities to demonstrate how they

continue to disturb the profile of the planet. These low density plumes that fall

towards the planet’s centre have a high local number density of particles, so should
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in simulations of a Jupiter-like planet. Plots show results from simulations with
a resolution of 107 particles using the REMIX scheme both (a) without and (b)
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boundary switch si > 0.9 are plotted, to isolate particles that should have m0 ≈ 1
and filter out spikes near m0 = 0.5.

have higher densities. This disconnect between the particle density and the local

distribution of mass in the simulation volume leads to a positive feedback effect,

in which the falling plumes continue to accumulate particles without the density of

particles evolving to reflect this, further driving the discontinuity downwards. In

the full REMIX scheme, for which similar plots are shown in Fig. 2.19(c) and (f),

we re-associate the evolved density to the mass distribution in simulation volume by

the inclusion of the kernel normalising term, which prevents the formation of these

instabilities. We show the direct effect of the normalising term in these simulations

in Fig. 2.20. As in the KHI examples in Fig. 2.7, here we see how the normalising

term acts to tie particle volume elements to the local distribution of particle masses.

The signal velocity of the normalising term means that correction occurs over the

timescale of particle motion. Therefore, particles are able to readjust to react to

changes in density due to this term, while it still acts as an effective correction to

accumulation of error, accumulated over timescales set by the velocity divergence

estimate in the equations of motion. In regions where densities represent the local

distribution of particle masses well, the normalising term has little effect on the

hydrodynamics.
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2.4 Conclusions

In this Chapter, I have presented a new formulation of smoothed particle hydro-

dynamics (SPH), REMIX (‘Reduced Error MIXing’), that combines several novel

and recently developed methods to address the well-known shortcomings of the tra-

ditional SPH formalism at density discontinuities. By directly targeting sources of

kernel smoothing error and discretisation error, this scheme dramatically reduces

numerical effects that can otherwise lead to spurious surface tension-like effects and

inhibit mixing. We demonstrate its effectiveness using 3D hydrodynamic tests in a

broad range of scenarios and regimes. In addition to standard tests, REMIX can

handle boundaries between dissimilar, stiff materials, and the particularly challeng-

ing case of density discontinuities in simulations with equal mass particles — where

both smoothing and discretisation errors are considerable.

The REMIX SPH scheme is based on thermodynamically consistent, conserva-

tive equations of motion, with free functions chosen to limit zeroth-order error. We

use an evolved density estimate to avoid the kernel smoothing error in the stan-

dard SPH integral density estimate. To avoid potential accumulation of error in the

evolved density estimate, such that densities would be no longer representative of

the distribution of particle masses in the simulation volume, we introduce a new

“kernel normalising term”. Additionally, artificial diffusion, which is weak outside

shocks, helps to smooth out accumulated noise in both particle densities and internal

energies. To reduce discretisation error, we use linear-order reproducing kernels in

the equations of motion. Since kernel densities are evolved in time, particle volume

elements are not instantaneously tied to simulation volume, despite the normalising

term in the density evolution. Therefore, normalising the kernel to particle volume

elements is an important step in calculating appropriate gradient estimates in the

equations of motion. We introduce grad-h terms to the kernels, adding complete-

ness to the construction. Additionally, we present a novel method that identifies

free surfaces and reverts our kernels to standard spherically symmetric functions,

normalised to the continuum to appropriately capture vacuum boundaries. We also

use advanced artificial viscosity and diffusion schemes with linear reconstruction of

quantities to particle midpoints, and a set of novel improvements to effectively switch
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between treatments for shock-capturing under compression and noise-smoothing in

shearing regions.

REMIX shows a range of improvements compared with traditional SPH formu-

lations, as we examined here with an extensive set of test cases. Our generalised

error-reduction approach greatly improves the treatment of both static density dis-

continuities, as seen in the 3D square test with equal mass particles, as well as

mixing and instability growth at evolving interfaces within a single ideal gas and

between multiple materials, as demonstrated in fluid instability tests. This is done

without need for a material-dependent approach in volume elements or density esti-

mates, and without applying targeted corrections to material boundaries or need for

bespoke choices of particle masses. REMIX is able to capture shocks with reduced

particle noise, as seen in the Sod shock tube, and can effectively simulate a system

with gravity and emerging shocks where large amounts of energy are exchanged

between different forms, as demonstrated in the Evrard collapse. Many aspects of

REMIX combine to allow us to improve simulations of planetary bodies, includ-

ing the evolved density estimate that corrects smoothing of density discontinuities;

the vacuum boundary treatment that extends our methods to be able to deal with

free surfaces; and the density evolution normalising term that ensures that particle

densities are tied to the local distribution of masses.
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CHAPTER 3

Giant impacts onto Jupiter

3.1 Introduction

Measurements of Jupiter’s gravitational moments by the Juno spacecraft have led

to models of the planet’s interior that suggest the existence of a dilute core: an

extended compositional gradient between Jupiter’s central core of heavy elements

and its hydrogen–helium envelope (Debras & Chabrier, 2019; Howard et al., 2023;

Miguel et al., 2022; Militzer et al., 2022; Nettelmann, 2017; Vazan et al., 2018;

Wahl et al., 2017). This is inconsistent with traditional giant planet formation

models that predict a differentiated internal structure (Müller et al., 2020). With

kronoseismology suggesting that Saturn also has a dilute core (Mankovich & Fuller,

2021), understanding the processes that govern the formation of such compositional

gradients would provide key insights into the evolution of giant planets and planetary

systems.

Several mechanisms have been proposed to explain Jupiter’s dilute core (Helled

et al., 2022). An extended planetesimal-dominated accretion phase could lead to the

dilute core being in place prior to runaway gas accretion (Venturini & Helled, 2020).

Alternatively, convective processes could gradually erode a differentiated core until it
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reaches a mixed state (Moll et al., 2017). Liu et al. (2019) (hereafter L19) proposed

a giant impact as an alternative mechanism. Giant impacts have previously been

suggested as a mechanism that can significantly affect the internal structure of giant

planets in various ways (Li et al., 2010; Liu et al., 2015).

The head-on impact simulation of L19 presented the disruption of a differen-

tiated core into a well-mixed, diluted state with a heavy-element fraction in the

centre of the planet of Z < 0.5, by a 10 M⊕ impactor. Their simulations with a

larger impact angle or a smaller impactor mass did not produce a dilute core. The

hydrodynamic simulations of L19 were carried out using the adaptive mesh code

FLASH (Fryxell et al., 2000). By modelling the subsequent thermodynamic evo-

lution, L19 found that this compositional gradient could persist for Gyr timescales

until the present day. However, overmixing in regions of large bulk motion relative

to the stationary grid points is a typical shortcoming of Eulerian methods. This

spurious diffusion arises from the advection terms necessary in this non-Lagrangian

method (Robertson et al., 2010; Springel, 2010b). Additionally, the accuracy of the

treatment of self-gravity is sensitive to choices made in the multipole approximation

of the gravitational potential (Couch et al., 2013), and L19 used idealised equations

of state that do not capture the complexities of metallic hydrogen within Jupiter’s

deep interior (Chabrier et al., 2019). Therefore, it would be valuable to investigate

the equivalent impact scenario using fundamentally different modelling approaches,

to assess the potential sensitivity of dilute core production to the specifics of the

numerical methods employed.

Lagrangian hydrodynamic methods, where Galilean invariance is maintained, do

not experience this kind of artificial mixing from advection through grid points, since

interpolation points move with the fluid velocity. In particular, smoothed particle

hydrodynamics (SPH) is widely used for simulations of giant impacts since it: inher-

ently tracks the evolution of fluid element trajectories and thermodynamics; is able

to deal with vacuum regions and evolving free surfaces efficiently; offers geometry-

independent adaptive resolution; and couples elegantly with gravity solvers (Gingold

& Monaghan, 1977; Lucy, 1977). In traditional SPH formulations, however, mix-

ing at density discontinuities is typically suppressed by spurious surface tension-like

76



effects (Agertz et al., 2007). These artificial effects are considerable – and challeng-

ing to remedy – at boundaries between dissimilar, stiff materials for which more

significantly erroneous estimates of fluid pressure suppress mixing more strongly

(Ruiz-Bonilla et al., 2021). Therefore, a more advanced SPH construction that di-

rectly addresses these known sources of error is needed to utilise the benefits of

the SPH formulation to reliably investigate dilute core formation in giant impact

simulations, where material mixing is the key physical mechanism of interest.

REMIX is an advanced SPH scheme designed to directly address the sources of

numerical error that suppress mixing in SPH simulations (§2.2). The REMIX scheme

incorporates a range of novel and recently developed improvements to traditional

SPH formulations, and its construction is generalised to address sources of error

independent of material type or equations of state. It has demonstrated significant

improvements in treating both mixing and instability growth in simulations with

materials and conditions representative of those in giant impact simulations (§2.2).

REMIX is integrated into the open-source, state-of-the-art SWIFT code (Schaller

et al., 2024), whose computational efficiency enables simulations of giant impacts to

be performed at high resolutions (Kegerreis et al., 2022).

Here, we use REMIX SPH to investigate whether Jupiter’s dilute core was formed

by a giant impact, as well as traditional SPH comparisons. First, in §3.2 I describe

the methods used to perform simulations and to construct initial conditions. In §3.3

we test REMIX in fluid instability simulations under conditions representative of

Jupiter’s deep interior. Then in §3.4 we use REMIX for giant impacts onto Jupiter.

We carry out simulations at a range of impact speeds and angles (§3.4.2); different

numerical resolutions (§3.4.3); and with pre-impact planet structures and equations

of state set up to closely follow those of L19 (§3.4.4). I discuss our results in §3.5

and summarise our findings in §3.6.
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3.2 Methods

3.2.1 REMIX smoothed particle hydrodynamics

As presented fully in §2.2, REMIX is an SPH formulation designed to address key

sources of error that suppress mixing and instability growth in traditional SPH simu-

lations, particularly at density discontinuities. By adopting a generalised, material-

independent approach, REMIX is able to not only improve the treatment of contact

discontinuities within a single material but also handles well the more challenging

case of interfaces between dissimilar, stiff materials. Like traditional SPH, REMIX

inherently conserves mass, energy and momentum, is constructed from a basis of

thermodynamic consistency, and is fully Lagrangian, ensuring Galilean invariance.

REMIX has been extensively tested with standard and giant impact-relevant test

scenarios, with full details in Chapter 2. Here, we summarise the primary features

of REMIX and set up some additional test scenarios tailored directly to a Jupiter

core-mixing context.

In traditional SPH (“tSPH”) formulations used for applications in astrophysics,

the fluid density at the positions of particles is estimated by kernel interpolation

using an extended, Gaussian-like kernel function (Price, 2012). The standard SPH

density estimate will smooth of the density field on kernel length scales (Violeau

& Fonty, 2019). In regions where the density varies smoothly, this will be a minor

effect. However, in sharply varying regions, and in particular at discontinuities in

the underlying field, the reconstructed density field will inevitably be smoothed.

The effect of this kernel smoothing can be clearly seen at interfaces between

different material layers in the pre-impact planets used for our giant impact simula-

tions. Pre-impact planetary equilibrium profiles and the corresponding SPH particle

placements are calculated using the publicly available WoMa and SEAGen codes

(Kegerreis et al., 2019; Ruiz-Bonilla et al., 2021). Prior to impact simulations, addi-

tional adiabatic “settling” simulations are performed to allow particles to rearrange

themselves towards an equilibrium configuration. In these simulations, particle en-

tropies are fixed to their initial value to enforce adiabatic evolution. Settling simu-

lations are carried out separately for each planet and are run for a simulation time
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Figure 3.1: Radial profiles of density (a, b) and pressure (c, d) for a two-layer
proto-Jupiter settling simulation at time t = 5000 s. Columns show profiles from
simulations using a traditional SPH formulation (“tSPH”) (a, c) and REMIX SPH
(b, d). Individual particles are coloured by material type: blue for ice and orange
for hydrogen–helium.

of 5000 s. REMIX reduces the errors that traditionally make calculations of particle

accelerations sensitive to the local particle configuration. Therefore, the amount of

particle motion in settling simulations is reduced.

The radial density and pressure profiles of a proto-Jupiter planet, to be used in

our impact simulations, is shown in Fig. 3.1 from settling simulations using tSPH and

REMIX. With tSPH the density field is smoothed by kernel interpolation, leading

to diverging pressures at the core–envelope boundary that act as an artificial barrier

to mixing across the interface. With REMIX, the density discontinuity stays sharp

and the pressure remains continuous across the material boundary. To address

kernel smoothing error, REMIX uses a differential form of the density estimate by

which particle densities are evolved with time rather than recalculated from the

instantaneous distribution of particle masses. All density discontinuities, including
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those at material boundaries and free surfaces, are not erroneously smoothed.

The smoothing error introduced by using an extended kernel function combines

with the error introduced by the discretisation of the underlying fluid into a finite

set of particles (Price, 2012; Spreng et al., 2020). To deal with discretisation error

and mitigate the accumulation of error over time in evolved densities and internal

energies, REMIX uses: linear-order reproducing kernels (Frontiere et al., 2017) that

treat free surfaces as vacuum boundaries; a choice of free functions in the SPH

equations of motion that limits discretisation error (Read et al., 2010); a kernel

normalising term in the density evolution calculations; advanced formulations of

artificial viscosity as well as artificial diffusion of internal energy and density between

materials of the same type (§2.2).

All simulations presented here use particles of equal mass across the simulation,

a case that was specifically considered in the validation of REMIX, and we em-

ploy the Wendland C2 kernel with η = 1.487 to construct linear-order reproducing

kernels (Dehnen & Aly, 2012; Wendland, 1995). Particles have approximately 100

neighbours within their kernel. REMIX has been developed with computational

efficiency in mind and therefore, as demonstrated in the simulations presented here,

can be used in simulations at cutting-edge resolutions for giant impact simulations.

3.2.2 Equations of state

The equations of state (EoS) characterise the thermodynamic behaviour of a mate-

rial. In the SPH simulations presented here, the EoS are used to calculate pressures

and sound speeds, from densities and internal energies. These quantities are then

used both to directly evolve the simulated fluid and in calculations of timestep du-

rations.

Models of Jupiter’s internal structure are sensitive to uncertainties in the hydrogen–

helium EoS used to calculate the planet’s envelope profiles (Howard et al., 2023;

Mazevet et al., 2022; Miguel et al., 2016). As such, much work is ongoing to create

equations of state that accurately reproduce the behaviour of hydrogen–helium at

the extreme densities and pressures within Jupiter (Becker et al., 2014; Chabrier

& Debras, 2021; Chabrier et al., 2019; Militzer & Hubbard, 2013; Saumon et al.,
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1995). For simulations of giant impacts onto Jupiter and hydrodynamic tests using

Jupiter-like materials, we use the Chabrier & Debras (2021) hydrogen–helium EoS

(hereafter CD21 H–He), with a helium mass fraction of Y = 0.245 (Chabrier et al.,

2019). For simulations of impacts onto Jupiter aiming to reproduce directly the

initial conditions of L19, we use an ideal gas with adiabatic index γ = 2.

For heavy elements we use the AQUA EoS (Haldemann et al., 2020) to represent

ice and the ANEOS forsterite EoS (Stewart et al., 2020) for rocky material. For

direct L19 comparison simulations, we use Tillotson ice and granite (Melosh, 1989).

3.2.3 Impact initial conditions

For the majority of our simulations, we use a two-layer proto-Jupiter with an ice

core and H–He envelope, and a single-layer ice impactor. For simulations set up to

most closely match the initial conditions of the simulations of L19, we use 3-layer

pre-impact planets with layers of rock, ice, and gas for both target and impactor.

The choice to focus on impacts between planets with a reduced number of layers is

made to further reduce any potential barriers to mixing. In all of our simulations,

we follow L19’s scenario and use an impactor with a total mass of 10 M⊕ and

a proto-Jupiter of total mass 308 M⊕, with core mass of ∼10 M⊕, where M⊕ =

5.972 × 1024 kg. The total mass of the system is therefore the present-day mass of

Jupiter, MJ = 1.898× 1027 kg. Simulations with three-layer planets have a slightly

more massive core of 11.6 M⊕ to give equilibrium profiles that more closely match

those of L19, although we find that changes to the initial profiles do not significantly

affect the evolution of the impact. H–He layers are chosen to be adiabatic with

surface temperatures (defined by where P = 1 bar) of 165 K for proto-Jupiters and

500 K for impactors. For two-layer proto-Jupiters and single-layer impactors, the ice

layer is also chosen to be adiabatic with an impactor surface temperature of 200 K.

For three-layer planets, the temperature–density relation of heavy-element layers is

chosen somewhat arbitrarily, to attempt to match the radii of material interfaces of

the simulations of L19.

All impact simulations are performed in 3D. They are set up 1 h prior to impact,

defined as the planets’ individual centres of mass reaching the summed distance of
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their initial radii, such that the shapes of the planets are allowed to realistically

distort under tidal forces. Most impacts performed here are head-on, following the

simulation of L19 that produced a dilute core. At Jupiter’s orbital distance from the

Sun, we expect the peculiar velocity of the impactor to be small compared with the

mutual escape speed, vesc = 54 km s−1, and therefore we simulate most impacts with

an impact velocity of v = vesc. Note that L19 simulate impacts with v = 46 km s−1,

at the point of impact. Our impact parameter space exploration includes speeds as

low as v = 40.5 km s−1 to test the potential implications of this choice.

We carry out a suite of simulations to systematically probe the effect of impact

speed (v = 0.75, 1.0, 1.5 vesc); impact angle (with impact parameter b = 0.0, 0.2, 0.4,

0.6); and numerical resolution (with particle number N = 105–108.5 in logarithmic

steps of 100.5). These simulations are based on our fiducial simulation that uses

planets with a reduced number of layers, is head-on, is at the mutual escape velocity,

and has resolution 107. We also carry out simulations to replicate the impact of L19

even more closely, with three-layer bodies using the EoS used in their simulations,

as well as with the more sophisticated EoS detailed above.

3.2.4 Measures of material mixing

Parameterising material mixing will enable us to quantitatively describe the degree

to which core material may be diluted throughtout the impact. We measure the state

of mixing in our impact simulations using two parameters: the local heavy-element

mass fraction, Z, and the total mass of mixed material across the simulation, Mmix.

These quantities describe the local and global state of material mixing respectively.

In our simulations, mixing is treated at the particle scale and not below. Therefore,

the material of each particle remains fixed for the duration of the simulation. To

estimate mixing, we therefore calculate these quantities as weighted estimates based

on the localised distributions of particle material types.

We use kernel interpolation to estimate the local heavy-element mass fraction.

The quantity Z̄ is calculated based on weighted contributions from nearby SPH

particles. This parameter describes the fraction of local mass that is represented by

heavy-element SPH particles, such that Z̄ = 0 in regions where no local particles
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are heavy elements and Z̄ = 1 where they all are. We estimate Z̄ at the positions

of SPH particles by

Z̄i ≡
∑

j ζj mj WijVj∑
j mj WijVj

. (3.1)

Here subscripts denote quantities either sampled at the position of, or associated

with, a particle i or its neighbouring particles j. Sums are approximations of in-

tegrals over discrete volume elements Vj = mj/ρj, where mj and ρj are particle

masses and densities. The kernel function Wij ≡ W (rij, hi) contributes weighting

based on the particle separation rij and is characterised by the smoothing length

hi. The parameter ζ takes the value 1 if particle j’s material represents heavy ele-

ments, and is 0 otherwise. We use the spherically symmetric Wendland C2 kernel

function for these calculations (Wendland, 1995). This is essentially a traditional-

SPH measure of local Z for each particle. We use this rather than the linear-order

reproducing kernels used in REMIX, since they would provide a less simple and less

method-independent measure of the mixing.

To estimate the total mass of mixed material in our simulations we first define

what constitutes a mixed state. Since each particle retains its material for the

duration of the simulation, we determine that a particle with neighbours of different

material-types only – with no neighbours of its own type – is in a maximally mixed

state. For a particle i we estimate the local mass fraction of particle i’s own material,

similarly to Z̄, by

w̄i ≡
∑

j κij mj WijVj∑
j mj WijVj

, (3.2)

where κij = 1 for particle pairs of the same material and κij = 0 otherwise. We

note that, unlike Z̄, the value of w̄ will never reach 0 because of the contribution of

i itself in this calculation. We estimate that the contribution to mi from materials

different from that of i to be mmix, i ≡ (1− w̄i) mi. The total mixed mass in the

simulation is then given by

Mmix ≡
∑
i

mmix, i =
∑
i

(1− w̄i) mi , (3.3)
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where we sum over all simulation particles.

We note that both Z̄ and Mmix will be spatially smoothed on the scale of the

smoothing length, since they are calculated by interpolation using an extended ker-

nel. Therefore material near sharp material interfaces will be measured as mixed

even if particles of different materials have not crossed the interface.

3.3 Fluid instabilities and mixing

Before running the primary impact simulations, we first test REMIX in simulations

of Kelvin–Helmholtz and Rayleigh–Taylor instabilities with materials and conditions

representative of material interfaces in giant impacts onto Jupiter. Although no

converged reference solutions exist for these scenarios, demonstrating that REMIX

alleviates the purely numerical effects at the material interface will verify that the

material-independent improvements of REMIX apply in this regime, where core-

material and metallic hydrogen have been predicted to be miscible (Wilson & Mil-

itzer, 2011, 2012). We carry out fluid instability simulations in 3D and with particles

of equal mass across the simulation to validate our hydrodynamic treatment for our

impact simulations, as done in §2.2 for similar but not Jupiter-specific tests.

3.3.1 Kelvin–Helmholtz instability

The Kelvin–Helmholtz instability (KHI) arises as perturbations at shearing fluid

interfaces grow to form spiralling vortices (Chandrasekhar, 1961). We examine the

growth of the KHI between layers of ice and H–He at conditions representative of

Jupiter’s deep interior. In our simulations these materials are treated as inviscid

fluids and so, since the growth of the instability is predominantly inertial, we expect

a qualitatively similar evolution to analogous, well-studied ideal gas simulations

(Frontiere et al., 2017; McNally et al., 2012; Price, 2008; Robertson et al., 2010;

Rosswog, 2020). We characterise the growth of a mode of wavelength λ by the

timescale

τKH =
(ρ1 + ρ2) λ√
ρ1ρ2 |v1 − v2|

, (3.4)
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Figure 3.2: Kelvin–Helmholtz instability growth with materials and conditions rep-
resentative of a pre-impact Jupiter’s core–envelope interface. Snapshots show two
times from simulations using a traditional SPH formulation (“tSPH”) and REMIX.
Individual particles are plotted on a grey background and coloured by their material
type and density. Particles at all z are plotted, so the grey background is visible in
regions that have maintained their grid alignment in z from the initial conditions.

where ρ1 and ρ2 are the densities in regions separated by the shearing interface and

|v1 − v2| is their relative speed (Price, 2008).

Initial conditions are constructed similarly to those of §2.2. H–He particles are

initialised in a 3D cubic lattice in a periodic domain with 128 × 128 × 18 particles

in the x, y, z directions. The size of the simulation domain in x and y is 1 RJ, where

the radius of Jupiter is RJ = 69.9×103 km, and particle masses are chosen to give a

density of ρ1 = 3.5 g cm−3. A region occupying the central half of the domain in y

and spanning the full domain in x and z is replaced by a region of higher-density ice

at, ρ2 = 8.43 g cm−3. These densities are chosen to correspond to the densities at

the core–envelope interface in the pre-impact proto-Jupiter, as plotted in Fig. 3.1.

Since we use particles of equal mass across the simulation, the cubic lattice of ice

particles is initialised with a smaller grid-spacing. The particle configurations in

both regions are constructed to maintain their grid-spacing across boundaries of the

periodic domain and for the two regions to be separated by the mean of the two

grid-spacings at both interfaces. The two regions are initialised with relative speeds

of v1 = −10−4 RJ s−1 and v2 = 10−4 RJ s−1. A mode of wavelength λ = 0.5 RJ and

of form vy = 0.01|v1 − v2| sin (2πx/λ) seeds the instability. Initial internal energies

are set such that the regions are in pressure equilibrium with P (ρ, u) = 3.2×1012 Pa.

We note that the spurious smoothing of the density discontinuity in tSPH means

that, unlike with REMIX, simulations with tSPH are not truly initialised in pressure
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Figure 3.3: Rayleigh–Taylor instabilities for Jupiter-like materials and conditions.
Snapshots show three times for simulations using a traditional SPH formulation
(“tSPH”) and REMIX. The regions of fixed boundary particles at the top and
bottom of the simulations have been cropped from the figure; their positions and
densities do not change.

equilibrium.

The evolution of the KHI with these initial conditions, from simulations using

tSPH and REMIX, is shown in Fig. 3.2. The growth of the instability is clearly and

strongly suppressed with tSPH: the characteristic spirals of the KHI do not form and

particles are prevented from crossing the density discontinuity by spurious surface

tension-like effects. REMIX directly addresses the sources of error that lead to these

effects and so allows the instability to grow, and particles of different materials are

able to intermix. The instability grows over a similar timescale, scaled by τKH, to

the analogous KHI simulations with an ideal gas, and also those between Earth-like

materials presented in §2.2.

3.3.2 Rayleigh–Taylor instability

The Rayleigh–Taylor instability (RTI) occurs due to the displacement of a high

density fluid by a low density fluid (Chandrasekhar, 1961). We consider a gravity-

driven case in which a region of dense ice sits above a region of H–He, initially in

approximate hydrostatic equilibrium other than a small velocity perturbation. As

in the KHI, spurious surface tension-like effects at the density discontinuity strongly

suppress the growth of this instability in tSPH simulations.

Initial conditions are constructed similarly to those of §2.2. Particles are placed

in a periodic simulation domain in two cubic lattices. The domain has dimensions of
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0.5 RJ, 1 RJ in the x and y directions, with a thin 3.5× 10−3 RJ domain size in the

z dimension. The low density H–He region has 256×256×18 particles with density

ρ1 = 3.5 g cm−3 and occupies the bottom half of the domain. The upper ice region is

constructed to satisfy similar grid-spacing constraints as in the KHI simulation, with

density ρ2 = 8.43 g cm−3. Particles in the top and bottom 0.05 RJ of the domain

are fixed in place throughout the course of the simulation. Initial internal energies

are set to satisfy hydrostatic equilibrium for a constant gravitational acceleration

g = −31.4 m s−2, and an interface pressure of P0 = 3.2 × 1012 Pa, representative

of the gravitational acceleration and pressure at the core–envelope boundary in the

proto-Jupiter used for our fiducial giant impact simulations. Particles are initially

at rest, other than an initial velocity perturbation that seeds the instability,

vy(x, y) = δy [1 + cos (8π (x+ 0.25))] [1 + cos (5π (y − 0.5))] (3.5)

in the region 0.3 RJ < y < 0.7 RJ and vy = 0 otherwise. We use a perturbation

amplitude of δy = 0.025 RJ s−1.

The evolution of the RTI with these initial conditions is shown in Fig. 3.3, for

simulations using tSPH and REMIX. In the tSPH simulation the RTI plumes grow

slowly and material is prevented from crossing the interfaces. This is in contrast

with the REMIX RTI, where we observe the unimpeded growth of both the primary

and secondary instabilities. This leads to mixing across a range of length scales as

particles are not artificially prevented from crossing the interface and instabilities

grow to drive turbulent mixing.

The results of these KHI and RTI simulations demonstrate that REMIX is able

to capture mixing and fluid instability growth in conditions representative of the

giant impact simulations presented in the following section.

3.4 Giant impacts

Here we investigate dilute-core formation in simulations of: (1) head-on impacts

carried out using both REMIX and traditional SPH (§3.4.1); (2) impacts at a range

of speeds and angles (§3.4.2); (3) head-on impacts with different numerical resolu-
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Figure 3.4: Snapshots from the fiducial, head-on impact onto Jupiter carried out
using REMIX SPH. Individual SPH particles are plotted in cutaways from 3D sim-
ulations and are coloured by material-type and density.

tions (§3.4.3); (4) simulations with initial conditions set up to closely replicate those

of L19, including an alternative version with more sophisticated equations of state

(§3.4.4).

3.4.1 Fiducial scenario

As a basis for investigations of impact configuration and numerical resolution in later

sections, we consider a fiducial scenario of the head-on impact between a 10 M⊕

impactor and a 308 M⊕ proto-Jupiter with a 10 M⊕ core, at the mutual escape

speed of the two bodies. We choose to focus primarily on impacts with a two-layer

proto-Jupiter with only layers of ice and H–He and a single-layer, ice impactor. We

do this to deliberately reduce both the number of density discontinuities and the size

of the core–envelope density contrasts in the initial conditions, to remove barriers

to forming a dilute core in our simulations. We use the more realistic CD21 H–He

and AQUA EoS for these simulations.
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Figure 3.6: Profiles of localised heavy-element mass fraction, Z̄, sampled in a thin,
0.05 RJ radius cylinder along the axis of head-on impact, x, from the fiducial REMIX
simulation. Panels correspond to times: (a) immediately prior to core-disruption by
the impactor; (b) when heavy elements are mixed with envelope material; (c) when
the core has settled to form a discrete boundary, although still mixed with some
envelope material; (d) when core- and envelope-material have largely separated.
Black, solid lines show the median particle value in 100 bins along the plotted
region. Grey shading spans percentiles such that the enclosed regions correspond to
68% of particles in each bin. The blue and orange dashed lines show heavy-element
fractions of pure ice and hydrogen–helium respectively. The x axis is centred at the
centre of mass of the system; deviations of the core position from x = 0 are due to
post-impact oscillations.
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head-on impacts onto Jupiter. The black, solid line shows results from a REMIX
simulation and the pink, dashed line from a tSPH simulation. The total mass of
heavy elements is 20 M⊕ in these simulations.

We simulate the fiducial scenario using both tSPH and REMIX. In the REMIX

simulation, ice particles can mix freely into the envelope, as seen in Fig. 3.4. The

core reaches a temporarily mixed state, however, heavy elements rapidly settle under

gravity to re-form a differentiated core over short timescales of ∼10 h. The snapshots

at 43 h show a later time where post-impact oscillations have dissipated. No dilute

core is produced, even with the more realistic treatment of mixing in the REMIX

scheme. In the tSPH simulation, spurious surface tension-like effects are strong,

suppressing mixing of ice and H–He particles. Heavy elements remain in a largely

cohesive mass throughout the simulation, which settles to form a core with a discrete

interface between the two different materials, as shown in Fig. 3.5.

The evolution of the local heavy-element fraction (Eqn. 3.1) of the REMIX im-

pact is shown in Fig. 3.6, for a thin cylinder aligned along the direction of the

impact. At early times, Z̄ reaches intermediate values as material mixes due to the

erosion of the impactor as it travels through the envelope, as seen in Fig. 3.6(a), and

due to the disruption of the core by the impact, the aftermath of which is shown

90



in Fig. 3.6(b). At 10 h the core, not positioned at the centre of mass of the planet

due to the oscillations, consists largely of heavy elements, and the core–envelope

interface is already sharp. By 12 h the core is close to pure heavy elements.

The evolution of the total mixed mass (Eqn. 3.3) in these simulations is shown

in Fig. 3.7. There is considerably more mixing with REMIX than with tSPH. In

the REMIX simulation, mixing peaks at a time 2.5 h after impact, at which time

the core- and impactor-material have been maximally disrupted and mixed with the

H–He envelope. After this time, the mass of mixed material falls as the system

settles under gravity and materials separate, with material being largely separated

by ∼10 h. We carry out simulations until later times to allow the large, dynamical

oscillations to dissipate, although for the majority of this time the boundary of the

core is discrete and oscillations only affect its shape.

3.4.2 Impact speed and angle

Although no dilute core is produced in the head-on scenario of the previous section,

this result could perhaps be sensitive to the speed and angle of the impact. The core

of the planet is more likely to be disrupted in head-on or low-angle impacts, but

impactor material may mix into the envelope more effectively by erosion in higher-

angle impacts. Additionally, one might speculate that higher impact speeds may

act to increase the initial material mixing, or lower speeds could lead to post-impact

heavy-element distributions and internal energy profiles that are more stable to con-

vection that may otherwise facilitate demixing of materials. Therefore, investigating

a wide range of impact speeds and angles will enable us to examine the sensitivity

of dilute core production to impact configuration.

For this parameter study, we use the same initial planetary bodies as in the

fiducial scenario, although we run simulations with all additional combinations of

four impact parameters, and three impact speeds, listed in §3.2.3. The choices

of v = 0.75 and v = 1.5 represent extreme scenarios to probe the sensitivity of

our results to large changes in impact kinematics. All of these simulations were

performed using REMIX.

Snapshots from impact simulations with different speeds and angles are shown
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Figure 3.8: Snapshots from REMIX simulations of giant impacts onto Jupiter for
different impact parameters, b, and speeds, v. Impact velocities are scaled to the
mutual escape speed of the two bodies. Times correspond to core-disruption and
long after impact, when heavy elements have settled to form an undiluted core.
Particles are coloured by their material-type and density.
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in Fig. 3.8. Although these constitute a small selection of the impacts simulated,

they specifically correspond to speeds and angles in which the core is significantly

disrupted. During the impacts, heavy elements mix into the envelope both through

the erosion of the impactor and the disruption of the core, in particular for low

impact angles. In head-on impacts energy is more effectively transferred to the core

and so the core post-impact core-density in these impacts is lower than for off-axis

impacts. However, for all impact configurations, heavy elements settle over short

timescales to form an undiluted core with a discrete boundary to the H–He envelope.

3.4.3 Numerical resolution

Numerical resolution determines not only the minimum length scale probed in simu-

lations, but can also significantly influence the accuracy of simulated fluid behaviour

at all length scales. Total numerical convergence is not strictly achievable in simula-

tions where turbulence at unresolved scales should grow to affect the larger system,

such as in a Kelvin–Helmholtz instability across a sharp boundary. However, the

convergence of large-scale simulation outcomes, rather than the specific turbulent

fluid motion from which they evolved, can in many cases be demonstrated (Kegerreis

et al., 2019). Not only does the computational efficiency of the Swift code allow

us to simulate giant impacts at high resolutions, but the REMIX scheme has been

demonstrated to improve numerical accuracy such that convergence can be achieved

at lower resolutions than in equivalent traditional SPH simulations (§2.2).

Here, we explore numerical convergence of dilute core production – or lack thereof

– in our head-on fiducial impact. We carry out simulations at resolutions of 10n with

n = 5–8.5, in steps of 0.5, SPH particles. A resolution of 108.5 particles is, to our

knowledge, the highest number of SPH particles used to model a planetary giant

impact to date. All these simulations were performed using REMIX.

Mixing of heavy elements into the H–He envelope in simulations of different

resolutions is shown in Fig. 3.9. We plot two times that represent the initial dis-

ruption of the core by the impactor and a point of significant mixing. The mixing

of particles of different materials is observed for all resolutions. Increasing reso-

lution allows us to capture mixing and instability growth at smaller length scales,
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with Kelvin–Helmholtz instabilities growing at the shearing interface as predicted in

§3.3.1. Because of these turbulent effects, as resolution is increased large scale fea-

tures are less symmetric about the impact axis and are more significantly disrupted

by fluid behaviour at smaller scales. However, it should be noted that particles in

the lower resolution simulation represent larger masses, so mixing of a smaller total

number of these particles can still constitute a significant degree of mixing by mass.

Due to the significant computational time required to simulate the highest res-

olution 108.5, we do not simulate this impact until oscillations have fully dissipated

and the planet has regained spherical symmetry. However, at the end of this simu-

lation (21 h), heavy elements show a similar settling behaviour. In all simulations

at lower resolutions than this (105–108), an undiluted and settled core is produced

within the simulated time.

3.4.4 Direct Liu et al. (2019) comparison

Here we simulate impacts that are set up to directly follow the impact of L19 that

they found could produce a well-mixed dilute core. By closely matching their initial

conditions and the equations of state used, any remaining differences in simulation

outcomes should be primarily due to the hydrodynamic methods used in the simu-

lations. We additionally simulate an equivalent impact using more realistic EoS for

both core and envelope materials. This will allow us to investigate the sensitivity of

our results to the EoS used.

In the simulations of L19, planetary profiles are initially constructed using the

SESAME EoS (Lyon, 1978) and then swapped for Tillotson and ideal gas EoS for

the impact simulations, replacing the initial particle internal energies to recover the

SESAME pressure and density profiles (S.-F. Liu, personal communication, 2020).

For our subset of comparison simulations set up to match those of L19, we therefore

carry out a similar process by swapping the EoS from profiles calculated using

ANEOS forsterite, AQUA, and CD21 H–He to Tillotson EoS and ideal gas with

γ = 2. We verify that our proto-Jupiter profile closely matches the one used in L19’s

simulations, so the difference between using these EoS or SESAME to construct the

pre-swapped profiles is minor. We find that planets with a swapped-in ideal gas
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Figure 3.11: Radial profiles of heavy-element mass fraction at 43 h after impact, from
simulations (a) at different impact speeds and angles; (b) with different numerical
resolution; (c) set up to closely follow the initial conditions of L19, including the
equivalent profile from their simulation that produced a dilute core. Heavy-element
fraction is measured by the ratio of heavy-element SPH particle mass to total mass
in 300 radial shells.

envelope are not stable for the duration of settling simulations. Therefore, impact

simulations that use these EoS are run without prior settling simulations. As in

previous simulations, the proto-Jupiter has a total mass of 308 M⊕ and the impactor

has a mass of 10 M⊕.

Snapshots from impacts of both the direct L19 comparison and the equivalent

simulation with improved, more sophisticated EoS are shown in Fig. 3.10. Although

there are small differences in dynamics during the course of these impacts, they each

follow a similar evolution, both to each other and to all previous impacts simulated

here. The core is disrupted and material temporarily mixes into the envelope, but

heavy elements settle to form a discrete core–envelope interface over short timescales.

The rock and ice core materials remain mixed with each other at later times, however

they are not diluted by envelope material.

3.5 Discussion

None of the giant impact simulations presented here produced a dilute core. The

heavy-element mass fraction profiles of the post-impact planets from our simula-

tions are plotted in Fig. 3.11. No dilute core was produced in our simulations (a)

spanning a range of impact speeds and angles; (b) at different resolutions; and (c)

between planets with different compositions. We carried out simulations both under
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conditions set up to directly mirror those of L19 and in conditions set up to facilitate

mixing and remove potential barriers to it, in an attempt to offer the best chances of

dilute core production. The red line in Fig. 3.11(c) shows the profile of post-impact

heavy-element fraction from the simulation of L19 that produced a well-mixed dilute

core with a central heavy-element fraction of z < 0.5. The categorical difference in

our results and the simulation of L19 are likely due to differences in the simulation

methodologies used.

Our simulations were largely performed using REMIX SPH, an advanced smoothed

particle dynamics formulation that was developed specifically to improve the treat-

ment of material mixing in SPH simulations. As a Lagrangian method where in-

terpolation points move with the fluid velocity, we do not encounter the issues in

regions of large bulk motion that are known to affect grid-based codes. In this

aspect, the methods used by L19 are potentially limited. The well-established over-

mixing in grid-based codes in regions of large bulk motion through the grid may be

an explanation for their results: in their simulations the core rapidly mixes into the

envelope as it is accelerated by the impactor.

We have not considered mixing of material below the particle scale and the

chemical processes that might affect the evolution of materials as they mix. This

could be particularly relevant since core material has been predicted to be soluble

in metallic hydrogen in the conditions of Jupiter’s deep interior (Wilson & Militzer,

2011, 2012).

However, the impact simulation of L19 that produced a dilute core constitutes

an extreme scenario with specific impact conditions. This, combined with the pre-

dictions of a dilute core in Saturn (Mankovich & Fuller, 2021) in addition to that

Jupiter, might suggest that it is more likely that dilute cores are produced as part of

the extended formation processes of giant planets, rather than through low-likelihood

stochastic events.
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3.6 Conclusions

We have presented results from REMIX SPH simulations of giant impacts onto

Jupiter to investigate the feasibility of this as the process by which the planet’s dilute

core was formed. We varied impact speed, angle, numerical resolution, the number of

layers in the pre-impact planets, and the equations of state used to represent proto-

Jupiter and impactor materials. The impact dynamics in all simulations followed

the same trend: initial disruption and partial mixing, followed by settling and re-

formation of an undiluted heavy-element core on ∼10 h timescales. Our results

contrast with the simulation of Liu et al. (2019) that produced a dilute core with a

central heavy-element fraction of Z < 0.5 and a smooth transition to the envelope.

REMIX SPH scheme was specifically designed to improve the treatment of mix-

ing and instability growth. Despite our approach offering optimal conditions and

spanning a wide parameter space, dilute cores were not produced in any of our sim-

ulations. This result, together with observations that dilute cores are not unique to

Jupiter, suggests that a single, extreme giant impact is unlikely to be the origin of

dilute cores in giant planets.
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CHAPTER 4

Material strength with REMIX

Up to this point, we have focused on simulating inviscid fluids. For giant impacts at

the scale of Jupiter, and down as far as the scale of the impact thought to have formed

the Moon, the sizes and energies involved are large enough that the treatment of solid

materials as strength-less fluids is appropriate. At smaller scales, however, the solid-

body strength properties of materials become increasingly significant (Holsapple

& Michel, 2008). In this chapter, I present the strength models implemented in

the REMIX SPH scheme to enable simulations of impact processes where material

strength physics plays a crucial role.

4.1 Introduction

Continuum mechanics describes the evolution and deformation of fluids and solids,

modelled as continuous media. A continuum system can be fully represented by a set

of continuous fields – such as the material density, velocity, and stress – that describe

the system’s state, and a set of governing equations that describe its evolution.

In an astrophysical context, smoothed particle hydrodynamics (SPH) is primar-

ily used to simulate inviscid fluids: the continuum fluid is discretised into a set of
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particles that evolve under the influence of gravity and hydrodynamic forces. The

hydrodynamic behaviour is dictated by the Euler equations, which describe the adi-

abatic evolution of the inviscid fluid, driven by pressure gradients while conserving

mass, momentum, and energy. For more complex materials, however, the momen-

tum equation can be generalised to depend not only on gradients of scalar pressure,

but of a tensorial description of stress, through the Cauchy momentum equation,

Dvβ

Dt
=

1

ρ
∇ασαβ + gβ , (4.1)

where the material derivative of velocity is calculated from the gradient of the stress

tensor, σ, the density, ρ, and accelerations due to body forces, g, that could for in-

stance include gravity. Note that for SPH, where particles move with the velocity of

material at their positions, material derivatives directly correspond to the derivatives

of fields sampled at moving particle positions. The stress tensor captures responses

to deformation as well as to compression. The system’s more complex governing

physics is incorporated in the stress tensor, allowing the description of, for instance,

viscous Newtonian fluids, non-Newtonian fluids, and solid bodies.

The influence of material strength physics on planetary impact phenomena be-

comes more significant at smaller scales of size and energy. For these simulations,

the SPH approach offers additional advantages over grid-based methods, beyond

those previously discussed for fluids, because particles inherently track the mate-

rial’s history1. The SPH framework can be adapted to model material strength

physics to simulate solid-state mechanics by using an elastic–perfectly-plastic con-

stitutive model (Libersky & Petschek, 1991); more sophisticated models for plastic

deformation (Collins et al., 2004); models that consider the growth of fractures on

the sub-particle scale (Benz & Asphaug, 1994, 1995; Jutzi, 2015); and models for

porosity (Jutzi et al., 2008). These methods have been applied in simulations of

planetary impacts to simulate impacts across a wide range of scales (Asphaug &

Benz, 1996; Ballantyne et al., 2023; Emsenhuber et al., 2018; Raducan & Jutzi,

1For instance, the method described in §4.2.6 by which fracture growth is seeded by flaws and
associated activation thresholds, cannot easily be adapted to non-Lagrangian codes (Collins et al.,
2004).
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2022). However, grid-based codes, such as the finite-difference code iSALE (Collins

et al., 2004), are more frequently utilised for smaller scale cratering impacts where

the effects of self-gravity are negligible.

Here, we describe the material strength models implemented in the REMIX

scheme (§4.2) and apply them to some test simulations to assess the performance

of REMIX in these scenarios and to investigate the effect of different physical and

numerical models on simulation outcomes (§4.3).

4.2 Strength models

Here we present the models of material strength that we use to enable the treatment

of solid-state mechanics with REMIX SPH. We describe the physical motivation of

each model and their implementation into the REMIX equations.

4.2.1 Equations of motion

To simulate solid-body mechanics, the REMIX equations of motion must be adapted

from depending only on gradients of the isotropic, scalar pressure, to those of a

tensorial representation of stress. The stress tensor of an SPH particle i, σi, is given

by

σαβ
i = −Piδ

αβ + Sαβ
i , (4.2)

where the hydrodynamic pressure, P , relates to changes in volume and the devia-

toric stress tensor, S, describes the material’s response to changes in shape. The

deviatoric stress tensor is traceless and so the hydrostatic pressure can be expressed

in terms of invariants of the stress tensor by P = −tr(σ)/3 in three dimensions,

where the trace tr(σ) ≡ σαα.

The REMIX equations of motion, modified to incorporate the stress tensor, are

expressed as
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dρi
dt

=
∑
j

mj
ρi
ρj

vαij
1

2

(
dW̃
dr α

∣∣∣∣
ij

− dW̃
dr α

∣∣∣∣
ji

)
+

(
dρi
dt

)
difn

+

(
dρi
dt

)
norm

, (4.3)

dvαi
dt

=
∑
j

mj

σαβ
ij −Qijδ

αβ + σαβ
ji −Qjiδ

αβ

ρi ρj

1

2

(
dW̃
dr β

∣∣∣∣
ij

− dW̃
dr β

∣∣∣∣
ji

)
, (4.4)

dui

dt
= −

∑
j

mj

σαβ
ij −Qijδ

αβ

ρi ρj
vαij

1

2

(
dW̃
dr β

∣∣∣∣
ij

− dW̃
dr β

∣∣∣∣
ji

)
+

(
dui

dt

)
difn

, (4.5)

which return to the purely hydrodynamic REMIX equations of motion for σαβ =

−Pδαβ, corresponding to Sαβ = 0, for all particles. Here the stress tensors are

expressed as pairwise quantities, σij and σji, since as we incorporate physical models

these describe different interactions depending on the phases of particles in each

pair (§4.2.2) and require pairwise artificial corrections to deal with numerical tensile

instabilities (§4.2.4).

When simulating solid bodies with SPH, using an evolved density estimate rather

than an integral form is useful for avoiding kernel smoothing of free surfaces (Benz

& Asphaug, 1994; Gray et al., 2001; Schäfer et al., 2016). The REMIX formulation

already uses an evolved density estimate and so is well set up for the incorporation of

material strength physics, all of the models for which are contained within the stress

tensor in the equations above. Additionally, for solid particles, we do not include the

normalising term in the density evolution, since we find that this treatment leads to

artificial cohesive effects in elastic simulations with multiple bodies, such as between

the colliding cylinders presented in §4.3.1.

In later sections, we include comparison simulations that were carried out using

a traditional SPH formulation (“tSPH”). This formulation is based on the equations

presented in Appendix C, however instead of using the integral form of the density

estimate, the density is evolved by the equation,

dρi
dt

=
∑
j

mj v
α
ij

∂W

∂rα

∣∣∣∣
ij

, (4.6)

which is thermodynamically consistent with the tSPH energy evolution equation.

Similarly to the REMIX equations of motion above, pressures have been replaced
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by stress tensors, which are calculated exactly as those that are used in equivalent

REMIX simulations.

4.2.2 Interactions of fluids and solids

The equations of motion presented in the previous section combine the hydrody-

namics treatment of REMIX with solid-body dynamics, and can therefore treat both

fluids and solid material. In our implementation, the models for material strength

outlined in the following sections are only applied to particles that are currently in

a solid state. Additionally, solid materials are able to sustain negative pressures –

lower than the vacuum pressure – when under tension. Although liquids can occupy

metastable states with negative pressure, these states are unstable to cavitation,

which leads to the formation of vapour bubbles and ultimately raises the pressure

back above zero (Caupin & Herbert, 2006). Since we do not treat cavitation on

the particle scale, the pressure of fluid particles are always greater than or equal to

zero. Additionally, the deviatoric stress of fluid particles is fixed to zero, since we

still treat fluids as inviscid.

With the relatively simplistic thermodynamic treatment used in the test simu-

lations presented here – using Tillotson equations of state (Melosh, 1989) and no

latent heats – particles switch phase between fluid and solid as their temperature

transitions through the constant melting temperature.

For conservation of momentum and energy, the momentum equation (Eqn. 4.4)

must be antisymmetric in the exchange of i and j for each particle. Therefore,

without a specific treatment, the interaction of a fluid–solid particle pair leads to

behaviour that is halfway between that of a fluid and a solid. This is not physically

appropriate, as it would lead to effects like the build up of stress as a fluid flows

across a solid surface, as well as sustained tensile interaction between fluids and

solids.

To address these interactions between particles of different phases, we treat fluid–

solid interactions as if both particles were of a strengthless fluid. Therefore, the

pairwise stress tensor used in Eqns. 4.3–4.5 is given by
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σαβ
ij =


σαβ
i for solid i and j ,

−Piδ
αβ if Pi > 0, for fluid i and/or j ,

0 if Pi ≤ 0, for fluid i and/or j .

(4.7)

Additionally, the evolution of the deviatoric stress (described in the following sec-

tions) only considers interactions between both-solid particles, which means that

fluid flowing over a solid surface will not accumulate stress in the same way as a

distorting solid body.

4.2.3 Elastic model

Under perfectly elastic behaviour, a solid body will accumulate stress as it deforms

and will evolve to attempt to regain its original, unstressed shape. An elastic model,

based on the continuum Hooke’s law in which the accumulated stress is proportional

to the distortion (or strain) of the material, forms the basis of all material strength

models presented here (Libersky & Petschek, 1991).

The rate of deformation of a continuous medium is described by the strain-rate

tensor, ϵ̇, which we calculate at the position of particle i, by

ϵ̇αβi =
1

2

(
dvα

dr β

∣∣∣∣
i

+
dv β

dr α

∣∣∣∣
i

)
, (4.8)

where velocity gradients are calculated using the REMIX kernel gradient terms,

dvα

dr β

∣∣∣∣
i

=
∑
j

ϕij

(
vαj − vαi

) dW̃
dr β

∣∣∣∣
ij

mj

ρj
. (4.9)

The phase parameter ϕij takes the value ϕij = 1 if both i and j are solid, and 0

otherwise. Therefore only the deformation of solid material is considered.

In the absence of rotation, the perfectly elastic evolution of the deviatoric stress

tensor can be calculated from only the material properties and the strain-rate tensor.

However, in general, the material may experience local rotation that does not act

to deform it, but in the fixed coordinate system of the simulation, contributes to

changes in the deviatoric stress tensor.
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For example, consider a rubber band that is stretched in the x-direction. If this

rubber band is rotated as a rigid body by 90◦ such that it is now extended in the

y-direction, without additional deformation, then releasing the band will cause it

to snap back in the y-direction to regain its original shape. Therefore, in a fixed

coordinate system, the stress tensor must evolve during the rotation; otherwise the

rubber band’s response would be in the x-direction. In a coordinate system that

rotates along with the rubber band, however, the stress tensor would not change

during the rotation.

In general, every position in a continuous material can experience varying local

deformation and rotation. It is the local rotation at a given position that contributes

to the evolution of the deviatoric stress at that position. The local rotation rate at

the position of a particle is given by the tensor

Rαβ
i =

1

2

(
dvα

dr β

∣∣∣∣
i

− dv β

dr α

∣∣∣∣
i

)
. (4.10)

The elastic evolution of deviatoric stress can then be shown to take the form

dSαβ
i

dt
= 2µ

(
ϵ̇αβi − 1

3
δαβ ϵ̇γγi

)
+ Sαγ

i Rγβ
i −Rαγ

i Sγβ
i , (4.11)

where µ is the shear modulus that describes the elastic stiffness of the material, and

the rotation terms, which depend on Ri, factor in the local rotation at the position

of the particle (Dienes, 1979).

4.2.4 Artificial stress

Solid materials can experience tensile stress. In the SPH representation, negative

pressures in material that is under tension can lead to the spurious clustering of

SPH particles. This can lead to numerical fragmentation and artificial growth of

fractures, due to a tensile instability, that can significantly affect the treatment of

simulated materials.

This tensile instability can by addressed by introducing “artificial stress” that

acts as a short-range repulsive force to prevent the clumping of material in tension.

Monaghan (2000) introduced an approach that adds an additional term to the mo-
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Figure 4.1: The functions that scale the strength of artificial strength, plotted
against particle separation scaled to the larger of the two smoothing lengths. For the
Monaghan (2000) approach, the factor plotted is 0.2 f 4

ij, with fij given by Eqn. 4.13.
For the basis-independent approach that detects proximity similarly to the artificial
viscosity and diffusion schemes of REMIX, the factor plotted is fij (Eqn. 4.16). A
Wendland C2 kernel is used with ηkernel = 1.487. The shaded region corresponds to
the region ηmin

ij ≡ ∆p / hmax
ij < 1/ηkernel

mentum equation that modifies positive elements of the stress tensor with increasing

strength as particles approach each other. This approach is relatively simple and is

frequently adopted by SPH schemes that simulate material strength (Pearl et al.,

2022; Schäfer et al., 2016). However, this approach is not basis-independent and

therefore the correction applied depends upon the choice of simulation coordinate

system. Gray et al. (2001) improved on this approach by applying the correction to

the eigenvalues of the stress tensor, or principal stresses, rather than to individual

elements of the tensor in the basis of the simulation coordinate system. However,

the computational implementation of this method is more complex, because it re-

quires the calculation of eigenvectors that are needed to transform back to the basis

of the simulation coordinate system, as well as the principal stresses.
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Here we describe the implementation of both the Monaghan (2000) artificial

stress into REMIX and present a novel approach that, like the method of Gray

et al. (2001), is based on the modification of principal stresses although does not

require the additional steps of eigenvector calculation and basis transformation.

As well as modifying the momentum equation, as done in past approaches, for

both these methods we also modify the energy evolution equation to make these

methods conservative in our implementation. For conservation, the artificial stress

appears in the equations of motion as a pairwise modification to the stress tensor,

σ̃ij = σi+σart, ij, which is used in place of σi in Eqn. 4.7, for solid–solid interactions.

With this implementation, the momentum equation only differs from the Monaghan

(2000) terms by notation (in the grouping of densities) and in the densities used in

these terms with REMIX, based on the different forms of the equations of motion.

These methods are tested with both REMIX and tSPH in simulations of colliding

cylinders in §4.3.1. Since internal energy is not used in the equation of state in that

particular test, which is often used to assess the approach to dealing with the tensile

instability, this modification to make the equations of motion conservative does not

differentiate our Monaghan (2000) implementation from similar simulations of past

work. However, we do not use XSPH, which is often combined with artificial stress

as a correction for these specific simulations (Gray et al., 2001; Monaghan, 2000;

Pearl et al., 2022; Schäfer et al., 2016). With XSPH, particles are moved with a

velocity different from the sampled velocity of the material, meaning it is not a

Lagrangian method. The velocity used to move the particles is based on a kernel-

smoothed estimate of the material velocity. This approach helps address the tensile

instability, as individual particles are less likely to stray far from the bulk motion

at the kernel scale.

Monaghan (2000) artificial stress

For the Monaghan (2000) approach, the artificial stress is applied to positive ele-

ments of the stress tensor individually, by
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σαβ
art, ij =

−ϵs f
n
ij σ

αβ
i if σαβ

i > 0 ,

0 otherwise ,

(4.12)

where ϵs = 0.2 and n = 4 are constants and fij is a function that increases as

particles approach each other, given by

fij =
W
(
rij, h

max
ij

)
W
(
∆p, hmax

ij

) , (4.13)

where rij ≡ |ri − rj|, hmax
ij is the larger of hi and hj, and ∆p is a measure of the

expected separation of the closest neighbour, for which we use ∆p = hmax
ij /ηkernel,

similarly to the ηcrit used in the artificial viscosity and diffusion schemes of REMIX.

Since fn
ij ∼ W

(
rij, h

max
ij

)4
, this function peaks sharply as the particle separation is

reduced. The function 0.2 f 4
ij is plotted in Fig. 4.1 as a function of ηmin

ij ≡ rij / h
max
ij

for a Wendland C2 kernel with ηkernel = 1.487. This function takes a value 5.7 for

rij = 0, and a value 0.2 for rij = ∆p by the choice of ϵs.

With this form, the artificial stress applied depends on the basis in which the

condition σαβ
i > 0 is examined, since this element-wise, conditional operation is not

basis-independent. This can be illustrated by a simple example. Let us consider a

matrix that here plays the role of an unmodified stress tensor,

M =


−2 1 0

1 −2 0

0 0 −1

 , (4.14)

which has eigenvalues λ1 = −3, λ2 = −1, λ3 = −1. Under an operation like that

described by Eqn. 4.12, a correction would be applied to the positive, off-diagonal

elements of M . However, when rotated to the eigenbasis, there are no positive

elements – this choice of basis transformation is for simplicity, since it is clear that

all eigenvalues are negative. Therefore, in one basis a correction would be applied

and in another no correction would be applied. From this simple example we see

that the artificial stress applied between each particle pair depends on the coordinate

system that is chosen as the basis for these calculations.
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A new basis-independent artificial stress approach

Here we present a new artificial stress method that is basis-independent and that

aims to apply corrections more closely targeted at problematic particles. Like the

approach of Gray et al. (2001), we apply a correction based on the eigenvalues of

the stress tensor. However, instead of treating each principal stress separately, we

modify all three principal stresses by the same value based on the largest of the

eigenvalues, σmax
i . The added correction is therefore proportional to σmax

i δαβ in an

arbitrary basis, since adding a scalar multiple of the Kronecker delta is a basis-

independent operation. Therefore, this correction can be applied in the basis of the

coordinate system, without the need for basis transformations and the calculation

of eigenvectors that would otherwise be needed for the transformation.

With this approach, the artificial stress takes the form

σαβ
art, ij =

−fij σ
max
i δαβ if σmax

i > 0 ,

0 otherwise ,

(4.15)

where we additionally use a new form for fij to switch on the strength of the artificial

stress as particles approach each other, which is not directly tied to the shape of

the choice of kernel function and which peaks at a value of 1 for a more controlled

correction, given by

fij =


1− exp

[
−
(
ηmin
ij − ηcrit

0.2

)2
]

for ηmin
ij < ηcrit ,

0 otherwise ,

(4.16)

with ηcrit = 1/ηkernel. This form is based on the function used to switch off the linear

reconstruction of velocities, internal energies and densities in the artificial viscosity

and diffusion schemes in REMIX. Unlike the function used for this purpose in the

Monaghan (2000) method above, this function takes a value of 0 at the expected

position of the nearest neighbour and only reaches a value of 1 for rij = 0, as

plotted in Fig. 4.1. Therefore, the correction is more targeted towards particles

that are problematic and the magnitude of the correction itself is constrained by

the maximum, positive principal stress. A comparison of these two artificial stress
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approaches in simulations of colliding cylinders is presented in §4.3.1.

4.2.5 Plastic deformation

Up to this point, we have considered perfectly elastic materials and the challenges

faced in modelling solids in SPH. However, a real solid will not behave elastically

under all conditions: under enough stress, a solid body will permanently deform and

not regain its original shape when allowed to relax. To model this plastic deforma-

tion, we consider two previously tested approaches to modelling plastic deformation

based on a yield stress, Y , which characterises the transition from elastic to plastic

behaviour, and the yield criterion, by which Y is applied. In addition to these mod-

els, we describe methods for softening the material as temperature approaches the

melting temperature and for low densities.

With both approaches described here, the second invariant of the deviatoric

stress,

J2 =
1

2
SαβS βα , (4.17)

is used as a measure of the magnitude of shear stress experienced by the material. J2

is compared with the yield stress to determine whether material behaves elastically

or plastically and the deviatoric stress is multiplied by a factor fY to capture this

behaviour, by

Sαβ
Y = fY S

αβ , (4.18)

where 0 ≤ fY ≤ 1. When these models for plastic deformation are used, Sαβ
Y

is calculated each time the deviatoric stess is evolved in time. Sαβ
Y replaces Sαβ

for all calculations, and acts to reduce the deviatoric stress as the material yields.

Additionally, we limit the maximum negative pressure by Pmin = −Y0, where Y0 is

the yield stress at zero pressure (Luther et al., 2022).
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A constant yield stress approach

We first consider a simple approach with a constant yield stress, Y = Y0, and the

von Mises yield criterion (Benz & Asphaug, 1994). The deviatoric stress is modified

by

fY =


Y 2
0

3J2
for 3J2 > Y 2

0 ,

1 otherwise .

(4.19)

With this approach the yield stress of the material does not depend on pressure or

the damaged state of the material.

A pressure-dependent yield stress approach

Next, we consider the pressure dependent yield stress of Collins et al. (2004). This

approach also models changes in the yield stress, as a material is allowed to transition

from a cohesive body to a fragmented state as it gets damaged. This fracturing is

modelled by the parameter D which evolves from 0 to 1 as a material is damaged.

The treatment of the accumulation of damage for an SPH particle, Di, is described

later in §4.2.6.

With this approach, intact material has a yield stress

Yin = Y0 +
µiP

1 +
µiP

YM − Y0

, (4.20)

where Y0 is the yield stress at zero pressure, µi is the coefficient of internal friction

of the material, and YM is the von Mises plastic limit of the material: Yin → YM as

P → ∞ (Lundborg, 1968).

The yield stress of damaged material follows a Coulomb dry-friction law, limited

by the yield stress of the intact material, via

Yd =

µdP for µdP < Yin ,

Yin otherwise ,

, (4.21)

where µd is the coefficient of friction of the damaged material.
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The yield stress of intact and damaged materials combine for intermediate values

of D according to

Y = (1−D)Yin +DYd . (4.22)

This yield stress is applied to the deviatoric stress (by Eqn. 4.18) with the factor

fY =


Y√
J2

for
√
J2 > Y ,

1 otherwise ,

(4.23)

In §4.3.2 we test the effect of using either Eqn. 4.19 or Eqn. 4.23 as a yield

criterion, for a fixed yield stress. Future work will involve testing this approach in

crater-forming simulations into brittle material, to validate both the pressure- and

damage-dependent aspects of this method.

Thermal weakening

The shear strength of a material weakens as the temperature approaches the melting

temperature. To capture this temperature dependence, we multiply the yield stress

of the material by a factor that switches to zero at the melting temperature, by

YT =


Y tanh

[
ξ

(
Tm

T
− 1

)]
, for T < Tm ,

0 otherwise ,

(4.24)

where T is the temperature of the material and Tm is the melting temperature, and ξ

is a material constant (Collins et al., 2004; Emsenhuber et al., 2018; Ohnaka, 1995).

We use ξ = 1.2 for the simulations presented here (Emsenhuber et al., 2018; Luther

et al., 2022). YT replaces Y when used in either Eqn. 4.19 or 4.23 depending on

which method is used.

Density weakening

Additionally, to capture the weakening of low-density, solid material, we modify the

yield stress by
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Yρ =


Y

(
ρ

ρweak

)4

for ρ < ρweak ,

Y otherwise ,

(4.25)

where we take ρweak = 0.85ρ0 where ρ0 is the reference density of the material

(Luther et al., 2022). Yρ replaces Y in either Eqn. 4.19 or 4.23 depending on which

method is used, and can be combined with the thermal weakening, so that the yield

stress is reduced both at high temperatures and at low densities.

4.2.6 Tensile fracture model

Here we describe the method we use to model how fractures grow in material under

tension (Benz & Asphaug, 1994, 1995). The state of damage of a material is tracked

by a parameter D that takes values between D = 0, corresponding to an intact

solid, to D = 1, which corresponds to maximally damaged material (Grady & Kipp,

1980). A benefit of the Lagrangian SPH approach is that the evolution history

of each part of the material is inherently tracked. Damage accumulates as tensile

stresses activate the growth of fractures within the material and directly affects the

elements of the stress tensor, and can indirectly affect them depending on the other

models used, for example through the yield stress as described in §4.2.5.

For this model, each SPH particle i is initialised with a number of flaws, Nflaw
i ,

that are associated with the particle for the duration of the simulation and are

not resolved on the particle scale. Each flaw, n, has an associated failure strain,

ϵactn . If the SPH particle experiences strains above ϵactn , the flaw n will be activated

and fractures will grow. Flaws are distributed in a solid, consisting of many SPH

particles, by a Weibull distribution (Weibull, 1939): particles in the solid are selected

at random and assigned a flaw until each particle has at least one flaw, giving a

total number of flaws in the solid Nflaw
solid. The activation threshold of each flaw

n = 1, 2, . . . , Nflaw
solid, the associated failure strain, is given by

ϵactn =

(
n

kWV

)1/mW

, (4.26)

where V is the total volume of the brittle solid, and kW and mW are material-
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dependent constants for the Weibull distribution.

As the material evolves in the simulation, SPH particles will experience tensile

stresses that will activate the seeded flaws, leading to the localised accumulation of

damage. The local scalar strain is calculated from the maximum principal stress,

σmax
i , by

ϵi =


σmax
i

(1−Di)E
if σmax

i > 0 ,

0 otherwise ,

(4.27)

where Di is the current damage accumulated by the particle and E is the material’s

Young’s modulus, which can be expressed in terms of the shear modulus, µ, and

the bulk modulus, K, by E = 9Kµ/(3K + µ). While ϵi > ϵactn for the particle i

containing the flaw n, then the flaw n is activated. If ϵi drops below ϵactn , then the

flaw is not currently activated.

Damage accumulates based on the growth of individual cracks within a sphere of

radius Rs, growing with speed cg. For each particle, the number of cracks growing

is based on the number of currently activated flaws for that particle, Nact
i . The

accumulation of damage can then be expressed by

dD
1/3
i

dt
= Nact

i

cg
Rs

. (4.28)

Note that here the damage of each particle can only increase as it becomes more

damaged with time. We use Rs =
3
√

mi/ρi and the speed of crack growth is taken

to be 0.4 times the velocity of a longitudinal elastic wave, and is therefore given by

cg = 0.4

√
K + 4

3
(1−Di)µ

ρi
, (4.29)

calculated using the shear modulus and bulk modulus, as well as the density and

damage of the particle (Benz & Asphaug, 1995).

However, at any given time, the growth of damage is capped by the number of

active flaws,
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Dmax, i =
Nact

i

Nflaw
i

, (4.30)

so that the accumulation of damage is not dominated by the flaw with the lowest

activation threshold (Schäfer et al., 2016). At a given time, damage can only accu-

mulate up to the current Dmax, i. Di is not affected if Dmax, i drops below the current

Di, other than that it will not continue to grow until more flaws are activated and

Dmax, i increases above Di.

For the methods tested here, the damage is applied to the stress tensor in different

ways based on the models used. With the constant yield stress approach in §4.2.5,

fully-damaged material behaves as a fluid, and so the stress tensor takes the form

σi,D =

−Pi δ
αβ + (1−Di) S

αβ
i if Pi ≥ 0 ,

− (1−Di) Pi δ
αβ + (1−Di) S

αβ
i if Pi < 0 .

(4.31)

Here both the deviatoric stress tensor and negative pressures are modified by a

factor of (1−Di). With the Collins et al. (2004) pressure-dependent yield stress

approach (§4.2.5), the reduction of the shear strength of the material as it fractures

is already incorporated in the yield stress (Eqn. 4.22). Therefore, damage is only

applied directly to the stress tensor as a factor multiplying negative pressures

σi,D =

−Pi δ
αβ + Sαβ

i if Pi ≥ 0 ,

− (1−Di) Pi δ
αβ + Sαβ

i if Pi < 0 .

(4.32)

The damaged stress tensor σi,D is used in place of σi for all calculations.

4.3 Strength tests

In this section we validate the REMIX implementation of the material strength

models described above. Each test scenario is chosen to investigate a specific aspect

of the models and the methods introduced for each test build on top of the methods

that are validated previously.

We present results from the following test scenarios:
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• collisions between rubber cylinders (§4.3.1), to test the treatment of elasticity

with REMIX and tSPH, including an investigation into artificial stress models;

• crater-forming impacts into aluminium (§4.3.2), to test the treatment of plas-

ticity in impacts into strong, ductile material;

• impacts into a basalt sphere (§4.3.3), to test the treatment of fracturing in

impacts into brittle material.

In each case, we investigate the effect of the model used, where multiple alterna-

tives have been described in the previous section, as well as the effect of subtle

considerations in how these models are applied.

As with the hydrodynamic tests presented in Chapter 2, these tests are all carried

out in 3D, to validate our methods for 3D science applications, and use a Wendland

C2 kernel with ηkernel = 1.487. For aluminium and basalt sphere impacts, we use

Tillotson equations of state with the parameters listed in Table 4.1.

4.3.1 Colliding rubber cylinders

We use simulations of colliding rubber cylinders to test the implementation of the

elastic model, described in §4.2.3, and the artificial stress models, described in §4.2.4,

in simulations using both REMIX and tSPH. This test has been adopted, in partic-

ular, to investigate whether the simulation methods are able to deal with the tensile

instability that leads to the growth of artificial fractures in SPH simulations when

particles can be in tension (Monaghan, 2000). To combat this, past SPH methods

use artificial stress, as we also do here, but also require the “XSPH” treatment to

avoid artificial fragmentation (Monaghan, 1989).

With XSPH, particles are moved with a velocity based on an average of the

velocities of neighbouring particles, rather than the fluid velocity at the particle

location. Additionally, when XSPH is used for validation of SPH methods with

strength, it is typically used only for simulations like the colliding rubber cylinders

and turned off for further validation in more general scenarios. Therefore, validation

of the elastic model for colliding rubber cylinders using XSPH is not representative

of the typical numerical methods used for most applications, where XSPH is not
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Table 4.1: Tillotson equation of state parameters and material strength parameters.
Strength parameters are given only for the models used in the relevant test simu-
lations. Pressure is limited by −Y0 and is decreased to zero for low densities by a
linear function that switches from 1 to 0 between densities 0.925 ρ0 and 0.875 ρ0.
The lucite Tillotson EoS parameters are those used by Schäfer et al. (2016) and
differ from the basalt parameters only in ρ0.

Aluminium Basalt Lucite

ρ0 (kg m−3) 2700 2700 1180
a 0.5 0.5 0.5
b 1.63 1.50 1.50
A (GPa) 75.2 26.7 26.7
B (GPa) 65.0 26.7 26.7
u0 (MJ) 5.0 487 487
uiv (MJ) 3.0 4.72 4.72
ucv (MJ) 13.9 18.2 18.2
α 5 5 5
β 5 5 5
CV (J kg−1 K−1) 900 790 790

Tm (K) 933 - -
µ (GPa) 24.0 22.7 0.073
K (GPa) - 26.7 -
Y0 (GPa) 0.2 3.5 0.01
kW (cm−3) - 5× 1028 -
mW - 8, 8.5 -

used. Therefore, here we carry out these tests without using XSPH.

We follow the initial conditions used by Monaghan (2000) (hereafter M00), but

set up our cylinders in a 3D periodic box with a small, periodic depth dimension,

instead of in 2D, to validate our methods for 3D science simulations. We set up

particles in two cylinders with inner radius 3 cm and outer radius 4 cm. Particles

are arranged in a cubic lattice with 0.1 cm spacing. The cylinders are 15 particles

deep, spanning the depth of the periodic box. Pressures are calculated by

P = c20 (ρ− ρ0) , (4.33)

with sound speed c0 = 852 m s−1 and reference density ρ0 = 1. The particles

are initialised with ρ = 1 and so are in pressure equilibrium with the surrounding

region with no particles, and the cylinders are initialised with relative speed 0.12 c0.

A shear modulus of µ = 0.22 ρ0c
2
0 is used for the evolution of deviatoric stress by
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Eqn. 4.11.

The collision of rubber cylinders when simulated using REMIX is shown in

Fig. 4.2. Rows show the collision when simulated with the basis-independent ap-

proach to artificial stress (§4.2.4), the M00 artificial stress formulation (§4.2.4), and

with no artificial stress. Without artificial stress we see spurious fractures form as

the SPH particles clump when under tension. These fractures lead to the shattering

of the cylinders and the evolution is not elastic, as it should be based on the physical

models used. With both approaches to artificial stress, the cylinders are able to flex

and sustain tension without fracturing. The desired elastic collision is observed in

both cases. However, we note that with the M00 approach, here we had to set a

maximum smoothing length of hmax = 2.2 cm to avoid extreme accelerations due to

artificial stress. We are able to deal with the tensile instability without the need for

XSPH.

With tSPH the cylinders shatter with all artificial stress treatments, as shown in

Fig. 4.3. This is consistent with the need for XSPH to deal with the tensile instability

with past, traditional SPH tests of colliding rubber cylinders. In all tSPH cases the

cylinders shatter at earlier times than in the REMIX simulation with no artificial

stress.

Next, we consider the relative strength of two different artificial stress schemes

in the REMIX simulations. For each interaction between a pair of particles, we

consider the fractional contribution of the artificial stress relative to the unmodified

stress tensor,

∆ij ≡
∥σart, ij ∥
∥σi ∥

, (4.34)

where the norm of the tensors is given by ∥σi ∥ ≡
√

σαβ
i σαβ

i and similarly for σart, ij.

For the two methods, σart, ij is calculated by either Eqn. 4.12 or 4.15. To get a

measure of the strength of the correction applied to a particle, we calculate the

average value of ∆ij for each interaction with neighbouring particles,

∆̄i ≡
Nj∑
j

∆ij

Nj

, (4.35)
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where Nj is the number neighbours j for particle i.

Histograms of the ∆̄i of all simulation particles are shown in Fig. 4.4(a–c) at

three times in the REMIX simulations that either use the basis-independent artificial

stress approach or the M00 approach. We see that with the M00 approach there is

consistently a large spike of particles with ∆̄i ∼ 0.01 (the relative size of which is

more clearly shown in the inset with linear axes), whereas with our approach the

number of particles in each bin steadily decreases with increased ∆̄. Additionally,

with the M00 approach there is a relatively small, yet not insignificant, number of

particles that have substantially higher values of ∆̄i, as high as 0.15. With our

approach individual particles do not experience these strong corrections and 3.2–4.4

times as many particles experience no correction at all at the three times shown in

the figure.

In Fig. 4.4(d–f), we plot the cumulative sum of ∆̄i to investigate the strength of

the overall correction in the simulation and the contribution to this from individual

corrections of different magnitudes. Across these times, this measure of the overall

correction is consistently ∼3 times higher with the M00 artificial stress than with

our basis independent approach over these three times. The majority of the overall

M00 correction is due to individual particles in the ∆̄i ∼ 0.01 spike. With our

approach, the cumulative measure of ∆̄i increases close to linearly between ∆̄i = 0

and 0.02, at which point it flattens out. Therefore, the overall strength of the

artificial stress correction is not only not as large as with the M00 artificial stress,

but the individual contributions that build it up are less strong than those that

dominate the M00 correction.

Despite the correction being less strong than the M00 artifical stress, our ap-

proach is able to effectively address the tensile instability that would cause the

shattering of the cylinders due to spurious fractures. This approach is not only

more targeted but, more importantly, is not sensitive to the coordinate system used

to calculate it.
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Figure 4.5: Cross-section from the initial conditions of an impact into aluminium at
50◦, illustrating the variable resolution surface. Plotted particle radii are scaled by
the cube root of their mass.

4.3.2 Impact cratering into aluminium

In this section, we use impacts into aluminum to test REMIX with the models for

plastic deformation, described in §4.2.5. We compare the post-impact crater shapes

against those formed in the equivalent experiments of Burchell & Mackay (1998)

and the iSALE simulations of Davison et al. (2011). As well as the models for plas-

ticity, these impacts use the methods for: fluid–solid interactions (§4.2.2), elasticity

(§4.2.3), the basis-independent artificial stress formulation (§4.2.4), thermal weak-

ening (§4.2.5), and density weakening (§4.2.5). Here we use a yield criterion given

by Eqn. 4.23, despite using a constant yield stress, to match the methods used by

Davison et al. (2011).

Both the target surface and impactor use a Tillotson equation of state for alu-

minium, the parameters of which are listed in Table 4.1, along with the material

strength parameters used for the simulations. The density of both the impactor

and the surface is initialised with ρ = 2700 kg m−3. Particles are initialised in

body-centred cubic (BCC) lattices such that the impactor and a region of dimen-

sions 10 mm × 10 mm × 2 mm at the impact surface are high-resolution (where
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the z-direction is perpendicular to the surface), sampled by many low-mass parti-

cles. The high resolution region of the surface is surrounded by a transition region

in which the resolution decreases in discrete steps of 1/8 times as many particles

per volume, until the low-resolution region with 1/512 times as many particles per

volume. The full surface has dimensions 40 mm × 40 mm × 10 mm and consists of

a large region of low-resolution material so that the shock produced by the impact

does not affect the shape of the crater after reflection at the edge of the simulation

domain. The transition region is required to prevent unstable configurations with

larger steps in particle mass. For the impacts presented here, we use a resolution

of 10 particles-per-projectile-radius, calculated based on the equivalent cubic lattice

with the same number of particles per volume as the BCC lattice we use. A central

cross-section of the initial impact configuration for an impact at 50◦ to the surface

is shown in Fig. 4.5.

The resulting craters from impacts at three angles are shown in Fig. 4.6. The

shapes of the craters produced using REMIX closely follow those produced in the

iSALE simulations and the experiments. They follow the iSALE craters more closely

than the experiments, which is perhaps not surprising, since both simulation meth-

ods use the same physical models for plastic deformation.

Fig. 4.7 shows the shapes of craters formed from 50◦ impacts using slight varia-

tions in numerical methods. In (a) we show the crater formed when a yield criterion

given by Eqn. 4.19 is used instead of Eqn. 4.23. This leads to plastic deformation

at smaller yields, and so the material is more soft and the crater formed is slightly

deeper. In (b) we show the results of not limiting the negative pressures by the

yield stress at zero pressure. The large negative pressures in this scenario lead to

the accumulation of material at the rim of the crater. In contrast, if no density

weakening was used, as is the case in (c), then the material at the crater rim gets

removed by the low-density material moving over it during the impact.

4.3.3 Impact into a basalt sphere

In this section we use an impact into a brittle, basalt sphere to test the fracture model

described in §4.2.6. The initial conditions are based on the experiments carried out
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Figure 4.8: Cross-sections showing the accumulation of damage in REMIX simula-
tions of an impact into a basalt sphere with mW = 8.5. Panels show three times.
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Figure 4.9: Cross-sections showing the accumulation of damage in REMIX simula-
tions of an impact into a basalt sphere with mW = 8. Panels show three times.

by Nakamura & Fujiwara (1991) and the simulations carried out by Benz & Asphaug

(1994, 1995); Schäfer et al. (2016). For this test, we use the methods described in

§4.2.3, §4.2.4, §4.2.5, and §4.2.6. We carry out separate tests with a constant yield

stress (§4.2.5) or with a pressure-dependent yield stress that can be affected by

damage (§4.2.5).

The particles in the basalt sphere use the Tillotson basalt EoS and the impactor

is treated as lucite (Schäfer et al., 2016), the parameters for both of which are given

in Table 4.1. Basalt particles are placed in a cubic lattice in a sphere of radius

3 cm with masses chosen to give a density 2700 kg m−3. Here we use a resolution

of 92,576 SPH particles, to closely follow the initial conditions of Benz & Asphaug

(1995). The impactor uses particles of the same mass as the basalt sphere and has

a total mass 0.2 g and density 1180 kg m−3. The impactor has speed 3.2 km s−1
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and impact angle 30◦. Particle internal energies are chosen to give low pressures

corresponding to the 400 Pa with which the experiments of Nakamura & Fujiwara

(1991) were carried out.

We present results from simulations with both the Weibull distribution param-

eters of Benz & Asphaug (1994) (kW = 5× 1028 cm−3 and mW = 8.5) and those of

Schäfer et al. (2016) (kW = 5 × 1028 cm−3 and mW = 8). The choice of mW here

leads to flaws in the material being seeded with different activation energies, given

by Eqn. 4.26. The total number of flaws is expected to be Np lnNp = 106, where

Np is the total number of particles (Weibull, 1939). Since 106/(kWV ) ∼ 10−25 < 1,

a higher value of mW increases the failure strains of all flaws, when keeping kW

constant.

Flaws are seeded in the basalt sphere only. The results of the impacts with these

two sets of Weibull parameters are are shown in Fig. 4.8, for mW = 8.5, and Fig. 4.9,

for mW = 8. The area surrounding the impact location gets damaged quickly after

impact. Regions at the surface of the sphere get damaged by spallation stresses as

compressive waves reflect at the free surface (Schäfer et al., 2016) and protruding

fractures grow at the edges of the fully-damaged regions. With a lower value of

mW , lower strains are required to activate fracturing in each flaw, so in this case the

basalt sphere is more damaged.

The overall growth of fractures shows strong similarities with the simulations of

Benz & Asphaug (1994, 1995) and Schäfer et al. (2016). Future work involves the

use of a friends-of-friends algorithm to analyse the size distributions of fragments

produced by these impacts, and to compare them with the experimental results

of Nakamura & Fujiwara (1991). Additionally, this will enable direct quantitative

comparisons with the simulations of Benz & Asphaug (1994, 1995) and Schäfer et al.

(2016) to help understand how the effect of the choice of mW on fracture growth

compares between different simulation methods.
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4.4 Conclusions

The implementation of models for material strength into REMIX extends its ap-

plications to an entirely different regime of planetary impact simulations. We have

presented a range of physical models and numerical treatments that combine to allow

for the simulation of elasticity, plastic deformation and the growth of fractures.

In simulations of collisions between perfectly elastic rubber cylinders, we show

that, with artificial stress, REMIX is able to simulate an appropriate collision, with-

out needing to fundamentally modify the core approach of our methods, as is often

done by using XSPH. We present a new, basis-independent approach to artificial

stress that addresses the spurious SPH tensile instability in a way that is not only

independent of the coordinate system in which the calculations are performed, in

contrast with some past approaches, but that is more targeted in its correction.

We show that this more targeted approach leads to the stress tensor of fewer par-

ticles being corrected and the corrections that are applied are typically smaller in

magnitude.

I present results from simulations of crater-forming impacts onto ductile alu-

minium surfaces. The shape of the crater produced in REMIX simulations closely

follows the shapes produced in equivalent experiments and iSALE simulations. How-

ever, we find that the crater shape, and in particular the shape of the crater rim, are

sensitive to specifics of the numerical methods used to represent the physical pro-

cesses at play. For future work, we will continue to investigate the SPH treatment

of fluid–solid interactions and plastic deformation under tension to further develop

our methods to treat these and similar scenarios in a way that is most physically

appropriate.

Simulations of impacts into a brittle, basalt sphere are used to test the imple-

mentation of the model for tensile fracturing. We tested the effect of the parameters

used to seed flaws in the material, verifying that lower activation thresholds lead to

more fracturing of the brittle material. Future work involves the use of a friends-of-

friends algorithm to determine the size distribution of fragments produced in this

experiment and comparing these with experimental results and past SPH simula-

tions.
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The validation of material strength physics models is an important step for the

development of the REMIX SPH formulation. With the improved numerical treat-

ment of REMIX, compared with traditional SPH formulations, and the state-of-the-

art computational efficiency of the Swift code, once fully validated, these methods

will allow simulations of planetary impacts across a range of scales, where the effects

of solid-body mechanics become significant, at high resolutions and to high accuracy.
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CHAPTER 5

Conclusions

Planetary impacts shape the evolution of planetary systems, from the craters left

by asteroids and comets on the surfaces of planetary bodies to the catastrophic

giant impacts that dominate the final stages of planet formation. The footprints of

these impacts still persist throughout the Solar System and so performing numerical

simulations of these impact scenarios allows us to understand the processes that

formed our Solar System, as well as planetary systems around distant stars.

In this thesis I have developed and applied novel numerical methods that sig-

nificantly improve the treatment of physical processes that are key to simulations

of planetary impacts. Through extensive validation of our methods we are able to

tackle unanswered questions with a higher confidence in the accuracy of our simu-

lations. I have tested these methods in simulations of giant impacts onto Jupiter

to investigate whether a single giant impact could be responsible for the planet’s

dilute core. Additionally, I have extended our newly developed simulation methods

to include a range of models for solid-body material strength physics.

In Chapter 2 I presented REMIX, a smoothed particle hydrodynamics (SPH)

scheme designed to alleviate effects that typically suppress mixing and instability

growth at density discontinuities in SPH simulations. This problem was approached
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by directly targeting sources of kernel smoothing error and discretisation error, re-

sulting in a generalised, material-independent formulation that improves the treat-

ment both of discontinuities within a single material and of interfaces between dis-

similar materials. REMIX is built upon a fully compressible and thermodynamically

consistent core-SPH construction, retaining Galilean invariance as well as conserva-

tion of mass, momentum, and energy, and is integrated in the open-source, state-

of-the-art Swift code. Designed with computational efficiency in mind, REMIX

can be used for high-resolution simulations without significant cost to run-speed, as

demonstrated throughout this thesis.

I have validated REMIX in a selection of test simulations, chosen to investigate

the performance of REMIX in capturing a range of hydrodynamic behaviour that

is important in simulations of planetary impacts. REMIX demonstrates marked

improvements compared with a traditional SPH formulation, in particular in tests

focusing on the treatment of mixing. For the first time, REMIX allows appropriate

treatment of material mixing in SPH simulations, without introducing additional

equation of state dependence in, for example, particle volume elements; without

requiring bespoke choices of particle masses; and without contrived or targeted

corrections.

Next, in Chapter 3, I applied REMIX to simulations of giant impacts onto Jupiter

to investigate whether the planet’s dilute core could be formed from a single giant

impact. After demonstrating the improvements in the treatment of mixing in this

regime with REMIX compared with a traditional SPH formulation, I carried out

simulations at a range of impact speeds and angles, at different numerical resolutions,

and with different internal structures and equations of state. None of our simulations

produce a dilute core immediately after impact, in contrast with what had been

suggested was possible by past work. Therefore, our simulations suggest that it is

unlikely that a single giant impact could be responsible for Jupiter’s dilute core, and

that the result of the previous study is an artefact of the numerical methods that

were employed.

In Chapter 4, I presented the physical models implemented into the REMIX

scheme to elevate it from a purely hydrodynamic method to one that can capture
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material strength properties. This includes treatments of elasticity, validated in

simulations of collisions between rubber cylinders; plasticity, validated in crater-

forming impacts into aluminium with comparisons against experimental results and

contemporary numerical methods; and the growth of fractures, tested in simulations

of impacts onto a basalt sphere. I presented a new, basis-independent artificial

stress treatment and found that it is effective in targeting problematic particles in

simulations of colliding rubber cylinders. In these simulations REMIX is able to

accurately simulate the flexing of the cylinders without forming spurious fractures

caused by the tensile instability. This is not the case for traditional SPH formulations

that fail this test unless additional corrections are applied.

Future work involves the further validation of the newly developed methods

presented here, including the treatment of demixing in REMIX simulations, such as

in the giant impacts onto Jupiter presented here, to investigate whether we physically

capture these processes or whether an extension of our methods that includes mixing

in the sub-particle scale would be required. Additionally, it would be beneficial

to further investigate the treatment of vacuum interfaces in typical giant impact

simulations, where accurately simulating the thermodynamics of material that is

ejected during the impact is often important. The continued validation of REMIX

with material strength physics would require testing in additional scenarios, such

as to investigate the treatment of fluid–solid interactions; in crater-forming impacts

into targets more representative of planetary surfaces; and in giant impacts.

REMIX opens up a wide range of possible science applications, simulations for

which can now be performed with significantly improved accuracy. This includes

investigating mixing processes during the giant impact that formed the Moon, an

unsolved problem that continues to garner the interest of planetary scientists. Ad-

ditionally, with material strength physics implemented with REMIX we can now

investigate a new regime of impacts, from small crater-forming impacts onto the

Moon, to larger impacts onto Mars.

Planetary science is entering an exciting new age, as rapid advancements are

allowing observations of more and more planetary systems around distant stars.

Along with these observations come new theories to be tested and a need for sophis-
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ticated numerical methods that can simulate the processes that govern the evolution

of planetary systems. Here I have presented newly developed methods to perform

hydrodynamic simulations that show significant advancements in the treatment of

both fluid and solid-body dynamics, in particular related to material mixing. These

improvements open up a range of science applications that can help to further our

understanding of the dynamics and details of planetary impacts and the evolution

of planetary systems.
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APPENDIX A

Notation

A, A Scalar, vector

Aα, ... , ω Elements of a vector, matrix, or higher-order tensor. Greek

letter superscripts correspond to spatial dimensions (e.g. the x,

y, and z components of a 3D vector) and like indices are summed

over

Ai, Aj Quantity associated with, or sampled at the position of: particle

i; a neighbour j of particle i

Aij Pairwise interaction associated with neighbour j acting on par-

ticle i

r Position vector at which we probe the continuum fluid

r′ Position vector integrated over in the continuum limit, for con-

volutions with a kernel function

ri Position vector of particle i. When discretising the fluid, the

notation changes r ⇒ ri, as we probe the fluid at particle posi-

tions
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rij ri − rj

mi Mass of particle i

Vi Volume element of particle i

H Kernel compact support. The radial extent from the kernel

centre above which a kernel function is zero

h Kernel smoothing length. We define the smoothing length

as twice the standard deviation of the kernel

ηkernel Parameter that scales the radial extent of the kernel

Wij Kernel function centred at ri, sampled at rj.

Wij ≡ W (rij, hi) ≡ W (ri − rj, h(ri))

W ij Symmetrised kernel: W ij ≡ W (ri − rj, h(ri), h(rj)) ≡
1
2
(W (rij, hi) + W (rji, hj))

Ŵij Kernel Wij normalised to volume elements Vj

Wij Linear-order reproducing kernel, constructed using W ij

W̃ij Linear-order reproducing kernel with vacuum boundary

treatment, constructed using W ij

⟨Ai⟩, Ai, Âi Quantity calculated by kernel interpolation using Wij, W ij,

Ŵij, respectively
dA

dr
,
dA

drγ
Spatial derivative of A (vector and its elements). In cases

where relevant, includes grad-h terms. Can be combined

with the above notation that indicates the kernel used

∇A, ∂γA Gradient of A (vector and its elements). In cases where

relevant, does not include grad-h terms

∇κA, ∂
γ
κA Gradient of A (vector and its elements), interpolated only

based on particle neighbours of the same material. In cases

where relevant, does not include grad-h terms
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APPENDIX B

REMIX SPH equations

dρi
dt

=
∑
j

mj
ρi
ρj

vαij
1

2

(
dW̃
drα

∣∣∣∣
ij

− dW̃
drα

∣∣∣∣
ji

)
+

(
dρi
dt

)
difn

+

(
dρi
dt

)
norm

, (B.0.1)

dvαi
dt

= −
∑
j

mj
Pi +Qij + Pj +Qji

ρiρj

1

2

(
dW̃
drα

∣∣∣∣
ij

− dW̃
drα

∣∣∣∣
ji

)
, (B.0.2)

dui

dt
=
∑
j

mj
Pi +Qij

ρiρj
vαij

1

2

(
dW̃
drα

∣∣∣∣
ij

− dW̃
drα

∣∣∣∣
ji

)
+

(
dui

dt

)
difn

. (B.0.3)

B.1 Kernel gradients

dW̃
drγ

∣∣∣∣
ij

= si
dW
drγ

∣∣∣∣
ij

+ (1− si)
dW

drγ

∣∣∣∣
ij

. (B.1.4)

dW
drγ

∣∣∣∣
ij

= AiB
α
i W ij + Ai

(
1 +Bα

i r
α
ij

) dW
drγ

∣∣∣∣
ij

+
(
1 +Bα

i r
α
ij

)
W ij

dA

drγ

∣∣∣∣
i

+ Air
α
ijW ij

dBα

drγ

∣∣∣∣
i

.

(B.1.5)
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B.1.1 Symmetrised kernels and their gradients

W ≡ Wij +Wji

2
, (B.1.6)

dW

drγ

∣∣∣∣
ij

=
1

2

(
∂W

∂rγ

∣∣∣∣
ij

+
∂W

∂h

∣∣∣∣
ij

∂γi ĥ− ∂W

∂rγ

∣∣∣∣
ji

)
, (B.1.7)

∂γi ĥ =
∑
j

(hj − hi) ∂
γ
i Ŵij

mj

ρj
, (B.1.8)

∂γi Ŵij ≡
∂γi Wij

m0, i
− Wij

m2
0, i

∂γi m0 . (B.1.9)

B.1.2 Linear-order reproducing kernel construction

Ai =
(
m0, i −

(
m−1

2, i

)αβ
mα

1, im
β
1, i

)−1

, (B.1.10)

dA

drγ

∣∣∣∣
i

= −A2
i

(
dm0

drγ

∣∣∣∣
i

− 2
(
m−1

2, i

)αβ
m β

1, i

dmα
1

drγ

∣∣∣∣
i

+
(
m−1

2, i

)αϕ dmϕψ
2

drγ

∣∣∣∣
i

(
m−1

2, i

)ψβ
mα

1, im
β
1, i

)
,

(B.1.11)

Bα
i = −

(
m−1

2, i

)αβ
m β

1, i , (B.1.12)

dBα

drγ

∣∣∣∣
i

= −
(
m−1

2, i

)αβ dmβ
1

drγ

∣∣∣∣
i

+
(
m−1

2, i

)αϕ dmϕψ
2

drγ

∣∣∣∣
i

(
m−1

2, i

)ψβ
m β

1, i . (B.1.13)

m0, i =
∑
j

W ijVj ,
dm0

drγ

∣∣∣∣
i

=
∑
j

dW

drγ

∣∣∣∣
ij

Vj , (B.1.14)

mα
1, i =

∑
j

rαijW ijVj ,
dmα

1

drγ

∣∣∣∣
i

=
∑
j

(
rαij

dW

drγ

∣∣∣∣
ij

+ δαγW ij

)
Vj , (B.1.15)

mαβ
2, i =

∑
j

rαijr
β
ijW ijVj ,

dmαβ
2

drγ

∣∣∣∣
i

=
∑
j

(
rαijr

β
ij

dW

drγ

∣∣∣∣
ij

+
(
rαijδ

βγ + δαγrβij

)
W ij

)
Vj . (B.1.16)

B.1.3 Vacuum boundary switch

s(hi|Bi|) =


exp

[
− (0.8− hi|Bi|)2

0.08

]
for hi|Bi| ≥ 0.8 ,

1 otherwise ,

(B.1.17)
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B.2 Artificial viscosity and artificial diffusion

Qij =
1

2

(
avisc + bviscBvisc

i

)
ρi
(
−αciµij + βµ2

ij

)
, (B.2.18)

with α = 1.5, β = 3, avisc = 2/3, and bvisc = 1/3.

µij =


ṽij · ηij

ηij · ηij + ϵ2
for ṽij · ηij < 0 ,

0 otherwise ,

(B.2.19)

with ϵ = 0.1 and ηij ≡ (ri − rj)/hi.

(
dui

dt

)
difn

=
∑
j

κij

(
au + buBdifn

ij

)
vsig,ij (ũj − ũi)

mj

ρij

1

2

∣∣∣∣∣dW̃dr
∣∣∣∣
ij

− dW̃
dr

∣∣∣∣
ji

∣∣∣∣∣ , (B.2.20)

(
dρi
dt

)
difn

=
∑
j

κij

(
aρ + bρBdifn

ij

)
vsig,ij (ρ̃j − ρ̃i)

ρi
ρj

mj

ρij

1

2

∣∣∣∣∣dW̃dr
∣∣∣∣
ij

− dW̃
dr

∣∣∣∣
ji

∣∣∣∣∣ ,
(B.2.21)

with au = aρ = 0.05, bu = bρ = 0.95, vsig, ij = |ṽi − ṽj| , ρij ≡ (ρi + ρj)/2, and

κij = 1 for particles of the same material and κij = 0 otherwise.

B.2.1 Quantities reconstructed to particle midpoints

ṽαij = vαi +
1

2

(
1− BSL

i

)
Φv, ij

(
rγj − rγi

)
∂γi v̂

α , ∂γi v̂
α =

∑
j

(vαj − vαi ) ∂
γ
i Ŵij

mj

ρj
, (B.2.22)

ũi = ui +
1

2
Φu, ij

(
rγj − rγi

)
∂γκ, i û , ∂γκ, i û =

∑
j

κij (uj − ui) ∂
γ
i Ŵij

mj

ρj
, (B.2.23)

ρ̃i = ρi +
1

2
Φρ, ij

(
rγj − rγi

)
∂γκ, i ρ̂ , ∂γκ, i ρ̂ =

∑
j

κij (ρj − ρi) ∂
γ
i Ŵij

mj

ρj
. (B.2.24)
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B.2.2 Slope limiter

Φij =



0 for Aij < 0 ,

4Aij
(1 +Aij)2

exp

−(ηmin
ij − ηcrit

0.2

)2
 for ηmin

ij < ηcrit ,

4Aij
(1 +Aij)2

otherwise ,

(B.2.25)

ηcrit =
1

hi

(
1∑
j Wij

)1/d

≡ 1

ηkernel
, (B.2.26)

Av, ij =
∂βi v̂

α(rj − ri)
β(rj − ri)

α

∂γj v̂
ϕ(rj − ri)γ(rj − ri)ϕ

, Au, ij =
∂ακ, i û(rj − ri)

α

∂βκ, j û(rj − ri)β
, Aρ, ij =

∂ακ, i ρ̂(rj − ri)
α

∂βκ, j ρ̂(rj − ri)β
.

(B.2.27)

B.2.3 Balsara switch

Bvisc
i ≡ BSL

i ≡ Bi =
|∇ · vi|

|∇ · vi|+ |∇ × vi|+ 0.0001ci/hi
, Bdifn

ij =
Bi + Bj

2
. (B.2.28)

B.3 Normalising term

(
dρi
dt

)
norm

= αnorm si (m0, i − 1) ρi
∑
j

vnorm, ij
mj

ρij

1

2

∣∣∣∣∣dW̃dr
∣∣∣∣
ij

− dW̃
dr

∣∣∣∣
ji

∣∣∣∣∣ , (B.3.29)

with αnorm = 1, vnorm, ij = |vi − vj| , ρij ≡ (ρi + ρj)/2, and m0, i =
∑

j WijVj .
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APPENDIX C

Traditional SPH formulations used for comparison simulations

⟨ρi⟩ =
∑
j

mjWij , (C.0.1)

dvαi
dt

= −
∑
j

mj

(
fij Pi

⟨ρi⟩2
∂W

∂rα

∣∣∣∣
ij

− fji Pj

⟨ρj⟩2
∂W

∂rα

∣∣∣∣
ji

)
+

(
dvαi
dt

)
visc

, (C.0.2)

dui

dt
=
∑
j

mj
fij Pi

⟨ρi⟩2
vαij

∂W

∂rα

∣∣∣∣
ij

+

(
dui

dt

)
visc

. (C.0.3)

C.1 Gradient of smoothing length factor

⟨ni⟩ =
∑
j

Wij , (C.1.4)

fij = 1− 1

mj

hi

d ⟨ρi⟩
∂⟨ρ⟩
∂h

∣∣∣∣
i

(
1 +

hi

d ⟨ni⟩
∂⟨n⟩
∂h

∣∣∣∣
i

)−1

, (C.1.5)

where d is the number of spatial dimensions.

148



C.2 Artificial viscosity

(
dvαi
dt

)
visc

= −
∑
j

Bi + Bj

2

(
−αcij µij + βµ2

ij

) mj

⟨ρij⟩
1

2

(
fij

∂W

∂rα

∣∣∣∣
ij

− fji
∂W

∂rα

∣∣∣∣
ji

)
,

(C.2.6)(
dui

dt

)
visc

=
1

2

∑
j

Bi + Bj

2

(
−αcij µij + βµ2

ij

) mj

⟨ρij⟩
fij v

α
ij

∂W

∂rα

∣∣∣∣
ij

, (C.2.7)

µij =


vij · rij
|rij|

for vij · rij < 0 ,

0 otherwise ,

(C.2.8)

with α = 1.5, β = 3, ⟨ρij⟩ ≡ (⟨ρi⟩+ ⟨ρj⟩) /2, cij ≡ (ci + cj)/2, vij ≡ vi − vj,

rij ≡ ri − rj, and

Bi =
|∇ · vi|

|∇ · vi|+ |∇ × vi|+ 0.0001ci/hi

. (C.2.9)

C.3 Artificial conduction

Only used where indicated. Based on the SPHENIX implementation (Borrow et al.,

2022).

dui

dt
=

Pi

⟨ρi⟩2
∑
j

mj v
α
ij

∂W

∂rα

∣∣∣∣
ij

+

(
dui

dt

)
visc

+

(
dui

dt

)
cond

, (C.3.10)

(
dui

dt

)
cond

=
∑
j

αc, ij vc, ij (ui − uj)
mj

⟨ρij⟩
1

2

(
fij

∂W

∂rα

∣∣∣∣
ij

− fji
∂W

∂rα

∣∣∣∣
ji

)
, (C.3.11)

αc, ij =
Pi αc, i + Pj αc, j

Pi + Pj

, vc, ij =
1

2

(
|vij · rij|
|rij|

+

√
|Pi − Pj|
⟨ρij⟩

)
, (C.3.12)

where αc, i is evolved in time as described by Borrow et al. (2022).

149



APPENDIX D

Kernel choice

Here we present results from square test (§2.3.1), Sod shock tube (§2.3.2), ideal

gas KHI (§2.3.3), and KHI with Earth-like iron & rock (§2.3.4) simulations to show

the effect of smoothing kernel choice in REMIX simulations. We use five different

kernel functions with corresponding ηkernel: cubic spline with ηkernel = 1.292 (∼55

neighbours); quartic spline with ηkernel = 1.203 (∼60 neighbours); Wendland C2

with ηkernel = 1.487 (∼100 neighbours); Wendland C4 with ηkernel = 1.643 (∼200

neighbours); Wendland C6 with ηkernel = 1.866 (∼400 neighbours) (Dehnen & Aly,

2012).

Square tests, presented in Fig. D.1, show similar behaviour in the equal spacing

scenario for all of these kernels, although with more noise in the lower-order kernels

with fewer neighbours. For the higher-order Wendland kernels, results are very

similar over these timescales, with very little particle motion. In the equal mass

scenario, however, the use of either the Wendland C4 or Wendland C6 kernels leads

to spurious behaviour at the corners. The particle noise in simulations with lower-

order kernels is in fact helpful in disturbing the growth of these slowly evolving,

error-driven features. We found that using grad-h terms calculated directly from

Eqn. 1.4 combined with a higher artificial viscosity helps the treatment of corners
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Figure D.1: The effect of kernel choice in square test simulations. We plot snapshots
from REMIX square test simulations with equal initial particle spacing and equal
particle mass, for 5 different kernel functions at two times. Particles are coloured
by their density.

in the square tests with higher-order kernels. However, zeroth-order error in grad-

h terms calculated in that way leads to problematic behaviour in regions away

from density discontinuities, and we choose to take a conservative artificial viscosity

approach, keeping it low away from shocks. Therefore, we choose to calculate grad-h

terms as we describe in §2.2.3. Again, lower-order kernels show more particle noise,

however, the cross-section of the cube does not lose its square shape.

In the Sod shock (Fig. D.2) and both KHI tests (Figs. D.3 and D.4) We see

a general trend of higher-order kernels reducing particle noise. However, these ef-

fects are minor compared with the primary improvements in all these simulations

compared with traditional SPH equivalents.

Based on these simulations, we conclude that the Wendland C2 kernel is a good

compromise between accuracy and computational speed, which is why we use it for

all simulations other than those presented in this section. Using a higher-order kernel

only leads to small improvements in noise reduction in these tests and, in the case

of the square test, gives worse results. We stress, however, that the behaviour at the

corners of a 3D cube is not necessarily important for many science applications, if

other benefits are offered in more typical configurations. The lower-order kernels lead

to more particle noise, however, these still show significant improvements compared

with traditional SPH simulations. This suggests that, for example a cubic spline

kernel could be used with REMIX for applications where simulation run-speed is an
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Figure D.2: The effect of kernel choice in REMIX Sod shock tube simulations.
Velocity in the x-direction, vx, density, ρ, specific internal energy, u, and pressure,
P plotted against x-position at time t = 0.2. Rows correspond to the 5 different
kernel functions. The reference solution is plotted in red.

important consideration.
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APPENDIX E

Choices made in linear-order reproducing kernel construction

In Fig. E.1, sensitivities to subtle choices in the kernel construction (§2.2.3) are

presented in the context of the square test with equal mass particles (§2.3.1). We

include panels to show equivalent cases without artificial diffusion of density or

internal energy in the model. This isolates the effect of kernel choice from stabilising

effects caused by stronger diffusion for particles with higher relative speeds.

We consider using Wij rather than the averaged kernel W ij ≡ [W (rij, hi) +

no grad-h, W W

di
fn

W W no grad-h REMIX

no
 d

ifn

1

2

3

4

D
en

si
ty

Figure E.1: The effect of choices made in the construction of linear-order repro-
ducing kernels in square test simulations. Plots show a central cross-section from
square test simulations with equal mass particles, using subtly different variations of
REMIX. Snapshots are at time t = 3.0. We show the results with (top) and without
(bottom) diffusion of density and internal energy, for the full REMIX scheme and
with combinations of either no grad-h terms and without using an averaged kernel
in the construction of our linear-order reproducing kernels.
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W (rji, hj)]/2. This permeates through the full reproducing kernel construction,

including geometric moments and their gradients. Switching to Wij also increases

grad-h terms by a factor of 2, as seen in Eqn. 2.17. Using W ij in the construction

of the reproducing kernels is shown to be important in achieving good behaviour

in the square test, with all Wij cases showing a disruption of the cube by particle

motions at the interface. This demonstrates how additional error introduced in

kernel antisymmetrisation (for conservation) in the equations of motion is sensitive

to the base-kernel used in the construction of the reproducing kernels. Regardless

of the kernel used in the construction, the cube would remain undisturbed if the

antisymmetrisation step was not carried out.

The inclusion of grad-h terms only leads to a small effect. We note again that

we include these terms primarily for completeness of the methods, and since they

have no negative impact on run speed or any other considerations.

155



APPENDIX F

Choices made in artificial viscosity and diffusion construction

Here we show how Sod shock (§2.3.2) and ideal gas Kelvin–Helmholtz instability

(§2.3.3) simulations motivate the parameters used in the REMIX artificial viscosity

and artificial diffusion schemes. We (1) demonstrate the effectiveness of a Balsara

switch in the viscosity slope limiter in reducing oscillations in shocks; (2) motivate

our choice of the standard viscosity constants, α and β; (3) motivate our choice

of the parameters that distinguish between the treatment of artificial viscosity in

shocks and shearing regions, avisc and bvisc; (4) motivate our choice of the parameters

that distinguish between the treatment of artificial diffusion in shocks and shearing

region, adifn ≡ au = aρ and bdifn ≡ bu = bρ. For simplicity, we use the same

parameters for the diffusion of internal energy and density. Our approach to these

artificial terms is a conservative one, in which we deliberately keep them weak, while

still strong enough to give noticeable improvements.

The Sod shock and KHI examples were chosen since the artificial viscosity and

diffusion play different roles in these two scenarios: we require strong viscosity

and diffusion to accurately capture shocks, whereas in shearing regions they are

only required to smooth out accumulated noise in particle velocities, densities, and

internal energies. To isolate these elements of the construction we use simplified
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Figure F.1: The effect of artificial viscosity parameters in Sod shock tube simula-
tions. Velocity in the x-direction, vx, plotted against x-position from Sod shock tube
simulations at time t = 0.2, using REMIX with variations in artificial viscosity for-
mulation. The annotations “REMIX” and “REMIX*” correspond to panels showing
the final REMIX scheme and the equivalent simplified shock case respectively.

versions of the REMIX construction, in which we overwrite the Balsara switches

that appear in Eqns. 2.29–2.31, to 1 or 0 to isolate the treatment in shocks or

shearing regions respectively: In the simplified shock case, we set B = 1, such

that the strength of viscosity or diffusion is parameterised by the respective a + b

in Eqns. 2.29–2.31. In the simplified shear case, we set B = 0, such that the

strengths are set by a only. Therefore, we use these to select values for a and

b parameters, based on which the full scheme can then switch smoothly between

these two simplified versions.

We first focus on the artificial viscosity scheme. In Fig. F.1 we investigate the

effect of changes in the viscosity treatment on Sod shock tube simulations. Rows

correspond to: the simplified shock case with avisc + bvisc = 1 and Balsara switches
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Figure F.2: The effect of artificial viscosity parameters in ideal gas KHI simulations
with Bvisc fixed to 0. Snapshots are from simulations with sharp initial discon-
tinuities, at time t = 2 τKH, using REMIX with variations in artificial viscosity
formulation. Particles are coloured by their density. The annotation “REMIX*”
corresponds to the panel showing the simplified shear case that is equivalent to the
final REMIX scheme.

in the viscosity slope limiter set to BSL = 1; the simplified shock case again with

avisc + bvisc = 1, but without fixing BSL; and the final REMIX scheme. Columns

correspond to different choices of α and β, with a consistent β = 2α in all cases here.

We note that fixing this ratio leads to a degeneracy for α and β with avisc + bvisc in

the simplified shock case, and therefore we choose to set avisc + bvisc = 1.

We first note that the Balsara switch BSL is effective in dissipating oscillations

in the shock. The oscillations in the case that makes use of BSL but has the weakest

viscosity (Fig. F.1(d)) are smaller than even those in F.1(c), where the α and β

factors are twice as large, but BSL = 1 is fixed. Using BSL therefore allows us to

target viscosity to shocks by more effectively switching off the linear reconstruction

of velocities to particle midpoints. This in turn allows us to reduce the viscosity

parameters so that we can construct a less dissipative artificial viscosity scheme. We

note that Fig. F.1(c) is equivalent to the viscosity construction of Frontiere et al.

(2017) and Rosswog (2020), other than the latter’s use of quadratic reconstruction,

which only makes a minor difference.

Next we consider how the Sod shock is sensitive to the primary viscosity param-

eters α and β for avisc + bvisc = 1, as shown in Fig. F.1(d)–(f). Increasing α and

β in this way uniformly increases the strength of the viscosity. With α = 2 and

β = 4, oscillations are effectively removed. With α = 1 and β = 2, oscillations in

the shock are still large compared with the particle scatter. α = 1.5 and β = 3,

which we eventually use in REMIX, still has some oscillations, but these are small.
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Figure F.3: The effect of artificial diffusion parameters in Sod shock tube simula-
tions with Bdifn fixed to 1. Density, ρ, and specific internal energy, u, plotted against
x-position at time t = 0.2, using REMIX with variations in artificial diffusion formu-
lation. The annotation “REMIX*” corresponds to the panels showing the simplified
shock case that is equivalent to the final REMIX scheme.

The bottom row of figures demonstrates that our simplification of this shock case

with Bvisc = 1 is appropriate as we see little difference when comparing with a full

REMIX-like construction.

We use the ideal gas KHI in the simplified shear case, combined with the above

Sod shock results, to make decisions for values of the REMIX viscosity parameters.

In Fig. F.2 we see the effect of changing α and β with avisc = 1 and Bvisc fixed to

0. Again we note the degeneracy in increasing α and β, this time with increasing

avisc. With increased artificial viscosity, the boundary of the spiralling KHI plume

becomes more pronounced, with less mixing of particles across the interface. In

the lowest viscosity case, the small-scale spirals are diffused and structure is not

maintained.

For the REMIX scheme we take a conservative approach and choose a viscosity

model that, with the assumptions of the simplified approaches considered here,

switches between: F.1(e) in shocks, in which oscillations have mostly, but not fully,

been removed; to Fig. F.2(b), in which small-scale KHI structure persists, but mixing

on the particle scale is not strongly suppressed by artificial viscosity. We note that,

in practice, the artificial viscosity will be slightly between the two cases we aim to

switch between. This was kept in mind when making this choice. This corresponds

to choices of α = 1.5, β = 3 and avisc = 2/3, bvisc = 1/3.

Next we consider the artificial diffusion model. We use the same parameter
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Figure F.4: The effect of artificial diffusion parameters in ideal gas KHI simulations
with Bdifn fixed to 0. Snapshots are from simulations with sharp initial discon-
tinuities, at time t = 2 τKH, using REMIX with variations in artificial diffusion
formulation. Particles are coloured by their densities. The annotation “REMIX*”
corresponds to the panel showing the simplified shear case that is equivalent to the
final REMIX scheme.

values in the artificial diffusion of density and internal energy, for simplicity. First

we consider the Sod shock in the simplified shock case, however this time applied

to the diffusion equations (Eqns. 2.30 and 2.31). In Fig. F.3, we demonstrate our

need for artificial diffusion of both density and internal energy: in the first column,

we see the case of no diffusion leading to sizable spikes in these quantities. As the

strength of artificial diffusion is increased, the spikes are smoothed.

In Fig. F.4, we show snapshots from ideal gas KHI simulations in the simplified

shear case. At high diffusion, the density discontinuity is smoothed and a sharp

interface is not maintained. However, some diffusion is helpful in stabilising the

evolution of the instability, as we see that with little or no diffusion the structure in

the inner regions of the vortex is dominated by particle noise.

Again, for the REMIX scheme we take a conservative approach and choose a

diffusion model that, with the assumptions of the simplified approaches considered

here, switches between: F.3(d) and (i) for shocks, where spikes in density and in-

ternal energy have mostly been removed; to Fig. F.4(c), in which diffusion helps to

stabilise the small-scale structure of the instability, but density discontinuities are

allowed to persist. We note that, in practice, the artificial diffusion will be slightly

between the two cases we aim to switch between. This was kept in mind when

making this choice. This corresponds to a choice of adifn = 0.05, bdifn = 0.95. We

also note that this can be seen as switching from a weak diffusion away from shocks

with a factor of 0.05, similar to that of Rosswog (2020), to a stronger diffusion in

shocks with a factor of 1, similar to Price et al. (2018).
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APPENDIX G

Further Kelvin–Helmholtz results and figures

As discussed in §2.3.3, a discontinuous shearing interface will be unstable to the

growth of perturbations of all wavenumbers (Robertson et al., 2010). In simu-

lations of Kelvin–Helmholtz instabilities, the wavenumbers of modes that are al-

lowed to grow is limited by the numerical resolution; modes of wavelengths of the

particle-separation scale and shorter will not be resolved. Here we demonstrate how

error-seeded secondary modes will inevitably grow in KHI simulations with higher-

resolution REMIX. We note that although this means that it is impossible to reach

a converged solution in this scenario such that we cannot quantitatively judge the

accuracy of these results, the presence of secondary modes is still a positive sign

that spurious surface tension-like effects are not dominating behaviour at density

discontinuities.

First, we consider ideal gas KHI simulations (§2.3.3). In Fig. G.1, we show

snapshots from tSPH, tSPH with conduction, and REMIX simulations of KHIs at

different resolutions. Additionally, in the bottom row of panels, we show how the

shearing interface evolves with REMIX if no initial velocity perturbation is applied

to the system. We see strong surface tension-like effects in the tSPH simulations for

all resolutions. Artificial conduction is helpful as resolution is increased, however,
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Figure G.1: The effect of resolution in ideal gas KHI simulations with a sharp
discontinuity, carried out using tSPH, tSPH with conduction and REMIX. We also
plot REMIX simulations without a deliberately seeded perturbation. The KHI is
plotted at two times for simulations of three resolutions. Particles are coloured by
their density.

the growth of the instability is still slow and the discontinuity becomes diffuse.

Over these timescales, the N1 = 128 and N1 = 256 REMIX simulations are largely

undisturbed by secondary modes, both in the cases with and without the seeded

mode. In contrast, in the higher-resolution N1 = 512 case, we see that secondary

modes grow to greatly affect the evolution of the system, both with and without a

deliberately seeded mode. The secondary modes grow over the same timescale in

both these cases, demonstrating that these are purely seeded by error and noise in

the numerical methods, rather than being associated with the growth of the primary

mode. We note that over longer timescales than τKH, secondary modes will also grow

in the lower-resolution simulations, although they do not greatly influence the early

growth of the instability.

In Fig. G.2, we show similar snapshots from Earth-like KHI simulations at differ-
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Figure G.2: The effect of resolution in Earth-like iron & rock KHI simulations.
Snapshots show two times for simulations of three resolutions, carried out using
tSPH and REMIX. Particles are coloured by their material type and density.

ent resolutions with tSPH and REMIX, constructed equivalently to those presented

in §2.3.4. Here surface tension-like effects are very strong in tSPH simulations at

all resolutions. REMIX is able to deal with this challenging scenario, even at the

lowest resolution simulated. Again, here we see error-seeded secondary modes in the

N1 = 512 REMIX simulation that grow to length scales where they play a significant

role in the evolution of the system. In the lower-resolution simulations, these modes

are not resolved and so the primary mode is undisturbed over these timescales.
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APPENDIX H

Further planetary results and figures

Here we present further results regarding the planetary settling examples (§2.3.9) to

expand on the issues faced in these simulations. First, in Fig. H.1, we show radial

profiles, equivalent to those presented in Fig. 2.17, but at the start of the simulation

rather than at a time when particles have evolved from their initial configuration.

Here we notice in the tSPH case that the blips in pressure are even larger, and that

there is also noticeable smoothing of the density field at the vacuum boundary in the

Earth-like planet. At the later times, plotted in Fig. 2.17, particles have evolved to
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Figure H.1: Radial profiles of density and pressure for Earth-like (a, b, e, f) and
Jupiter-like (c, d, g, h) planets at the initial time t = 0. Plots show profiles from
simulations using tSPH (a–d) and REMIX (e–h).
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Figure H.2: Snapshots showing the evolution of spurious instabilities in a Jupiter-
like planet from a simulation without the density evolution normalising term.

closer to equilibrium configurations where these issues do not appear to be extreme.

However, we note that in a more kinematically interesting simulation with particles

approaching the material interface, they will encounter the erroneous pressures that

lead to surface-tension like effects. Therefore, it is not the case that as the planets

relax, they reach a state where spurious surface tension-like forces disappear. We

note that both material interfaces and the vacuum boundary are corrected, trivially

at this initial time, by the evolved density estimate in REMIX.

In Fig. H.2, we show the evolution of a simulation of a Jupiter-like planet with

REMIX, but without the kernel normalising term. These demonstrate how the

instabilities seen in Fig. 2.19 continue falling inwards at later times. As seen in

Fig. 2.20, the densities of particles without the normalisation term are not tied to the

distribution of mass in the simulation volume, leading to error driven instabilities.

These grow to fully disturb the profile of the hydrogen–helium envelope, but are

fully avoided in the full REMIX scheme.
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