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Abstract: The efficient simulation of accurate collider data at modern collider

experiments will be crucial for the detection of Beyond the Standard Model signatures

in the search for new physics. Simulation of collision processes at hadron colliders

like the LHC are carried out by Monte Carlo event generators which simulate the

evolution from an initial hard scattering event, downwards in energy scales, towards

the formation of long lived particles. However, as we enter a new era of higher

luminosity experiments, accurate simulations of these pseudo-event generated data

will become further computationally intensive with the vast amounts of data to

generate. With the rapid development of quantum computing hardware, quantum

computation offers itself as an alternative computing paradigm that may be harnessed

to provide a natural framework to model several physical processes in high-energy

physics, where the inherent quantum features of the device may be exploited to

provide speedups or enhance current simulations. In this thesis, we present general

and extendable quantum algorithms for two crucial parts of event generation: the

calculation of matrix elements for the hard interaction and the QCD parton shower

stage. First, a novel algorithm is proposed for the calculation of helicity amplitudes by

outlining a proposal of constructing helicity spinors directly on a quantum circuit and



manipulating the spinors to compute helicity amplitudes. This was used to calculate

multiple helicity amplitudes for simple tree level scattering processes simultaneously

as a proof-of-principle demonstration. The second algorithm outlines a proposal for a

Monte Carlo-inspired parton shower algorithm which was used to simulate two shower

steps of a simplified QCD model. The final algorithm extends the quantum parton

shower algorithm onto a quantum walk framework which demonstrates significant

scaling improvements, simulating more realistic shower depths. These algorithms

utilise the quantum computers’ ability to remain in a quantum state throughout the

computation and represents a first step towards a quantum computing algorithm

describing full collision events at the LHC.



Contents

Abstract 3

List of Figures 9

1 Introduction 21

2 Theory and Motivations 23

2.1 Gauge Theory . . . . . . . . . . . . . . . . . . . . 23

2.2 Lorentz representations and Weyl spinors . . . . . . . . . . 29

2.3 The Standard Model . . . . . . . . . . . . . . . . . . 31

2.3.1 Fermion sector . . . . . . . . . . . . . . . . . 33

2.3.2 The Higgs sector . . . . . . . . . . . . . . . . 35

2.3.3 The Yukawa sector . . . . . . . . . . . . . . . . 39

2.4 The Parton Shower . . . . . . . . . . . . . . . . . . 42

2.4.1 Collinear Factorisation . . . . . . . . . . . . . . 43

2.4.2 Monte Carlo Method . . . . . . . . . . . . . . . 45

3 Introduction to Quantum Computing 47

3.1 Introduction to Quantum Computing . . . . . . . . . . . 47

3.1.1 The Qubit . . . . . . . . . . . . . . . . . . . 48



6 Contents

3.1.2 Multi-Qubit entanglement . . . . . . . . . . . . . 50

3.1.3 Quantum Gates and Circuits . . . . . . . . . . . . 51

3.2 The Quantum Walk . . . . . . . . . . . . . . . . . . 54

4 Helicity Amplitudes on a Quantum Computer 59

4.1 Motivations . . . . . . . . . . . . . . . . . . . . . 59

4.2 Spinor Helicity formalism . . . . . . . . . . . . . . . . 60

4.3 Helicity Spinors and Qubits . . . . . . . . . . . . . . . 62

4.3.1 Constructing helicity spinors and scalar products on the Bloch

sphere . . . . . . . . . . . . . . . . . . . . 64

4.3.2 1 → 2 amplitude calculation . . . . . . . . . . . . 65

4.3.3 2 → 2 amplitude calculation . . . . . . . . . . . . 68

4.3.4 Generalization to 2→ n amplitude calculations . . . . . 70

5 Quantum Monte Carlo Parton Shower 73

5.1 Collinear Parton Shower on a Quantum Device . . . . . . . . 74

5.2 Quantum Circuit Implementation . . . . . . . . . . . . . 75

5.3 Counting Operation . . . . . . . . . . . . . . . . . . 77

5.4 Emission Operation . . . . . . . . . . . . . . . . . . 78

5.5 History Operation . . . . . . . . . . . . . . . . . . 80

5.6 Resetting the Emission and Counting Registers . . . . . . . . 82

5.7 Update Operation . . . . . . . . . . . . . . . . . . 83

5.8 Results . . . . . . . . . . . . . . . . . . . . . . 85



Contents 7

6 Quantum Walk Approach to Parton Showers 89

6.1 The Parton Shower as a Quantum Walk . . . . . . . . . . 90

6.2 Scalar Quantum Walk Shower . . . . . . . . . . . . . . 90

6.2.1 Coin Operation . . . . . . . . . . . . . . . . . 92

6.2.2 Shift Operation . . . . . . . . . . . . . . . . . 93

6.3 Quantum Walk Parton Shower . . . . . . . . . . . . . . 95

6.3.1 Coin Operation . . . . . . . . . . . . . . . . . 95

6.3.2 Shift Operation . . . . . . . . . . . . . . . . . 96

6.4 Results . . . . . . . . . . . . . . . . . . . . . . 98

7 Conclusions and Outlook 101

A Quantum logic gates 105

A.1 Definitions . . . . . . . . . . . . . . . . . . . . . 105

B Spinor Helicity Quantum Gate Decompositions 109

B.1 Dirac and helicity spinor correspondence . . . . . . . . . . 109

B.2 Helicity amplitude gate decompositions . . . . . . . . . . . 111

Bibliography 115





List of Figures

3.1 Visualisation of the Bloch sphere representation of the qubit, taken

from [1]. . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Circuit diagram for the preparation of the Bell pair state. . . . . 53

3.3 Simulation of a 100-step random walk using the IBM Q 32-qubit

simulator [2] for 100,000 shots for a classical random walk obtained

by measuring the coin state after each step, and a quantum random

walk using a symmetric initial state and a Hadamard coin (taken

from [3]). . . . . . . . . . . . . . . . . . . . . . . 57

4.1 A visualisation of the helicity spinors |p〉ȧ,|p]a, (〈p|ȧ)T and ([p|a)T for
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Chapter 1

Introduction

The Standard Model (SM) is the most well-tested description of nature that governs

the dynamics of fundamental particles on microscopic scales giving accurate predic-

tions on distances smaller thanO
(
10−18m

)
, with its renowned success culminating in

the detection of the Higgs bosons in 2012 by the ATLAS [6] and CMS [7] experiments

at the LHC. Despite this, the theory is largely believed to be incomplete as several

outstanding issues remain such as the matter-antimatter asymmetry observed in

the universe, the strong CP problem, the Hierarchy problem along with many other

fundamental puzzles of nature not accounted for by the SM. This has initiated an

active research field over recent decades seeking extensions to the currently accepted

SM, known as Beyond the Standard Model (BSM) models, to successfully address

these questions.

Modern collider experiments such as the Large Hadron Collider (LHC) at CERN

depend heavily on Monte Carlo event generators to accurately simulate the complic-

ated particle collisions as well detector responses at these colliders. In the coming

era of higher energy and higher luminosity colliders, accurate simulations of the back-

ground processes of the SM will be crucial to point to any indication of BSM physics.

Yet matching the amount of vast data generated from these high luminosity colliders

will be computationally challenging. This has motivated the search for alternative

computational tools to possibly enhance existing algorithms or propose completely
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novel algorithms that would be better-suited to the highly-complex, large multipli-

city calculations. With the rapid development of quantum computational hardware,

quantum computing (QC) provides a prime candidate for this. Although still at

an early stage, numerous proposals for applications of QC to high-energy physics

(HEP) have already been developed, with applications ranging from simulation of

quantum field theories [8–12], and collision events [13, 14], to event classification

and analysis [15–19]. However, hardware development remains in its infancy, allow-

ing only Noisy Intermediate-Scale Quantum (NISQ) devices available to use [20],

requiring a careful approach to develop resource-efficient quantum algorithms for

implementation on near-future devices.

In this thesis, we consider the application of QC to the calculation of two major

stages of event generation known as the hard interaction and parton shower process,

both time-consuming parts, forming bottlenecks in the generation of data at the

LHC. First we introduce the theoretical background necessary to introduce the main

body of research outlined in this thesis, this includes both particle physics and QC in

chapters 2 and 3 respectively. In chapter 4 we introduce a quantum algorithm to

compute the hard interaction scattering amplitudes in the form of helicity amplitudes,

by exploiting a natural equivalence between qubits and helicity spinors. Chapter 5

provides an outline of a Monte Carlo inspired 2-step collinear QCD parton shower

on a quantum computer, whilst chapter 6 implements the QCD parton shower in a

quantum walk framework which is shown to dramatically increase the performance

of the quantum parton shower. The final chapter, 7, discusses possible extensions to

provide the next steps to realising a fully quantum simulation of a collision process

at the LHC as well as other pertinent avenues to explore applications of QC to HEP

in the future.



Chapter 2

Theory and Motivations

2.1 Gauge Theory

The computational framework underpinning the SM is that of Quantum Field Theory

(QFT), which is the description of the relativistic elementary particles and their

interactions via quantised fields. It is used to accurately describe three of the

four fundamental forces (excluding gravity) governing these elementary particle

interactions that form the building blocks of the matter that we see before us. These

fundamental forces are known as Quantum Electrodynamics (QED), which is the

familiar electromagnetic interactions that couples to all charged particles, Quantum

Chromodynamics (QCD or the theory of strong interactions) responsible for nuclear

binding and the interactions of the constituents of the nuclei, and the theory of weak

interactions which is responsible for radioactive decay processes. These fundamental

forces collectively dictate the interactions of two types of elementary particles known

as fermions, acted on by the fundamental forces, and bosons, which mediate the

forces, and are half-integer and integer-spin respectively. A detailed review of QFT

and the Standard Model can be found in References [21–23].

The guiding principle of these forces is gauge invariance, where all interactions of

nature arise from the requirement of the Lagrangian (theory) to be invariant under

a local symmetry transformation.
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The fundamental principle of gauge symmetry can be demonstrated by introducing

the simple case of gauge invariance in QED [24–26], the theory of electrodynamics,

which is an example of an abelian gauge symmetry. This can be generalised to non-

trivial field theories, constrained to a gauge symmetry defining theories of multiple

vector particles and their interactions with fermions, known as non-abelian gauge

theories [27].

First consider a general global phase rotation of a Dirac field ψ given by

ψ(x)→ eiαψ(x) (2.1.1)

where α is the angle of the phase rotation.

The Dirac adjoint of the field defined as,

ψ̄ = ψ†γ0, (2.1.2)

undergoes the transformation

ψ̄ → e−iαψ̄. (2.1.3)

Terms formed from bilinears of the Dirac spinors e.g. the mass term

mψ̄ψ (2.1.4)

where m is a constant and corresponds to the mass of the Dirac spinor ψ, are

invariant under this global phase transformation 1.

However, when promoting an x (space-time) dependence of the α parameter

ψ(x)→ eiα(x)ψ(x) (2.1.5)

and demanding a local symmetry, leads to extra terms when kinetic terms involving

space-time derivatives are considered. This can be solved, following the procedure
1The adjoint was necessary to define in order to make the term Lorentz invariant as well as

gauge invariant. This is due to the non-unitary nature of the finite dimensional representations of
the Lorentz group. More information on Lorentz group representations is discussed in Sec. 2.2
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of [23], by considering the derivative of ψ in the direction of the vector ηµ by the

limit

nµ∂µψ = lim
ε→0

1
ε

[ψ(x+ εn)− ψ(x)] . (2.1.6)

By introducing a phase factor U(y, x) connecting neighbouring points such that ψ(y)

and U(y, x)ψ(x) have the same transformation properties we can define the covariant

derivative as

nµDµψ = lim
ε→0

1
ε

[ψ(x+ εn)− U(x+ εn, x)ψ(x)] . (2.1.7)

If the phase is a continuous function of points y and x it can be expanded in the

separation of points as

U(x+ εn, x) = 1− ieεnµAµ(x) +O(ε2) (2.1.8)

Where e is an arbitrary constant and Aµ is a new vector field. This new field is known

as the connection, the infinitesimal limit of the comparator of the local symmetry

transformations [23].

In this limit the covariant derivative has the form

Dµψ(x) = ∂µψ(x) + ieAµψ(x) (2.1.9)

with the transformation property of Aµ given by the transformation of U in the

infinitesimal limit:

Aµ(x)→ Aµ(x)− 1
e
∂µα(x). (2.1.10)

This means the covariant derivatives simply transforms the same way as the ψ field

as

Dµψ(x)→ eiα(x)Dµψ(x), (2.1.11)

which allows a way to construct a kinetic term for the fermion field that is also

invariant under the transformation.
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This results in the familiar form of the Dirac lagrangian in QED for a massive fermion

LDirac = ψ̄ (i 6D −m)ψ. (2.1.12)

A locally invariant kinetic term for Aµ involving its derivatives is given by

Fµν = ∂µAν − ∂νAµ. (2.1.13)

This is known as the electromagnetic field tensor and is also defined by the commut-

ator of covariant derivatives [23]

[
Dµ, Dν

]
= ieFµν . (2.1.14)

The transformation 2.1.5 is known as a U(1) gauge transformation, as the phase

rotation corresponds to the U(1) abelian group transformation. By demanding a

symmetry of the theory for the Dirac field under this transformation we introduce a

four-vector field Aµ, known as the gauge field, that couples to the Dirac field. This

physically corresponds to the photon in QED. Hence we obtain the physical theory

of electromagnetic interactions from the gauge principle.

Yang and Mills generalised the local phase rotation invariance to theories invariant

under non-Abelian groups using SU(2) as an example to explain conservation of

nuclear isospin [27]. In quantum mechanics and hence QFT we are interested in

these unitary groups that preserve probabilities, acting on a vector space of quantum

states.

Transformations under continuously generated groups with group elements that lie

infinitesimally close to the identity group element, known as Lie groups, can be

written as

ψ (x)→ eiα
a(x)taψ (x) , (2.1.15)

where αa are the infinitesimal group parameters and ta are Hermitian operators,

called the generators of the group. The generators span a vector space of infinitesimal
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group transformations where the commutation relations

[ta, tb] = ifabctc (2.1.16)

define the Lie algebra and fabc are called the structure constants.

The U(1) transformation, forming the Abelian group (of phase rotations), is the

trivial case which commutes with all other unitary transformations.

A fundamental compact Lie group necessary to formulate the current description of

the Standard Model is SU(N), a set of N ×N unitary transformations that satisfy

det(U)=1. The generators of SU(N) are represented by N ×N Hermitian matrices

where there are N2 − 1 independent generators, ta.

For SU(N) there are two representations that are of fundamental importance to

gauge theory, which are the fundamental N -dimensional (D) representation where

ψ transforms as an N D complex vector and the adjoint representation, in which

the generators of the algebra belong. In the adjoint representation, generators are

given by the structure constant themselves. The structure constants are real and

antisymmetric, conjuring a real representation for the adjoint representation, and the

dimension of the representation is given by the number of generators i.e. for SU(N)

the adjoint representation is
(
N2 − 1

)
D. In gauge theory the vector boson fields

transforms in the adjoint representation and fermions transform in the fundamental

representation.

Field theories formed by considering non-commuting local symmetries are termed

non-Abelian gauge theories. In the SM, these are found by requiring invariance

under general SU(N) transformations of an N D complex spinor representing the

matter field [27]. For these non-Abelian gauge theories, U(y, x) in is now an N ×N

dimensional unitary matrix and near U = 1 such a matrix can be expanded in terms

of Hermitian generators of SU(N). For infinitesimal separation and an arbitrary

constant g [23],
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U(x+ εn, x) = 1 + igεnµAaµt
a +O(ε2). (2.1.17)

Inserting this into Eq. (2.1.7) we find

Dµ = ∂µ − igAaµta. (2.1.18)

Thus, the covariant derivative for an SU(N) local symmetry requires
(
N2 − 1

)
vector

fields (in correspondence with the number of generators).

Using yet again the infinitesimal transformations, we find the covariant derivative

similarly transforms as the fermion field as (to first order in α)

Dµψ → (1 + iαata)Dµψ. (2.1.19)

The field strength again determined from the commutator of covariant derivatives

gives

F a
µν = ∂µA

a
ν − ∂νAaµ + gfabcAbµA

c
ν , (2.1.20)

with an additional term resulting from the non-zero commutator of the generators.

This field strength is no longer gauge invariant but only gauge covariant, and instead

a gauge invariant combination is given by the trace

L = −1
2tr

[(
F a
µνt

a
)2
]

= −1
4
(
F a
µν

)2
, (2.1.21)

which is the gauge invariant kinetic term for Aaµ. There are extra terms in contrast to

the Abelian case as it includes non-trivial cubic and quartic interactions and hence
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this term itself defines a non-trivial interacting field theory known as Yang-Mills

theory [27].

Combining this kinetic term with the Dirac Lagrangian we get the non-Abelian

Lagrangian,

L = ψ̄ (i 6D −m)ψ − 1
4
(
F a
µν

)2
. (2.1.22)

Further details of the above section can be found in [23].

2.2 Lorentz representations and Weyl spinors

In QFT, the fundamental theoretical description of the theory is the Lagrangian, L,

the spatial integral of the Lagrangian density, L, (more conventionally used) which

is a function of the relevant fields of the system and their derivatives. In order to

respect the Lorentz invariance of the theories, the Lagrangian must be a Lorentz

scalar and hence the fields transform under specific Lorentz representations with

constrained interactions. Details of the following section, and more information on

Weyl spinors can be found in [22]. The Lie algebra of the Lorentz group (LG) known

as the Lorentz algebra, so(1, 3), can be written as a direct sum of two commuting

su(2) sub-algebras i.e.

so(1, 3) = su(2)⊕ su(2). (2.2.1)

Where su(2) is the algebra of Pauli matrices, σi, i = 1, 2, 3 which generates the 3-

d rotation group SO(3), and the irreducible representations (irreps) of su(2) are

characterised by a half-integer j which acts on a vector space with 2j + 1 basis

elements.

The irreps of the Lorentz group are hence characterised by two half-integers (A,B)

with a total of (2A+ 1) (2B + 1) degrees of freedom (d.o.f.). The general tensor



30 Chapter 2. Theory and Motivations

representations, T µ1,µ2,..,µn , are labelled as (n/2, n/2) representations of the Lorentz

algebra. These particles of given spin must be embedded into fields e.g. the Lorentz

four-vectors, Aµ(x), is the (1/2, 1/2) representation that describes spin-1 and spin-0

representations of SO(3). Four-vector fields correspond to the integer spin represent-

ations of the Lorentz group, however, another fundamental type of particle in the

SM are spin J = 1/2 representations of the Lorentz group known as spinors, usually

denoted by ψ.

Spinors correspond to the spin-1/2 representations of the LG, of which there are two

possible complex representations, (1/2, 0) and (0, 1/2). These are associated with

spinors called left-handed (LH) and right-handed (RH) Weyl spinors, denoted ψL

and ψR respectively. These have two d.o.f. each and are defined by the algebra of

Pauli matrices i.e. SO(3) algebras. These 2 D Weyl spinors can be combined into

the usual Dirac representation within a four-component Dirac spinor as:

ψ =

ψL
ψR

 . (2.2.2)

In this representation, the Dirac algebra is used which can also be reduced to the

two separate Weyl spinor representations. The Dirac matrices are a set of four, 4× 4

matrices given by

γ0 =

0 I

I 0

 , γi =

 0 σi

−σi 0

 (2.2.3)

which satisfy

{γµ, γν} = 2gµν (2.2.4)

known as the Dirac algebra. This four-vector notation is useful to combine with

four-vectors to form Lorentz invariants in the Dirac Lagrangian.

The Dirac spinors are hence reducible and the Weyl spinors, ψL and ψR, are more
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fundamental than Dirac spinors because they correspond to irreps of the Lorentz

group. However, since theories like QED are symmetric under L↔R interchange it

is easier to consider Dirac spinors and instead introduce the γ5 matrix,

γ5 = iγ0γ1γ2γ3, (2.2.5)

to define the projectors

PL = 1
2 (1− γ5) , PR = 1

2 (1 + γ5) (2.2.6)

to project out the LH and RH Weyl spinors respectively when acted the on Dirac

spinors.

These projectors are useful for L↔ R asymmetric theories, such as the theory of

weak interactions or for the spinor helicity formalism which will be introduced in

chapter 4. In the SM, the four-vector integer-spin fields Aµ(x) corresponds to the

gauge bosons, whilst the half-integer spinors corresponds to the fermions, according

the spin-statistics theorem [28–30]. Lorentz invariance and gauge symmetry are thus

the guiding principles for the construction of the Lagrangian in QFT.

2.3 The Standard Model

The SM corresponds to the gauge group structure

SU(3)c × SU(2)L × U(1)Y ,

[31–37] where SU(3)c is the unbroken colour gauge group, QCD [33,34,38], which

is mediated by vector bosons known as gluons, Ga, where a = 1, ..., 8. QCD acts

on colour-charged fermions known as quarks, qic, which come in different flavours,

i, where c = 1, 2, 3 is the colour index. Whilst SU(2)L × U(1)Y is the gauge group

corresponding to the electroweak (EW) interactions [31, 32, 39], which above the
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electroweak symmetry breaking scale corresponds to the unification of SU(2)L with

associated gauge bosons W i where i = 1, 2, 3, with the high-energy hypercharge

group U(1)Y with associated gauge boson B. The EW gauge group gets spontaneously

broken down to the weak SU(2)L and electromagnetic gauge group U(1)EM below

the electroweak scale.

Hence, the SM Lagrangian can be split up as [40]

LSM = LGauge + LFermion + LHiggs + LYukawa (2.3.1)

Where LGauge denotes the kinetic terms of the gauge fields and is given by

LGauge = −1
4G

a
µνG

a µν − 1
4W

i
µνW

i µν − 1
4BµνB

µν (2.3.2)

where Ga
µν , W i

µν and Bµνcorrespond to the field strength tensors of the colour, weak,

and hypercharge gauge groups, SU(3)c, SU(2)L and U(1)Y , respectively.

The field strength tensors are given by the following,

Ga
µν = ∂µG

a
ν − ∂νGa

µ + gsf
abcGb

µG
c
ν , (2.3.3)

W i
µν = ∂µW

i
ν − ∂νW i

µ + gεijkW j
µW

k
ν , (2.3.4)

Bµν = ∂µBν − ∂νBµ, (2.3.5)

where the coupling constants gs and g are associated with the gauge groups SU(3)c

and SU(2)L respectively and the U(1)Y abelian group also has an associated coupling,

g′. It can be seen that the non-Abelian gauge group field strength tensors have the

additional non-commuting terms leading to self-interactions of the gauge fields.
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2.3.1 Fermion sector

As mentioned in Sec. 2.2, the Dirac spinor is formed from the LH and RH Weyl

spinors which are associated with the (1/2, 0) and (0, 1/2) irreps of the LG. What

is experimentally observed is the chiral nature of the weak interactions (and hence

is maximally parity violating) 1 as the W boson couples only to LH relativistic

quarks and leptons. Hence the LH fermion fields and RH fields are assigned different

representations under the SU(2)L gauge group, where LH fields are assigned to the

doublet representation of SU(2)L whilst the RH field are singlets under SU(2)L.

Therefore, the covariant derivatives for LH and RH components will be different

containing two different set of couplings to the gauge bosons. The LH lepton doublets,

Ei
L, are formed of the pairs of charged leptons, l+, with a corresponding neutral

neutrino, νl, whilst the LH quark doublets, Qi
L, are formed of up-type quarks with

charge +2/3 (u, c, t) and bottom-type ones (d, s, b) with charge -1/3. There are three

generations of lepton and quark doublets and are given by the following,

Ei
L =

νeL
eL

 ,
νµL
µL

 ,
ντL
τL

 (2.3.6)

and

Qi
L =

uL
dL

 ,
cL
sL

 ,
tL
bL

 (2.3.7)

where i runs over the generations i.e. i = 1, 2, 3. These pairs of fermion fields

that make-up the doublets, transform in the fundamental representation of SU(2)L

and have isospin values of T 3 = +(−)1
2 associated with the up-type (down-type)

quarks for the quark doublets, and T 3 = +(−)1
2 for the the uncharged neutrino

1More information on discrete transformations including charge conjugation, time reversal and
implications for the SM can be found in [22,23]
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(negatively charged lepton) respectively. The LH quarks have isospin YQ = +1/6

whilst the leptons have isospin value Yl = −1/2. These hypercharge values have

been determined using the relation between electromagnetic charges and assigned

isospin values (shown in Eq. (2.3.24) below). Whilst there are six RH quarks, all

singlets under SU(2)L and hence have zero T 3 isospin so that their corresponding

hypercharge values are given by the charges of the species. Hence, leading to three

(up-type) RH quarks with hypercharge value Yu = +2/3 and three (down-type) with

Yd = −1/3 respectively and similarly there are six RH leptons, three charged ones

with with Yl = −1 and three neutral neutrinos with Yv = 0. These are shown below

eiR = {eR, µR, τR} , νiR =
{
νeR, νµR, ντR

}
;uiR = {uR, cR, tR} , diR = {dR, sR, bR} ,

(2.3.8)

which are also labelled by an index i which runs over the generations. Using all

these quantum numbers the form of the covariant derivatives in LFermion (excluding

QCD couplings) can be written as the following:

Dµ,α = ∂µ − igW i
µτ

i − ig′YαBµ (2.3.9)

where the hypercharge values are determined by the type of particle species, α, with

the associated quantum numbers. The fermion Lagrangian consists of the all kinetic

terms for all fermionic species which include the covariant derivative and hence

interactions of the fermion with the gauge bosons from each respective gauge groups

with corresponding charge. For the massless case, this is given by

LFermion = ĒL(i 6DE)EL + Q̄L(i 6DQ)QL + ūR(i 6Du)uR + d̄R(i 6Dd)dR + ēR(i 6De)eR

(2.3.10)

where each of the covariant derivatives are in the form Eqs. (2.3.9), with their

respective hypercharges. The lack of a RH neutrino term will be explained in

Sec. 2.3.3.
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2.3.2 The Higgs sector

According to the gauge principle, vector bosons that mediate interactions in gauge

theories must be massless. Terms like mAµAµ for example for the photon field, Aµ,

which transforms under Eq. (2.1.10), is forbidden in order to respect gauge invariance.

Furthermore, masses of the fermions are also prohibited by gauge invariance in order

to to obey the experimentally verified chiral nature of the weak interaction since

mass terms mix the LH and RH fields which have different gauge transformations

under SU(2)L×U(1)Y . This is inconsistent with the experimentally observed masses

for fermions as well the heavy vector bosons of the weak interactions: W± and Z.

This issue is resolved via the Higgs mechanism [35–37], which is the spontaneous

symmetry breaking (SSB) of the local gauge symmetry via the non-zero vacuum

expectation value of a complex scalar, which in this case is the Higgs doublet. SSB

is a vital mechanism to provide explanation of many crucial aspects of the SM

since it is necessary to describe both the theory of weak interactions, as well as

strong interactions and may further be used for descriptions of unified models of

fundamental physics. The minimum-energy classical energy configuration φ0 of the

system found by minimising the potential is known as the vacuum expectation value

or vev for short. In the quantum theory, the minimum is used as the ground state

to build the excitation of states in the Hilbert space. So SSB occurs when a choice

of the vev is made, breaking the vacuum symmetry. For SSB, the Lagrangian is

still invariant under the symmetry but the vacuum does not respect the symmetry.

Goldstone’s theorem [41–43] states that spontaneous breaking of continuous global

symmetries implies the existence of massless particles, known as Goldstone bosons,

for each broken symmetry generator associated with the vacuum. If the symmetry

is gauged, with an associated massless gauge field Aµ, then in the broken phase the

gauge bosons associated with the broken generators will acquire a mass, which is

known as the Higgs mechanism.

The Higgs mechanism is seen in the Standard Model for non-Abelian gauge theories
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in the Glashow-Weinberg-Salam model of electroweak symmetry.

The complex Higgs doublet breaks the electroweak gauge structure down to the

photon gauge group generating masses for the weak vector bosons while the photon,

corresponding to a particular combination of generators, remains massless.

The complex scalar Higgs field, φ, transforms in the spinor (doublet) representation

of SU(2)L [23]. This is a complex doublet with hypercharge ½ called the Higgs

multiplet. For a φ vev of the form

〈φ〉 = 1√
2

0

v

 , (2.3.11)

the combination of generators for the following SU(2)L × U(1)Y electroweak trans-

formation

φ→ eiα
i
τ
i

ei
β
2 φ (2.3.12)

which leaves this vev invariant is α1 = α2 = 0 , α3 = β which corresponds to the

massless photon of the unbroken U(1)EM group.

The Lagrangian for the Higgs boson field including the kinetic and potential terms

is given by

LHiggs =
∣∣∣Dµφ

∣∣∣2 + µ2φ†φ− λ
(
φ†φ

)2
, (2.3.13)

where the covariant derivative for the Higgs field is given by

Dµφ =
(
∂µ − igW i

µτ
i − i12g

′Bµ

)
φ. (2.3.14)

In the unitarity gauge [23] the Higgs multiplet is parametrised as

φ(x) = U(x) 1√
2

 0

v + h(x)

 , (2.3.15)

where the spinor has an arbitrary real-valued component given by the sum of the

vev, v, and a fluctuating real field with 〈h(x)〉 = 0, and is acted on by a general
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SU(2) gauge transformation (which upon acting on the spinor produces a general

complex-valued two-component spinor). Using an SU(2)L gauge transformation to

remove U(x) we are left with one real d.o.f. The minimum of the potential occurs

for a vev value of

v =
(
µ2

λ

)1/2

, (2.3.16)

where after expanding around the vev, the potential takes the form

LV = −1
2m

2
hh

2 −
√
λ

2mhh
3 − 1

4λh
4. (2.3.17)

This leads to terms of the quantum Higgs boson, a scalar particle with mass

mh =
√

2λv, (2.3.18)

with cubic and quartic self-interaction terms.

The relevant mass terms for the gauge bosons is determined by expanding the field

around the vev and isolating the Higgs-gauge boson coupling terms. Using the the

explicit form of the SU(2)L generators, τ i = σ
i

2 , we find

∆L = 1
2
v2

4
[
g2(W 1

µ)2 + g2(W 2
µ)2 + (−gW 3

µ + g′Bµ)2
]
. (2.3.19)

The mass terms are diagonal in a new basis, defined by introducing the gauge fields

W±
µ = 1√

2
(
W 1
µ ∓ iW 2

µ

)
, Z0

µ = 1√
g2 + g′2

(
gW 3

µ − g′Bµ

)
(2.3.20)

with masses

mW = g
v

2 ,mZ =
√
g2 + g′2

v

2 (2.3.21)

and a massless field

Aµ = 1√
g2 + g′2

(
g′W 3

µ + gBµ

)
. (2.3.22)

The covariant derivative of the Higgs ( 2.3.14) in terms of the mass eigenstate fields
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is now

Dµφ =
(
∂µ − i

g√
2

(W+
µ τ

+ +W−
µ τ
−)− i 1√

g2 + g′2
Zµ(g2τ 3 − g′2Y )

)
φ

where

τ± = (τ 1 ± iτ 2). (2.3.23)

It can be seen that the massless gauge boson or photon field, Aµ, couples to the

gauge generator

Q = T 3 + Y (2.3.24)

which identifies the electric charge:

e = gg′√
g2 + g′2

. (2.3.25)

This relation is satisfied by the quantum number assignment determined in Sec. 2.3.1.

The weak mixing angle, θW , defines the change of basis between the neutral fields

in the mass eigenstates basis and the original SU(2)L,U(1)Y generator basis, so it

can be defined via the relations

cos θw = g√
g2 + g′2

, sin θw = g′√
g2 + g′2

. (2.3.26)

Re-writing the covariant derivative in terms of these quantities gives

Dµ = ∂µ − i
g√
2

(W+
µ τ

+ +W−
µ τ
−)− i g

cos θw
Zµ(τ 3 − sin2 θwQ)− ieAµQ, (2.3.27)

where

g = e

sin θw
, (2.3.28)

and the masses of the W and Z bosons are related by the following relation

mW = mZ cos θw. (2.3.29)
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The expansion of the kinetic terms for Higgs around the real scalar field, h, leads to

the gauge boson mass terms and the W±-, Z–Higgs couplings given by

LK = 1
2(∂µh)2 +

[
m2
WW

µ+Wµ− + 1
2m

2
ZZµZ

µ
]
·
(

1 + h

v

)2

. (2.3.30)

2.3.3 The Yukawa sector

Given the chiral nature of weak interactions, mass terms for fermions of the form

Lm = −mf f̄f , explicitly breaks SU(2)L symmetry and is therefore forbidden by

gauge invariance.

However, electroweak symmetry breaking can generate mass terms for fermions by

introducing Yukawa-type interactions between the Higgs and fermions which are

gauge invariant under the SM SU(2)× U(1)Y electroweak symmetry.

An example of a Yukawa term is for the electron-Higgs coupling given by 1 [22]

∆Le = −λeĒL · φ eR + h.c. (2.3.31)

which after SSB leads to

∆Le = − 1√
2
λevēLeR + h.c. (2.3.32)

which is the mass term for the electron whose mass, set by the vev and Yukawa

coupling, is given by

me = 1√
2
λev. (2.3.33)

Similar terms can be constructed for the other charged leptons and the down-type

quarks. For the remaining fermions (neutrinos and up-type quarks) we require a con-

jugate Higgs field term, by defining φ̃ = iσ2φ
∗, which transforms in the fundamental

representation of SU(2)L with hypercharge −1/2 [22].

1h.c. stands for“Hermitian conjugate".



40 Chapter 2. Theory and Motivations

Combining all terms for the quarks, and including possible mixing between genera-

tions we can write the Yukawa terms in the simple matrix form,

LQYukawa = −λijd Q̄
i
L · φ djR − λ

ij
u Q̄

i
L · φ̃ ujR + h.c. (2.3.34)

where λiju/d are in general complex-valued matrices and after the Higgs acquires a

vev, it leads to the mass terms [22]

LQYukawa = − v√
2
λijd d̄

i
Ld

j
R −

v√
2
λiju ū

i
Lu

j
R + h.c.. (2.3.35)

Under the operation of CP [23]

λiju/d →
(
λiju/d

)∗
. (2.3.36)

Thus for CP to be a symmetry the matrices would have to be real but with no

principle that requires this it appears that Eq. (2.3.34) does maximal violation to all

discrete and flavour conservation symmetries. However, the form of the interactions

can be simplified using chiral transformations on the quark fields.

To diagonalise the masses, use that there exist two diagonal matrices Md and Mu

and two unitary matrices Ud and Uu where (suppressing the generation indices)

λdλ
†
d = UdM

2
dU
†
d, λuλ

†
u = UuM

2
uU
†
u (2.3.37)

and given that λdλ†d and λuλ†u are Hermitian they can be written as

λd = UdMdK
†
d, λu = UuMuK

†
u (2.3.38)

for some two other unitary matrices Kd and Ku.

By freely changing the basis for the RH quarks by dR → KddR and uR → KuuR

rotations and the LH quarks by dL → UddL and uL → UuuL, this removes the U and
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K matrices from the Yukawa terms, leaving diagonal mass matrices Mu and Md [22].

This is known as going to the mass basis. In the mass basis, the mass terms are

LQmass = −
[
md
j d̄
j
Ld

j
R +mu

j ū
j
Lu

j
R

]
+ h.c., (2.3.39)

where md
j and mu

j are the diagonal elements of v√
2Md and v√

2Mu respectively.

The RH field rotations also drop out their kinetic terms since hypercharge interactions

are generation diagonal. LH rotations affect the W boson couplings which mix up-

and down-type quarks. The LH field rotations do not affect Bµ and W 3
µ couplings

since they only couple same flavour quarks, however, u- and d-type quarks are

coupled by theW± interactions and hence affected by the chiral rotations. The weak

interaction in the mass basis is thus [22]

LW
mass-basis = e√

2 sin θW

[
W+
µ ū

i
Lγ

µ(V )ijdjL +W−
µ d̄

i
Lγ

µ(V †)ijujL
]

+ h.c., (2.3.40)

where V = U †uUd is known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix [44,45]

which is a complex unitary 3 × 3 matrix with nine d.o.f.. However, an additional

U(1)6 symmetry allows to take six phase rotations and eliminate five phases leaving

four d.o.f. overall: three angles and one phase. These are labelled θ12,θ23 and θ13

corresponding to rotations in ij flavour and a phase δ respectively. The existence of

a non-zero phase, δ, in the CKM matrix means it is complex, leading to CP violation

which can be detected or observed in decays (e.g. in the kaon system).

For leptons, the Yukawa interactions are also of the form Eq. (2.3.34). However,

taking neutrino masses as negligible we can neglect right handed neutrino terms since

they are uncharged under the gauge groups. Thus, chiral rotations on on the left

handed electrons and neutrinos and only on the right handed electrons completely

removes the U matrices andK matrices from the theory (commutes through the weak

interactions covariant derivatives unlike for the W boson-quark interactions). This

makes the lepton-Yukawa terms generational diagonal and the phases are completely

rotated away. Hence, the theory of leptons conserves CP exactly and also conserves

the lepton family number for each individual flavour, which is also accurately tested
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experimentally as there are no known observations of flavour-changing muon decay

processes.

2.4 The Parton Shower

The theoretical modelling of collisions of a large number of particles at the hadron

colliders like the LHC is an enormous feat due to the complexity of the processes.

The use of hadrons, composite particles made of colour-charged partons, complicate

the interactions greatly at hadron colliders with respect to their lepton collider

counterparts. The incoming hadrons formed from constituent partons have multiple

interactions (including soft-interactions related to non-perturbative phenomena).

High-energy hard interactions from an “underlying” event of the initial break-up of

the proton and the low energy, non-perturbative hadronisation scale are connected by

an evolutionary stage that can be calculated using perturbative QCD. These consist

of the multiple radiation of additional partons, forming a cascade or parton shower,

evolving down in energy scale towards hadron formation [46]. These numerous

processes, such as the radiation of large number of partons with incoming and

outgoing partons, are too complex to be calculated via exact methods of Feynman

diagrams to capture the realistic effects. Instead these high multiplicity final state

parton events are simulated using the fundamental simplification introduced by

collinear factorisation [47–49] to instead stochastically evolve the emissions into

a simple-step program. These have been generalised into widely used platforms

known as Monte Carlo event generators [46,50], which include Herwig, Pythia and

Sherpa [51–53]. These algorithms known as parton shower algorithms have been

developed to become state-of-the art tools to accurately capture effects seen at LHC

today. For more information on event generation for high-energy collisions at hadron

colliders, see [46,50,54–56].
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2.4.1 Collinear Factorisation

The basic principle behind the parton shower algorithms, is that soft/and or collinear

emissions are enhanced and hence should dominate the total hadronic cross sections.

Under this assumption, parton showers evolve via collinear emissions where given that

the transverse momenta of the emitted parton goes to 0, (its Compton wavelength

goes to infinity and hence cannot resolve the underlying process) the additional

parton can be factored out from the original process to produce a series of mutually

independent coherent emissions known as a parton shower [46].

Consider a final-state parton i that splits into partons j and k, carrying momentum

fractions z and (1− z) of parton i respectively. Then according to the factorisation

theorem [47–49], in the limit in which j and k are collinear (θ → 0), the partonic

differential cross-section for the (n+ 1)-parton process is given by:

dσ̂n+1 = dσ̂n
∑
i

∫ kmax

kmin

d |kT |2

|kT |2
∫ zmax

zmin

dz
z
Pji(z) (2.4.1)

where dσ̂n is the cross section for the n-parton process, kT is the transverse mo-

mentum of parton k with respect to j, and Pji(z) is the corresponding Dokshitzer–Gribov–

Lipatov–Altarelli–Parisi (DGLAP) splitting functions [57–59] associated with the

splitting i→ jk and where we sum over all possible partons i that can lead to the

final state parton j. These DGLAP splitting functions are given by

Pgq(z) = CF

[
1 + (1− z)2

z

]
, (2.4.2)

for a quark splitting into a gluon and quark and [54]

Pgg(z) = CA

[
21− z

z
+ z(1− z)

]
, Pqq̄(z) = nfTR

[
z2 + (1− z)2

]
, (2.4.3)

for the two particle splitting channels: into two gluons and a quark-antiquark pair

respectively.

Here, the splitting kernels have colour-charge coefficient factors Cii, where CF =
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(N2
c−1)

2Nc
, CA = Nc and TR = 1/2, and for QCD the number of colours is Nc = 3.

Eq. (2.4.1) becomes singular as kT → 0, and is regularised by a lower limit on the

transverse momentum cutoff known as the factorisation scale, kmin = µF , whilst the

integrals of the momentum fractions z also have limits depending on the kinematics

of the process 1.

Given that cross-sections are related to probabilities, we can interpret the factor,

dσ̂n+1 = dσ̂n
∑
i

∫ kmax

kmin

d |kT |2

|kT |2
∫ zmax

zmin

dz
z
Pji(z), (2.4.4)

as the probability to emit a parton with momentum fraction z of parton i and

transverse momentum kT . Alternatively, we can also write the above probability by

introducing the Lorentz-invariant virtuality t = p2
i of parton i where for the emission

of several partons from parton i, with the virtuality decreasing with each emission,

we have what is known as a parton cascade where the parton gets closer to being

on-shell so that the final on-shell condition provides a natural cutoff to the virtuality,

labelled as t0 (parton will never be on-shell since free partons do not exist). Defining

the probability of emitting partons that are non-resolvable by a physical detector

with finite resolution between virtualities (t0, t1), labelled ∆(t0, t1), we can write

∆i(t0, t0 + δt) = ∆i(t0, t)
1−

∑
j

∫ t+δt

t

dt
t

∫
dzPji(z)

 . (2.4.5)

This says that the probability that there are no resolvable emissions between virtual-

ities t0 and t+δt can be split up into the product of probabilities of the no-resolvable

emissions between the intermediate intervals (t0, t) and (t, t+δt). But Taylor expand-

ing both sides to first order in δt we can obtain a differential equation for ∆i(t0, ti)

to obtain the solution [46]

∆i(t0, t) = exp
−∑

j

∫ t

t0

dt′

t′

∫ zmax

zmin

dzPji(z)
 , (2.4.6)

1The splitting functions also contains terms (not included) with a divergence in the soft-limit
of the emitted parton, i.e. z → 1. However, these can be taken care of with the addition of virtual
corrections so that the modified splitting functions contains what are known as plus distributions
[55]
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known as the Sudakov factor. The Sudakov factor is integral to the Monte-Carlo

algorithms. A given parton cascade, characterised by a set of values (zi, ti) denoting

the momentum fraction and virtuality before each branching, can be associated with

the probability

P
j1,j2,...,jn
i1,i2,...,in

({zi} , {ti}) =
[

n∏
m=1

∆im
(tm, tm+1)

] [
n∏

m=1

∫
dz̃m+1Pim+1im (z̃m+1)

]
, (2.4.7)

where

z̃m+1 = zm+1

zm

is the fraction of the momentum of the mth parton that is carried by parton (m+ 1).

2.4.2 Monte Carlo Method

Thus we can approximate the multiparton final state cross section by generating

sets of numbers (zi, ti) weighted by the probability of Eq. (2.4.7), obtaining a list of

four-momenta of the final products [55,60]. The parton shower programme starts off

with a parton with an initial virtuality, t1, and momentum fraction, z1 = 1, where

the next virtuality ti+1 is generated by solving

∆i (ti+1, ti) = r1 (2.4.8)

where r1 is random number uniformly distributed on [0, 1]. The process is stopped at

any step if ti+1 < t0 otherwise, after choosing a species for the parton after branching,

a further momentum fraction z̃m+1 is generated by solving∫ z̃m+1 dz′Pim+1im(z′)∫
dz′Pim+1im(z′) = r2 (2.4.9)

where r2 is another random number uniformly distributed on [0, 1] and an azimuthal

angle, φ, for the next parton (m+ 1) is generated uniformly on [0, 2π]. These steps

are repeated for all partons. The above algorithm corresponds to the generation of
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final state radiation, however initial state radiation can also be generated by evolving

backwards from the parton in hard scattering event. Details on initial-state parton

showers are given in [55, 60, 61]. There are several other types of advanced parton

showers which also account for soft emissions, known as wide-angle soft, for purely

soft (non-collinear) radiation [60,61] which are similarly enhanced. These are for non-

negligible angles between the final state partons which can therefore interfere with

each other. These effects are accounted for in QCD showers using colour coherence

(final state partons considered by their net colour charge) by introducing angular

ordering. More details on this and other possible procedures like dipole showers can

be found in references [60, 62,63].



Chapter 3

Introduction to Quantum

Computing

3.1 Introduction to Quantum Computing

The underpinning principle behind quantum computation (QC) is the use of quantum

mechanics to perform computations instead of classical physics. It was thought that

by utilising the nature of quantum mechanics, by using features such as entangle-

ment and interference, quantum computers could potentially provide an exponential

speedup over classical algorithms.

These speculations were justified by two major breakthroughs in quantum computa-

tional theory, in 1994 by Peter Shor, who constructed quantum algorithms to tackle

two significant problems – the problem of finding the prime factors of an integer and

the so-called ‘discrete logarithm’ problem [64]. These were demonstrated to have an

efficient solution on a quantum computer which otherwise were widely believed to

have no efficient solution on a classical computer.

The computational advantage of QC was further exhibited via Grover’s algorithm [65],

a quantum search algorithm devised by Lov Grover in 1995, which could search

through some unstructured database for a solution and provided a quadratic speedup

over known classical algorithms.
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Apart from attaining a speedup over existing classical algorithms, a natural mo-

tivation for QC suggested by Feynman in 1982, was use of quantum mechanics to

simulate quantum systems. This was due to the inherent difficulties in simulating

quantum mechanical systems on classical computers whilst QC’s were expected to

simulate the highly entangled structures and exponentially large Hilbert spaces of

quantum systems more efficiently [66–68]. These wide-ranging applications, from im-

provements on existing algorithms to developing algorithms for unexplored quantum

regimes or systems, would have profound implications for scientific development and

technology.

3.1.1 The Qubit

The bit is the fundamental unit of classical computation and information, whilst

quantum computation and information is built on the qubit. Whilst the classical bit

is a state that takes the binary value 0 or 1, the qubit is mathematically defined as

a two-dimensional complex vector that belongs to a Hilbert space formed from two

analogous states, denoted |0〉 and |1〉, which form an an orthonormal basis for the 2

D complex Hilbert space.

Since these major theoretical developments, there have been great efforts to build

quantum information processing systems where many techniques for controlling single

quantum systems have been developed [1]. The qubit which is realised physically as a

two-level quantum system has various experimental implementations including: the

two different polarisations of a photon; the alignment of a nuclear spin in a uniform

magnetic field and the two states of an electron orbiting a single atom (where the

orbiting electron exists in either the ‘ground’ or ‘excited’ state corresponding to |0〉

and |1〉). There has been rapid progress in the development of quantum hardware

with only recently in December 2023, IBM unveiling a quantum gate computer

called “Condor” with over 1000 qubits [69]. However, in the current NISQ-era

there remains publicly accessible QC’s of only a few-100’s of qubits in size, so that
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developing resource-efficient quantum algorithms will be prove to be crucial for any

short-term implementations for proof-of-principle demonstrations for future fault-

tolerant quantum computation.

The qubit state as previously described is given in terms of two orthonormal basis

states, |0〉 and |1〉 , but unlike the classical bit the general qubit state can be given

as a linear combination of these basis states known as superposition in quantum

mechanics

|ψ〉 = α|0〉+ β|1〉, (3.1.1)

where α and β are complex numbers and the probability of obtaining a |0〉 or |1〉

state on measurement is given by |α|2 and |β|2 respectively. The probabilities must

sum to 1 leading to normalisation requirement of 1 for the qubit state, making it a

unit vector in a 2- d complex vector space. A convenient geometric representation of

the qubit state is given by using the |α|2 + |β|2 = 1 requirement to rewrite equation

Eq. (3.1.1) as

|ψ〉 = eiγ
(

cos θ2 |0〉+ eiφ sin θ2 |1〉
)

(3.1.2)

where θ, φ and γ are real numbers. Ignoring the factor of eiγ out the front since it

has no observable effects on overall probabilities, we can effectively write

|ψ〉 = cos θ2 |0〉+ eiφ sin θ2 |1〉 (3.1.3)

where the numbers 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π define a point on the unit three-

dimensional sphere known as the Bloch sphere [1]. The Bloch sphere, as shown in

Fig. 3.1, provides a useful visualisation of the qubit state, where operations on a

single qubit state can also be represented on the Bloch sphere. Given the continuous

nature of the θ and φ variables, there are an infinite number of points on the unit

sphere that can be described by the single qubit stored in the amplitudes of the

computational basis states. However, a measurement of the wave function collapses

the state onto one of the computational basis states and so practically infinitely
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many measurements would be needed on identically prepared states to determine α

and β for a qubit. Regardless, this huge amount of ‘hidden’ information along with

the fundamental quantum mechanical properties of interference will prove to be a

vital asset to exploit the computational power of quantum computing.

Figure 3.1: Visualisation of the Bloch sphere representation of the
qubit, taken from [1].

3.1.2 Multi-Qubit entanglement

A crucial feature for taking full advantage of QC is quantum entanglement, which

can be introduced by considering multiple qubit states. A key demonstration of this

is the creation of the EPR bell states, named after Einstein, Rosen and Podolsky,

who in 1935 considered the famous thought experiment whose implications would

pose a serious challenge to existing physical laws according to relativity [70]. The

premise of the thought experiment is a two-qubit quantum system. For a two-qubit

system, there are four computational basis states denoted |00〉, |01〉, |10〉 and |11〉.

The Bell state or EPR pair is given by

1√
2

(|00〉+ |11〉) . (3.1.4)
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Once this state is prepared, we imagine the first qubit belonging to a system A at a

given position whilst the second qubit belonging to system B at some location at an

arbitrary distance away. The Bell state has the property that upon measuring the

first qubit (in system A), one obtains two possible results: 0 with probability 1/2,

leaving the post-measurement state |φ′〉 = |00〉, and 1 with probability 1/2, leaving

|φ′〉 = |11〉. As a result, a measurement of the second qubit always gives the same

result as the measurement of the first qubit. That is, the measurement outcomes

are correlated i.e. the two system qubits are entangled. These correlations became

an important centre-point of discussion and heavy debate where Einstein, Podolsky

and Rosen, believed that this instantaneous communication between the two qubit

states belonging to two systems would suggest communication between systems

that would exceed the speed of light, c, and violate relativity [70]. To resolve this,

they proposed an explanation under the name of the local hidden-variable theory

where the outcomes are actually predetermined by some ‘hidden’ parameter. The

expectations of these theories were quantified by John Bell in 1964 who defined

the Bell inequalities which predicted the expectation of the correlation between the

measurements under the constraints according the local hidden-variable theory [71].

It was soon found that these inequalities were violated by multiple experiments,

where the recent 2022 Nobel Prize in physics was in fact awarded for experiments

conducted by Alain Aspect, John Clauser, and Anton Zeilinger whose results proved

a violation of Bell’s inequalities and were consistent with an inherent quantum

mechanical explanation rather than a local hidden-variable theory [72–76].

3.1.3 Quantum Gates and Circuits

A computation in a quantum computer is represented by a quantum circuit, built

from wires and gates as in the classical case but with the wires usually representing

a time direction from left to right, where a wire is displayed for each individual qubit

in the quantum circuit and the gates are quantum operators applied to manipulate

the quantum state.
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The quantum gates operations act linearly on the qubit state, and the application

of consecutive gate operations correspond mathematically to the multiplication of

the matrix representations acting on the initial state vector. Transformed states

must still satisfy the unit-one normalisation condition leading to all operations being

unitary and hence making the entire computation in principle reversible, unlike in

classical computations. Crucial basic gates used in quantum computation are the

X,(known as NOT) Y and Z gates, given by the Pauli matrices. The X gate simply

changes the |0〉 state to a |1〉 state and vice versa (exchanges the computational basis

states). Given the Hermitian nature of the Pauli matrices, application of the gates

twice undoes the transformation i.e. for e.g the NOT gate, XX = XX† = I, where

X† is the adjoint of the X matrix. The Z gate leaves |0〉 unchanged and flips the sign

of |1〉 to give −|1〉, and the Hadamard gate, H, when applied to the computational

basis states forms a linear superposition of them where it is given by

H = 1√
2

1 1

1 −1

 . (3.1.5)

These single qubit gates correspond to rotations and reflections of the state on the

Bloch sphere. The Hadamard operation is just a rotation of the sphere about the

y-axis by 90◦, followed by a rotation about the x-axis by 180◦. An arbitrary single

qubit unitary gate can be decomposed as a product of rotations together with a

(global) phase shift [1] i.e.

U = eiα

e
−iβ2 0

0 ei
β
2


cos γ

2 − sin γ
2

sin γ
2 cosγ2


e
−i δ2 0

0 ei
δ
2

 (3.1.6)

where α, β, γ, and δ are real-valued. A useful property in quantum computing, is that

it is possible to build up an arbitrary single qubit gate using a finite set of quantum

gates corresponding to special fixed values of α, β and γ. This corresponds to the

universality of QC and is guaranteed under what is called the Solovay-Kitaev theorem

[1]. However, in order to generate a universal set it must be possible to generate

entanglement, a gate that does this and a crucial component in quantum algorithms
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is the controlled-NOT or CNOT gate. This gate has two input qubits, known as

the control qubit and the target qubit, respectively. The circuit representation given

by a black circle to represent the control qubit, and an empty circle for the target.

The action of the gate is such that if the control qubit is in the |1〉 state it applies

a NOT gate to the target and otherwise left alone. The action of the gate may be

summarised as follows:

|A,B〉 → |A,B ⊕ A〉, (3.1.7)

where ⊕ is addition modulo two.

An example of a quantum circuit is the preparation of the Bell state which is formed

by applying a Hadamard gate to qubit 1 and applying a CNOT controlled from

qubit 1 applied to target qubit 2 i.e.

|00〉 H→= 1√
2

(|00〉+ |10〉) CNOT→ = 1√
2

(|00〉+ |11〉) (3.1.8)

This is depicted in Fig. 3.2

Figure 3.2: Circuit diagram for the preparation of the Bell pair
state.

A breakdown of the basic circuit gates, described and their circuit and matrix rep-

resentations are outlined in Appendix A.1. We see that a system of n qubits states,

with computational basis states of the form, |x1x2...xn〉, is specified by 2n amplitudes.

This idea that the Hilbert space grows exponentially with system size means ma-

nipulating and storing information for these systems would be inconceivable for a

classical computer whilst possible with a QC. This natural storage and computation

associated with exponentially large Hilbert spaces provides a tantalising prospect for
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the use of QC for more complicated and larger quantum systems which are currently

unexplored on classical computers. These include molecular chemical systems as well

as real-time simulations in high-energy physics, where the large degrees of freedom

and intrinsic entangled structure of the physical systems would be captured by a

quantum system. This could provide completely newfound insights into unexplored

regimes of physics.

3.2 The Quantum Walk

The design and development of quantum algorithms have been motivated to solve

problems more efficiently than their classical counterparts. An example of a classical

algorithm which has been vital as a calculational tool with applications to various

branches in science and information theory, is the classical random walk [77]. This

has sparked similar interest in their quantum analogue, the Quantum random walk

otherwise shortly known as quantum walk (QW), which is expected to have the

same importance as a powerful algorithmic tool in quantum information science

and computation. The classical random walk [77] can be intuitively explained by

considering the simplest case of a random walk on an integer number line where the

particle begins in position space at 0, and moves either left and right with equal

probability 1/2 at a given step. It is known that the in the limit of large number of

steps, the probability distribution reaches a Gaussian distribution centred around 0

with a variance of σ2 = N , where N is the number of steps.

In the quantum case the QW takes place in a Hilbert space where the two major

models are known as continuous-time and discrete-time quantum walks [78,79]. Both

walks have a position Hilbert space, HP , spanned by the position basis states of the

particle, however, the discrete-time QW has an additional coin Hilbert space, HC ,

used to define the directions that the particle can move in [79–82]. The discrete-time

QW is the focus of the following work in this thesis, discussed in chapter 6. The
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total Hilbert space of a discrete-time QW is denoted as

H = HC ⊗HP . (3.2.1)

Considering the discrete-time QW on a 1 D line, the coin Hilbert space of dimension

two is spanned by the basis (internal) states of the particle, |0〉 and |1〉, which repres-

ent the directions left and right respectively. The position Hilbert space is spanned

by the basis states of the position |j〉, where j ∈ Z (where for finite dimensional posi-

tion space and finite steps N, we consider the range {−N,N} instead). Analogous to

the classical case, there is a “coin-flip”, C, in the coin space, performed as a unitary

transformation on the coin Hilbert space, which defines the direction in which the

particle moves along with a subsequent position shift operation, S, controlling from

coin space to implement the direction of movement of the particle in position space.

The entire operation can be represented for a given step as

U = S · (C ⊗ I) , (3.2.2)

where I is the identity operator in HP and the shift operation (controlling from state

of the coin) is given by

S = |0〉〈0| ⊗
∞∑

i=−∞
|i− 1〉〈i|+ |1〉〈1| ⊗

∞∑
i=−∞

|i+ 1〉〈i|. (3.2.3)

The classical random walk can be replicated by using a coin operation which puts

the coin space in an equal superposition of basis states |0〉 and |1〉 so that there is

equal probability of moving left and right. Such a coin is given by the Hadamard

operator which upon acting on a |0〉 state gives

C|0〉 = H|0〉 = 1√
2

(|0〉+ |1〉) . (3.2.4)

Such a walk with a Hadamard coin operation is called a Hadamard walk. The

following shift operation then places the walker into a superposition of |1〉 and | − 1〉
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position states as shown by

U |0〉 ⊗ |0〉 = 1√
2

(|0〉 ⊗ |i = −1〉+ |1〉 ⊗ |i = +1〉) . (3.2.5)

After this single step, upon measurement of the particle (in the coin register) there

is an equal probability of finding the walker in the |1〉 and |− 1〉 position states as in

the classical case [77]. Repeating this procedure of applying the Hadamard operation

then shift and measurement at each step, a Gaussian distribution is obtained in the

limit of large number of steps [80]. However, the quantum case is given by iterating

the steps without measurement, leading to correlations between different position

states being maintained due to interference of the left-moving and right-moving

amplitudes leading to a drastically different distribution. This results in a quadratic

growth of variance with the number of steps in comparison to the classical case

where the variance is now given by σ2 = N2 [83–85].

An example simulation of the Hadamard walk for N=100 steps for the 1 D discrete-

time QW is shown in Fig. 3.3 and compared to the classical case (quantum with

measurement at each step). For the total of N=100 even steps the odd positions by

default will have zero probabilities associated with it and the zero-valued probabilities

have been removed from the distributions. The Gaussian distribution for the classical

case centered around 0 is displayed as expected, whilst stark distinction in the

quantum case is seen. The figure shows the distribution for an initialised state in

a symmetric superposition of the coin basis states i.e. 1√
2 (|0〉+ i|1〉). However,

asymmetry can be introduced for an initialised state of either |0〉 or |1〉 where for an

initialised state of |0〉 in the coin space, the distribution would be skewed to the left

whilst for an initial state |1〉, the opposite direction of skewness would be observed

towards the right. This can be attributed to the difference in the treatment of the

|0〉 (left-moving) and |1〉 (right moving) internal basis states of the coin space by the

Hadamard operator which introduces an extra negative sign on the |1〉 when acted
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Figure 3.3: Simulation of a 100-step random walk using the IBM
Q 32-qubit simulator [2] for 100,000 shots for a clas-
sical random walk obtained by measuring the coin state
after each step, and a quantum random walk using a
symmetric initial state and a Hadamard coin (taken
from [3]).

on the |1〉 state as shown below:

H|1〉 = 1√
2

(|0〉 − |1〉) . (3.2.6)

This leads to more cancellations with the right-moving amplitude when initialised in

the |0〉 state i.e. constructive interference towards the left (and destructive towards

the right) and the opposite when acted on the |1〉 state. This is demonstrated by

considering the analytical calculation of the first three steps after application of the

U operator.

When acted on the |0〉 coin state this gives

|0〉 ⊗ |0〉 U→ 1√
2

(|0〉 ⊗ | − 1〉+ |1〉 ⊗ |1〉) (3.2.7)

U→ 1
2 (|0〉 ⊗ | − 2〉+ (|0〉+ |1〉)⊗ |0〉)− |1〉 ⊗ |2〉 (3.2.8)
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U→ 1
2
√

2
(|0〉 ⊗ | − 3〉+ (2|0〉+ |1〉)⊗ | − 1〉 − |0〉 ⊗ |1〉+ |1〉 ⊗ |3〉)

(3.2.9)

Whilst when acting on the |1〉 coin state this leads to

|1〉 ⊗ |0〉 U→ 1√
2

(|0〉 ⊗ | − 1〉+ |1〉 ⊗ |1〉) (3.2.10)

U→ 1
2 (|0〉 ⊗ | − 2〉+ (|1〉 − |0〉)⊗ |0〉) + |1〉 ⊗ |2〉 (3.2.11)

U→ 1
2
√

2
(|0〉 ⊗ | − 3〉+ |1〉 ⊗ | − 1〉+ (|0〉 − 2|1〉)⊗ |1〉)− |1〉 ⊗ |3〉

(3.2.12)

demonstrating the asymmetry of probabilities described. The quadratic speedup for

the quantum walker has motivated for further considerations of quantum advantages

over the classical case, where numerous examples have already been proven for

quantum walks. For example the exponential speedup over classical computation for

a hitting time problem on a glued tree and more interestingly, it has also been shown

to achieve quantum advantage for certain cases such as search algorithms [86,87] and

simulated annealing [88, 89], both based on Markov Chain Monte Carlo (MCMC).

MCMC being central to modern computational science, including forming the basis of

parton shower algorithms in HEP, motivates its potential use as a natural framework

for physical processes in HEP and forms the major theme of chapter 6, where we

introduce the novel idea by applying a quantum walk algorithm to simulate the

parton shower process.



Chapter 4

Helicity Amplitudes on a

Quantum Computer

4.1 Motivations

The unique advantages offered by quantum computing including, features such as

quantum interference, superposition and entanglement, is believed to provide a more

accurate computational framework for the simulation of quantum mechanical pro-

cesses including high-energy processes. QC has already been proven to demonstrate

clear advantages over classical algorithms [64, 65]. One key application where QC is

expected to provide a unique advantage is in the simulation of lattice field theories

to describe non-perturbative physics. Lattice QCD (LQCD) has been very success-

ful, enabling the computation of quark masses, running of the coupling, masses of

QCD bound states, and the structure of hadrons. However, despite the successes

of using Monte Carlo (MC) methods in LQCD, a major inherent limitation is the

inability for real-time simulation in Minkowski space-time. Connected to this is the

fundamental “sign problem”: theories with a non-zero chemical potential or with

topological terms (e.g. QCD with the CP-violating θ-term) are not amenable to

MC methods as they lead to an imaginary contribution to the Euclidean action.

QC can help bypass this issue with the use of direct Hamiltonian simulation in
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quantum computing systems [90, 91]. However, in the current era of NISQ-devices

full quantum simulations of lattice field theories remain untenable and instead we

focus in this thesis on enhancing or introducing new features to existing classical

algorithms by shifting to the quantum paradigm.

In this chapter we will elucidate how the calculation of a hard process in terms

of helicity amplitudes can be performed using a Gate Quantum Computer (GQC)

as demonstrated in [4]. First we will introduce the spinor helicity formalism in

Sec. 4.2 and then demonstrate the equivalence of the helicity spinor and qubit in

section Sec. 4.3. We will then outline ways to initialise these spinors using quantum

unitary gates on a QC in Sec. 4.3.1. For proof of concept, helicity amplitudes for

a 1 → 2 process and a 2 → 2 quark gluon scattering process are demonstrated

in Sec. 4.3.2 and Sec. 4.3.3 respectively, for which the results are compared to the

classical amplitudes.

4.2 Spinor Helicity formalism

The simulations of high-energy collisions in colliders like the LHC involve the produc-

tion of a large number of energetic partons, which evolve to events with many jets in

the final state. Simulating the Standard Model prediction of these events, known as

background, to LHC simulation processes is crucial to potentially discovering new

physics with many multi-jet final process providing a probe to these and setting lim-

its of numerous phenomenological extension models known as BSM models. While

branching probabilities describe parton evolution under the assumption of collinear

and soft emissions and are effectively modelled using Monte Carlo techniques as men-

tioned in Sec. 2.4.2, to a good approximation it fails to capture emissions with large

relative transverse momentum, for which a full calculation of the matrix elements

for the these hard processes involving many partons is required.

In the usual Feynman diagram approach to calculating amplitudes, a perturbative

series expansion in order of couplings associated with the theory where all possible
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diagram processes contributing to the scattering process at a given order is considered.

Higher order terms are given by increasing number of closed loops on the diagrams.

Diagrams are constructed according to the all possible processes given by the set

of interactions of the particles determined by the Lagrangian of the theory with

amplitudes computed using the corresponding Feynman rules.

However, calculating scattering cross section using the Feynman diagram techniques

for increasing number of particles becomes exceedingly complex. These effects are

even more pronounced in QCD, which is necessary to simulate hadronic collisions,

where the self-coupling of the gluon leads to a proliferation in the number of diagrams

even at tree level. It is known for example that the scattering process for gg → 8g

requires more than one million diagrams, which is evidently impossible to compute.

However, it has been found that significant simplifications are introduced in these

calculations by introducing what is known as the spinor helicity formalism which

forms the basis of this chapter. The formalism has lead to the discoveries of numerous

useful results to simplify large parton calculations in QCD via the use of recursive

methods, used to compute multi-gluon scattering amplitudes in QCD. Unlike in

Feynman diagrams, the individual amplitudes known as helicity amplitudes are

gauge-invariant as amplitudes are taken to be on-shell. This means amplitudes can

be individually squared then summed, alternatively to having to sum and square

over all possible Feynman diagrams in order to make the gauge invariant sums

“physical”. All these utilities provide motivation for the use of helicity amplitudes

to aid future LHC simulations with it already having been integrated in packages in

MC event generators for hard matrix element calculations and having been shown to

improve the theoretical description of scattering events [56]. The fundamental idea

underpinning the spinor helicity formalism is that momenta, usually represented in

four-vector notation as, pµ, transforms under the (1
2 ,

1
2) representation of the LG (as

seen in Sec. 2.2) and hence are more naturally described by bispinors, Pαα̇, where

like the Weyl spinors the α index is associated with the LH (1
2 , 0) representation and

the α̇ index with the RH (0, 1
2) representation. Helicity spinors solve the massless
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Dirac equation with two independent solutions associated with the Dirac spinors

of the outgoing anti-fermion and fermion respectively, shown in Appendix B.1,

and where the incoming ones can be determined from crossing symmetry. The

two-component commuting spinors correspond to the LH and RH Weyl spinors in

Sec. 2.2 and are written in terms of angle and square Dirac bra and ket notation.

Where again the undotted, α, indexed spinors correspond to the LH spinors and

the dotted, α̇, to the RH spinors and square belonging to the positive helicity and

angle to the negative helicity ones. Under these conventions and the bispinor form of

momenta, calculations are massively simplified. Since the LH and RH components

are decoupled, the two-component spinors will be directly used instead of the four-

dimensional Dirac ones, although the correspondence between the two is found in

Appendix B.1.

4.3 Helicity Spinors and Qubits

As defined in Sec. 4.2, Helicity spinors are defined as 2 D complex Weyl spinors that

solve the massless Weyl equation.

The motivation for the computation of helicity amplitude on a GQC follows from

considering the parametrisation of the four-momentum vector of a particle with

energy E as [92]

pµ = (E,E sin θ cosφ,E sin θ sinφ,E cos θ) (4.3.1)

in terms the angular variables θ and φ and where pµpµ = 0 (for massless case) using

the ηµν = diag(−1,+1,+1,+1) metric convention. The following corresponding

helicity spinor associated with it is given by

|p〉ȧ =
√

2E

 cos θ
2

sin θ
2e
iφ

 (4.3.2)

where the other spinors 〈p|ȧ, |p]a and [p|a are related by two bispinor momenta
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matrices, paḃ = −|p]a〈p|ḃ and p
ȧb = −|p〉ȧ[p|b, outlined in Appendix B.1.

Similarly, as shown in Sec. 3.1.1 the state of the qubit is defined on a 2 D complex

vector space with states |0〉 and |1〉 forming the orthonormal basis for this space. A

general qubit, formed by a linear superposition of these orthonormal basis states can

also be parametrised by two angles as seen in Eq. (3.1.3).

|ψ〉 = cos θ2 |0〉+ eiφ sin θ2 |1〉 =

 cos θ
2

sin θ
2e
iφ

 , (4.3.3)

where we can represent the qubit on a three-dimensional unit sphere called the Bloch

sphere. The equivalence between these two representations of the qubit and helicity

spinor is seen, modulo an overall normalisation factor 2E. Hence, the calculation of

helicity amplitudes can be thought to be constructed by initialising the helicity spinor

on a qubit where the θ and φ variables of the qubit which parametrises the position

on the Bloch Sphere, correspond to the θ and φ values of the helicity spinor. Hence,

performing unitary quantum operations to manipulate the helicity spinor corresponds

to rotations of the qubit state on the Bloch sphere. As a result, the helicity spinor

is a faithful representation of the object the circuit directly operates on. The direct

correspondence between helicity spinors and qubit states show that GQCs provide an

ideal framework for the calculation of helicity amplitudes. This natural framework for

helicity calculations is further evidenced by the probabilistic outputs from a quantum

algorithm, computed in a quantum algorithm by projecting out the final state and

taking iterated measurements. This coincides with intrinsic probabilistic nature of

quantum mechanical high energy processes where cross sections are determined from

the amplitudes of scattering events. The helicity spinors |p〉ȧ,(〈p|ȧ)T, |p]a and ([p|a)T

are visualised for θ = π/4, φ = π/2, E = 1/2, as vectors on the Bloch sphere in

Fig. 4.1, in direct analogy to their respective qubit representation.

Below I outline the basic building blocks to encode spinor helicity calculations on a

quantum circuit. In Secs. 4.3.2 and 4.3.3 , it is demonstrated how these basic building

blocks are used to construct quantum algorithms for two simple examples of helicity
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(a) |p〉ȧ (b) |p]a (c) (〈p|ȧ)
T (d) ([p|a)T

Figure 4.1: A visualisation of the helicity spinors |p〉ȧ,|p]a, (〈p|ȧ)T

and ([p|a)T for θ = π/4, φ = π/2, E = 1/2 on the
Bloch sphere, following the choice of representation of
Eq. (4.3.2) (taken from Reference [4]).

calculations: (i) the contraction of an external polarisation vector corresponding to a

g → qq vertex, and (ii) the construction of s- and t-channel amplitudes for a qq → qq

process with identical initial and final quark flavours. A fundamental concept of

“Helicity registers” are crucially introduced into these quantum circuits to control

the helicity of each particle involved. In addition, by applying Hadamard gates to

the helicity registers, we introduce a superposition state between the helicity qubits

of |0〉 and |1〉 so that calculations for both helicities of each particle involved can

be computed simultaneously, fully utilising the quantum nature of the computation.

This advantage is further demonstrated by the simultaneous computation of s- and

t-channel amplitudes for the qq → qq process.

4.3.1 Constructing helicity spinors and scalar products on

the Bloch sphere

The helicity spinors have been implemented on the quantum circuit by utilising the

general single-qubit 2 D unitary gate, U3(θ, φ, λ), which in qiskit is defined as

U3(θ, φ, λ) =

 cos
(
θ
2

)
−eiλ sin

(
θ
2

)
eiφ sin

(
θ
2

)
ei(φ+λ) cos

(
θ
2

)
 . (4.3.4)

Simply acting with a U3 gate, on a default |0〉 qubit state produces the |p〉ȧ spinor

where θ and φ variables of the U3 gate correspond to the θ and φ variables of the
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helicity spinor and λ remains arbitrary. The |q〉ȧ spinor has been created by sequen-

tially applying a U †3 rotation and a NOT gate, where here the θ and λ variables of the

U3 gate correspond to the θ and φ variables of the |q〉ȧ spinor. The decompositions

for the helicity spinors are outlined in detail in Appendix B.2. To construct the

scalar products 〈pq〉 and [pq] on a quantum computer, unitary gates, U〈p and U[p,

were created such that when they act on the |q〉ȧ and |q]a spinors, respectively, the

scalar product values are associated with the complex coefficient of the |0〉 state.

i.e. projecting out the |0〉 state or the probability of obtaining |0〉 is the associated

scalar product amplitude squared. These gates and how to construct them using

the basic 2 D QC gates are shown in Appendix B.2. It should be noted that the

factors of 2E in the definition of the helicity spinors have not been accounted for,

such that the spinor-qubit states are normalised to one on the quantum register. As

a consequence, these factors must be added after the results have been obtained

from the quantum computer.

4.3.2 1 → 2 amplitude calculation

A simple application of the helicity amplitude approach is the calculation of a 1→ 2

process. Here we will consider the process of q → gq by calculating the gqq vertex,

where pf and pf̄ are the momenta associated with the fermion and antifermion

respectively. The gluon polarization vectors are defined as [92]

εµ+ = −〈q|σ̄
µ|p]√

2〈qp〉
, εµ− = −〈p|σ̄

µ|q]√
2[qp]

. (4.3.5)

From expression it may be tempting to consider evaluating the four-vectors indi-

vidually utilising the Pauli X, Y, and Z gates available as basic set of gates of any

GQC, however, defining individual registers to evaluate independent components

is unnecessary when overall results are Lorentz invariant and formed from Lorentz

invariant scalar products. Therefore, using the Fierz identity [92]

〈p|σ̄µ|q]〈k|σ̄µ|l] = 2〈pk〉[ql], (4.3.6)
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the amplitudes can be simplified as

M+ = −
√

2
〈pfq〉[pfp]
〈qp〉

, M− = −
√

2
〈pfp〉[pfq]

[qp] . (4.3.7)

In this case only three qubits would be required to evaluate each scalar product

involved in the amplitude respectively. The circuit for calculating this amplitude is

shown in Fig. 4.2.

• U[b Gate

– The U[b has the matrix form,

U[b(✓, �) =

 
cos
�
✓
2

�
e�i� sin

�
✓
2

�

�ei� sin
�
✓
2

�
cos
�
✓
2

�
!

(C.4)

Therefore, this gate has the circuit representation,

=

U[b U3(✓,�⇡+�,⇡��)

D Helicity Amplitude Calculation Circuit Diagrams and Further Results

D.1 1 ! 2 Amplitude Calculation

Here we present the detailed circuit diagram for the q ! gq process, shown in Fig. 10, which

is implemented using the helicity amplitude gate decompositions outlined in Appendix C.

This demonstrates the simplification achieved by using fully contracted helicity amplitudes

in the calculation, with a scalar product calculated on each qubit. The first slice in the

circuit diagram calculates the positive helicity, controlling from the h register in the |1i
state. The second slice controls from the h register in the |0i state and calculates the

negative helicity process. A superposition of both the positive and negative processes,

and thus the full amplitude, is achieved by implementing a Hadamard gate on the helicity

qubit, h.

q1 Uqi Uhpf
Upi Uhpf

q2 Up] U[pf
Uq] U[pf

q3 Upi Uhq Up] U[q

h H

Figure 10: Explicit circuit for q ! gq helicity amplitude calculation, using gate decom-

positions outlined in Sec. C. The amplitude for the process is calculated on the qi qubits,

which are controlled from the helicity register. The qi qubits are then measured by the

quantum computer.

In Fig. 11, a comparison between the output of the IBM Q Santiago 5-qubit Quantum

Computer [44] and the IBM Q 32-qubit Quantum Simulator [42] run with the Santiago

device’s noise profile is presented. The quantum computer has been run for 100 runs of

8192 shots, giving a total of 819,200 shots on the circuit and the simulator has been run

for 10,000 shots. Here we see more reasonable agreement between the noisy simulator

– 22 –

Figure 4.2: Detailed circuit diagram for the q → gq helicity amp-
litude calculation (taken from Reference [4]). The amp-
litude for the process is calculated on the qi qubits,
which are controlled from the helicity register. The qi
qubits are then measured by the quantum computer.

The unique quantum advantage is introduced by introducing a helicity register, where

the rotation gates outlined in Appendix B.2 to form the scalar products can be

controlled from the helicity register to form either amplitudeM± depending on the

state of the helicity, where a |0〉 state on a single-qubit helicity register corresponds to

a negative helicity and |1〉 to positive. This introduces direct entanglement between

the helicity qubit, h, and the calculation qubits, qi. Hence, by applying a Hadamard

operation to the helicity register, a superposition of both helicity calculations is

introduced to the qi qubits. The three calculation qubits, qi, are then measured

by the quantum machine. How this algorithm scales for processes involving a large

number of final state particles is discussed in detail in Sec. 4.3.4.

Fig. 4.3 shows the results of the algorithm for a random selection of small scat-

tering angles, with runs on the IBM Q 32-qubit quantum simulator, called the

ibmq_qasm_simulator [2], and the IBM Q 5-qubit Santiago Quantum Computer [93];

both of which have been compared to theoretical predictions of the probability dis-

tributions extrapolated directly from analytic calculations of the helicity amplitude,
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calculated using the S@M software [94]. The simulator has been run without a

noise profile for 10,000 shots. The results from the quantum simulator show that the

output of the quantum circuit lies within 1σ of the theoretically predicted probability

distribution, where the errors were computed using the probability of each result

and total number of shots. These were negligible and hence not shown within the

figure of the results. From these distributions, one can determine the helicity setup

of the process and consequently reconstruct the helicity amplitudes.

000 001 010 100 011 101 110 111
0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

ab
ilit

ie
s

0.701

0.12

0.028

0.12

0.005 0.021 0.005 0.001

0.694

0.125

0.027

0.121

0.005 0.022 0.005 0.0

0.72

0.082
0.037

0.125

0.013 0.012 0.008 0.003

gqq vertex, positive helicity
Theory (S@M)
Sim
Santiago

000 001 010 100 011 101 110 111
0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

ab
ilit

ie
s

0.0

0.206

0.0 0.0

0.648

0.035
0.0

0.111

0.0

0.203

0.0 0.0

0.651

0.033
0.0

0.114
0.039

0.244

0.053
0.006

0.518

0.042
0.01

0.089

gqq vertex, negative helicity
Theory (S@M)
Sim
Santiago

Figure 4.3: Results for the q → gq helicity amplitude calculation
(taken from Reference [4]). Comparison between the-
oretically calculated probability distribution, quantum
simulator and real quantum computer.

The Santiago machine has been run on the maximum shot setting of 8192 for 100 runs,

leading to a total of 819,200 shots of the algorithm. Fig. 4.3 shows the discrepancy

between the simulator and the quantum computer which is expected for current

quantum devices, as the fidelity of such quantum computers remains low, especially

for algorithms with many multi-qubit operations. However, effective error mitigation

schemes can be applied to the results.
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The results from the quantum computer, shown in Fig. 4.3, have been achieved by

isolating the individual helicity processes on the quantum circuit, by initialising the

helicity register to specific helicity states |0〉 and |1〉 separately instead of using a

superposition. The actual algorithm would contain a superposition of the helicity

states through the implementation of a Hadamard gate on the helicity qubit. The

helicity of the process is then determined by measuring the helicity register.

4.3.3 2 → 2 amplitude calculation

Extending from the 1 → 2 case in Sec. 4.3.2, the implementation of a full helicity

amplitude calculation for the s- and t-channels of a 2 → 2 scattering process is

outlined below. As an example, we consider a qq → qq process. The initial state

quark and antiquark are labeled as particles 1 and 2 respectively and the final

state quark and antiquark as 3 and 4. In total, there are only four nonzero helicity

configurations possible for each s- and t-channel process. The relevant amplitudes

are

Ms(+−+−) = −〈2|σ̄µ|1] 1
s12

[3|σµ|4〉, Ms(+−−+) = −〈2|σ̄µ|1] 1
s12
〈3|σ̄µ|4] (4.3.8)

where the +/ signs denote the helicity of the particles 1, 2, 3, and 4 and

Mt(++−−) = −〈3|σ̄µ|1] 1
s13

[2|σµ|4〉, Mt(+−−+) = −〈3|σ̄µ|1] 1
s13
〈2|σ̄µ|4], (4.3.9)

the other nonzero amplitudes are obtained by complex conjugation. The calculation

is performed in the center-of-mass (CM) frame and the momenta of individual

particles are defined such that the only dependent input variable is the angle θ

through which the quark (and antiquark) is scattered. In the CM frame, the overall

magnitude of energy E associated with the momenta of each particle also drops out

of the final helicity amplitude and is therefore not considered in this example. In the

“all-outgoing” convention of spinor-helicity formalism [92], the momenta of incoming

particles are flipped so that the incoming quark (1) (antiquark (2)) is mapped to
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an outgoing antiquark (quark) with opposite helicity. Again with application of the

Fierz identity (Eq. (4.3.6)) and that [p|σµ|q〉 = 〈q|σ̄µ|p]), the amplitudes in can be

simplified to

Ms(+−+−) = 2〈24〉[31]
〈12〉[21] , Ms(+−−+) = 2〈23〉[41]

〈12〉[21] (4.3.10)

Mt(++−−) = 2〈34〉[21]
〈13〉[31] , Mt(+−−+) = 2〈32〉[41]

〈13〉[31] . (4.3.11)

Using these expressions, the number of qubits needed for the circuit is four. On

three of these qubits, each of the scalar products is calculated. The quark-antiquark

vertex scalar products from the numerator are calculated on the first two qubits,

and the denominator of the gluon propagator is calculated on the third qubit. Only

one scalar product needs to be calculated for the denominator since the second

scalar product can be determined via complex conjugation and therefore the scalar

product is determined from the 0 probability of the third qubit. This simplified

circuit is run on the ibmq_qasm_simulator [2] for 10,000 runs and compared to

theoretically calculated probability distributions, extrapolated directly from analytic

calculations of the helicity amplitude, calculated using the S@M software [94]. Using

the equivalence between helicity spinors and orthogonal pure state qubits, these

theoretical predictions have been obtained from the probabilities of each of the

qubits to be in the |0〉 or |1〉 state, which correspond to the magnitude squared of

the upper and lower components of the helicity spinor, respectively. The results

from the quantum simulator show that the output of the quantum circuit lies within

1σ of the theoretically predicted probability distribution and are shown in Fig. 4.4

for both the s- and t-channel processes in a specific helicity configuration.
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Figure 4.4: Comparison between theoretically predicted qubit final
state probabilities and 32-qubit quantum simulator out-
put for the s and t-channel qq → qq process in the
(+,-,+,-) helicity configuration (taken from Reference
[4]). The quark (antiquark) scattering angle has been
chosen as θ3 = π

4 . Negligible error bars have also not
been displayed as before.

4.3.4 Generalization to 2 → n amplitude calculations

It is known that by studying the properties of the analytic structure of these tree level

amplitudes of on-shell massless partons, recursive relations can be formed, such as the

BCFW recursion relations of Britto, Cachazo, Feng, and Witten [95,96], which have

helped derive remarkably simple expressions for general n-point tree-level amplitudes

for massless partons. For example, the infamous Parke-Taylor formula [97] which

gives an expression for a general n-point gluon amplitude in Yang-Mills theory for a

maximally helicity violating amplitude as

An[1+ · · · i− · · · j− · · ·n+] = (−gs)n−2 〈ij〉4

〈12〉 〈23〉 · · · 〈n1〉 . (4.3.12)

Generally, in the spinor helicity formalism, a tree amplitude of massless particles is

a rational function of the (complex-valued) kinematic invariants 〈ij〉 and [ij].

Consequently, the algorithm presented in Secs. 4.3.2 and 4.3.3 can be generalised to

multi-particle amplitudes straightforwardly as the tools are already created, namely

the circuit decompositions of the helicity spinors from Appendix B.2. Since E is

an input to the calculation of the squared matrix element even for very large n,
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including the multiplicative factors of 2E for each particle remains straightforward.

The number of calculation qubits, qi, and the number of helicity qubits, hi, needed

in the algorithm both scale linearly with the number of final state particles, n.

As the number of helicity qubits, hi, scales linearly, then so does the number of

work qubits needed in the algorithm. Each scalar product calculation requires two

spinor operations, and so the algorithm can be easily extended without adding

disproportionate complexity. The circuit depth scales linearly with an increase in

the number of scalar products, calculated on the qi qubits, and the number of helicity

qubits, hi, added to the circuit.

Currently, the algorithm is restricted to massless partons by exploiting the BCFW

recursion formula. The advancement in quantum technologies will make the im-

plementation of the full algorithm, capable of simulating massive partons, compu-

tationally feasible, thus extending the ability of the proposed helicity amplitude

algorithms.





Chapter 5

Quantum Monte Carlo Parton

Shower

In the previous chapter, we constructed a quantum algorithm for calculation of

helicity amplitudes on a GQC by exploiting the equivalence between helicity spinors

and qubits, demonstrating a unique quantum advantage as a result the natural for-

mulation of quantum mechanical scattering amplitudes on a QC. In this chapter, we

present the first implementation of a QCD parton shower algorithm on a quantum

device, summarising the findings in Reference [4]. The algorithm constructs a collin-

ear QCD model with one gluon and one (flavour of) quark. The theoretical framework

of the simple QCD model is outlined in Sec. 5.1. The quantum implementation of a

general and extendable parton shower algorithm is outlined in Sec. 5.2, with circuit

sub-operations outlined in Secs. 5.3-5.7, and the results from the simulation of two

shower steps on the ibmq_qasm_simulator [2] device are presented in Sec. 5.8 .
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5.1 Collinear Parton Shower on a Quantum

Device

The complexity of simulating parton showers is increasing rapidly with the use of

classical methods such as MC event generators. Hence, we require new methods to

improve the accuracy and efficiency of parton shower algorithms to capture the high

multiplicity events of processes at higher energy and higher luminosity colliders. New

methods proposed on the quantum computing paradigm could be used to enhance or

speedup existing parton shower algorithms, capturing quantum interference effects

currently not included in classical algorithms. In this section, we introduce the

theoretical framework for a simple, collinear QCD model-parton shower based on

the Monte Carlo approach from Sec. 2.4.2. We will see how such a model could be

implemented on quantum computing framework with a general quantum algorithm

outlined for qubit-based quantum machine described in Sec. 5.2. The algorithm

has been designed to run on the 32-qubit ibmq_qasm_simulator and under this

qubit number constraint we consider a simplified QCD toy model consisting of one

gluon and one quark flavour only. Also, restricting ourselves to a model of massless

particles and collinear splittings only, the DGLAP splitting kernels from Eqs. (2.4.2)

and (2.4.3), taking nf = 1 and Nc = 3 are

Pgq(z) = 4
3

[1 + (1− z)2

z

]
, (5.1.1)

Pgg(z) = 3
[
21− z

z
+ z(1− z)

]
, (5.1.2)

Pqq̄(z) = 1
2

[
z2 + (1− z)2

]
, (5.1.3)

where z is the fraction of parton i’s momentum carried by parton j in the splitting

i→ jk. Unlike in the classical algorithm, the evolution variable which we take as z,
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is discretised where each interval denotes a single step in the shower. As a further

simplification, we discretise the shower into individual shower steps and only evolve

the variable z, removing the need to keep track of individual particle kinematics. We

can therefore write the Sudakov factor from Eq. (2.4.6) for a given step between the

evolution variables z1 and z2 (where z2 < z1), as the parton evolves down to smaller

energy scales, in the form

∆j(z1, z2) = exp
[
− α2

s

∫ z2

z1

Pji(z)dz
]

(5.1.4)

so that the total non-emission probability at step N is defined as

∆tot(z1, z2) = ∆ng
g (z1, z2)∆nq

q (z1, z2)∆nq
q (z1, z2), (5.1.5)

where ng,nq and nq̄ are the number of gluons, quarks, and antiquarks respectively

that are present at step N . The parton shower allows for only one emission per

shower step, so that
(
ng + nq + nq̄

)
≤ N . With limited qubits we also consider the

simplified case and neglect running of the strong coupling and set αs = 1, where

αs = g
2
s

4π .

5.2 Quantum Circuit Implementation

The quantum circuit for the quantum parton shower algorithm comprises of 4 re-

gisters: the parton register, counting register, emission register and history register.

The algorithm is executed for incremental shower steps in terms of the discretised

evolution variable, z, where individual step involves 4 operations: the counting op-

eration, emission operation, history operation, and update operation. The steps are

the iterated by updating the evolution variable evolving the parton shower algorithm

in z towards lower momentum scales. Each of the operations is derived from the

decomposition of a multi-controlled rotation as shown in Fig. 5.1, which requires

(n− 1) ancillary qubits for an n-controlled rotation.

A final measurement is performed after the total number of iterations required for
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Figure 5.1: Circuit diagram for multi-controlled rotation decompos-
ition, taken from [1].

evolution up until the cutoff in z, as done for the Monte Carlo approach, and the

final state is projected onto a register of classical bits. The algorithm is repeated to

obtain the probability distribution of all the possible final state configurations and

hence parton shower histories. A schematic of the quantum parton shower circuit is

shown in Fig. 5.2.

in depth in Appendix ??, but, for definiteness, the probability of a gluon splitting to two

gluons is calculated as

Probg!gg =
�
1 ��g

�
⇥
�
1 � Pg!qq(z)

�
⇥ Pg!gg(z). (3.7)

For the energy scale considered here, this should have a small a↵ect on the results as

Pg!qq(z) ⌧ Pg!gg(z).

3.2 Implementation on Quantum Circuit

A quantum circuit has been constructed to simulate a parton shower with collinear split-

tings. The circuit comprises of particle registers, emission registers and history registers

and uses a total of 31 qubits. The algorithm is discretised into individual steps. An emis-

sion can occur in each step, and the probabilities are calculated from the splitting functions

and Sudakov factors. In order to meet the 32 qubit limit of the IBM Q Quantum Simulator

[? ], the algorithm has been limited to two steps, but it is generally extendable. Figure ??

shows the circuit diagram for a single step.

pi

Update

pj

...

n Count |0i Reset

for

next stepe Emission |0i

h0 History

...

Figure 8: Circuit diagram for one step of the algorithm. The circuit comprises particle

registers, emission registers and history registers.

The algorithm follows a similar method to that described by Bauer et al. in [? ],

first counting the particles present in the simulation, determining whether an emission has

occurred and if so assessing which splitting did occur, then finally updating the particle

content of the simulation. In contrast to the method shown by [? ], the algorithm presented

here has the ability to simulate a QCD process, with splittings for both gluons and quarks

implemented using the splitting functions outlined in Eqs. (??) and (??). The addition of

such splitting functions leads to significant changes to the algorithm presented in Bauer

et al., specifically in the History and Update Gates of the algorithm, shown in Fig. ??. The

implementation of these gates is outlined in detail in Appendix ??. Unlike the algorithm

presented by Bauer et al., we have chosen not to introduce flavour mixing at the start of the

– 14 –

Figure 5.2: Circuit diagram for one step of the algorithm (taken
from Reference [4]). The circuit comprises of particle
registers, emission registers and history registers.

Below, we introduce the individual operation sub-circuits and outline their roles in
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the circuit. The first step of the parton shower is setting up the initial parton: either

a gluon or a (anti)quark, which is carried out by initialising the parton register. The

partons are encoded in a three-qubit state where |100〉, |001〉 and |011〉 correspond

to a gluon, quark and antiquark respectively. Hence, the initial parton is set up

by applying not gates to the qubits corresponding to “1”. A null state is also

introduced, defined as |000〉 in the binary basis, to denote the absence of a parton.

The first initial parton three-qubit state is labelled as p0 and subsequent partons

added in the shower are added in separate registers pi, i = 1, ..N , where N is the

number of steps and also the maximum number of additional partons given only a

single possible emission per step. The total number of binary states for three qubits

is eight, so the model can easily be extended to include more flavours i.e. seven

parton species (excluding null state).

5.3 Counting Operation

The first operation in the algorithm is the counting operation, Cf , which determines

the number of each type of parton at the start of each step in the shower. This is

done by control operations from the parton registers, pi, to determine each parton

state and increase the occupation number of the associated count registers, labelled

ng,nq and nq̄ for the gluon, quark and antiquark count registers respectively. Fig. 5.3

shows a schematic of the count operation applied to a parton sub-register pk. In this

example, it is constructed from a counting mechanism to detect the gluon parton type

and a subsequent update to the appropriate count register. These count operations

are extended to the other parton types and are applied to each parton sub-register

pi. The number of qubits required for each register is the number of qubits required

to represent the number of partons at a given step and hence scales as

ncount
qubits = 3 [log2 (N + 1)] (5.3.1)

i.e. logarithmically with number of steps. For a two-step parton shower, the counting
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register requires four qubits: two for the gluon count sub-register, and one for each

quark and antiquark sub-register. This is understood by seeing that only a single

quark/antiquark exists after the first step whilst two gluons are possible.

E Detailed Quantum Circuit for Collinear Parton Shower Algorithm

The algorithm presented here follows a similar method to that outlined by Bauer et al. [?

]. In contrast, the algorithm does not introduce flavour mixing, but does simulate a vector

boson with the possibility of boson splittings. As a result, the algorithm presented here

includes tailored History and Update gates to deal with the increased splitting channels.

Shown in Fig. ??, the circuit comprises of four tailored gate operations: Count, Emission,

History and Update gate. The particle identity is encoded using a three qubit base, and

the following qubit combinations have been chosen for each type of particle:

gluon quark antiquark

p

8
>><
>>:

p0

p1

p2

1

0

0

0

0

1

0

1

1

(E.1)

Using a 3-qubit base, it is possible to simulate 7 di↵erent types of particle and 1 null state.

Therefore, the algorithm could be easily extended to accommodate more quark flavours if

more qubits were available.

E.1 Count Gate

The count gate is made up from three individual counting mechanisms for each type of

particle, and is applied to each particle register individually. The algorithm utilises a

series of NOT, controlled-NOT (CNOT ) and To↵oli (CCNOT ) gates to update the count

registers, ni, depending on the type of particle represented in the particle register. Fig. ??

shows the counting mechanism for a gluon, controlling only from the gluon state outlined

in ??.

pk

p0

p1

p2

work

w0

w1

ng

nq

nq

Figure 12: Count Gate circuit decomposition for counting a gluon in the particle register.

To complete the count gate, this is repeated for all other possible particle types by applying

di↵erent combinations of NOT gates.

– 24 –

Figure 5.3: Count gate circuit decomposition for counting a gluon
in the particle register (taken from Reference [4]). To
complete the count gate, this is repeated for all other
possible particle types by applying different combina-
tions of NOT gates.

The count operation is constructed from a series of multi-controlled gate operations:

CCNOT and CNOT gates where a total of 15 gates is necessary to each particle

sub-register at each step. For a total of N steps, with N + 1 possible partons at a

given step, the number of gate operations required to implement the count operation

scales as

ncount
gates = 15N (N + 1)

2 . (5.3.2)

5.4 Emission Operation

As in the Monte Carlo approach from Sec. 2.4.2, the next step is determining whether

an emission occurs in a momentum interval z1 to z2 using the Sudakov factors. This

is implemented in the quantum circuit by encoding the emission (1−∆tot) and



5.4. Emission Operation 79

non-emission (∆tot) probabilities in a single qubit rotation as

Ef =


√

∆tot (z1, z2) −
√

1−∆tot (z1, z2)√
1−∆tot (z1, z2)

√
∆tot (z1, z2)

 , (5.4.1)

which rotates between the single-qubit basis states |0〉 and |1〉 which correspond

to an emission and non-emission respectively. Hence a non-zero Sudakov factor

and hence emission probability when applied to a single-quit emission register, ei,

will form a superposition of emission and non-emission histories (this coherence is

maintained for each step until the final measurement). Quantum coherence is evident

by considering the parton register initialised in a superposition of the three possible

states: gluon, quark and antiquark, where controlling from the register (and count

register) once emission operation is applied to the register, the state will be in a

superposition of all possible emission histories associated with all three particles. As

the shower steps continues to iterate, the emission operation must control from the

updated count registers for all partons, accounting for all possible emissions from

existing partons. Given that only a single emission can occur for each step, a choice

must made for the parton which is responsible for emission. This is dealt with in

the update operation, which is done by recording the emission probabilities for each

parton. For N shower steps, with N maximum possible emissions, the emission

register scales as

nemission
qubits = N (5.4.2)

such that the emission probabilities of the parton in sub-register pi are encoded onto

the emission register qubit ei.

Since the emission operation controls from the count registers, similarly to the count

operation, there must be a multi-controlled operator which consistent of several of

CCNOT gates and a controlled rotation. This is shown in an example shower content

with a single gluon in Fig. 5.4. Again, the number of CCNOT gates required to
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decompose a multi-controlled rotation is 2 (n− 1), where n is the number of controls.

Therefore, the number of gates required to implement the emission operation is

nemission
gates = 12 (3 dlog2 (N + 1)e − 1) + 6N. (5.4.3)

The total number of count registers, ni, used in the algorithm is 4. As the particle

count registers are updated at the beginning of a step, the maximum number of gluons that

can be present is 2 and the maximum number of quarks/antiquarks is 1. Therefore, for this

algorithm only 2 gluon count registers and 1 quark/antiquark count register are required.

Ideally, one would have the same number of count registers for each of the particle types,

and this would be equal to the step number. However, due to the limitation on the number

of available qubits, this has not been possible here.

E.2 Emission Gate

The emission gate implements the Sudakov factors from Eq. (??) by defining a U3 rotation

that can be applied to the emission register, e. The structure of this rotation takes the

same form as that presented by Bauer et al. in Reference [? ],

Ue =

 p
�tot(z1, z2) �

p
1 ��tot(z1, z2)p

1 ��tot(z1, z2)
p
�tot(z1, z2)

!
. (E.2)

This rotation changes the state of the emission gate, e, to |1i if there is an emission, and

keeps it in state |0i if there is no emission. Non-emission probabilities (Sudakov factors)

are used due to the Qiskit [? ] definition of a qubit state,

|0i =

 
1

0

!
, |1i =

 
0

1

!
. (E.3)

ng

ng1

ng2

nq

nq

work

w0

w1

w2

emission e Ue

Figure 13: Emission Gate for a single gluon in the first particle register. Here the Ue is

a U3 rotation is used to implement the Sudakov Factors.

Similarly to the Count Gate, the Emission Gate is constructed from a series of NOT

gates which determine the target state, and a series of CCNOT gates which implement the

operation if the target state is present. Here, the emission is determined by controlling from
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Figure 5.4: Emission gate for a single gluon in the first particle
register (taken from Reference [4]). Here Ue is a U3
rotation used to implement the Sudakov factors.

5.5 History Operation

Determining which parton emits at a given step as well what the type of splitting

and hence what the resulting partons are in the subsequent step is determined by

the History operation. This operation encodes all splitting probabilities onto the

circuit via the history rotation

Hf =


√

1− P̂ (z) −
√
P̂ (z)√

P̂ (z)
√

1− P̂ (z)

 , (5.5.1)

where P̂ (z) = (Pji (z) /Ptot (z)) and

Ptot (z) = ng
(
Pqg + Pgg

)
+ nqPgq + nq̄Pgq. (5.5.2)
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One aspect of the history operation to highlight are the two possible gluon splittings

in comparison to the single type of quark splitting. The approach to handling

the extra complexity introduced by the gluon splittings is outlined below in the

description of the history implementation. The history register is partitioned into

three sub-registers according to the three types of splitting possibilities: the gluon

histories, quark histories, and antiquark histories (where the gluon history sub-

register requires twice the amount of qubits as the (anti)quark sub-register). The

history register scales with respect to the number of steps N as

nhistory
qubits = 4N (N + 1)

2 . (5.5.3)

The schematic of the history operation is shown for a single gluon in the first step in

Fig. 5.5 which displays how the operation controls from both parton registers, pk, as

well as emission register, e, (i.e. only apply probability of splitting to history register

if there was an emission and if the initial parton associated with said splitting is seen

in register) and applies the Hf rotation from Eqs. (5.5.1) to the history sub-registers,

hi, encoding the splitting information onto the history registers. We can effectively

reduce qubits and gate count of the algorithm by exploiting qq̄ symmetry in the

splitting functions, thus requiring only one history sub-register for the quark and

antiquark species.

The history operation is also constructed from a series of CCNOT gates and a

controlled-rotation, where the number of gates required to implement the history

gate at step N is given by

nhistory
gates = 16N (N + 1)

2 . (5.5.4)

The quadratic scaling of the number of gate and qubits for the history operation

means it is the costliest operation in the quantum parton shower algorithm. This

scaling means an actual implementation with large coherence times and small en-

vironmental errors on the NISQ devices is impractical and so the algorithm is

instead implemented on the ibmq_qasm_simulator [2] device, which can simulate
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the particle count gates. If the desired particles are present, then the emission rotation

from Eq. (??) is applied to the emission register. As only one emission can occur in a single

step, then only one emission qubit is needed per step.

E.3 History Gate

The history gate is the most complicated implementation in the algorithm. This is largely

due to the fact that a gluon can split to either a gluon pair, or a quark-antiquark pair. As a

consequence this requires two calculations of splitting probabilities for a gluon, as outlined

in Eq. (??). These probabilities are implemented by controlling from present particles and

applying a rotation to the relevant history register; again taking a form similar to the one

presented by Bauer et al. [? ],

Uh =

0
@
q

1 � Pk!ij(z)
Ptot(z) �

q
Pk!ij(z)
Ptot(z)q

Pk!ij(z)
Ptot(z)

q
1 � Pk!ij(z)

Ptot(z)

1
A , (E.4)

where Ptot is defined as,

Ptot(z) = ng(Pg!qq + Pg!gg) + nqPq!qg + nqPq!qg. (E.5)

Here the non-splitting probabilities are used in the diagonal elements due to the definition

of the qubit states outlined in Eq. (??).

pk

p0

p1

p2

emission e

work

w0

w1

w2

history

h0

h1 Ug1

h2 Ug2

Figure 14: History Gate for a single gluon in the first step. Here the Uh gate is a U3

rotation used to implement the splitting probabilities.

The history gate used in this algorithm di↵ers from [? ], such that it controls from

the particle registers and not the count registers. This is to reduce the number of count
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Figure 5.5: History gate for a single gluon in the first step (taken
from Reference [4]). Here the Ugi gate is a U3 rotation
used to implement the splitting probabilities.

a fault-tolerant device, as proof-of–principle. This could then in principle be actu-

ally implemented after the eventual realisation of fault tolerant computation in the

future.

5.6 Resetting the Emission and Counting

Registers

A small comment to be made, is the use of resetting on both the emission and

counting registers at the end of each step. This is possible since the history register,

controlling from the emission registers (and hence counting registers and the parton

registers), encodes all the information needed to propagate the shower to the next

step by inheriting the Sudakov factor information from the emission operation and

splitting probabilities. This reset is achieved by inverting the unitary operations
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in both emission and counting operations prior to beginning the update operation.

Resetting is only referred to here in the quantum sense via unitary operation, not

classically via irreversible decoherence or measurement, hence all parton shower

histories remain coherent in superposition. Resetting is also a crucial tool for resource-

efficiency in the algorithm as it means additional qubits are not required, improving

the scaling of qubits.

5.7 Update Operation

The final operation in a shower step is to update the particle content of the shower

depending on splitting probabilities encoded on the history registers. The schematic

for the first step is shown in Fig. 5.6 and is applied iteratively over the parton

sub-registers, pi. It consists of three controlled operations, controlling from the

three types of splittings encoded in the history sub-registers, and then updating

the parton content of existing registers as well as populating a new one for a given

emission. The first controlled operation populates the pj sub-register with a gluon,

simulating the emission of a gluon from a (anti)quark from the original pi parton

register. The second controlled operation updates according to the splitting of a

gluon to a quark-antiquark pair controlling from the h1 register. This first removes

the existing gluon to create a null state in the pi register, then populates the pi and

pj with a quark-antiquark pair. Given the two possibilities in the quark-antiquark

ordering in the pi and pj registers, a controlled-Hadamard gate and subsequent

CCNOT gate is used to create an equal superposition of quark-antiquark pairs on

the pair of registers. An initial NOT gate is applied to the third qubit of the pi and

pj registers, common to both q and q̄, then a Hadamard is applied to the middle

qubit of the pj register where a further controlled operation from the |0〉 state in the

middle qubit is used to apply a NOT on the first qubit of the pi register. Hence,

for a |0〉 state on the middle qubit for pj (i.e. a quark on pj) leads to a flip on the

pi middle qubit and therefore an antiquark on the pi register, otherwise a |1〉 state
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(i.e. antiquark in the pj register) leaves the quark state on the pi register. The final

controlled operation is for the update associated with the g → gg splitting, which

simply populates the pj register with a gluon given the pi with a gluon. However, a

distinct feature to this model is the preferential treatment of the splitting g → qq

over g → gg. This is encoded onto the device by using a |0〉-control on the h1 qubit

when populating pj.

pi

p0

Particles

passed on to

next step

p1

p2

pj

p0

p1 H

p2

history

h0

h1

h2

Figure 15: Update Gate for the first step of the algorithm. Each slice is a di↵erent update

mechanism: far left slice updates q ! qg splittings, centre slice updates g ! qq and the

far right slice updates g ! gg.

The CCNOT gate for the final slice in Fig. ?? also controls from a |0i state on the g ! qq

history qubit. Therefore a gluon can only split to a gluon pair if the history gate for a gluon

splitting to a quark-antiquark pair is in the |0i state. This is an acceptable approximation

because the splitting probabilities for g ! qq are a lot less than for g ! gg. Consequently,

there is only a small probability that they are both in the |1i state at any one time.

However, it is possible that this may be a limitation in comparison to current classical

parton shower algorithms provided by packages such as Pythia [? ], Herwig [? ] and

Sherpa [? ], as these give more complex weightings to the di↵erent splitting channels.
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Figure 5.6: Update gate for the first step of the algorithm (taken
from Reference [4]). Each slice is a different update
mechanism: far left slice updates q → qg splittings,
centre slice updates g → qq and the far right slice up-
dates g → gg.

However, since there can only be one emission for a given step, for multiple possible

emissions from the partons a choice on the parton to emit has to be made. This

done by the “oldest” partons in the shower to emit first so that the update operation

will allow for parton i to emit over parton j if i < j. The number of operations to

implement the update operation is

nupdate
gates = 7N (N + 1)

2 . (5.7.1)

Like the history operation, there is quadratic scaling in the number of required

gates. However, the update gate is constructed mainly from single controlled gates,
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which are not as computationally expensive as multi-controlled gates, such as the

CCNOT and so is not as costly as the counting and history operations, which grow

quadratically in the number of required CCNOT gates. After the update operation

is complete, the entire step with all sub-operations is repeated for the desired number

of steps, constructing a highly entangled final state that holds the information of all

possible shower histories. Measurement of the parton register then projects out a

single final state configuration. The shower is then repeated to build a probability

distribution for the shower process.

5.8 Results

The collinear QCD quantum parton shower has been run for two shower steps on the

ibmq_qasm_simulator [2] device for both an initial gluon and quark. The algorithm

has been run with 10,000 shots with each shower step run with a fixed interval,

0.3 ≤ z ≤ 0.5, for simplicity. The simulator device was run without a noise profile

to replicate the results of a fully fault tolerant device. These results are displayed

in Fig. 5.7 where the antiquark parton distribution has been omitted, due to its

equivalence to the quark distribution as seen from the symmetry of the (anti)quark

splitting kernel.

The results are in agreement to within 1σ of the theoretically calculated probabil-

ities which were computed analytically using the collinear splitting functions and

Sudakov factors. The negligible 1σ error bars from the quantum simulator output,

as calculated previously using individual probabilities of outputs and total number

of shots, have also been omitted from the diagram.

For both distributions in Fig. 5.7, there is an excess in the shower histories that

involve a g → qq splitting, which is attributed to the preference given to this splitting

over g → gg in the update operation.

A general and extendable collinear QCD parton shower has been implemented on a

quantum device for a single flavor of quark and gluon. Inspired by the classical Monte
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Figure 5.7: Results from the quantum circuit compared to theoret-
ical predictions for two steps of the parton shower with
momentum interval of zlower = 0.3 to zupper = 0.5 and
the initial state particle of (a) gluon, (b) quark and (c)
antiquark (taken from Reference [4]).

Carlo algorithm the parton shower is built on the same principles of radiation domin-

ated by collinear divergences, but unlike the classical algorithm, it includes quantum

interference effects between all possible shower histories maintained throughout the
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evolution of the parton shower. This leads to a distinct and unique advantage

possibly providing useful insight to simulation of scattering process at colliders in

the future. The algorithm has been run on the 32-qubit ibmq_qasm_simulator to

simulate two shower steps and is constructed from 31 qubits and 444 gate operations

(including 169 single qubit gates, 217 CCNOT gates and 58 CNOT gates). The

scaling of the algorithm has been shown to be quadratic in the number of qubits

and the number of gates required. Although not implementable on NISQ devices in

current use, with future potential of fault tolerant computation, the parton shower

can be easily implemented from the existing proposal and extended to multiple quark

flavours and parton species for a more accurate QCD parton shower simulation.





Chapter 6

Quantum Walk Approach to

Parton Showers

The implementation of the quantum parton shower algorithm in chapter 5 is based

on the principles of the classical Monte Carlo approach and is a first demonstration of

a proof-of-principle toy QCD model parton shower on a GQC. However despite this,

the computational costs from the quadratic scaling of the algorithm of qubits and

circuit depth means a practical implementation on NISQ era-device, with limited

number of qubits and decoherence times, remain unfeasible. The demonstration

on the 32-qubit ibmq_qasm_simulator [2] also proved to be costly with significant

simulation times, leading to only a maximum two-step implementation. Despite the

unique advantages introduced by the quantum algorithm, this fails to compare to

the current-state of art classical implementations via Monte Carlo algorithms.

In order to match realistic shower depths of classical simulations, methods to min-

imise qubit and gate requirements for each step must be realised. In this chapter we

present a novel approach to a quantum simulation of a parton shower which utilises

the quantum walk algorithm (described in Sec. 3.2), creating a natural compact

framework for a quantum parton shower simulation in comparison to previously de-

veloped quantum algorithms, summarising the findings in Reference [3]. In Sec. 6.1

we extend the theoretical foundation of the quantum parton shower towards the



90 Chapter 6. Quantum Walk Approach to Parton Showers

quantum walk framework where in Sec. 6.2 we begin by introducing a simple ex-

ample for a scalar theory with single splitting to demonstrate the principles of the

algorithm on a discretised 1 D line. This then leads to a simulation of a collinear

QCD parton shower in Sec. 6.3. The merits of a paradigmatic shift from classical

to a truly quantum framework within the quantum walk algorithm is discussed in

Sec. 6.4, and shown to provide significant improvements towards simulating a full,

realistic QCD parton shower with efficient quantum resource scaling.

6.1 The Parton Shower as a Quantum Walk

Under the same theoretical framework as Sec. 5.1 the shower is discretised into

steps defined by discrete values of the evolution variable, z, with only one possible

emission per step. The overall probability for emission at a step defined in terms of

the Sudakov factor, ∆, in equation Eq. (5.1.5), and the splitting kernel, P , defined

in Eq. (5.5.2), is given by

P̂ ′ji = (1−∆tot)× Ptot. (6.1.1)

This probability will be seen to be encoded into the quantum coin operation that

was defined in the discrete QW formalism (Sec. 3.2). In the QW framework, a

significantly large number of steps can be simulated in comparison to previous

quantum algorithms. The shower is evolved downwards in momenta, i.e. towards

exponentially lower z values with the number of steps. In these simulations a purely

arbitrary step cutoff is chosen but can be set by the physical scales of the process

for future implementations.

6.2 Scalar Quantum Walk Shower

Using the framework outlined in section Sec. 3.2 the quantum walk is constructed

from the tensor product of two Hilbert spaces: the position space HP and the coin
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space HC . This Hilbert space can also be augmented by an additional one denoted,

HM , for the memory of the walker of the previous occupied positions which is used

for implementations of a quantum walk with memory, but we will not consider this

here and more information on the subject can be found in [5,98,99]. Each individual

step of the quantum walk consist of a coin operation in HC which instructs the

movement of the walker and a subsequent shift operation controlled from the coin

register to carry out the corresponding shift in position space HP .

As a simple demonstration for proof of concept, a simple scalar theory is considered

which will be used to introduce all three components of the circuit design required

to implement a quantum walk parton shower algorithm.

In the scalar theory, we consider only a single scalar particle, φ, with splitting channel

φ→ φφ according to the probability

P̂ ′φφ =
(
1−∆φ

)
× Pφφ. (6.2.1)

The rotation encoding this splitting probability is given by

Cφφ =


√

1− P̂ ′φφ −
√
P̂ ′φφ√

P̂ ′φφ

√
1− P̂ ′φφ

 , (6.2.2)

which is used as the coin operation for the quantum walk such that the basis states

of the coin space, |0〉 and |1〉, correspond to non-emission,
(
1− P̂ ′φφ

)
, and emission,

P̂ ′φφ, probabilities respectively.

Given that the splitting can only increase the number of φ particles by one at a

given step (or remain the same for non-emission), we can represent the position space

states to encode the number of φ particles where emissions correspond to movement

along the +x direction along the φ axis. Summarising this, the position space HP is

to span only zero and positive integers, {|i〉 :∈ N0}, where |i〉 represents i particles in

the computational basis. Using the coin operation in combination with the position

space, a 1 D quantum walk scalar shower is defined and shown schematically in

Fig. 6.1.
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Figure 6.1: Template for a single step of a quantum walk as a parton
shower for a simple scalar theory model, with the ability
to simulate a single scalar particle with single splitting
(taken from Reference [3]). The “position check" de-
termines the number of particles present by assessing
the position of the walker. The “coin" operation applies
the correct splitting probabilities depending on the po-
sition of the walker. The “shift" operation moves the
walker depending on the outcome of the coin operation.

Here the circuit is shown to be constructed from three registers: the position register,

x, which encodes the number of particles in the shower using the computational

basis, the coin register, c, and the work register, w, used to implement the position

dependent coin operation. The number of particles that can be simulated by the

quantum walk shower scales exponentially with the number of qubits in the position

register, nx, such that

Maximum number of particles = 2nx − 1. (6.2.3)

6.2.1 Coin Operation

The first operation at a given step is the coin operation, where the coin register

is initially set up in the default |0〉 non-emission qubit state. After application of

the coin rotation (6.2.2) the coin register, c, is in a superposition of the states |0〉

and |1〉 with probabilities corresponding to non-emission and emission respectively.

Given that the coin operation includes the Sudakov factor and the splitting kernels,

it must depend on the shower content and shower evolution variable (z) at each step,

i.e. the number of particles must be determined at each step, which is defined by a

“position check” operation. The position check operation controls from the position
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space register to determine which number basis the register is in, and subsequently

updates an ancillary qubit. The ancillary qubit is then used as a control to act on

the coin register, c, with the correct splitting probability, P̂ ′. After applying the coin

operation, the ancillary qubit can be returned to the ground state |0〉 by performing

the (unitary) inverse of the position check operation so that the same ancillary qubit

can be used for each position check. The coin and the position check operations are

then applied for each combination of intermediate shower states. The number of

qubits required for the coin register, c, is equal to the number of splitting kernels

(which in this simple scalar case is one) whilst the number of qubits required for the

ancillary register, a, is equal to the number of species in the shower. The number of

the single scalar particles for the shower is encoded in the position register, x, where

the number of required qubits grows logarithmically with the maximum number of

shower steps for the register. Therefore, the number of gates needed for the position

check and coin operations after N steps is

ncoin
gates = N (2 dlog2 (Nmax + 1)e − 1) , (6.2.4)

where Nmax is the maximum number of steps in the shower corresponding to the

maximum number of particles which could be emitted over the shower process.

6.2.2 Shift Operation

The next stage of the step is the shift operation where the dynamics of the walker is

determined from the coin space which at this point in a superposition of emission or

non-emission states according to the splitting probabilities due to the coin rotation

in Eq. (6.2.2). The shift operation either increments the position of the walker when

the coin register is in |1〉 state, or leave the position unchanged corresponding to

no emission when the coin register is in the |0〉 state. A schematic for the shift

operation for the scalar shower is shown in Fig. 6.2, which shows the increment

operation controlled from the coin register, that is formed from a series of multi-
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Figure 6.2: Schematic for the shift operation for the scalar QW
which shows the increment operation to the position
register is controlled from the coin register.

controlled NOT gates.

Similarly, a decrement operator can be defined which reduces the position space

state by one which can be constructed in the same way but by controlling from a

|0〉 state instead (or through an alternative method discussed in [100]). This will

be needed for the full toy QCD collinear shower in Sec. 6.3, which will be used to

decrease the number of partons for the additional types of splitting channels.

The number of gates required to implement the shift operation is identical for each

step and is equal to (dlog2 (Nmax)e)2, which is the number of gates to increment the

position of the walker (equivalent to the number of qubits in the position register

squared). The circuit depth of the shift operation for the N -step shower grows

linearly with N as,

nshift
gates = N (dlog2 (Nmax)e)2 (6.2.5)

where Nmax is the maximum number of steps in the shower, which corresponds to

the maximum number of particles that can be simulated.
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6.3 Quantum Walk Parton Shower

Following on from the scalar shower outlined in Sec. 6.2, it is possible to build a

quantum walk that can simulate the discrete, collinear QCD model from chapter 5.

As in the simplified collinear model for MC-inspired quantum parton shower al-

gorithm, a single gluon and quark flavour is considered with three possible splitting

channels shown in Eqs. (5.1.1) to (5.1.3). Given now that there are two types

of partons, the QW from the scalar model is extended to a 2 D case, where the

number of each parton type is given by the (x, y) axis respectively for the quantum

walker where the position space, HP , now spans {|i〉, |j〉; i, j ∈ N0}. Here, due to the

symmetry of the qq̄ states from the splittings, only a single dimension is required

to represent the total number of quark-antiquark pairs. As well as increasing the

dimension of the position space, the coin space must also be expanded to include the

additional splittings. The single scalar splitting was encoded into the single qubit

coin basis states, |0〉 and |1〉, whilst the QCD model will require three coins for the

three types of splittings.

6.3.1 Coin Operation

For the QCD parton shower, there are three splitting kernels which are encoded onto

three coin qubits using controlled rotations of the form shown in Eq. (6.2.2). Similarly

to the quantum walk for the scalar shower from Sec. 6.2, the coin operation includes

a position check operation. Having extended the position space to two-dimensions,

the position check needs to control from both x and y registers corresponding to the

number of gluons and quarks, to instruct the ancillary register. The number of gates

needed to apply the position check and coin operations for the 2 D quantum walk

parton shower is therefore

ncoin
gates = N (4 dlog2 (Nmax + 1)e+ 1) (6.3.1)

where Nmax is the maximum number of steps that the algorithm is able to simulate.
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The ancillary register like the previous example can be returned to the ground state

by reversing the position check operation.

6.3.2 Shift Operation

The shift operation for the QCD quantum walk shower controls now from three

different coin registers associated with splittings for: g → qq, g → gg and q →

qg, to determine whether each splitting has occurred. Hence after, applying the

coin operations to each respective register, tailored incrementing and decrementing

operations must be applied controlled from each coin register. The most complicated

shift operation is associated with the g → qq splitting channel. It must control from

the |1〉 state of the associated coin register (i.e. a g → qq splitting has taken place)

and apply a decrementor to the position space in the x-axis whilst also incrementing

in the y-axis in the quark direction. The remaining splittings, following on simply

from the shift operation described in Sec. 6.2.2, increment the number of gluons in

the x-axis for both the g → gg and q → qg splittings of coin register 2, and 3. A

schematic outlining these steps is show in Fig. 6.3.

The 2 D framework is useful to visualise as a 2 D lattice through which the quantum

walker propagates, readily demonstrated by considering the q → qg splitting (updat-

ing positions on both x and y axes). After N steps of the quantum shower algorithm,

the x and y position registers are measured, leading to a determination of the shower

particle content after N steps. The movement of the walker in the 2 D lattice is

shown visually in Fig. 6.4, where Fig. 6.4a shows the results from a two-step parton

shower with the splitting kernels from Eqs. (5.1.1) to (5.1.3). To demonstrate the

reach of the walker through the entire lattice, a two-step parton shower where the

splitting functions have been enhanced to increase the probability of emission, is

shown in Fig. 6.4b.

The number of gates required to implement the g → qq operation at each step is

2 (dlog2 (Nmax)e)2, and therefore the number of gates to implement the shift operation
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Figure 6.3: Schematic of the quantum circuit for a single step of a
discrete QCD, collinear parton shower with the ability
to simulate the splittings of gluons and one flavour of
quark (taken from Reference [3]). The shower algorithm
is split into 3 distinct operations: (1) The position check
which determines the position of the walker so that
the correct Sudakov form factors are applied in the
splitting kernels, (2) the coin operation which applies
unitary rotations to a coin register corresponding to
the possible splitting kernels, (3) the shift operation
updates the position of the walker depending on the
particle splitting in the shower step. This step is then
repeated iteratively to simulate a full shower process.

for the quantum walk parton shower scales with the number of steps N as

nshift
gates = 4N (dlog2 (Nmax)e)2 . (6.3.2)

An important note on the distinction between the quantum parton shower algorithms

in chapter 5 and the quantum walker one, is that here there is no preference to be

given to the splitting g → qq over g → gg in the quantum walker case. The Monte

Carlo quantum shower also gives preference to the order in which the partons in

the shower were produced, according to the position in the register, unlike in the

quantum walker case. The quantum walker applies the shift operation, for the case
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Figure 6.4: Visualisation of a quantum walk as a parton shower comprising gluons
and quarks (Taken from Reference [3]). The quantum walker’s position
on a 2 D plot corresponds to the number of particles in the parton
shower: (a) shows a parton shower using the collinear splitting functions
for quarks and gluons, (b) shows a parton shower with modified splitting
functions to show how the walker moves in the 2 D lattice.

of multiple splitting channels, only for the case where one coin register is in the

|1〉 state. In the instance of more than one coin register being in the |1〉 state, the

walker remains stationary. Hence, the shift operation is specifically controlled from

a single coin register |1〉 sate (with all other coin registers in the |0〉 state).

Furthermore, the quantum walker has no knowledge of which specific parton was

produced at any given step, highlighting the fact that no preference can be given to

any parton for an emission of a parton type. This is a closer reflection of the Monte

Carlo approach discussed in Sec. 2.4.2 showing that the quantum walk algorithm as

a more natural framework for a parton shower simulation.

6.4 Results

A 31-step quantum walk parton shower has been run on the ibmq_qasm_simulator

[2] device for 500,000 shots of the algorithm with a gluon as the initial shower particle.

The results obtained from the quantum device are shown in Fig. 6.5 and have been

compared to a classical simulation using MC event generator of the same set-up.
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Figure 6.5: Probability distribution of the number of gluons meas-
ured at the end of the 31-step parton shower for the clas-
sical and quantum algorithms, for the scenario where
there are zero quark anti-quark pairs (left) and exactly
one quark anti-quark pair (right) in the final state (taken
from Reference [3]). The quantum algorithm has been
run on the IBMQ 32-qubit quantum simulator [2] for
500,000 shots, and the classical algorithm has been run
for 106 shots.

Fig. 6.5 shows the number of gluons measured in the final state for two scenarios

of fixed qq̄ pairs: 0 (on the left ) and 1 qq̄ pair (on the right). We see that the

quantum walk parton shower shows good agreement with the classical algorithm.

Since a final state containing one or more quark-antiquark pairs is unlikely, a further

modified run is used to validate the algorithm using an enhanced g → qq splitting

function to obtain more final states with one or more quark-antiquark pairs. The

results from this test are shown in Fig. 6.6 and once again the results show a good

agreement with the classical algorithm, confirming that the quantum walk parton

shower can replicate a discrete, collinear parton shower successfully. The quantum

walker shows a significant increase in the number of steps executed on the quantum

device, where the quantum walk parton shower is able to simulate over 15 times the

number of shower steps than the quantum Monte Carlo parton shower from chapter

5, thus providing a significant step towards a more realistic quantum simulation of
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Figure 6.6: Probability distribution of the number of gluons meas-
ured at the end of the 31-step parton shower for the
classical and quantum algorithms with modified split-
ting kernels, for the scenario where there are zero quark
anti-quark pairs (left) and exactly one quark anti-quark
pair (right) in the final state (taken from Reference [3]).
The quantum algorithm has been run on the IBMQ 32-
qubit quantum simulator [2] for 100,000 shots, and the
classical algorithm has been run for 106 shots.

parton showers. Furthermore, the quantum walk algorithm scales more efficiently

with resources as the number of possible shower steps increases exponentially with

the number of qubits and the circuit depth grows linearly with the number of steps,

proving the quantum walk to be a natural framework for a quantum implementation

of a parton shower.



Chapter 7

Conclusions and Outlook

The simulation of collision events at hadron colliders such as the LHC is incredibly

complex, where typically hundreds of particles are produced from the evolution of the

collision event towards the final-state long-lived hadrons, leptons, and photons, with

these simulations relying heavily on Monte Carlo event generators. The theoretical

description of the collisions can be broken down into the initial hard scattering

process, and then a subsequent evolution down in energy scale via the parton shower

towards the hadronisation scale, O
(
ΛQCD

)
, where non-perturbative effects leads to

confinement of partons into hadrons. The hard interaction and the parton shower

are both perturbative processes and computationally intensive, which together with

phase space integration, form a bottleneck in the generation of pseudo-data for

ongoing measurements at the LHC. The quantum computing framework provides an

alternative computing platform, with the possibility of providing a quantum speedup

for these simulations with the use of intrinsic quantum features of the devices. The

use of quantum computing is further motivated by the inherent quantum nature

of high-energy physics processes, where the quantum computing paradigm provides

a natural framework to employ a quantum simulation of these algorithms. In this

thesis, we present general and extendable quantum algorithms for two of the key

processes of event generation, the hard interaction and the parton shower process.

In chapter 4, a quantum algorithm for the computation of helicity amplitudes for



102 Chapter 7. Conclusions and Outlook

the hard process is constructed, and the introduction of helicity registers allows the

computation of multiple helicity amplitudes simultaneously. These are calculated

for simple 1 → 2, and 2 → 2 processes as proof-of-principle demonstrations with

generalisations to n-point tree amplitudes discussed. In chapter 5, an outline of

Monte Carlo-inspired quantum parton shower algorithm is given where the quantum

algorithm has been used to simulate a simplified 2-step collinear QCD parton shower

comprising of one gluon and one quark flavour, which can split according to the

collinear DGLAP splitting functions. The quantum Monte Carlo parton shower

is shown to have good agreement with the expected rates, however, a discrepancy

arises from the g → qq̄ process in the shower history. These channels exhibit an

excess in comparison to the analytical rates due to the preference given to the

g → qq̄ splitting over the g → gg splitting in this algorithm’s circuit implementation.

The quantum Monte Carlo parton shower scales quadratically in both the number

of gate operations and qubits, leading to a higher number of CNOT gate counts,

providing only a relatively shallow shower depth possible to be simulated on current

quantum devices. However, in chapter 6, the quantum parton shower algorithm is

reformulated in the quantum walk framework which naturally embeds the algorithm

with improved scaling and circuit shower depth. A 31-step collinear toy QCD-parton

shower model was implemented on the ibmq_qasm_simulator. The quantum walk

parton shower also exhibited good agreement with quantum parton shower, simulated

using the Monte Carlo approach from Sec. 2.4.2. The quantum walk algorithm was

shown to have improved circuit depth and scaling where only 9 qubits and 203 gate

operations (144 mutli-qubit and 59 single-qubit gate operations) were required to

replicate the two-step shower from chapter 5 in comparison to the 31 qubits and

444 gate operations (275 multi-qubit and 169 single-qubit gate operations) of the

original quantum Monte Carlo algorithm, as shown in Reference [3].

Despite the parton shower and helicity algorithms, being far from current realistic

shower depths and matrix element calculations on existing event generators, these

algorithms are proof-of-principle demonstrations of a quantum parton shower al-
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gorithm implementation as well as a novel helicity amplitude calculation providing

the first step towards a fully quantum simulation of a LHC collision process. The al-

gorithms are general and extendable, where additional parton flavours can be added

trivially to extended registers (in Monte Carlo case) or by increasing the dimension

of the walker (for Quantum Walk case). Kinematics can also be considered in future

work where kinematic variables will need to be discretised and incorporated within

current circuits by extending the Hilbert space of the circuits.

It was found that these algorithms provided unique advantages to the existing helicity

amplitude calculations and parton shower process and provides the seeds for future

fully developed quantum algorithms which can be used to enhance current classical

algorithms of event generators. As mentioned previously, a further opportunity to

apply quantum computing to HEP is the simulation of quantum field theories on a

quantum computer to explore dynamical properties in the non-perturbative regime

of asymptotically free field theories such as QCD. Direct real-time simulation via

Hamiltonian formulation of the theories are expected to lead to newfound insights

into unexplored regimes of the theories. Constructing resource-efficient algorithms

to investigate lower-dimensional quantum field theories on NISQ devices would be

an exciting next step, with existing proposals as well demonstrations of proof-of-

principle quantum simulations already taking place [101–104].
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Quantum logic gates

A.1 Definitions

• NOT gate

– a NOT gate is a single qubit operation which flips the state of the qubit.

NOT|0〉 = |1〉, NOT|1〉 = |0〉.

The circuit representation of a NOT gate is:

presented in this paper to be extended to reflect processes seen in experiments such as the

LHC. The consequence of such advancements would be algorithms which can fully model

the dynamics of quantum field theories and provide accurate and precise helicity amplitude

calculations and simulations of parton showers.
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A Quantum Logic Gate Definitions

• NOT Gate

– a NOT Gate is a single qubit operation which flips the state of the qubit.

NOT|0i = |1i, NOT|1i = |0i.

The circuit representation of a NOT Gate is:

• CNOT Gate

– a controlled -NOT (CNOT) Gate is a two qubit operation which flips the state

of a target qubit dependent on the state of a control qubit.

CNOT|00i = |00i, CNOT|01i = |01i,
CNOT|10i = |11i, CNOT|11i = |10i.

Here, the first qubit is the control. The circuit representation of a CNOT Gate

is:

• To↵oli Gate (CCNOT)

– A To↵oli Gate is a three qubit operation, which is just a further extension of

the NOT gate with two control qubits.
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• CNOT gate

– a controlled-NOT (CNOT) gate is a two qubit operation which flips the

state of a target qubit dependent on the state of a control qubit.

CNOT|00〉 = |00〉, CNOT|01〉 = |01〉,

CNOT|10〉 = |11〉, CNOT|11〉 = |10〉.

Here, the first qubit is the control. The circuit representation of a CNOT

gate is:
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• NOT Gate

– a NOT Gate is a single qubit operation which flips the state of the qubit.

NOT|0i = |1i, NOT|1i = |0i.

The circuit representation of a NOT Gate is:

• CNOT Gate

– a controlled -NOT (CNOT) Gate is a two qubit operation which flips the state

of a target qubit dependent on the state of a control qubit.

CNOT|00i = |00i, CNOT|01i = |01i,
CNOT|10i = |11i, CNOT|11i = |10i.

Here, the first qubit is the control. The circuit representation of a CNOT Gate

is:

• To↵oli Gate (CCNOT)

– A To↵oli Gate is a three qubit operation, which is just a further extension of

the NOT gate with two control qubits.

– 18 –

• Toffoli gate (CCNOT)

– A Toffoli gate is a three qubit operation, which is just a further extension

of the NOT gate with two control qubits.

CCNOT|000〉 = |000〉, CCNOT|001〉 = |001〉,

CCNOT|100〉 = |100〉, CCNOT|010〉 = |010〉,

CCNOT|110〉 = |111〉, CCNOT|111〉 = |110〉.

The circuit representation of a Toffoli gate is:

CCNOT|000i = |000i, CCNOT|001i = |001i,
CCNOT|100i = |100i, CCNOT|010i = |010i,
CCNOT|110i = |111i, CCNOT|111i = |110i.

The circuit representation of a To↵oli Gate is:

– 19 –
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• Hadamard gate

– a Hadamard gate is a purely quantum logic gate and does not have a

classical logic gate equivalent. A Hadamard gate is a single qubit operation

which puts a qubit into a superposition.

H|0〉 = 1√
2
(
|0〉+ |1〉

)
, H|1〉 = 1√

2
(
|0〉 − |1〉

)
.

The Hadamard gate can be controlled, and so is only applied depending on

the state of the control qubit. The circuit representation of a Hadamard

gate is:

• Hadamard Gate

– a Hadamard gate is a purely quantum logic gate and does not have a classical

logic gate equivalent. A Hadamard gate is a single qubit operation which puts

a qubit into a superposition.

H|0i =
1p
2

�
|0i + |1i

�
, H|1i =

1p
2

�
|0i � |1i

�
.

The Hadamard gate can be controlled, and so is only applied depending on the

state of the control qubit. The circuit representation of a Hadamard Gate is:

H

B Dirac and Helicity Spinor correspondence

The following demonstration of the correspondence between Dirac spinors and Helicity

spinors can be seen in Chapter 2 of [? ].

Fermion and anti-fermion spinors satisfy the Dirac equations such that,

(/p + m)u(p) = 0, (�/p + m)⌫(p) = 0. (B.1)

where both equations have independent solutions which can be labelled by subscripts s = ±.

One can move to a basis where the ± denotes spin up/down along the z-axis, by ensuring

that spinors u± and ⌫± are eigenstates of the z-component of the spin-matrix in the rest

frame. For massless fermions, ± denotes the helicity; the projection of the spin along

the momentum of the particle. These spinors are also associated with the conventional

Feynman rules for external fermions, e.g. ⌫±(p) for an outgoing anti-fermion and ū±(p) for

an outgoing fermion.

For the massless case, the Dirac equations reduce to

/p⌫±(p) =0 ū±(p)/p = 0, (B.2)

where ⌫±(p) and u±(p) are the wave functions associated with outgoing anti-fermions and

fermions respectively. For this case the wavefunctions are related as u± = ⌫⌥ and ⌫̄± = ū⌥.

The two independent solutions of the Dirac equations can be written as

⌫+(p) =

 
|p]a
0

!
, ⌫�(p) =

 
0

|piȧ

!
(B.3)

and

ū�(p) =
⇣
0 hp|ȧ

⌘
, ū+(p) =

⇣
[p|a 0

⌘
(B.4)

where the angle and square spinors are 2-component spinors that satisfy the massless Weyl

equation.

– 20 –
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Spinor Helicity Quantum Gate

Decompositions

B.1 Dirac and helicity spinor correspondence

The following demonstration of the correspondence between Dirac spinors and Heli-

city spinors. Fermion and anti-fermion spinors satisfy the Dirac equations such

that [92],

(/p+m)u(p) = 0, (−/p+m)ν(p) = 0. (B.1.1)

where both equations have independent solutions which can be labelled by subscripts

s = ±. One can move to a basis where the ± denotes spin up/down along the z-

axis, by ensuring that spinors u± and ν± are eigenstates of the z-component of the

spin-matrix in the rest frame. For massless fermions, ± denotes the helicity, the

projection of the spin along the momentum of the particle. These spinors are also

associated with the conventional Feynman rules for external fermions, e.g. ν±(p) for

an outgoing anti-fermion and ū±(p) for an outgoing fermion.
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For the massless case, the Dirac equations reduce to

/pν±(p) =0 ū±(p)/p = 0, (B.1.2)

where ν±(p) and u±(p) are the wavefunctions associated with outgoing anti-fermions

and fermions respectively. For this case the wavefunctions are related as u± = ν∓

and ν̄± = ū∓. The two independent solutions of the Dirac equations can be written

as

ν+(p) =

|p]a
0

 , ν−(p) =

 0

|p〉ȧ

 (B.1.3)

and

ū−(p) =
(

0 〈p|ȧ
)
, ū+(p) =

(
[p|a 0

)
(B.1.4)

where the angle and square spinors are 2-component spinors that satisfy the massless

Weyl equation.

The bispinor form of the momenta can be shown by considering [92]

6 p =

 0 paḃ

pȧb 0

 (B.1.5)

where

paḃ ≡ pµ(σµ)aḃ =

−p
0 + p3 p1 − ip2

p1 + ip2 −p0 − p3

 (B.1.6)

and similarly, pȧb ≡ pµ(σ̄µ)ȧb.

The momentum bispinors paḃ and p
ȧb are 2× 2 matrices with determinant

det(p) = −pµpµ = m2. (B.1.7)
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and in terms of the Bra-ket helicity spinors they are given by

paḃ = −|p]a〈p|ḃ, p
ȧb = −|p〉ȧ[p|b. (B.1.8)

B.2 Helicity amplitude gate decompositions

• Ua〉 gate

– The Ua〉 takes the form of a conventional U3 rotation gate,

Ua〉 = U3(θ, φ, λ) =

 cos
(
θ
2

)
−eiλ sin

(
θ
2

)
eiφ sin

(
θ
2

)
ei(φ+λ) cos

(
θ
2

)
 . (B.2.1)

Therefore, the circuit representation is just a qiskit U3 rotation,

C Helcity Amplitude Gate Decompositions

• Uai Gate

– The Uai takes the form of a conventional U3 rotation gate,

Uai = U3(✓, �, �) =

 
cos
�
✓
2

�
�ei� sin

�
✓
2

�

ei� sin
�
✓
2

�
ei(�+�) cos

�
✓
2

�
!

. (C.1)

Therefore, the circuit representation is just a qiskit U3 rotation,

=

Uai U3(✓,�,�)

• Ua] Gate

– The Ua] has the matrix form,

Ua](✓, �, �) =

 
�e�i� sin

�
✓
2

�
e�i(�+�) cos

�
✓
2

�

cos
�
✓
2

�
e�i� sin

�
✓
2

�
!

(C.2)

Therefore, this gate has the circuit representation,

=

Ua] U3(✓,�⇡��,⇡��)

• Uhb Gate

– The Uhb has the matrix form,

Uhb(✓, �) =

 
�ei� sin

�
✓
2

�
cos
�
✓
2

�

cos
�
✓
2

�
e�i� sin

�
✓
2

�
!

(C.3)

Therefore, this gate has the circuit representation,

=

Uhb U3(⇡�✓,�⇡��,��) U3(0,0,�+⇡) U3(0,0,�+⇡)
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• Ua] gate

– The Ua] has the matrix form,

Ua](θ, φ, λ) =

−e
−iλ sin

(
θ
2

)
e−i(φ+λ) cos

(
θ
2

)
cos

(
θ
2

)
e−iφ sin

(
θ
2

)
 (B.2.2)

Therefore, this gate has the circuit representation,
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– The Uai takes the form of a conventional U3 rotation gate,
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!
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Therefore, the circuit representation is just a qiskit U3 rotation,

=

Uai U3(✓,�,�)

• Ua] Gate

– The Ua] has the matrix form,
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�
!

(C.2)

Therefore, this gate has the circuit representation,

=

Ua] U3(✓,�⇡��,⇡��)

• Uhb Gate

– The Uhb has the matrix form,

Uhb(✓, �) =

 
�ei� sin

�
✓
2

�
cos
�
✓
2

�

cos
�
✓
2

�
e�i� sin

�
✓
2

�
!

(C.3)

Therefore, this gate has the circuit representation,

=

Uhb U3(⇡�✓,�⇡��,��) U3(0,0,�+⇡) U3(0,0,�+⇡)
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• U〈b gate
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– The U〈b has the matrix form,

U〈b(θ, φ) =

−e
iφ sin

(
θ
2

)
cos

(
θ
2

)
cos

(
θ
2

)
e−iφ sin

(
θ
2

)
 (B.2.3)

Therefore, this gate has the circuit representation,

C Helcity Amplitude Gate Decompositions

• Uai Gate

– The Uai takes the form of a conventional U3 rotation gate,
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�
✓
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�
✓
2

�

ei� sin
�
✓
2

�
ei(�+�) cos

�
✓
2

�
!

. (C.1)

Therefore, the circuit representation is just a qiskit U3 rotation,

=

Uai U3(✓,�,�)

• Ua] Gate

– The Ua] has the matrix form,
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�
e�i(�+�) cos
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(C.2)

Therefore, this gate has the circuit representation,

=

Ua] U3(✓,�⇡��,⇡��)

• Uhb Gate

– The Uhb has the matrix form,

Uhb(✓, �) =

 
�ei� sin

�
✓
2

�
cos
�
✓
2

�

cos
�
✓
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�
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Therefore, this gate has the circuit representation,

=

Uhb U3(⇡�✓,�⇡��,��) U3(0,0,�+⇡) U3(0,0,�+⇡)

– 21 –
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• U[b gate

– The U[b has the matrix form,

U[b(θ, φ) =

 cos
(
θ
2

)
e−iφ sin

(
θ
2

)
−eiφ sin

(
θ
2

)
cos

(
θ
2

)
 (B.2.4)

Therefore, this gate has the circuit representation,

• U[b Gate

– The U[b has the matrix form,

U[b(✓, �) =

 
cos
�
✓
2

�
e�i� sin

�
✓
2

�

�ei� sin
�
✓
2

�
cos
�
✓
2

�
!

(C.4)

Therefore, this gate has the circuit representation,

=

U[b U3(✓,�⇡+�,⇡��)

D Helicity Amplitude Calculation Circuit Diagrams and Further Results

D.1 1 ! 2 Amplitude Calculation

Here we present the detailed circuit diagram for the q ! gq process, shown in Fig. ??, which

is implemented using the helicity amplitude gate decompositions outlined in Appendix ??.

This demonstrates the simplification achieved by using fully contracted helicity amplitudes

in the calculation, with a scalar product calculated on each qubit. The first slice in the

circuit diagram calculates the positive helicity, controlling from the h register in the |1i
state. The second slice controls from the h register in the |0i state and calculates the

negative helicity process. A superposition of both the positive and negative processes,

and thus the full amplitude, is achieved by implementing a Hadamard gate on the helicity

qubit, h.

q1 Uqi Uhpf
Upi Uhpf

q2 Up] U[pf
Uq] U[pf

q3 Upi Uhq Up] U[q

h

Figure 10: Explicit circuit for q ! gq helicity amplitude calculation, using gate decom-

positions outlined in Sec. ??. The amplitude for the process is calculated on the qi qubits,

which are controlled from the helicity register. The qi qubits are then measured by the

quantum computer.

In Fig. ??, a comparison between the output of the IBM Q Santiago 5-qubit Quantum

Computer [? ] and the IBM Q 32-qubit Quantum Simulator [? ] run with the Santiago

device’s noise profile is presented. The quantum computer has been run for 100 runs of

8192 shots, giving a total of 819,200 shots on the circuit and the simulator has been run

– 22 –
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