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Abstract

The United Kingdom aims for a 78% reduction in greenhouse gas emissions by 2035,

with a specific carbon budget for 2033–2037. Despite rising CO2 emissions from

2021 to 2022 due to increased energy demands, this thesis presents novel strategies

to reduce residential electricity consumption, a major emissions driver. It addresses

two critical gaps in energy management:

First, it develops a feature extraction methodology using machine learning and deep

learning for accurately classifying high-power household appliances with smart meter

data. Traditional methods often require complex setups or large datasets, leading to

intrusiveness and implementation challenges. This research introduces the Spectral

Entropy – Instantaneous Frequency (SE-IF) method, effective with limited datasets

and enhancing usability (Chapter 3).

Second, it proposes an optimisation model that intelligently schedules household

appliance usage to balance costs, emissions, and user comfort, incorporating renew-

able energy and battery storage systems. Existing scheduling techniques typically

overlook significant CO2 reductions and user comfort. The thesis utilises the Multi-

objective Immune Algorithm (MOIA) to demonstrate this model’s effectiveness,

achieving a 9.67% cost reduction and a 16.58% decrease in emissions (Chapter 5).

Chapters 4 and 5 further detail how the SE-IF method, paired with a Bidirectional

Long Short-Term Memory (BiLSTM) network, achieves a 94% accuracy in identifying

appliances from aggregated data and applies the multi-objective optimisation in

various scenarios.

This research advances the integration of energy efficiency, environmental sustainab-

ility, and user-centric solutions in smart homes, contributing significantly to national

goals of reducing energy consumption and emissions.
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Chapter 1

Introduction

1.1 Research relevance

The current era is moving towards incorporating smart technologies in household

energy management to address the challenges of energy sustainability. The emphasis

is on improving energy efficiency and minimising the environmental impact associated

with household energy consumption.

Recent advancements in smart technologies have significantly contributed to the

evolution of household energy management. In the UK, the deployment of smart

technologies in the energy sector is seen as a significant stride towards reducing

energy management costs and enhancing energy efficiency. The UK government,

along with Ofgem, has outlined plans to use smart technologies to aid consumers in

reducing their bills and boosting energy efficiency through demand shifting. This

initiative, aimed at unleashing the full potential of smart systems and flexibility

in the UK’s energy sector, is projected to reduce the costs of managing the energy

system by up to £10 billion annually by 2050 [1]. Moreover, the global adoption

rate of home energy management systems has increased by 17% between 2022 and

2023, driven by a projected annual increase of 0.3% in domestic energy consumption

by 2030 [1].
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To support this, small-scale demand side response (DSR) practices are emerging

as a key component in the UK, where they enhance the flexibility of the grid and

offer economic incentives to consumers. With the integration of smart technologies,

consumers can use automated systems or direct load control to shift usage, utilising

appliances like storage heaters and immersion heaters that can be retrofitted for

dynamic DSR services. The advancement in electric vehicles, domestic battery

storage, and heat pumps also opens avenues for additional shiftable loads, potentially

contributing to significant peak demand reductions as forecasted in scenarios such

as National Grid’s ’Gone Green’ [2]. These developments underscore the potential of

smart technologies in demand shifting, aligning consumer behavior with grid needs

for a more efficient energy system.

Various technological components such as advanced sensors, bi-directional communic-

ation, advanced metering infrastructure, energy storage systems, smart appliances,

and home area networks have been foundational in advancing smart home energy

management. These technologies enable more precise control and monitoring of

energy usage [3]. Countries like the United States, United Kingdom, and Germany

are diving into in-depth research on intelligent power utilization and Home Energy

Management Systems (HEMS), reflecting a growing interest in using smart grid

technology to tackle rising residential energy consumption [4]. The potential of DSR,

facilitated by these smart technologies, represents a transformative shift towards a

more responsive and efficient energy landscape, where consumer engagement and

technology adoption converge to meet the evolving demands of the energy sector.

At the global level, the commitment to reducing carbon emissions is underscored

by agreements in international forums like the COP26 conference. The conference

saw nearly 200 countries adopting the Glasgow Climate Pact, aiming to significantly

reduce CO2 emissions and limit global temperature increases, demonstrating a unified

global effort towards climate action [5, 6].

The integration of Renewable Energy Sources (RES) and Battery Storage Systems

(BSS) in domestic settings is an important step towards achieving energy sustain-
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ability. These integrations promise not only cost savings but also improvements in

grid reliability and environmental conservation.

Despite the substantial advancements in technology geared towards HEMS, several

challenging issues remain to be addressed:

1. Enhancing the capabilities of smart energy management systems:

A significant challenge is the development of methods for disaggregating the

energy load of household appliances that are non-intrusive and cost-effective.

Presently, accurate identification often requires multiple sensors or meters,

which can be invasive, costly, and complex, diminishing the user’s experience

and willingness to participate. Moreover, these methods typically do not offer

incentives for consumers to adjust their energy consumption habits. Achieving

universal deployability is another layer of difficulty, as such systems need to

function reliably across diverse domestic environments.

2. Accounting for CO2 emissions in user feedback: Incorporating real-time,

grid-specific CO2 emissions data is difficult because the carbon intensity of

electricity varies constantly with the changing share of renewable sources. In

addition to the technical aspects, consumers must be educated on the envir-

onmental impact of their consumption in a way that is both understandable

and motivational. Standardising this communication and accounting for car-

bon emissions remains unresolved due to its complexity and the need for an

approach that can be widely accepted and implemented.

3. Integration of RES and BSS with optimisation algorithms for ap-

pliance scheduling: This is challenging due to the unpredictable nature of

renewable energy supply, the limitations of battery storage technology, and

the need for algorithms that can quickly adapt to these variables while ensur-

ing grid stability and consumer satisfaction. The complexity of scaling these

solutions to accommodate different grid systems and regulatory frameworks
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has kept these problems unsolved, despite ongoing research and the rapidly

evolving landscape of energy technology and consumer expectations.

The subsequent section outlines the objectives formulated to address the identified

challenges in household energy management. These objectives aim to provide solu-

tions that contribute to the broader goal of energy sustainability and environmental

conservation, aligning with the global ambition of transitioning towards a more

sustainable and energy-efficient HEMS.

1.2 Thesis objectives

This thesis aims to develop an algorithm for identifying high-energy-use appliances

from smart meter data with minimal user impact and to construct an optimisation

model for appliance scheduling that balances cost, emissions, and comfort, integrating

renewable energy and battery storage. Details of the objectives are as follows:

• Objective 1: Develop a methodology for extracting features that capture key

characteristics from power consumption data, using information from current

smart meters, to enable precise appliance classification. This approach aims

to minimise household disruption and negate the need for extra devices, thus

reducing complexity and cost for consumers. The objective focuses on creating

algorithms for accurate appliance identification, ensuring stable performance

across various environmental conditions. Validation will involve simulations

with existing datasets to prove the algorithm’s ability to identify appliance us-

age patterns without direct hardware monitoring. The algorithms are designed

for versatile deployment, allowing for both real-time, online processing and

offline analysis, depending on the smart meters’ connectivity options. Machine

learning techniques are integral to the algorithmic design, enabling implement-

ation in software that operates on the existing smart meter infrastructure.
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• Objective 2: Design an algorithm to precisely detect instances of high energy

use by appliances within aggregated household energy data. This algorithm will

address challenges such as varying appliance characteristics, simultaneous usage

patterns, and data irregularities. It will be flexible to suit different household

energy profiles, ensuring reliable performance across diverse environments. The

validation phase will involve tests with various scenarios to accurately represent

household energy consumption patterns. Furthermore, this objective entails

integrating the detection algorithm with the classification algorithm to enhance

overall system efficiency and offer actionable energy-saving tips and allow ways

to optimise household energy consumption.

• Objective 3: Develop a multi-objective optimisation model for the effective

scheduling of household appliances, which takes into account cost savings, CO2

emission reduction, and user discomfort (changing appliance operation times),

alongside the integration of RES and BSS. This model aims to provide an

optimisation framework that minimises expenses and emissions and maintains

user comfort, thereby encouraging the adoption of sustainable technologies and

contributing to a more resilient and eco-friendly energy system.

1.2.1 Thesis outline

This thesis is structured to address the research objectives and present the original

contributions. The organisation is as follows:

• Chapter 2: Background and Literature Review

– Discussion of literature on appliance classification and scheduling.

– Synthesis of the current state of research and technology.

• Chapter 3: Addressing Objective 1

– Presentation of an algorithm for limited data scenarios.
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– Introduction of a methodology for appliance classification.

– Original Contribution: Development of an appliance classification meth-

odology with limited data.

• Chapter 4: Addressing Objective 2

– Introduction of an algorithm designed to identify appliances with high

energy consumption within aggregated household energy data.

– Validation of the algorithm across various scenarios to ensure reliability.

– Original Contribution: Creation of an algorithm capable of discerning

individual appliances from aggregated household energy data.

• Chapter 5: Addressing Objective 3

– Development of a multi-objective optimisation model for appliance schedul-

ing.

– Consideration of cost, CO2 emissions, and user comfort in energy man-

agement.

– Integration approach for RES and BSS.

– Original Contribution: Multi-objective optimisation model that aligns

cost savings, emission reduction, and user comfort with sustainable tech-

nology integration.



Chapter 2

Literature Review

2.1 Introduction

The United Kingdom has set forth an ambitious objective of achieving a staggering

78% reduction in Greenhouse Gas emissions by the year 2035, in comparison to

the levels recorded in 1990 [7]. Aligned with the guidance provided by the Climate

Change Committee, the sixth Carbon Budget defines a specific threshold for the

quantity of greenhouse gases released over a span of five years, from 2033 to 2037. The

stipulations of the Carbon Budget are poised to sustain the UK’s trajectory towards

mitigating its impact on climate change, maintaining alignment with the temperature

objectives set forth by the Paris Agreement. This includes the imperative to curtail

global temperature increase to levels significantly below 2°C, with dedicated efforts

aimed at attaining a more ambitious target of 1.5°C [8].

However, the topic of carbon dioxide (CO2) emissions within the energy supply

sector experienced an unexpected surge, registering a 1.7% increase (equivalent to

1.4 million tonnes) during the period spanning 2021 to 2022. This upward trend

can be attributed to the relaxation of pandemic-related restrictions, subsequently

driving higher demand for certain fuels and thereby amplifying emissions originating

from their production and distribution [9]. This surge in CO2 emissions, caused by
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fossil fuel utilisation in the energy supply sector, stands in contrast to long-standing

trends that exhibited a decline of 70.6% since 1990 and 8.2% since 2019 [10].

Notably, the electricity and heat sector emerges as a focal point, contributing a

substantial 99.3 million tonnes to the overall CO2 emissions production in the UK,

accounting for 20.55% of the total. On a global scale, this sector’s contribution

stands at 15.83 billion tonnes, encompassing 31% of the worldwide CO2 emissions

production [11].

For these reasons, it is important to direct attention to the electricity supply sector,

not only within the UK but globally as well. Within this sector, residential electricity

consumption holds substantial significance [12]. Consequently, the exploration of

strategies aimed at promoting environmentally conscious household consumption

behaviours becomes a matter of high importance.

Amidst the continuous spread of smart home technologies and methodologies, the

present era presents an important opportunity to use them for environmental benefits.

Concurrently, the increasing adoption of renewable energy sources (RES) at home

further expands the potential benefits. According to [13], giving consumers direct and

timely information about their energy consumption can lead to an energy reduction

of approximately 5% to 20%. This feedback mechanism involves providing detailed

insights into energy usage patterns, costs, and potential savings. Nevertheless, a

significant portion of users lacks this necessary information to make informed de-

cisions that would facilitate behavioural changes in their daily consumption patterns,

aligned with the previously mentioned goals.

The purpose of appliance detection is to identify moments of high energy consumption

within a household, signaling the use of power-intensive devices. Following this,

appliance classification determines which appliances are in operation. Together,

these processes are key for dissecting and understanding user behaviour in relation

to energy usage. By mapping out which appliances contribute most significantly to

energy consumption and at what times, it becomes feasible to offer recommendations

for energy use optimisation. This might include suggestions for shifting the use of
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Figure 2.1: An Efergy energy monitor transmitter (red circle) that
takes readings with a CT sensor (yellow circle) in an electricity box.

certain appliances to off-peak hours, where energy is cheaper and potentially greener,

or proposing more energy-efficient practices.

When tackling these tasks, several challenges emerge. One major challenge is dis-

cerning user patterns and behaviours without relying on complex and intrusive

equipment that can be highly expensive, like individual energy monitoring plugs for

each appliance. To circumvent the need for such specialised equipment, one could

employ a more economical and efficient approach, such as the use of energy monitors

that allow for online monitoring, or smartphone apps that connect to smart meters,

among others. These devices and services offer a comprehensive monitoring solution,

capable of tracking multiple appliances through a single point of measurement. For

instance, as illustrated in Fig. 2.1, an Efergy energy monitor transmitter can be

installed within an electricity box to transmit consumption data to a hub receiver.

This setup enables consumption monitoring over the internet.

Unlike conventional smart home technologies such as Amazon’s Alexa or Apple’s
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HomeKit, which primarily rely on user input and smart devices to control and

monitor home appliances, Non-Intrusive Load Monitoring (NILM) offers a distinct

approach by passively analysing a single point of electrical data to deduce which ap-

pliances are in use and their consumption patterns. NILM techniques do not require

each appliance to be ’smart’ or connected to a network; instead, they infer appli-

ance activity through different algorithms that dissect the aggregate energy signal

from a household’s main electrical feed. This allows for a more seamless integration

into existing homes, avoiding the need for extensive retrofitting with smart plugs

or individual appliance sensors. Furthermore, NILM’s ability to classify appliances

and their usage patterns enables it to provide more details and recommendations for

energy efficiency, beyond simple remote control or monitoring functions offered by

smart home platforms.

While this thesis focuses on the application of NILM techniques and the benefits of

energy monitoring for scheduling appliances to enhance energy efficiency and reduce

costs, it’s important to acknowledge that cyber security and data privacy concerns

associated with these technologies are important. However, the detailed exploration

of cyber security measures and vulnerabilities related to NILM systems and energy

monitors falls outside the scope of this study. Future research should address these

security aspects to ensure the safe and secure implementation of energy management

systems.

This chapter presents the literature review of the fundamental principles of NILM

techniques, along with the methodologies used for energy disaggregation. It explores

their application not only for appliance classification and scheduling at the household

level but also across various sectors. This chapter establishes the background for the

subsequent chapters, providing essential knowledge for the upcoming discussions.
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2.2 Appliance types

Historically, the categorisation of household appliances has been a focal point for

researchers, who distinguish them based on their distinct operational behaviours, as

referenced in various literature [14–16].

Type I Appliances: On-Off Dynamics – These are the most prevalent appli-

ances within the domestic setting, operating on a binary on-off principle. Ex-

amples include everyday items such as toasters, light bulbs, and water pumps,

which are either fully operational or completely inactive.

Type II Appliances: Finite State Machines (FSM) – Appliances in this cat-

egory cycle through several distinct operational states. They exhibit a consist-

ent sequence of stages that is typically repeated within the household’s daily

or weekly routine. Washing machines and clothes dryers are prototypical FSM

appliances, undergoing a series of programmed stages during each use.

Type III Appliances: Continuously Variable Devices – This category encom-

passes appliances with a variable power demand that does not follow a periodic

pattern of state changes or power levels. Examples include appliances with

adjustable settings like dimmer lights and various power tools, where power

usage varies with the task and user input.

Type IV Appliances: Constant Operation Devices – Characterised by their

uninterrupted operation, these devices maintain a near-constant power draw

throughout the day and night. Notable examples are essential safety devices

such as hard-wired smoke alarms and some external power supplies that are

designed for persistent operation.

Building upon the outlined appliance types, the subsequent section will discuss

various classification techniques used to classify household appliances.
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2.3 NILM: Introduction

The concept of Non-Intrusive Load Monitoring (NILM) was first introduced by G.

Hart in 1992 [17]. He defined a non-intrusive appliance load monitor as designed to

monitor an electrical circuit containing multiple appliances that switch on and off

independently, using various means such as voltage, current, or power. Since then,

numerous researchers have worked in this subject, building upon Hart’s foundational

work and incorporating their perspectives. The NILM process includes the following

steps:

1. Data Acquisition and Processing: This step involves the collection of

electrical consumption data from the household’s main supply using a single

monitoring device. The data, which could be power, voltage and/or current,

are processed to eliminate noise and normalise signals for analysis.

2. Event Detection: The system scans the processed data for significant changes

or ’events’ indicating a switch in the electrical load, suggesting an appliance’s

activation or deactivation. These events are identified by notable variations in

electrical parameters such as power or current.

3. Feature Extraction: After detecting events, specific features from the load

signatures are extracted, which can include changes in power consumption and

characteristics of steady-state operation and transient behaviour. These fea-

tures assist in distinguishing between different appliances and their operational

states.

4. Load Identification: With the extracted features, this phase involves using

algorithms, often incorporating machine learning or deep learning, to classify

and identify individual appliances from the aggregated data, determining the

active appliances at any given time.

5. Demand Side Management Platform: The insights from the NILM pro-

cess are integrated into a platform that provides actionable recommendations
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for energy consumption optimisation. This platform may suggest scheduling

adjustments, recommend energy-efficient usage patterns, or automate energy-

saving actions, enhancing household energy management.

In the evolving field of NILM, a diverse array of strategies has been explored to

enhance the accuracy and efficiency of appliance recognition and classification.

While the primary focus of this chapter is on machine learning and deep learning

techniques for NILM in appliance classification, it is important to acknowledge the

work that does not employ these methods. Prior to the widespread adoption of

ML and DL in NILM, researchers like Z. Zhang et al. [15], G. Bucci et al. [18], W.

Wichakool et al. [19], S. Bhattacharjee et al. [20], and C. Po-An et al. [21], have

made several contributions by exploring the complexities of appliance identification

through their unique electrical consumption patterns. These studies introduced

various innovative approaches, including:

• Utilising Voltage-Current (V-I) trajectory data combined with Agglomerat-

ive Hierarchical Clustering to improve the identification accuracy for specific

appliance types. [15]

• Incorporating both time and frequency domain analyses of current data to

develop nuanced classification algorithms. [18]

• Integrating current waveforms with harmonic analysis to create mathematical

estimators for appliance characterisation. [19]

• Analysing a blend of voltage, power, and current data to devise algorithms

capable of identifying appliances through their electrical signatures. [20]

• Employing probability models that consider a range of electrical parameters,

including active and reactive power, harmonics, and power factor, for refined

appliance classification. [21]
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These methodologies, while not directly using machine learning or deep learning,

prove the significance of understanding the diverse electrical signatures of appliances

and allow for the integration of other computational techniques.

In the following sections of this literature review, the focus will shift towards the

exploration and evaluation of machine learning and deep learning techniques within

NILM research. This transition marks a progression from traditional analytical

models to more advanced, data-driven approaches that promise enhanced accuracy,

scalability, and adaptability in appliance classification and scheduling. The following

sections will discuss:

• Machine Learning in NILM: Examination of various machine learning

methodologies that have been adapted for NILM purposes, discussing their

strengths, limitations, and applications.

• Deep Learning in NILM: Exploration of how deep learning architectures,

such as Recurrent Neural Networks (RNNs), are revolutionising NILM by

offering unprecedented levels of pattern recognition and predictive analytics.

By reviewing these advanced computational strategies, this chapter aims to showcase

the current state of the art in NILM and propose directions for future research that

could further use the capabilities of machine learning and deep learning to address

the challenges in appliance classification and scheduling.

2.4 NILM: Machine learning algorithms for

classification

Machine learning is a method for identifying patterns and making predictions, which

are particularly useful in NILM. NILM aims to determine which appliances are using

how much energy in a building without installing sensors on each device. This task
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is complex because it involves analysing a single energy consumption signal to figure

out the contributions of multiple appliances.

Machine learning helps tackle this by learning from past energy usage data. It looks

at the unique ways different appliances use electricity and uses this information to

break down the total energy signal into parts attributed to each appliance. This

approach has made it easier to identify individual appliances’ energy usage accurately,

providing important information for energy management.

However, applying machine learning to NILM is challenging. Appliances can vary

widely in how they use energy, people’s energy usage can change, and the data can

be noisy. Also, building effective machine learning models for NILM requires a lot

of good-quality data.

Despite these challenges, machine learning holds great potential for improving NILM

by making energy consumption data more detailed and useful. This section will

cover how machine learning is used in NILM, focusing on the methods being applied,

the progress made so far, and what the future might hold for this field.

2.4.1 Machine learning: Fundamental principles

Machine learning, a fundamental aspect of artificial intelligence, employs algorithms

enabling computers and systems to learn from data. This learning process improves

their capability in tasks such as classification, prediction, and decision-making, be-

coming more precise with time. The core of machine learning is the model training

phase, during which algorithms repeatedly examine datasets to identify patterns,

correlations, and the organization within the data. [22].

Machine learning can be broadly categorised into three types [23]:

• Supervised learning: This type involves algorithms learning from a labeled

dataset, which serves as a guide to predict outcomes or classify new data.
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Figure 2.2: Types of machine learning.

The process includes adjusting internal parameters to minimize errors dur-

ing the training, with techniques like cross-validation ensuring the model’s

generalization to new, unseen data. Common supervised learning algorithms

include neural networks, naive bayes, linear regression, and support vector

machines [24].

• Unsupervised learning: Unsupervised learning algorithms analyze and cat-

egorize unlabeled data to find patterns or intrinsic structures. This type is

ideal for exploratory data analysis, customer segmentation, and dimensional-

ity reduction, with methods like principal component analysis and k-means

clustering being widely used [25].

• Semi-supervised learning: A blend of supervised and unsupervised learning,

it uses a small amount of labeled data alongside a larger set of unlabeled data.

This approach is beneficial when acquiring labeled data is costly or when the

labeled data is insufficient for comprehensive training.

In addition to the main types, other important concepts in machine learning help

improve model performance:

• Feature Engineering: Involves choosing, tweaking, or creating new features
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from original data to enhance machine learning model performance. Effective

feature engineering can significantly boost model accuracy and efficiency.

• Model Evaluation and Selection: Methods such as cross-validation, ROC

curves, and confusion matrices are utilised to assess machine learning model

performance. These techniques aid in selecting the most appropriate model

for a specific task by analysing their performance.

• Ensemble Methods: This approach combines multiple models to enhance

predictive performance. Common techniques include boosting, bagging, and

stacking, each employing a distinct method for model integration.

• Bias-Variance Tradeoff : Describes the balance between bias error (mistakes

from incorrect assumptions) and variance error (mistakes from sensitivity to

small changes in training data). Achieving the right balance is crucial for

developing models that perform well on new data.

• Regularisation: Techniques like L1 and L2 regularisation are applied to

prevent overfitting by penalising large coefficients, ensuring models remain

simpler and more robust.

Classification and classifiers

A classifier is a tool in machine learning that sorts data into groups or ’classes’ based

on their features. It looks at input data and decides which group it fits into best. In

NILM, classifiers are very important as they look at the data about electricity use

and figure out which appliances are being used at any moment.

During the literature review conducted for this thesis, a deliberate focus was placed

on identifying and analysing the machine learning methods most frequently employed

within NILM. The methods selected for in-depth review, namely Naive Bayes, Linear

Discriminant Analysis, Decision Trees, and K-Nearest Neighbors, stand out as the

most cited and discussed techniques in NILM research. This prevalence in the
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literature suggests their acceptance and utility within the NILM community and

highlights their suitability for addressing the unique challenges posed by NILM tasks.

• Naive Bayes: Often chosen for its simplicity and efficiency in handling large

datasets, making it well-suited for real-time NILM applications where rapid

decision-making is critical.

• Linear Discriminant Analysis: Employed for its ability to reduce dimen-

sionality while maintaining the class separability, which is crucial in NILM for

distinguishing between appliances with overlapping energy usage profiles.

• Decision Trees: Valued for their interpretability and ease of use, Decision

Trees can effectively model non-linear relationships typical in appliance energy

consumption patterns.

• K-Nearest Neighbours: Preferred for its intuitive approach and flexibility,

KNN can be particularly effective in NILM for identifying similar consumption

patterns among different appliances.

In [26], P. Adjei et al. generated binary labels for various appliance signatures by

identifying on-off states and incorporated them as features within a naive bayes

model.

Meanwhile, in [27], Y. Jimenez et al. extracted current, harmonic components

of current, active power, fundamental reactive power, fundamental power factor,

and total harmonic distortion of current from the signal. These extracted features

were subsequently employed in a discriminant analysis algorithm to accomplish load

disaggregation.

In [28], H. Alyammahi and P. Liatsis employed time domain statistical features for

feature extraction, while utilised bagged trees as the classification algorithm for non-

intrusive appliance identification, focusing on enhancing classification performance.

J. M. Gillis et al. undertook research in [29], utilising wavelet functions to match
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load patterns and employed decision trees as the classification method, aiming to

identify appliances by analysing load patterns.

In [30], M. M. R. Khan et al. investigated activity patterns in the electrical signal

and employed K-nearest neighbours (KNN) as the classification method, with the

goal of identifying appliances based on their distinctive signal activity. Similarly,

in [31], T. Bernard et al. considered various electrical parameters, such as active

power, apparent power, reactive power, harmonics, and electromagnetic interference

signals, for appliance classification using the KNN approach too.

On a different take, A. Adabi et al. in [32] focused on creating instrumentation that

could identify appliances based on their harmonic patterns by using harmonics in

the electrical signal and applying the KNN classification method.

Lastly, Y. Lin and M. Tsai in [33] considered active power, reactive power, and

harmonics, utilising KNN to classify appliances, taking a comprehensive approach

by analysing multiple electrical parameters.

The selection of these methods is thus justified by their frequent mention in NILM

literature, reflecting their tested applicability and reliability in the field, and lso by

their inherent characteristics which align well with the challenges and requirements

of NILM tasks. This review will go into detail about each method, highlighting their

specific advantages and disadvantages.

2.4.2 Naive Bayes Classifier

The Naive Bayes (NB) classifiers belong is a probabilistic classifier. These algorithms

employ Bayes’ theorem as their foundational principle, which relates the conditional

and marginal probabilities of random events. The ’naive’ aspect of Naive Bayes comes

from the assumption that each feature (or predictor) in the dataset is independent

of all others [34–37].

For classification, Naive Bayes is used to find the probability of a label given some

observed features. For each label, the product of the likelihood of the label and the
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conditional probability of each feature given that label is calculated. The label with

the highest probability is the classification result.

A brief explanation of how it works is found as follows:

Bayes’ Theorem: A method for determining a probability given certain other

known probabilities. This theorem is expressed as follows:

P (A|B) = P (B|A)× P (A)
P (B) (2.4.1)

Here, P (A|B) is the probability of hypothesis A given the data B, P (B|A) is the

probability of data B given that the hypothesis A is true, P (A) is the probability of

hypothesis A being true (regardless of the data), and P (B) is the probability of the

data (regardless of the hypothesis).

In a Naive Bayes classifier, the objective is to maximise the posterior probability

P (y|x) of a class y given a feature vector x. This can be formulated using Bayes’

theorem as:

P (y|x) ∝ P (x|y) · P (y) (2.4.2)

where P (x|y) represents the likelihood of observing the feature vector x given the

class y, and P (y) is the prior probability of the class y.

Given the Naive Bayes assumption of independence between features, the likelihood

P (x|y) for a feature vector x = (x1, x2, . . . , xn) simplifies to:

P (x|y) =
n∏

i=1
P (xi|y) (2.4.3)

To prevent numerical underflow issues due to the multiplication of many small

probabilities, the log-likelihood is used, transforming the product into a sum:

log P (x|y) =
n∑

i=1
log P (xi|y) (2.4.4)

The expression for the posterior probability in log space is then given by:

log P (y|x) ∝ log P (y) +
n∑

i=1
log P (xi|y) (2.4.5)
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For the purpose of classification, the class y that maximizes log P (y|x) is selected:

ŷ = arg max
y

(
log P (y) +

n∑
i=1

log P (xi|y)
)

(2.4.6)

In NILM, each feature xi could represent a specific aspect of the electrical load data,

like power usage at a certain time, and y would correspond to an appliance or activity

pattern. The classifier uses these formulas to analyse the electrical load data and

determine the most probable appliance category based on the learned log-likelihoods

from training data.

Training process:

1. Data Preparation: Organise training data with correct class labels and

extracted features.

2. Class Priors Calculation: Compute the overall probability of each class in

the dataset.

3. Feature Likelihoods Calculation:

• For each class, calculate the probability of each feature given that class.

• Use frequency counts from the training data, applying smoothing tech-

niques to handle unseen features.

4. Model Synthesis: Combine class priors and feature likelihoods to form the

model.

5. Completion: The model can now predict the class for new instances by cal-

culating class probabilities and selecting the class with the highest probability.

Strengths:

• Simplicity and Speed: One of the primary advantages of the NB classifier

is its simplicity and computational efficiency. It provides rapid predictions for

both binary and multi-label classification tasks.
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• Effective with Limited Data: When the independence assumptions hold

true, NB often outperforms other, more complex models, even when the train-

ing dataset is relatively small.

• Dimensionality Reduction: The approach of estimating each conditional

characteristic distribution as a unique dimension contributes to dimensionality

reduction. This can significantly reduce issues related to high-dimensional data

and enhance overall performance.

Weaknesses:

• Dependency Assumption Violations: NB relies on the assumption of

feature independence. When this assumption is not met, the model’s accuracy

can significantly diminish, leading to suboptimal results.

• Inability to Adapt to Unseen Characteristics: If the testing dataset

includes characteristics that were not observed during the training phase, the

NB model will ignore these new attributes. This can result in inaccurate

predictions, as it cannot account for previously unseen patterns or data.

2.4.3 Linear Discriminant Analysis

The Linear Discriminant Analysis (LDA) algorithm serves as both a classifier and

a dimensionality reduction method. LDA aims to discover linear combinations of

variables that effectively discriminate among output variable classes. The primary

goal of LDA is to find a linear combination of features that best separates two or

more classes of objects or events. The resulting combination can be used as a linear

classifier or for dimensionality reduction before further classification. It also assumes

that the data is normally distributed, the classes have identical covariance matrices,

and the means of the distributions are different [38–40]. These assumptions are

fundamental for the optimal performance of LDA. Here’s a brief overview of how

LDA works:
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Process:

Between-Class Variance

The between-class variance quantifies the separation between class means and is

defined by the between-class scatter matrix SB:

SB = (µ1 − µ2)(µ1 − µ2)⊤ (2.4.7)

where µ1 and µ2 are the mean vectors of the two classes.

Within-Class Variance

The within-class variance represents the variance within each class, summed over all

classes, given by the within-class scatter matrix SW :

SW =
c∑

i=1
Si (2.4.8)

where Si is the scatter matrix for class i:

Si =
∑

x∈Xi

(x− µi)(x− µi)⊤ (2.4.9)

Here, Xi is the set of samples in class i, and µi is the mean vector of class i.

Objective Function

LDA seeks the projection w that maximizes the ratio of the between-class variance

to the within-class variance:

w = arg max
w

w⊤SBw

w⊤SW w
(2.4.10)

This can be framed as a generalised eigenvalue problem:

SBw = λSW w (2.4.11)

where λ are the eigenvalues.

Solution

The optimal projection direction w is found by solving the eigenvalue equation,

typically by inverting SW and multiplying by SB. The eigenvectors associated with
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the largest eigenvalues will be the directions that maximise class separability.

Strengths:

• Enhanced Performance in Isolated Classes: LDA demonstrates superior

performance, particularly in situations where the classification problem involves

well-separated and distinct classes.

• Reduced Computational Complexity: LDA contributes to lowering com-

putational costs by reducing the feature count, making it computationally

efficient.

Weaknesses:

• Limitation in Shared Mean Distributions: When the mean distributions

of different classes overlap or are shared, LDA faces challenges in generating

new axes that effectively separate these overlapping classes.

2.4.4 Decision Trees

The Decision Tree (DT) algorithm is a classification method where an internal node

represents a feature (or attribute), the branch represents a decision rule, and each

leaf node represents the outcome. The topmost node in a tree is known as the root

node [41–43]. In DTs, the goal is to partition the data into subsets that are as pure

as possible. The purity of a node is measured using metrics such as Gini Impurity

or Entropy. Here’s an overview of how DTs work [44]:

Gini Impurity

Gini Impurity is a measure of how often a randomly chosen element from the set

would be incorrectly labeled:

Gini(p) = 1−
J∑

i=1
p2

i (2.4.12)

where pi is the proportion of samples that belong to class i within a node.
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Entropy:

Entropy measures the amount of information disorder or uncertainty in a set:

Entropy(p) = −
J∑

i=1
pi log2(pi) (2.4.13)

where pi is the proportion of samples belonging to class i within the node.

Information Gain

Information Gain is the criterion used to determine the best feature to split on at

each step:

IG(D, f) = I(D)−
m∑

j=1

Nj

N
I(Dj) (2.4.14)

where:

• IG(D, f) is the Information Gain of dataset D by feature f ,

• I(D) is the impurity measure of the dataset D,

• Dj is the subset of D for the j-th value of the feature f ,

• Nj is the number of samples in Dj,

• N is the total number of samples in D,

• m is the number of distinct values in feature f .

Splitting Criteria

At each node, the algorithm iterates over all features and considers all possible

thresholds to split the data. The split that results in the highest Information Gain

is chosen.

Stopping Criteria

The tree stops growing when one of the following conditions is met:

• A maximum depth of the tree is reached.

• The number of samples in a node is less than a predefined minimum.
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• No further improvement in impurity is achievable.

Pruning

Pruning involves removing parts of the tree that do not contribute significantly to the

decision-making process. It helps to reduce the complexity and prevent overfitting.

Strengths:

• Variable Selection: DT is proficient at identifying significant variables among

a large number of available variables.

• Robust to Outliers and Missing Values: Unlike some other models, DT

is less affected by outliers and missing data, making it suitable for data with

imperfections.

Weaknesses:

• Overfitting in Complex DTs: Complex decision trees tend to overfit the

training data, which can lead to suboptimal performance when dealing with

new, unseen data.

• Sensitivity to Small Data Variations: Even minor variations in the input

data can result in significantly different decision trees, potentially affecting the

model’s stability and interpretability.

2.4.5 K-nearest Neighbour

The K-nearest Neighbour (KNN) algorithm is a classification method that relies on

proximity to categorise individual data points. KNN works by finding the k closest

training examples in the feature space to a given test point. The classification of the

test point is then determined by a majority vote of its neighbours, with the test point

being assigned to the class most common among its k nearest neighbours [45–48]. It

works as follows:
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Choose the number of k

Select the number of neighbours (k). The choice of k is important - a small value of

k means that noise will have a higher influence on the result, whereas a large value

makes the computation expensive and may also include points that are too far away

in the classification.

Distance Metrics

To identify the k nearest neighbors, k-NN computes the distance between data points

using various metrics. The choice of distance metric can significantly influence the

algorithm’s performance.

• Euclidean Distance

The Euclidean distance between two points x and y in an n-dimensional space

is defined as:

d(x, y) =
√√√√ n∑

i=1
(xi − yi)2 (2.4.15)

where xi and yi are the i-th coordinates of points x and y, respectively.

• Manhattan Distance

The Manhattan distance, or city block distance, between x and y is given by:

d(x, y) =
n∑

i=1
|xi − yi| (2.4.16)

where |xi − yi| computes the absolute difference between the i-th coordinates

of the two points.

• Minkowski Distance

The Minkowski distance generalises the Euclidean and Manhattan distances

and is defined as:

d(x, y) =
(

n∑
i=1
|xi − yi|p

) 1
p

(2.4.17)

where p is a parameter that determines the distance metric’s behavior, and

|xi − yi|p computes the p-th power of the absolute difference between the i-th

coordinates.
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Voting Mechanism and Classification

Once the k nearest neighbors are identified, the algorithm uses a voting mechanism to

make predictions. In classification tasks, the predicted class is the one that receives

the majority of votes from the k nearest neighbors.

Strengths:

• Responsiveness to Real-time Changes: KNN adapts quickly to changes

in input data during real-time use, making it suitable for dynamic scenarios.

• Non-linearity Handling: KNN makes no assumptions about the data dis-

tribution, making it robust for classifying non-linear data patterns.

Weaknesses:

• Curse of Dimensionality: KNN’s performance deteriorates with high-dimensional

input data due to the curse of dimensionality. It tends to overfit and struggles

to provide accurate predictions.

• Consistent Feature Scaling: To apply a common distance metric for classi-

fication, KNN requires features to be on the same scale. Inconsistent scaling

can affect its performance.

• Sensitivity to Outliers: Outliers in the data can significantly influence

KNN’s decision boundaries since it relies on the distance between data points.

2.5 NILM: Deep learning methods for

classification

The previous section covered the application of machine learning techniques for

classification tasks, with an emphasis on NILM. The following discussion will shift

towards exploring more advanced techniques within the machine learning field.
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Deep learning is a machine learning technique that is inspired by the learning

processes of the human brain. It uses neural networks, which are a series of algorithms

capable of recognising patterns. These networks have many hidden layers of neurons

that process information, with each layer receiving an input, processing it, and

passing it to the next layer. With every passing layer, the original data is adjusted

by every neuron’s weight, allowing the network to learn more complex and abstract

features over time.

Artificial neural networks (ANN), including recurrent neural networks (RNN), rep-

resent one of the primary methods employed in the field of disaggregation, as they

possess the ability to learn the distinctive patterns and behaviours of household

appliances, enabling the identification of these appliances within aggregate power

data [49,50]. This approach contrasts with machine learning methods mentioned in

the previous sections, which rely more on statistical analysis and simpler decision-

making processes without the depth of pattern learning seen in ANNs and RNNs.

Although RNNs show many strengths, a significant weakness is their long-term

dependency due to the vanishing gradient problem. This problem occurs during

training when the gradient values of the loss function become very small compared

to the neural network’s weights. If the gradient parameters are multiplied by these

small gradients each time step, they become smaller, which can cause the model

to struggle to learn long-term dependencies accurately, thereby limiting the RNN’s

memory. In other words, as the network takes more steps, it will retain and take

into consideration less previous information each time. This issue is particularly

pronounced when analysing long sequences of data, such as power consumption by

household appliances over a period of time [51–53].

Previous work on deep learning for appliance classification

Numerous researchers have recognised the advantages of employing deep learning

techniques and have complemented them with distinctive feature extraction meth-

odologies for appliance classification objectives.
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In [54], S. Yaemprayoon and J. Srinonchat approached feature extraction by investig-

ating the potential of the Kurtogram method. Paired with a Multi-Layer Perceptron

(MLP) classifier, their research aimed to advance appliance classification through

the analysis of distinctive features.

Meanwhile, T. Wang and B. Yin [55], directed their attention towards current

waveforms. Within this research, a Back-Propagation Neural Network (BPNN)

was used as a tool for the classification of appliances, with a particular focus on

recognising and distinguishing them based on the unique signatures within their

current waveforms.

Shifting the focus to electrical power characteristics, [56] by S. Biansoongnern and

B. Plangklang used the capabilities of BPNN for appliance classification. Within

this domain, active power and reactive power were the key parameters of interest,

providing information for accurate classification.

H. Chang et al. [57] placed a strong emphasis on active power and reactive power

characteristics. This research took an interesting approach by combining Particle

Swarm Optimisation with BPNN. The objective was to enhance classification accur-

acy by using the power of optimisation techniques coupled with the capabilities of

neural networks.

In the topic of variant power signals, J. Kim et al. [16] employed the dynamic

abilities of Long Short-Term Memory neural networks for appliance classification.

This approach became particularly valuable when dealing with appliances exhibiting

fluctuating power consumption patterns.

J. Kelly and W. Knottenbelt [58] set their focus on active power and reactive power

dynamics. The research utilised LSTM neural networks in conjunction with Factorial

Hidden Markov Models for appliance classification. This approach not only enhanced

accuracy but also factored in the temporal dependencies present in the data.

Finally, A. G. Putrada et al. [59], took a data-driven approach by using power

data. Here, the research introduced a deep learning method for appliance classifica-
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tion, demonstrating significant improvements in accuracy compared to other neural

network models such as LSTM, RNN, CNN, and DNN.

2.5.1 Long Short-Term Memory (LSTM) Neural Network

Long Short-Term Memory (LSTM) neural networks are an advanced component of

deep learning, representing a significant step in the field of RNNs. These networks

excel in modeling long-term dependencies within sequential data, a key capability of

deep learning systems, making them highly effective in understanding and classifying

energy consumption patterns [60,61].

The distinguishing feature of LSTMs lies in their ability to selectively retain, forget,

or update information at each time step. This selective memory management makes

them exceptionally well-suited for tasks involving sequential data, where certain

information may be more relevant than other over extended periods [62,63].

As mentioned in the previous section, one of the key challenges in training deep

neural networks, especially RNNs, is the vanishing gradient problem. LSTMs address

the vanishing gradient problem by introducing a gated mechanism involving input,

output, and feedback loops within a memory cell [64]. This design allows error

gradients to flow back in time for a more extended duration compared to traditional

RNNs. Consequently, LSTMs are designed to capture complex temporal patterns,

making them useful for improving appliance classification accuracy in NILM. The

model is depicted in Fig. 2.3. The symbols in the diagram are defined as follows:

t Time step

X Input data

h Output

c Memory

σ Sigmoid activation function
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Figure 2.3: Diagram of a LSTM neural network layer [65].

tanh Hyperbolic tangent activation function

× Element-wise multiplication

+ Element-wise summation

Their capacity to maintain context and recognise long-range dependencies within

energy consumption data makes LSTMs a primary focus of this research. The

following chapter will review the strengths and weaknesses of LSTMs in the context

of appliance classification, highlighting their practical applications and limitations.

2.5.2 Bidirectional Long Short-Term Memory (BiLSTM)

Neural Network

Bidirectional Long Short-Term Memory (BiLSTM) networks represent a significant

enhancement of the conventional LSTM architecture, designed to empower RNNs
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with the ability to capture complex temporal dependencies. The fundamental dis-

tinction lies in the incorporation of bidirectional layers, a fundamental change that

improves the performance of RNNs [62].

At the core of BiLSTMs are bidirectional layers, which gives them the capability to

process sequences bidirectionally. In contrast to traditional LSTMs, which process

sequences in a unidirectional manner, BiLSTMs employ two parallel RNNs within

each layer. One of these RNNs processes the input sequence in a forward direction,

much like standard LSTMs. Simultaneously, the other RNN processes the same

sequence in reverse, starting from the end and moving backward [66,67]. This can

be seen in Fig. 2.4. The symbols in the diagram are defined as follows:

t Time step

X Input data

y Output

f Activation function

LST M LSTM layer

The strength of BiLSTMs comes from their ability to capture information from

both past and future time steps concurrently. The outputs from both the forward

and backward RNNs are then fused to form a representation of the input sequence.

This fusion can take place through concatenation, where the outputs are joined

together, or through summation, where they are added element-wise. This combined

representation allows the network to compile data from the entire sequence, allowing

the model to discern intricate patterns and dependencies [68].

When classifying time series data, such as energy consumption patterns, BiLSTMs

represent a versatile and robust tool. Accurate classification in this domain often

relies on the model’s ability to discern dependencies and patterns across multiple

time steps, including both historical and future contexts. BiLSTMs excel precisely

in this aspect, as their bidirectional architecture ensures that relevant information
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Figure 2.4: Diagram of the layers of a BiLSTM neural network [71].

from all parts of the sequence is considered when making classifications. The utility

of BiLSTMs in energy consumption classification extends to scenarios where the

consumption pattern is influenced by not only past behaviours but also anticipated

future changes. This wide review of the data enables the model to make predictions

that factor in the entire consumption trajectory [69,70].

2.6 Summary of classification techniques

Researchers have made significant progress in appliance classification through the

utilisation of machine learning and deep learning techniques. They have explored

many different features and methods, all aimed at improving accuracy and perform-

ance. A comprehensive overview of research highlighting various techniques and

their corresponding utilised features for their approaches to NILM can be found in

Table 2.1.

Traditional machine learning methods, such as NB, LDA, DT, and KNN, have been
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shown to be effective for appliance classification. These techniques have helped us

understand how to identify and categorise appliances based on various electrical

parameters.

Despite this, deep learning techniques have become very influential in this area.

Deep learning models, including MLP, BPNN, and LSTM, have become increasingly

popular and reliable in recent years. These models generally perform better than

traditional machine learning techniques, particularly for complex tasks like classifying

appliances, which involve detailed patterns and dependencies in electrical data.

Most research has focused on classifying appliances when there is extensive consump-

tion data available. But getting this data can be difficult, usually requiring special

equipment or infrastructure that isn’t easily accessible. Therefore, it’s important

to create a classification method for appliances that can be used in many different

situations without needing extra hardware investments from consumers or utility

companies.

There has been limited research on accurately classifying appliances using minimal

data. This opens up an opportunity to study different feature extraction techniques

that can effectively classify appliances with limited data, similar to the successes

reported in existing studies.

2.7 Appliance scheduling techniques

Appliance scheduling is a key feature in Home Energy Management Systems (HEMS).

It uses algorithms to create and apply the most effective schedules for using household

appliances, aiming mainly to achieve certain goals like cutting electricity costs for

users. Through smart control of when appliances are used, it can reduce energy bills,

improve energy efficiency, lower peak-load demands, and support sustainable energy

use, making it an important part of contemporary home energy management.

Studies have consistently shown substantial reductions in electricity costs, and these
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Ref. Features Methods
[15] V-I trajectory Agglomerative hierarchical cluster-

ing
[18] Current in time and fre-

quency domains
Mathematical algorithm

[19] Current waveform, har-
monics

Mathematical estimator

[20] Voltage, power, current C4.5 algorithm
[21] Active power, reactive

power, harmonics, power
factor

Probability model

[54] Kurtogram Multi-layer perceptron
[59] Power GRU-MF
[28] Time domain stats Bagged trees
[30] Activity in signal K-nearest neighbours
[31] Active power, apparent

power, reactive power,
harmonics, electromag-
netic interference signals

K-nearest neighbours

[55] Current wave form Back-propagation neural network
[16] Variant power signal LSTM
[29] Wavelet functions that

match load pattern
Decision trees

[56] Active power, reactive
power

Back-propagation neural network

[32] Harmonics K-nearest neighbours
[33] Active power, reactive

power, harmonics
K-nearest neighbours

[58] Active power, reactive
power

LSTM, Factorial HMM

[57] Active power, reactive
power

Particle Swarm Optimisation and
Back-propagation neural network

[26] Active power, reactive
power, power factor, har-
monics

Discriminant Analysis

[27] Time, power Naive bayes classifier

Table 2.1: Survey of features and methods used
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costs achieved through appliance scheduling depend on factors like appliance se-

lection, energy rates, and usage patterns. Additionally, appliance scheduling helps

mitigate the peak-to-average ratio (PAR), which represents the difference between

peak and off-peak energy consumption. This optimisation improves the balance

between energy supply and demand, enhancing overall efficiency [72].

2.7.1 Optimisation techniques

In order to determine the optimal scheduling for appliances, the use of an optimisation

algorithm is necessary. Optimisation involves a process to identify input parameters

or arguments for a function that result in the minimum or maximum output of an

objective function.

A general optimisation problem can be defined as follows [73]:

min
x∈Rn

f(x), (2.7.1a)

s.t. gi(x) ≤ 0, i = 1, ..., m, (2.7.1b)

hj(x) = 0, j = 1, ..., p, (2.7.1c)

where f : Rn → R is the objective function to be minimised over the n-variable vector

x, while 2.7.1b denotes the inequality constraints and 2.7.1c denotes the equality

constraints, with m ≥ 0 and p ≥ 0.

The stated general optimisation problem and its constraints can be solved by dif-

ferent methods and algorithms. These algorithms span different categories, each

characterised by its unique strengths and applications, which makes them well-suited

for diverse optimisation problems. In this research, the focus for review is on the

following methods [74]:

Mathematical Optimisation:

• Linear Programming (LP): It is used to find the best possible outcome in a

linear mathematical model. It deals with maximising or minimising a linear
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Figure 2.5: Diagram of the process of a genetic algorithm.

objective function while satisfying a set of linear inequality constraints [75].

• Mixed-Integer Linear Programming (MILP): It focuses on solving problems

with a combination of continuous (real-valued) and discrete (integer) decision

variables. It aims to find the best solution by optimising a linear objective

function subject to a set of linear constraints while considering that some

variables must take integer values [76].

• Gurobi Optimiser: Gurobi is a commercial optimisation solver that offers a

range of optimisation techniques, including linear programming (LP), mixed-

integer linear programming (MILP), and more [77].

Heuristic Optimisation:

Heuristic optimisation techniques encompass a wide range of problem-solving strategies
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that prioritise finding good solutions quickly, even if they do not guarantee optimal-

ity [78]. The following methods also fall under the "population-based" optimisation:

• NSGA-II (Non-dominated Sorting Genetic Algorithm II): It is a multiobjective

optimisation algorithm that specialises in solving problems with conflicting

objectives. It identifies solutions that represent the trade-off between multiple

criteria [79].

• Genetic Algorithm (GA): It is inspired by the process of natural selection and

genetics. It is employed to find optimal or near-optimal solutions to complex

problems across various domains. GAs operate on a population of potential

solutions, mimicking the principles of evolution. Solutions are represented as

individuals with encoded characteristics. Through generations of selection,

crossover, and mutation, GAs evolve and refine these solutions, aiming to

improve their fitness in solving the given problem [80].

• Particle Swarm Optimization (PSO): It focuses on finding optimal solutions to

optimisation problems, particularly in continuous spaces. In PSO, a population

of particles represents potential solutions, and they iteratively adjust their

positions based on their own experience and the experience of their neighbours.

This collective intelligence guides the search toward the optimal solution [81].

Reinforcement Learning:

• Deep Q-Learning (DQL): It is a reinforcement learning technique that uses

neural networks to approximate the Q-function in Q-learning. While not

directly classified as an optimisation algorithm, reinforcement learning can be

used for optimisation tasks [82].

2.7.2 Optimisation objectives

In optimisation problems, solutions often target either a single objective or multiple

objectives. When addressing multiple objectives, a trade-off is usually inevitable, as
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improving one objective may lead to the detriment of another. Research in this area

can be categorised into studies focusing on single-objective optimisation and those

exploring multi-objective optimisation.

2.7.3 Single objectives

Single objective optimisation involves finding the best solution or set of solutions

to a problem when there is only one objective function to optimise. This objective

function can either be maximised or minimised, depending on the problem context.

The general mathematical form can be found in equations 2.7.1a, 2.7.1b and 2.7.1c.

In single objective optimisation, the goal is to find the optimal value of x that

maximises or minimises the objective function while satisfying all the constraints.

Cost

The main goal of optimisation algorithms often centers on reducing operational

expenses, especially in the area of household energy use. The objective for households

is to decrease their energy expenditures without compromising their quality of life.

Through the application of optimisation algorithms, energy consumption can be

more effectively controlled. For instance, such algorithms are capable of timing

energy-demanding activities to coincide with periods of lower electricity prices or

greater availability of renewable energy sources, thereby achieving cost reductions.

To model a cost objective in an optimisation problem, the following steps are typically

followed:

1. Identify Cost Factors: First, determine all elements contributing to the cost

within the problem, such as materials, energy, labour, etc.

2. Quantify Costs: Assign a numerical value or formula to each identified

cost factor. These could include fixed costs, variable costs, or more complex

functions.
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3. Formulate the Objective Function: Combine all quantified costs into a

single objective function, representing the total cost as a function of the decision

variables.

4. Incorporate Constraints: Define constraints that limit the feasible solu-

tions, including budget limits, resource availability, and technical or regulatory

limitations.

5. Optimisation Model: The final model comprises the objective function,

which aims to minimise the total cost, subject to the defined constraints.

For example, considering an optimisation problem for producing a product with

material, energy, and labour costs:

• Material costs, Cm, as a function of material used, M .

• Energy costs, Ce, depending on energy consumption, E.

• Labour costs, Cl, based on the number of labour hours, L.

The objective function to minimise the total cost, Ctotal, could be formulated as:

Ctotal = Cm(M) + Ce(E) + Cl(L) (2.7.2)

Subject to constraints such as:

M ≤Mmax (Maximum material available)

E ≤ Emax (Maximum energy available)

L ≤ Lmax (Maximum labour hours)

In [83], Y. Liu et al. used deep Q-learning and double deep Q-learning methods to

support decision-making in optimising home energy management strategies in order

to reduce electricity costs for the consumer. They conducted extensive experiments

utilising a substantial dataset comprising multi-dimensional real-world data and
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a model representing household energy storage. Furthermore, they examined the

algorithm’s robustness by subjecting it to not only real-world electricity price signals

but also dynamic pricing scenarios designed to assess agents’ responsiveness to rapid

changes.

Similarly, in [84], S. Rout et al. employed the EHO technique for optimising the

scheduling of deferrable home appliances within a HEMS. The optimisation problem

was framed as a constrained optimisation task, with a key determinant being the

start time for operating connected home devices, while the primary objective was

minimising electricity costs. To address this challenge, the study considered two

distinct and independent pricing scenarios: the time-of-use scheme and the critical-

cost-pricing scheme, both applied to four deferrable home appliances.

Moving on to [85], M. B. Toosi and H. R. Mashhadi explored distinct scenarios

aimed at facilitating daily load management for consumers utilising MILP. One

scenario prioritised several critical objectives. Notably, it effectively balanced the

goal of minimising electricity expenses while simultaneously meeting all consumer

requirements. Within this scenario, all household appliances operated according to

predefined schedules, maintaining indoor temperatures within acceptable limits.

In [86], N. Ismail et al. introduced an appliance scheduling model centered on optim-

ising the user’s monthly electricity bill target. A MILP model was developed, tailored

for household appliance scheduling under the Incline Block Rate Tariff system. The

study focuses on a representative low-income household in Egypt, equipped with 8

fundamental appliances, serving as a case study to illustrate the model’s effective-

ness concerning adherence to the user’s electricity budget and preferences within the

context of the Egyptian electricity tariff.

Meanwhile, [87], T. Panaput et al. presented a Demand-Side Management (DSM)

approach designed for multiple residential households, taking into account consumer

preferences, to optimise the energy consumption of each appliance while incorporat-

ing Battery Energy Storage Systems and solar photovoltaic generation. The DSM
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challenge was mathematically formulated as a MILP problem, designed to minimise

consumers’ electricity expenses, considering time-of-use rates.

Lastly, in [88], M. Assi et al. explored various approaches for efficiently scheduling

household appliances, with a particular focus on the GA method. The paper analysed

the different operators integral to this evolutionary algorithm, encompassing selection,

mutation, and crossover techniques. Additionally, the study introduced a repair

function, employed to transform infeasible solutions into viable ones.

Peak-to-Average Ratio

Electric utility companies often implement time-of-use pricing schemes, where the

cost of electricity escalates during periods of peak demand. By relocating activities

that contribute to peak load, such as operating appliances, to times outside these

high-demand periods, significant reductions in the Peak-to-Average Ratio (PAR) can

be achieved. PAR denotes the ratio of the highest power consumption in a given

period to the average power consumption over the same period. While theoretically,

shifting power usage could result in the formation of a new peak, the ultimate goal

is to flatten the energy usage curve as a whole, rather than merely transferring the

peak to a different time slot. Smart home energy management systems are designed

to more evenly distribute energy consumption throughout the day, moving usage

away from high-demand periods.

To develop an optimisation model that aims to minimise the PAR of energy con-

sumption, the following components are considered:

• E(t): Energy consumed at time t.

• P : Peak energy consumption over the considered time period T .

• A: Average energy consumption over the period T .

Minimise the PAR, which is defined as:

min
(

P

A

)
(2.7.3)



44 Chapter 2. Literature Review

With the constraint that the energy consumption at any time must not exceed the

peak:

E(t) ≤ P, ∀t ∈ T (2.7.4)

The average energy consumption is calculated as:

A = 1
|T |

∑
t∈T

E(t) (2.7.5)

Ensure non-negative energy consumption:

E(t) ≥ 0, ∀t ∈ T (2.7.6)

In [89], A. Al-Adaileh and S. Khaddaj developed a smart energy management frame-

work utilising machine learning techniques to predict and manage household energy

consumption. The framework consists of three key policies: appliance replacement

based on energy consumption, replacement based on usage, and automated schedul-

ing. The core of the methodology lies in the third policy, automated scheduling,

which involves monitoring device behaviour and predicting future usage patterns

to adjust operation times accordingly. The system’s effectiveness was validated

through a case study focusing on the energy consumption of an immersion water

heater, demonstrating significant energy savings through scheduling.

In [90], E. Bejoy et al. introduced an effective solution algorithm for the household

optimal scheduling problem with joint shiftable appliances using LP. They showed

the effectiveness of the approach for real-time scheduling of appliances with actual

renewable energy generation data. Results showed this approach successfully op-

timised energy allocation’s to handle different weather scenarios of Australia with

respect to different consumer preferences. The results indicated that scheduled op-

timisation yielded a large amount of energy savings at peak time when comparing it

to the random schedule thus reduced electricity bill.

Meanwhile, in [91], O. A. Alimi and K. Ouahada looked into the need for tracking

the running times of the household appliances that in an economically viable manner
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ensure energy conservation and avoid excessive utility bills. Data from the Western

Cape electricity billing system in South Africa was used to analyse the scheduling

scheme. As the results showed, daily consumption could be made, watched and

managed in order to stop energy spending.

In a related manner, in [92], A. Imran et al. proposed an energy management system

that will decrease the electricity bill in a residential area by using various algorithms

such as GA and PSO and their proposed technique HGPDO. They aimed to reduce

CO2 emissions, lower the PAR and improve user comfort. In their research, they

used a smart house with multiple smart devices, coupled with RESs and an energy

storage system to maximise energy usage. As part of the same research, in [93], A.

U. Rehman et al. proposed an efficient load scheduling and energy management

controller for smart home buildings where the huge HVAC load was scheduled with

other different shiftable and smart appliances to reduce load. Each appliance in the

smart home was scheduled using the same HGPDO, which is a hybrid made of GA,

WDO and PSO. The proposed technique helped to find the most optimal schedule

of each home appliance considering system constraints.

In [94], A. Jindal et al. presented a heuristic approach towards tackling the increasing

significance of smart homes to maintain stability in the electrical grid by minimising

the variation of load. They insisted on the necessity for smart homes to match the

needs of the loads with the supply from utilities. In studying the power demands

of smart homes, the researchers included in their analysis solar panels and battery

energy storage systems with grid power to control the loads of smart homes. Their

suggested scheme was designed by effectively controlling of consumption from homes

considering the constraints of the supplier in power supply by implementing an

appliance scheduler. The method was done by distributed energy within the smart

grid to the homes according to their power demands. Then appliance schedules

have been made based on the available power and user priorities. Interruptible

loads would be shifted to low-power hourly bands and unscheduled demand load

fluctuations (i.e., turning on or off some devices) could be compensated by schedule
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shifts of non-preferred appliances to other bandtime moments.

Turning to [95], M. S. Ghole et al. designed and implemented an appliance scheduling

algorithm. They implemented this algorithm on a real database, consisting of both

time-of-use and real-time pricing data from June 2021. Their findings indicated that

optimisation of appliances for real-time pricing resulted in substantial savings in

costs as against constant pricing. Furthermore, the researchers found that increasing

the number of iterations resulted in better results. Notably, their approach was also

found applicable to both the small and large number of appliances.

In [96], L. Jing et al. integrated a 10kW roof solar panel and multiple electrical load

devices and used the Gurobi optimiser to formulate and optimise the intelligent home

appliance scheduling problem, which satisfies all the time and energy constraints.

The three goals were to minimise monthly electricity charges, minimise peak-to-peak

ratio, and maximise peak load requirements. They compared the Gurobi optimiser

to the PSO algorithm and found that the Gurobi optimiser was more effective in

minimising power costs, PAR, and maximum peak load requirements.

Lastly, in [97], A. Bouakkaz et al. introduced an optimal peak power reduction

approach by scheduling the usage times of shiftable household appliances in a home

connected to off-grid renewable energy systems, including solar panels, batteries, and

diesel generators, using the PSO algorithm. The simulation results demonstrated

that scheduling household appliances strategically could effectively curtail peak power

demands and enhance energy savings by maximising the utilisation of renewable

energy sources.

2.7.4 Multiple objectives

Multi-objective optimisation deals with optimising several conflicting objective func-

tions simultaneously. Unlike single objective optimisation, it yields a set of Pareto-

optimal solutions, each representing a trade-off among the objectives. The formula-

tion for a multi-objective optimisation problem is given by:
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min
x∈Rn

[f1(x), f2(x), . . . , fk(x)], (2.7.7a)

s.t. gi(x) ≤ 0, i = 1, ..., m, (2.7.7b)

hj(x) = 0, j = 1, ..., p, (2.7.7c)

where:

• x is the vector of decision variables,

• [f1(x), . . . , fk(x)] are the objective functions to be optimised,

• gi(x) and hj(x) represent the inequality and equality constraints respectively.

Research on multi-objective optimisation for appliance scheduling

It is important to note that objectives in optimisation for appliance scheduling can

extend beyond mere cost reduction, often including user comfort, as altering the

usual appliance schedules can often cause discomfort. In such cases, the results

represent a compromised solution that effectively balances the trade-offs between

these objectives. In [98], Y.-H. Lin and M.-S. Tsai employed the NSGA-II algorithm

to fulfill the objectives of cost reduction and increased comfort in the context of

HEMS.

Furthermore, in [99], K. Ma et al. proposed an optimisation power scheduling scheme

aimed at implementing demand response in a residential unit when electricity prices

are announced in advance. In their work, they formulated power scheduling as an

optimisation problem and subsequently derive optimal scheduling strategies under

three distinct operation modes. Their findings revealed that the power scheduling

strategy proposed, particularly under day-ahead pricing, effectively achieves the

desired trade-off between reducing electricity payments and minimising discomfort.

In [100], I. Hammou Ou Ali et al. introduced a HEMS model that also uses day-ahead

electricity pricing and predictive photovoltaic power generation. Their proposed ap-
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proach, as the previous ones, offers reductions in electricity costs and reduction of

discomfort caused by delayed appliance start times. To achieve these objectives,

they use MILP to address the scheduling of home appliances across three distinct

user scenarios: traditional user, smart user, and smart prosumer. Additionally,

in [101], they also introduced a multi-objective technique for optimising home appli-

ance scheduling in response to advanced electricity pricing announcements. Their

proposed power scheduling methodology is formulated as an optimisation problem

that encompasses both integer and continuous variables, catering to two distinct

types of flexible appliances: time-flexible and power-flexible devices.

In [102], A. Alzahrani et al. classified home appliances into two categories based on

their flexibility in terms of time and power usage: time-flexible and power-flexible.

The power usage scheduling problem for domestic users was then modeled, taking

into account user priority and modes of operation in relation to demand and supply

dynamics. An energy consumption scheduler was developed to adjust the operation

of both types of appliances across different modes, aiming to balance the reduction

of utility bill payments and discomfort, as well as the peak to average demand ratio.

2.8 Summary of scheduling techniques

Appliance scheduling stands as an important technique within HEMSs. It allows the

system to strategically plan the operation of specific appliances at times that align

with distinct objectives, set either by the user or utility companies. A summary of

the optimisation methods reviewed in this chapter can be found in Table 2.3 and a

comprehensive compilation of the works in appliance schedule is presented in Table

2.4, encapsulating a thorough survey of the existing body of research in the field.

The search for cost reduction is one of the most prevalent objectives, delivering a

clear and immediate economic advantage to the user. Beyond cost savings, another

important objective is the reduction of the PAR, a measure that seeks to flatten
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the load consumption curve across the day. This becomes particularly valuable for

households reliant on grid-supplied energy.

However, very few studies have explored scenarios where users have access to BSSs

and renewable energy sources like solar energy generation. Also, in terms of environ-

mental considerations, the incorporation of CO2 emissions as a priority in appliance

scheduling has not been widely researched. This highlights the prevailing focus of

research in this field on economic gains. These scenarios present opportunities for

dynamic optimisation of energy consumption and production, with the potential

to impact cost savings, environmental benefits, and serve as a motivating factor

for users to consider the advantages of transitioning to a more eco-friendly home

environment.

Choosing heuristic optimisation

Heuristic optimisation methods are suitable for complex problems that are nonlinear

and high-dimensional, which can be challenging for traditional methods that may

require simplifications. These methods adapt well to changes and can handle uncer-

tainties and imperfect data, making them valuable for dynamic environments. GAs

are particularly effective for multi-objective optimisation because they generate a

range of Pareto-optimal solutions. This capability allows decision-makers to explore

different trade-offs and choose suitable solutions.

A comparison between GAs and non-heuristics methods can be found in Table 2.2.

A key reason for using GAs in this research is their ability to produce many feasible

solutions, offering users various scheduling options instead of a single solution. This

approach provides flexibility and accommodates different priorities and constraints.

Additionally, GAs can be scaled and parallelised to handle large-scale problems

efficiently, using modern computing architectures to enhance processing speed.
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Table 2.2: Comparison of genetic algorithms (as heuristic methods)
vs. Non-Heuristic methods in multi-objective optimisation

Aspect Genetic Algorithms (Heuristic) Non-Heuristic Methods
Objective Handling Can naturally handle multiple ob-

jectives simultaneously without need-
ing to combine them.

Often require combining objectives
into a single objective function,
which can simplify or bias the solu-
tion.

Problem Complexity Highly effective for complex, non-
linear problems with many variables
and discontinuities.

Best suited for problems where the
mathematical properties (like con-
tinuity and differentiability) are well-
defined.

Solution Diversity Generates a set of diverse solu-
tions, providing multiple options for
decision-makers.

Typically converges to a single solu-
tion, limiting options.

Robustness Robust to changes and uncertainties
in the problem environment due to
its stochastic nature.

May require adjustments or refor-
mulation when problem parameters
change or are uncertain.

Computational Efficiency May require significant computa-
tional resources due to processing
multiple solutions simultaneously.

Often more computationally efficient
for smaller or less complex problems
due to a more direct approach.

Ease of Implementation Does not require gradients or other
derivative information; easy to im-
plement and adapt.

May require detailed information
about the problem’s gradients and
other mathematical properties.

Flexibility Highly flexible; can easily incorpor-
ate new objectives or constraints.

Less flexible; changes in objectives or
constraints often require significant
methodological adjustments.

Optimality Finds satisfactory solutions that are
often near-optimal; exact optimality
not guaranteed.

More likely to find the globally
optimal solution in well-structured
problems.

Scalability Can scale well with problem size but
at the cost of increased computa-
tional demand.

Scalability varies; some methods
scale well with increased computa-
tional resources, while others become
impractical.
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Table 2.3: Summary of Optimisation Methods

Method Type Description
Linear Programming
(LP)

Mathematical Used to find the best outcome in
a model by maximising or minim-
ising a linear objective function
subject to linear constraints.

Mixed-Integer Linear
Programming (MILP)

Mathematical Solves problems with both con-
tinuous and discrete variables by
optimising a linear objective func-
tion subject to linear constraints.

Gurobi Optimiser Mathematical A commercial solver that sup-
ports various optimization tech-
niques including LP and MILP.

NSGA-II Heuristic A multiobjective genetic al-
gorithm that finds solutions
representing trade-offs between
multiple conflicting objectives.

Genetic Algorithm
(GA)

Heuristic Uses principles of natural selec-
tion to evolve populations of solu-
tions, aiming to find optimal or
near-optimal outcomes.

Particle Swarm Op-
timization (PSO)

Heuristic Uses a population of particles ad-
justing their positions based on
personal and neighbor experiences
to find optimal solutions.

Deep Q-Learning
(DQL)

Reinforcement Learning Employs neural networks to ap-
proximate the Q-function, used in
optimization tasks within a rein-
forcement learning framework.
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Ref. Algorithm Objectives Appliances
[83] DQL Cost Air conditioner, heater, EV, dish-

washer
[84] EHO Cost Washing machine, dishwasher, cloth

dryer, PHEV
[85] GA Cost Ventilation, water heater, dish-

washer, washing machine, oven,
kettle, vacuum cleaner

[86] MILP Cost Lights, refrigerator, TV, receiver,
washing machine, fan, blender, mo-
bile charger

[87] MILP Cost Dishwasher, washing machine
[88] GA Cost Microwave, cooker, washing machine,

water heater, kettle, lightning, TV,
electric mower, dishwasher, refriger-
ator

[98] NSGA-II Cost, discomfort Rice cooker, water boiler, steamer,
range hood, PC

[99] Undisclosed Cost, discomfort Clothes washer, lights, air condi-
tioner

[100] MILP Cost, discomfort Washing machine, cloth dryer, dish-
washer, air conditioner, water heater,
rice cooker 1, rice cooker 2

[101] LP Cost, discomfort Washing machine, lights, air condi-
tioner, kettle, toaster, refrigerator

[102] Undisclosed Cost, discomfort, PAR Air conditioner, refrigerator, wash-
ing machine, dishwasher, cloth dryer

[89] ML PAR Air conditioner, water heater
[90] LP PAR, discomfort Electric heater, washing machine, air

conditioner, tumble dryer
[91] Undisclosed PAR, discomfort TV, lights, electric stove, coffee

maker, washing machine, geyser, re-
frigerator, pressing iron

[92] HGPDO PAR, discomfort, CO2 Water heater, refrigerator, CD
player, lights, washing machine, EV

[93] HGPDO PAR, discomfort, CO2 Water heater, refrigerator, CD
player, lights, washing machine, EV

[94] Heuristics PAR Air conditioner, water heater, mi-
crowave, electric iron, refrigerator,
hair dryer, vacuum cleaner, TV, com-
puter, fan, dishwasher, washing ma-
chine

[95] Proprietary PAR, cost 10 appliances (not mentioned)
[96] Gurobi PAR, cost Refrigerator, washing machine, TV,

air conditioner, EV
[97] PSO PAR Refrigerator, lights, washing ma-

chine, iron, TV+DSR, desktop, va-
cuum cleaner

Table 2.4: Survey of algorithms, optimisation objectives and appli-
ances used.
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2.9 Research challenges

The literature review in this chapter highlighted the research advancements and

explored areas pertaining to appliance classification and scheduling techniques. Nev-

ertheless, there are still unexplored areas and opportunities in this field, which will

be addressed in the following paragraphs.

Research gap 1: Streamlined appliance detection and classification with

limited data and intrusiveness

The growing interest in energy saving highlights two interconnected challenges in

the field of appliance monitoring: minimal intrusion in detection and high-accuracy

classification with limited data. While there are methods documented in the lit-

erature achieving up to 98% accuracy in classifying individual appliances, there

remains a noticeable gap in research that simultaneously addresses both detection

and classification. Traditional methods for detecting appliances often require com-

plex equipment setups or modifications to the appliances themselves, which can

be inconvenient and dissuasive for users keen on adopting energy-efficient practices.

Similarly, in appliance classification, the reliance on extensive datasets for achiev-

ing accuracy necessitates specialised equipment, leading to prolonged setup times

and hindering prompt implementation. This disparity underscores the pronounced

need for innovative, user-friendly approaches that can effectively detect and classify

appliances without being intrusive or reliant on large volumes of data. Developing

such methods would streamline the process, making it more viable and practical

for everyday application, and thereby fostering greater adoption of energy-efficient

practices.
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Research gap 2: Integrating cost, CO2 emissions and discomfort

minimisation using RES/BSS in home appliance scheduling

While numerous appliance scheduling techniques have been formulated to optimise

energy consumption, there is a noticeable lack of studies that explicitly target the re-

duction of CO2 emissions. This gap is increasingly relevant as environmental concerns

and the global push for net zero emissions gain greater attention. Engaging homes

and consumers in reducing CO2 emissions is important because residential sectors

significantly contribute to overall energy consumption and, consequently, greenhouse

gas emissions. Consumer involvement not only aids in achieving large-scale impacts

through collective action but also promotes behavioural change, awareness, and

supports compliance with evolving environmental policies.

Consequently, there is an escalating necessity to devise scheduling algorithms that

consider both energy efficiency and carbon emissions. This necessity opens up the

possibility for the creation of more comprehensive methodologies that reconcile en-

ergy savings with environmental considerations. Moreover, the use of RES and BSS

in domestic environments remains a comparatively under-researched area, despite

their potential to lower electricity costs, enhance grid reliability, and support environ-

mental conservation. The involvement of consumers in adopting these technologies

can stimulate market demand, drive technological innovation, and contribute to

decentralised and resilient energy systems.

2.10 Conclusions

First, a review of previous work by various researchers on NILM techniques is

presented, offering insights into the diverse approaches that have been taken. The

focus is primarily on different machine learning algorithms, and a detailed summary

considering the strengths and weaknesses of these methods is provided. Second, the

literature reveals an analysis of deep learning methods, highlighting their advantages
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over traditional machine learning techniques. Subsequently, appliance scheduling

techniques and the optimisation methods applied to them are examined. Finally, a

review is conducted on the various objectives that researchers have sought to achieve,

including cost and discomfort minimisation.

Several gaps in existing research have been identified, each needing unique strategies

for effective resolution. For less intrusive appliance detection, the focus could shift

to simpler, user-friendly methods that eliminate the need for complex setups or

alterations to the appliances themselves. In the area of appliance classification, new

algorithms that function well with limited data are needed, potentially by examining

previously unexplored features within the data set. Regarding appliance scheduling

with an emphasis on reducing CO2 emissions, the development of new algorithms that

incorporate environmental factors alongside traditional energy efficiency is important.

Lastly, for the effective integration of RES and BSS in domestic settings, targeted

research and real-world trials are necessary to grasp their practical applications and

benefits.





Chapter 3

Appliance Classification and

Feature Extraction Using Limited

Data

3.1 Introduction

Household appliances are essential in daily activities, including cooking, cleaning,

and washing. They are common in homes and account for a large part of energy

use in residential buildings [103]. Therefore, categorising these appliances is key for

developing energy-saving systems, which can lower energy use and reduce the carbon

footprint.

Traditional energy monitoring systems use aggregate energy consumption data to

evaluate household energy use, without providing appliance-specific information.

As a result, identifying the energy consumption patterns of individual appliances

This chapter is based on work published in "Appliance Classification using BiLSTM Neural
Networks and Feature Extraction," by M. Correa-Delval, H. Sun, P. C. Matthews and J. Jiang,
2021 IEEE PES Innovative Smart Grid Technologies Europe (ISGT Europe), Espoo, Finland, 2021,
pp. 1-5, doi: 10.1109/ISGTEurope52324.2021.9640061.
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remains a significant obstacle in implementing energy-efficient systems. Appliance

classification addresses this issue by identifying the specific appliance(s) in use based

on the aggregate energy consumption data collected at the meter level.

In addition to aiding energy efficiency, appliance classification carries significant

policy implications. Governments worldwide are enacting energy-saving measures

to curtail energy consumption and mitigate greenhouse gas emissions. Precise ap-

pliance classification data empowers policymakers to craft energy-saving programs

and policies that pinpoint specific appliances or households, fostering considerable

energy savings [104]. Equally important is safeguarding consumer well-being and

satisfaction. This involves guaranteeing that advantages such as reduced costs and

carbon footprint do not compromise consumer comfort and safety.

The need for appliance classification stems from limited awareness about energy

consumption habits and the unavailability of technology offering this information.

Identifying how individual appliances consume energy can reveal their efficiency,

inform energy usage behaviours, support the creation of efficient energy management

strategies, and help lower electricity costs and carbon emissions. Thus, it is important

to develop accurate appliance classification methods that can identify appliances

and their energy consumption patterns, supporting efforts towards energy efficiency

and sustainability.

This chapter addresses Objective 1, which was outlined in Chapter 1. It introduces

a novel methodology for appliance classification that utilises spectral entropy and

instantaneous frequency. The main aim is to analyse load consumption with limited

data and minimal intrusion.

The contribution is as follows:

• A novel approach called "Spectral Entropy and Instantaneous Frequency Bid-

irectional Long Short Term Memory (SE-IF BiLSTM)" is introduced for appli-

ance classification in this chapter. The SE-IF BiLSTM method combines the

power of a Bidirectional Long Short-Term Memory (BiLSTM) Neural Network
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with advanced feature extraction techniques, including spectrogram frequency

bands, Mel spectrogram, instantaneous frequency, spectral entropy, and signal

variation. The results demonstrate the remarkable effectiveness of this ap-

proach, particularly in classifying non-similar appliances and mixed appliances.

The SE-IF BiLSTM method achieves an accuracy rate of up to 90% when

analysing similar appliances, 100% when analysing non-similar appliances and

99% when analysing both at the same time.

3.2 Proposed Method: SE-IF Feature Extraction

Feature extraction is an important pre-processing step that selects relevant features

in a dataset to be used as inputs for a machine learning model. Training a classifier

with too many or too few features can be risky, as unnecessary or missing features

can degrade performance. By selecting only relevant features, the classifier can find

solutions faster and more accurately while also reducing the risks of overfitting.

In the proposed SE-IF feature extraction method, two primary features are intro-

duced for appliance classification: spectral entropy (SE) and instantaneous frequency

(IF). Spectral entropy, based on information theory, quantifies the unpredictability

or randomness within a signal’s power spectrum distribution. This measure is adept

at capturing the complexity of a signal, useful for differentiating appliances with

variable power consumption from those with consistent energy use. Instantaneous

frequency, in contrast, measures the rate at which the signal’s phase changes over

time, offering a dynamic view on the frequency content that static spectral analysis

might miss. Together, these features are central to the approach, aiming to improve

the characterisation of appliance energy consumption signatures.

The combination of spectral entropy, instantaneous frequency, and the mel-spectrogram

technique introduces a new method for appliance classification. Mel-spectrograms,

commonly applied in audio signal processing, offer a way to analyse sound that some-

what resembles how the human ear perceives it. This approach utilises the detailed
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temporal and spectral information provided by mel-spectrograms, enhancing the

feature set to effectively capture the distinct and changing characteristics of appli-

ance signatures. This method is similar to identifying various musical instruments

or notes but applied in the context of electrical appliances.

This method presents the following contributions:

• Implementation of feature extraction techniques such as spectral entropy and

instantaneous frequency for appliance classification.

• Combination of spectral entropy and instantaneous frequency with the less

widely researched mel-spectrogram technique, resulting in improved classifica-

tion accuracy.

All simulations and experiments related to this method were conducted using MAT-

LAB versions from 2020 to 2022.

3.2.1 Spectral entropy

The spectral entropy (SE) of a signal is a measure of its spectral power distribution,

grounded in the principles of Shannon entropy [105]. By considering the normalised

power distribution of a signal in the frequency domain as a probability distribution,

SE seeks to quantify the Shannon entropy of this distribution, thereby providing a

metric for the unpredictability or complexity of a signal. For a given signal x(n), its

power spectrum is denoted as S(m) = |X(m)|2, where X(m) represents the discrete

Fourier transform of x(n). In a time-frequency scenario, where a power spectrogram

S(t, f) is considered, the probability distribution at a particular time t is given by:

P (t, m) = S(t, m)∑
f S(t, f) (3.2.1)

where P (t, m) is the probability distribution of power at time t for frequency bin m,

S(t, m) represents the power at time t and frequency bin m, and the denominator∑
f S(t, f) is the total power across all frequency bins at time t.
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Figure 3.1: Spectral entropy of a battery charger from the UK
DALE dataset.
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Figure 3.2: Spectral entropy of a dishwasher from the UK DALE
dataset.
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Subsequently, the spectral entropy at time t can be expressed as:

H(t) = −
N∑

m=1
P (t, m) log2 P (t, m) (3.2.2)

where H(t) is the spectral entropy at time t, P (t, m) as defined previously, m indexes

the frequency bins, and N is the total number of frequency bins. [105].

SE, by quantifying the dispersion of energy across the frequency spectrum, demon-

strates characteristics of signals emanating from different household appliances. As

appliances operate, they exhibit distinctive wattage consumption patterns, which in

turn, manifest as unique spectral characteristics. The computation of SE from the

appliance consumption data serves as a robust feature extraction strategy, enabling

the capturing of these spectral distinctions. In Figs. 3.1 and 3.2 the SE estimates of

a battery charger and a dishwasher are shown.

Peaks in the spectral entropy graphs indicate moments or frequency bands where

the power distribution of the signal is most uniform or chaotic, suggesting a high

level of unpredictability or complexity at those points. Higher entropy values (peaks)

suggest that the energy is spread out more evenly across a range of frequencies,

indicative of a more complex and less predictable signal. For appliance classification,

these peaks could represent moments when an appliance is transitioning between

operational states.

The extracted SE feature acts as a fingerprint, helping in distinguishing between

different appliances based on their operational signatures. For instance, a wash-

ing machine, with its cyclic operational phases, may exhibit a different SE profile

compared to a refrigerator, which operates under a more constant load.

3.2.2 Instantaneous frequency

The instantaneous frequency (IF) is a useful characteristic for describing non-stationary

signals. It is defined as:

Finst(t) = 1
2π

dφ

dt
(3.2.3)
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where φ is the phase of the analytic signal of the input. By using the first moment

of the spectrogram, it calculates the time-dependent frequency of a signal [106].
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Figure 3.3: Instantaneous frequency estimate of a battery charger
from the UK DALE dataset.
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Figure 3.4: Instantaneous frequency estimate of a dishwasher from
the UK DALE dataset.

A signal is considered non-stationary when its time period and frequency are vari-

able instead of constant. The sinusoidal wave representation of a non-stationary

equation changes constantly, resulting in frequency that varies within intervals [107].

The analysis of household appliance consumption data often involves dealing with

non-stationary signals, where the statistical properties of the signal change over
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time. Unlike stationary signals where frequency components remain constant, non-

stationary signals exhibit varying frequency content over time, which is characteristic

of the operational behaviours of many household appliances. IF provides a time-

resolved measure of these frequency variations, offering a dynamic view of the signal’s

frequency content as it evolves. This is a very important characteristic for accurately

capturing and understanding the transient and cyclical behaviors of appliances, such

as the start-stop cycles of washing machines or the varying load conditions of HVAC

systems. In Figs. 3.3 and 3.4, the IF estimates of a battery charger and a dish-

washer are shown, showing how IF can emphasise changes in cycles. Furthermore,

the time-varying nature of IF aligns well with the temporal dynamics of household

energy consumption.

3.2.3 Mel spectrogram

Spectrograms are an important tool for analysing the frequency of time-series data.

They are two-dimensional representations of the signal’s magnitude at different

frequencies over time, illustrating the power of the signal at every frequency at a

specific time and how it varies over time [108].
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Figure 3.5: Mel spectrograms of a battery charger from the UK
DALE dataset.
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Figure 3.6: Mel spectrograms of a dishwasher from the UK DALE
dataset.

Mel spectrograms use the Mel-frequency scale, which is a linear frequency interval

of 1000 Hz or less and a logarithmic interval of 1000 Hz or higher. Spectrums are

transformed into Mel-spectrums by passing them through Mel-filter banks consisting

of overlapping triangular windows of various widths on a normal frequency scale,

emphasising values in low frequencies [109].

To obtain the signal’s individual frequencies and the amplitude of its frequency, Mel

spectrograms use the Fourier transform. Fig. 3.6 illustrates a graph comparing the

mel spectrograms of a dishwasher and a battery charger. This feature contains useful

information about the appliance and its behaviour, such as the dominant frequencies,

which can help in classification.

3.2.4 Signal variation

This feature emphasises the variation in the power consumption signal by subtracting

the power signal with a reflection rate (RR) of 0.1 from the power signal with a RR

of 0.01. This difference is denoted as ∆p, which represents variation of the original

signal [16].
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3.3 System model

3.3.1 Dataset

The UK DALE dataset is a valuable resource for energy disaggregation research

[110]. It includes both aggregate power readings and individual appliance power

measurements at a frequency of 1/6 Hz across five households, making it one of the

earliest and most widely used UK-based datasets to date. The dataset has been

released in various versions, covering readings from 2012 to 2017.

For example, the dataset includes detailed records for a battery charger, comprising

13,333,663 data points. These entries are recorded every 6 seconds, largely without

interruption, detailing the exact timestamp in UNIX time and the corresponding

power consumption in watts, as shown in Fig. 3.7. This specific subset starts from

April 13, 2013, and extends to April 16, 2016.

Figure 3.7: Example of raw power consumption data for a battery
charger: On the left, data illustrates power usage, while on the
right, data indicates periods of no usage.
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Figure 3.8: Example of data after analysing the time of reading and
averaging its consumption per minute. Colums 1-8: year, month,
day, day of the week, hour, minute, on or off state, watts

3.3.2 Obtaining Individual Appliance Consumption Data

The training and testing data for the neural network were sourced from the individual

appliance consumption records within the UK DALE dataset. To utilise this data,

a preprocessing approach was used. This involved transforming the raw data into a

more manageable form that better suits the requirements of neural network models.

The following steps outline the process undertaken to prepare and refine the dataset

for subsequent analysis:

1. Calculating the average energy consumption per minute for each appliance for

every day. This process resulted in a condensed dataset containing 1440 entries

for each day.

2. Analysis of the data was conducted to extract information on power usage in

Watts along with the corresponding dates and times.

3. The most common usage level, likely indicating the appliance’s "stand-by" state,
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was identified. Thresholds were then set to differentiate between "stand-by"

and active usage states of the appliances. This can be seen in Fig. 3.8.

4. Instances where the appliance was identified as "in operation," along with the

relevant timestamps, were documented.

5. For each appliance, 10 samples of the power consumption were chosen, each

formatted as a 500x1 array. Each of these samples represent 500 minutes of

usage data, which were saved for training purposes.

Pre-processing of input data

After extracting all the features, normalising the data is essential for better classific-

ation results. The closer the input data is to a Gaussian distribution, the better the

performance of the model [111]. Aligning data with a Gaussian distribution enhances

machine learning models by ensuring compatibility with algorithmic assumptions,

balancing feature contributions, optimising gradient descent efficiency, supporting

statistical analysis, minimising outlier impacts, and adhering to constant variance

assumptions, collectively improving model performance and reliability. One of the

most common normalisation methods is Z-Score, which uses the mean and stand-

ard deviation to normalise the input data. It is a measure of how many standard

deviations below or above the population mean a raw score is [112]. The resulting

normalised data is then used as input for the classification model.

3.3.3 Configuration parameters for evaluating SE-IF

methodology

In this study, the effectiveness of the SE-IF methodology was evaluated using four dif-

ferent machine learning algorithms: Naive Bayes (NB), Linear Discriminant Analysis

(LDA), Decision Trees (DT), and K-Nearest Neighbors (KNN). The mathematical

basis of these algorithms and their relevance to this study have been covered in detail
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Table 3.1: Algorithm Configuration

NB, LDA, DT, KNN
Data distribution Multivariate multinomial

distribution
Cost of misclassification Costm(i, j) = 1 if i ̸= j and

Costm(i, j) = 0 if i = j
Weights 1
Optimiser Bayes optimiser
Max objective evaluations 30
Max time Infinite
Prior probabilities Empirical

DT
Predictor split algorithm Exact
Split criterion Gini’s diversity index

KNN
Tie-breaking algorithm Smallest
Distance metric Euclidean

in the Literature Review section, in Chapter 2. This background enables a detailed

look at how these algorithms are applied and how they perform when used with the

SE-IF methodology.

To ensure a consistent and fair comparison, specific configuration parameters were

chosen for each algorithm’s execution in MATLAB. Table 3.1 presents these para-

meters, which were applied directly in the MATLAB functions to configure the

algorithms for optimal performance. These settings are necessary for replicating

the experimental conditions and understanding the algorithms’ behaviour under the

defined configurations.

General parameters

• Data distribution: Multivariate multinomial distribution

The multinomial distribution is an extension of the binomial distribution to

multiple variables. It represents the probability distribution of outcomes in

a multinomial experiment, which involves the possibility of more than two

possible outcomes. [113]
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• Cost of misclassification: Costm(i, j) = 1 if i ̸= j and Costm(i, j) = 0 if

i = j

The cost of misclassification refers to the negative consequences that arise when

a classification algorithm or model assigns instances to the wrong classes. In

this case, it gets a cost penalisation of 1 if it wrongly assigns a class and 0 if it

does it correctly.

• Optimiser: Bayes optimiser

Optimisation algorithm that uses Bayesian methods to find the optimal con-

figuration or parameters of a model or system. It utilises Bayesian inference

to iteratively update its beliefs about the optimal solution based on observed

data.

• Prior probabilities: Empirical

Prior probabilities refer to the initial likelihood of each class or outcome be-

fore analysing new evidence. For this model, ’empirical’ indicates that these

probabilities are directly estimated from the training dataset. Specifically, the

proportion of each class within the training data is calculated and used as the

prior probability for that class. This method ensures that the model’s starting

assumptions about class frequencies are grounded in the actual distribution

observed in the data.

Decision Trees parameters

• Predictor split algorithm: Exact

Exhaustive search to evaluate all possible splits and select the one that provides

the best split based on the specified criterion.

• Split criterion: Gini’s diversity index

It quantifies the probability of misclassifying a randomly selected element in

a set if it were randomly labeled according to the class distribution within

that set. It ranges between 0 and 1, where 0 indicates perfect purity (all
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elements belong to the same class), and 1 represents maximum impurity (an

equal number of elements from each class).

K-nearest neighbour parameters

• Tie-breaking algorithm: Smallest

A tie-breaking algorithm is used when there is a tie in the class labels among

the k-nearest neighbours. When multiple neighbours have an equal number of

votes for different classes, the tie-breaking algorithm determines which class

label to assign to the query instance. In this instance, the class that appears

first in the sorted list of classes will be chosen.

• Distance metric: Euclidean

The distance metric determines how the proximity or similarity between in-

stances is calculated. In KNN, the class label is assigned based on the majority

vote among those neighbours. The metric used in this instance is the Euclidean

distance, which measures the straight-line distance between two points in a

multi-dimensional space.

3.3.4 Parameters for testing SE-IF with deep learning

methods

Input

The input comprises a selection of appliances from House 1 and House 2 of the

UK DALE dataset [110]. The various testing groups were composed of Similar

Appliances, Non-Similar Appliances, and Mixed Appliances.

Weight initialisation

The weights vector for all neurons of the Neural Network are set up for the first

time during the weight initialisation process, which occurs just before the Neural
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Network training process starts. If the weights are not properly initialised, the

forward pass can lead to the vanishing gradient. A common method used for weight

initialisation is the He initialisation. In this method, the weights are initialised

according to the size of the previous layer, helping to attain a global minimum of

the cost function faster and more efficiently. Although the weights are still random,

they have different ranges depending on the size of the previous layer, providing a

controlled initialisation.

Activation function

The activation function of a node defines the output of that node given an input or

set of inputs. The output unit activation function is the softmax equation, which is

established as follows:

Softmax(xi) = exp(xi)∑n
J=1 exp(xj)

(3.3.1)

where x is the net input vector and n is the number of classes. The output for the

Softmax function is the ratio of the exponential of the parameter and the sum of

exponential parameter. This is a nonlinear, unbounded function that assigns a value

in between 0 and 1 to every input that sums to 1 for each input vector [114].

Loss function

The loss function is a measure of the neural network’s performance that evaluates

the deviation between the predicted and actual values. A high loss value indic-

ates poor performance, while a low loss value indicates good performance. During

backpropagation, the neural network optimises the loss function by minimising the

discrepancy. The Cross-Entropy loss function is employed in this neural network to

measure the performance of the model, with output values ranging from 0 to 1.

In multi class classification a different loss for each class label per observation is

calculated. The result is the sum of all the losses. The formula is as follows:
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Cross-Entropy = −
n∑

j=1
y(o,c) log(P(o,c)) (3.3.2)

where n is the number of classes, y is a binary indicator if class label c is the correct

for observation o and p is the predicted probability observation o is of class c. [115]

To address overfitting, L2 regularisation is applied. This method introduces a penalty

term to the loss function, proportional to the square of the coefficient magnitudes,

thereby discouraging large weights in the model. The total loss, incorporating L2

regularisation, is represented as:

Losstotal = Cross-Entropy + λ
m∑

i=1
w2

i (3.3.3)

Here, λ denotes the regularisation parameter that moderates the penalty’s influ-

ence, m represents the number of features, and wi are the model weights. The

regularisation term λ
∑m

i=1 w2
i penalises the magnitude of the weights, compelling

the model towards simpler solutions with smaller coefficients, which helps prevent

overfitting [116].

Optimiser

Optimisers adjust the attributes of the neural network, such as the weights and

learning rate, to minimise the losses. The Adam optimiser is used in this neural

network because of its simple implementation, efficiency, low memory requirement,

consistency when diagonally rescaling gradients, and suitability for problems with

large datasets [117].

Epoch numbers

An epoch refers to a full pass of the training data through the neural network, in

which the network learns and updates its weights. The choice of the number of

epochs is important for obtaining a well-trained model. A large number of epochs
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can lead to overfitting, causing the model to become too specialised to the training

data, and thus less accurate when presented with new data. On the other hand,

too few epochs can result in underfitting, where the model has not learned enough

from the data and is less accurate overall. Therefore, finding the optimal number of

epochs is essential for achieving a well-balanced and accurate model.

Mini-batch size

Every time the data passes through the network, it needs to be split into different

groups or batches for more efficient learning. By dividing the data into smaller

batches, the network requires less computational power and trains faster. The size

of each batch is referred to as the mini-batch size, and the number of batches is

called an iteration. For example, if a dataset with 1000 samples is divided into

mini-batches of size 100, then there will be 10 iterations.

3.3.5 Performance Analysis Metrics

The effectiveness of machine learning models in classification tasks is quantitatively

assessed using various performance metrics. In this study, the metrics are employed to

evaluate the model’s ability to accurately classify individual appliance consumption

data within the energy disaggregation domain. These metrics evaluate different

aspects of model performance, such as overall accuracy, precision in identifying

positive cases, recall or sensitivity, and the balance between precision and recall,

shown by the F1-Score.

Performance Metrics

The following metrics are used for evaluation:

Accuracy = TP + TN

TP + FP + FN + TN
(3.3.4)
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Precision = TP

TP + FP
(3.3.5)

Recall = TP

TP + FN
(3.3.6)

F1-Score = 2 ∗ Precision ∗ Recall
Precision + Recall (3.3.7)

where TP (True Positives) indicates correctly predicted appliance activations, FP

(False Positives) denotes instances where an appliance’s activation was incorrectly

predicted, TN (True Negatives) represents correct predictions of non-activation, and

FN (False Negatives) refers to missed appliance activations.

Accuracy measures the proportion of true results (both true positives and true

negatives) among the total number of cases examined. Precision assesses the model’s

ability to identify only relevant instances as positive, while Recall evaluates the

model’s capability to find all relevant instances in the dataset. The F1-Score provides

a harmonic mean of Precision and Recall, offering a single metric to assess the balance

between them.

Precision and recall are important because they measure the model’s accuracy in

predicting positive cases and its ability to capture all actual positive cases, respect-

ively. This distinction is important in scenarios where misclassifying an instance as

positive (a false positive) has different consequences compared to failing to identify

a positive instance (a false negative). The F1-Score is particularly valuable for

datasets with imbalanced classes as it provides a balanced measure of precision and

recall, ensuring that neither metric disproportionately affects the overall performance

evaluation [118].
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K-fold Cross-validation

K-Fold Cross-validation, a robust method for assessing model performance, partic-

ularly in scenarios with limited data, the dataset D is partitioned into K subsets

of approximately equal size, denoted as D1, D2, . . . , DK . This method uses each

data point for training and testing, ensuring a complete evaluation of the model’s

performance [119].

This partitioning can be expressed as:

D = D1 ∪D2 ∪ . . . ∪DK (3.3.8)

subject to the condition that:

Di ∩Dj = ∅ for all i ̸= j. (3.3.9)

For each fold k from 1 to K:

• Dk serves as the validation set.

• The union of the remaining subsets D \Dk forms the training set.

• The model is trained on D \ Dk and evaluated on Dk, with the evaluation

metric for fold k denoted by Ek.

The overall performance metric is computed as the average of the evaluation metrics

across all folds:

Eavg = 1
K

K∑
k=1

Ek (3.3.10)

3.4 Performance on appliance signal

classification using SE-IF

To demonstrate the effectiveness of the methods and algorithms, the machine learn-

ing and deep learning algorithms were tested under different scenarios, including
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measured appliance data and disaggregated appliance data. Testing these differ-

ent scenarios is important because the first one demonstrates the robustness of the

method for classifying sequential data, regardless of its origin, while the second

one shows potential for identifying and classifying appliance data obtained from

disaggregation methods.

In this study, the SE-IF method is evaluated for individual appliance signal classific-

ation obtained in Section 3.2. The first section explains the appliance type groups,

the second section tests and compares different machine learning methods, and the

third section tests and compares both LSTM and BiLSTM networks.

3.4.1 Appliance testing groups

A household can feature a diverse group of users and patterns of energy consump-

tion, which are reflected in the appliances they utilise and the way in which they

are operated. Distinct from the established appliance Type classifications discussed

previously in Chapter 2, appliances can be sorted into groups based on their con-

sumption profiles. One can find devices within the home that draw minimal energy,

such as chargers, lamps, routers, or modems, which typically have similar energy

requirements with only slight variations in wattage. Additionally, households com-

monly contain appliances that exhibit variable energy demands, such as washing

machines and dishwashers, which are characterised by their fluctuating consumption.

In practical settings, it is common for a household to have different appliances that

may have low and potentially consistent energy demands, as well as those with high

and variable energy consumption patterns. Therefore, it is important to develop a

method that can classify appliances under all these different scenarios.

The categorisation of appliances into testing groups was based on an analysis of

their energy consumption profiles, conducted using the data available and insights

drawn from relevant literature on appliance energy use. This informed decision-

making process involved identifying patterns in power usage that logically grouped
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appliances into categories with similar or dissimilar consumption behaviours.

The purpose of this grouping was to assess how different appliance categories might

influence the accuracy of energy disaggregation algorithms. In detail, also found in

Table 3.2:

• Similar consumption appliances were chosen for their low and stable power

usage, which could pose a challenge for algorithms due to their comparable

consumption patterns.

• Non-similar consumption appliances were picked for their higher and fluc-

tuating energy needs, offering distinct challenges for disaggregation, especially

in recognising different cycle patterns.

• Mixed group of appliances was created to evaluate the algorithms in more

realistic settings with a combination of appliance types.

Table 3.2: Power Consumption of Appliances

Similar Appliances Non-similar Appliances
Appliance Watts Appliance Watts

Adsl Router 6-7 Livingroom_lamp_tv 11-14
Livingroom_lamp_tv 11-14 Dishwasher 120-2300
Livingroom_s_lamp2 7-9 Amp_livingroom 23-27
Office_lamp2 9-10 Kitchen_dt_lamp 40-42
Subwoofer_livingroom 15-16 Washing_machine 10-2000
Modem 9-10 Battery_charger 4-30
Server_hdd 10-13 Office_lamp3 6-7
Speakers 10-11

3.4.2 Overview of model final inputs

Depending on the group of appliances being analysed, the input array size will vary.

For instance, the group of similar appliances comprises 8 appliances, while the group

of non-similar appliances includes 7. However, due to one appliance being repeated,

the mixed appliances group contains 14. Since each appliance has 10 samples, the
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selected experiment (based on the chosen appliance group) will result in a cell array

of size 80, 70, or 140. Each cell contains a 500x1 vector array representing the

appliance’s power consumption, leading to 80, 70, or 140 collections of 500x1-sized

vector arrays. After the feature extraction layer is applied, a cell array of size 80,

70, or 140 is obtained, each containing a vector array sized 11x129, as illustrated in

Figure 3.9. This set of cells, each containing a 11x129 sized vector array, will serve

as the input for the model under evaluation.

Feature extraction + 
normalisation

11x129 vector array

500x1 vector array

Rows
  1-8: Spectrograms
  9: Instantaneous Frequency
  10: Spectral Entropy
  11: Signal variation

Power consumption

Figure 3.9: Feature enhancement layer

3.4.3 Machine learning methods results comparison

In this section, a comprehensive evaluation and comparison of widely used machine

learning algorithms for classification tasks is presented. The primary objective is to

assess the performance and limitations of various algorithms, including NB, LDA,

DT, and KNN.

While these algorithms have demonstrated effectiveness in the literature, inherent

weaknesses exist that can impact their performance under certain conditions. It

should be noted that certain input data entries had to be manually adjusted or

removed to ensure the proper functioning of the algorithms. This was necessary

due to the sharing of means among certain classes, which posed a challenge for the
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algorithms in generating a new axis that effectively separated the classes.

The four metrics used for evaluation are accuracy, recall, precision and F1-score.

The focus will be on F1-score since it is the metric that allows us to identify positive

instances where appliances were correctly detected, while also considering the false

positives.

Naive Bayes

The NB algorithm exhibits the lowest performance among all the algorithms in every

category. It achieved an F1-score value of 72.52% when evaluating similar appliances,

78.1% when evaluating non-similar appliances, and 72.55% when evaluating mixed

appliances.

This can be attributed to its assumption of feature independence, which does not

hold true in this case. Given that all features are closely related to each other, the

algorithm’s performance is weakened compared to other algorithms that can use

these relationships effectively.

Linear Discriminant Analysis

The LDA algorithm demonstrated the second-best performance among all the al-

gorithms in the similar appliances and mixed appliances categories while tying with

DTs in the non-similar appliances category. It achieved an F1-score value of 100%

when evaluating similar appliances, 90.48% when evaluating non-similar appliances,

and 88.57% when evaluating mixed appliances.

This algorithm’s performance is attributed to its ability to effectively use the rela-

tionships among the closely related features in this case. Unlike NB, which assumes

feature independence and struggles with related features, LDA benefits from the

inherent relationships between the features, leading to improved performance.
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Decision Trees

The DT algorithm was the best-performing algorithm among all the algorithms in

every category, tying with LDA in the non-similar appliances category. It achieved

an F1-score value of 100% when evaluating similar appliances, 94.29% when evalu-

ating non-similar appliances, and 94.52% when evaluating mixed appliances. This

algorithm’s success can be attributed to its ability to capture complex relationships

and interactions among features. DTs excel at partitioning the feature space based

on different criteria, allowing them to effectively classify the appliances. Unlike

NB, which assumes feature independence, DTs can take advantage of the interde-

pendencies and non-linear relationships between the features, resulting in superior

performance.

K-nearest neighbour

The KNN algorithm performed as the third-best algorithm among all the algorithms

in every category. It achieved an F1-score value of 85.42% when evaluating sim-

ilar appliances, 94.29% when evaluating non-similar appliances, and 74.05% when

evaluating mixed appliances.

One limitation of KNN is its susceptibility to the curse of dimensionality. When

dealing with high-dimensional data, the performance of KNN may degrade as the

number of dimensions increases. In high-dimensional spaces, the concept of distance

becomes less meaningful, and the data points become more sparse. This sparsity

can lead to a decrease in the effectiveness of KNN in accurately identifying nearest

neighbors and making reliable predictions.

3.4.4 Deep learning methods results comparison

In this section, the focus is on deep learning methods, specifically Long Short-

Term Memory (LSTM) and Bidirectional LSTM (BiLSTM) architectures, which are
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Table 3.3: Machine learning algorithms performance metrics for
similar appliances group

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%)
NB 67.30 70.52 77.5 72.52

LDA 100 100 100 100
DT 100 100 100 100

KNN 80.89 83.75 88.75 85.42

Table 3.4: Machine learning algorithms performance metrics for
non-similar appliances group

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%)
NB 72.22 76.19 82.86 78.10

LDA 87.5 89.29 92.86 90.48
DT 92.5 93.57 95.71 94.29

KNN 92.5 93.57 95.71 94.29

Table 3.5: Machine learning algorithms performance metrics for
mixed appliances group

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%)
NB 65.01 70.44 77.86 72.55

LDA 84.67 87.14 91.43 88.57
DT 92.33 93.93 95.71 94.52

KNN 66.52 71.55 79.29 74.05
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Figure 3.10: Structure of the SE-IF BiLSTM neural network

extensively evaluated and compared for the classification results. The objective is

to assess their performance and limitations in the context of appliance classification.

While traditional machine learning algorithms, such as NB, LDA, DT, and KNN, have

demonstrated effectiveness in various scenarios, they also show inherent weaknesses

that can hinder their performance under certain conditions. The previous section has

highlighted and analysed these limitations, demonstrating the need for alternative

approaches.

LSTM and BiLSTM, being deep learning architectures, offer unique advantages in

capturing sequential dependencies and modelling temporal dynamics. This makes

them highly suitable for analysing time-series data, such as appliance usage patterns.

Exploring their ability to retain and propagate information over long sequences,

LSTM and BiLSTM have the potential to overcome the limitations observed in

traditional machine learning algorithms, leading to superior performance in appliance

classification tasks. The structure of a BiLSTM network using the SE-IF method

can be seen in Fig. 3.10.

To ensure the best performance possible, it is also important to find the best settings

for a neural network, depending on the type of data to be evaluated. The comparison

mainly aims to find the influence of epoch numbers and mini-batch size on the
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performance of both models, single-layer LSTM and BiLSTM. The results of this

comparison demonstrate the most effective combination of network architecture and

training parameters for the SE-IF method in each scenario.

It is found in the literature that the groups of data are usually divided into batch

sizes of 8, 16, 32, 64 and 128. These sizes are used because being powers of 2,

results in an easier task to divide the training sets and utilise memory resources

more efficiently. For this reason, these sizes are used in these simulations for the

mini-batches. The evaluation of LSTM and BiLSTM’s performance is based on the

same four key metrics: accuracy, recall, precision, and F1-score, presented in Table

3.6, 3.7 and 3.8. Among these metrics, F1-score takes the central role as it enables

the identification of instances where appliances were correctly detected, while also

balancing the false positives.
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100 
epochs 

8 mbs 0.27 0.29 0.40 0.32 0.81 0.84 0.89 0.85 
16 mbs 0.26 0.30 0.39 0.33 0.87 0.89 0.93 0.90 
32 mbs 0.17 0.16 0.28 0.19 0.79 0.84 0.88 0.85 
64 mbs 0.21 0.22 0.34 0.25 0.82 0.84 0.89 0.85 
128 mbs 0.19 0.18 0.30 0.21 0.79 0.82 0.88 0.84 

1000 
epochs 

8 mbs 0.53 0.58 0.68 0.61 0.90 0.91 0.94 0.92 
16 mbs 0.52 0.55 0.65 0.58 0.84 0.86 0.90 0.88 
32 mbs 0.42 0.47 0.55 0.50 0.82 0.85 0.89 0.86 
64 mbs 0.45 0.50 0.60 0.54 0.79 0.81 0.88 0.83 
128 mbs 0.50 0.56 0.63 0.58 0.74 0.76 0.83 0.78 

1500 
epochs 

8 mbs 0.54 0.57 0.65 0.59 0.84 0.86 0.90 0.87 
16 mbs 0.59 0.63 0.70 0.65 0.79 0.81 0.86 0.83 
32 mbs 0.55 0.62 0.69 0.64 0.84 0.86 0.90 0.88 
64 mbs 0.51 0.57 0.66 0.60 0.89 0.91 0.94 0.92 
128 mbs 0.51 0.54 0.66 0.58 0.75 0.78 0.85 0.80 

 
 
  

Table 3.6: Performance metrics on similar appliances group
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Scenario 1: Similar appliances

The similar appliances category exhibits varying results, with LSTM architecture

generally achieving very low scores. Identifying subtle differences in consumption

loads can be challenging for the network when analysing similar appliances. Every

piece of information is important to determine the appliance being used. Adding an

extra layer in BiLSTM helps to learn sequences in both directions, making BiLSTM

significantly better at this task.

In the 100 epochs category, the best option is 8 mbs for the LSTM and 16 mbs

for the BiLSTM, where we see the BiLSTM outperforming the LSTM by 173% in

F1-Score, where the LSTM scored 32% and the BiLSTM, 90%.

In the 1000 epochs category, the best option is 8 mbs for both networks, where we

see the BiLSTM was more effective than the LSTM by 49% in F1-Score, where the

LSTM scored 61% and the BiLSTM, 92%.

In the 1500 epochs category, the best option is 16 mbs for LSTM and 32 mbs for

BiLSTM, where we see the BiLSTM showing better results than the LSTM by 44%

in F1-Score, where the LSTM scored 65% and the BiLSTM, 92%.

In this category, it was found that the performance of LSTM networks in this scenario

is worse than that of the BiLSTM in every epoch and mbs combination, reaching as

low as 19% F1-Score. The BiLSTM performed the best out of the two, achieving a

maximum score of 92% F1-Score.

Scenario 2: Non-similar appliances

The experiment on scenario 2 revealed that the BiLSTM networks consistently

outperformed the LSTM networks in every epoch and mbs combination considered.

For instance, in the 100-epoch category, the LSTM yielded the best results with 8

mbs, while the BiLSTM achieved superior outcomes with 128 mbs. However, the

LSTM network was surpassed by the BiLSTM network in all performance measures,
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100 
epochs 

8 mbs 0.40 0.47 0.57 0.49 0.98 0.98 0.99 0.98 
16 mbs 0.44 0.51 0.60 0.53 0.93 0.94 0.96 0.94 
32 mbs 0.43 0.49 0.60 0.51 0.96 0.96 0.97 0.97 
64 mbs 0.39 0.46 0.56 0.48 0.95 0.96 0.97 0.96 
128 mbs 0.36 0.44 0.53 0.46 1 1 1 1 

1000 
epochs 

8 mbs 0.61 0.66 0.73 0.67 0.93 0.94 0.96 0.94 
16 mbs 0.51 0.56 0.66 0.59 1 1 1 1 
32 mbs 0.48 0.53 0.64 0.56 0.98 0.98 0.99 0.98 
64 mbs 0.46 0.53 0.63 0.56 0.98 0.98 0.99 0.98 
128 mbs 0.48 0.54 0.64 0.57 0.98 0.98 0.99 0.98 

1500 
epochs 

8 mbs 0.68 0.71 0.79 0.73 0.95 0.96 0.97 0.96 
16 mbs 0.55 0.59 0.69 0.62 1 1 1 1 
32 mbs 0.67 0.71 0.79 0.73 1 1 1 1 
64 mbs 0.53 0.59 0.67 0.61 0.95 0.96 0.97 0.96 
128 mbs 0.60 0.66 0.73 0.68 0.95 0.96 0.97 0.96 

 
  Table 3.7: Performance metrics on non-similar appliances group

recording an F1-Score of 49%, while the BiLSTM obtained a perfect F1-Score,

representing a 104% enhancement in performance.

In the 1000-epoch category, the LSTM network performed best with 8 mbs, whereas

the BiLSTM network attained optimal outcomes with 16 mbs. In this case, the

BiLSTM again exhibited better performance compared to the LSTM network, with

an F1-Score of 100% as opposed to the LSTM’s 67%, representing a 49.25% increase

in score.

In the 1500-epoch category, the optimal setting for both networks was 32 mbs. The

BiLSTM network once again demonstrated better performance than the LSTM

network, obtaining an F1-Score of 100% compared to the LSTM’s 73%, resulting in

a 36.9% improvement in score.
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100 
epochs 

8 mbs 0.17 0.22 0.29 0.23 0.91 0.93 0.95 0.94 
16 mbs 0.16 0.21 0.28 0.22 0.91 0.93 0.95 0.93 
32 mbs 0.17 0.21 0.29 0.22 0.80 0.83 0.89 0.85 
64 mbs 0.17 0.21 0.29 0.22 0.61 0.65 0.75 0.68 
128 mbs 0.17 0.23 0.29 0.24 0.66 0.71 0.79 0.73 

1000 
epochs 

8 mbs 0.60 0.64 0.69 0.65 0.93 0.95 0.96 0.95 
16 mbs 0.44 0.51 0.56 0.52 0.92 0.94 0.96 0.94 
32 mbs 0.34 0.39 0.45 0.40 0.90 0.92 0.94 0.93 
64 mbs 0.28 0.33 0.42 0.35 0.83 0.86 0.90 0.87 
128 mbs 0.21 0.27 0.34 0.28 0.88 0.91 0.94 0.92 

1500 
epochs 

8 mbs 0.77 0.81 0.86 0.82 0.99 0.99 0.99 0.99 
16 mbs 0.68 0.73 0.79 0.75 0.91 0.93 0.95 0.93 
32 mbs 0.57 0.63 0.70 0.65 0.90 0.91 0.94 0.92 
64 mbs 0.38 0.43 0.50 0.45 0.88 0.90 0.93 0.91 
128 mbs 0.25 0.31 0.39 0.33 0.87 0.90 0.93 0.91 

 
Table 3.8: Performance metrics on mixed appliances group

Scenario 3: Mixed appliances

Based on the results of the experiments on scenario 3, it was determined that the

BiLSTM networks consistently outperformed the LSTM networks across every epoch

and mbs combination tested.

For example, in the 100-epoch category, the LSTM network’s best performance was

achieved with 128 mbs, while the BiLSTM network produced optimal outcomes

with 8 mbs. Notably, the BiLSTM network exhibited vastly superior performance

in this category, achieving an F1-Score of 93%, which represented a 306.5% increase

compared to the LSTM’s 24%.

In the 1000-epoch category, the optimal setting for both networks was 8 mbs. The

BiLSTM network once again demonstrated better results than the LSTM network,

scoring an F1-Score of 95%, a 46% increase over the LSTM’s F1-Score of 65%.

In the 1500-epoch category, the optimal setting for both networks was again 8

mbs. The BiLSTM network proved its effectiveness once more, exhibiting a 20.7%
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improvement in F1-Score over the LSTM network. Specifically, the BiLSTM network

achieved an F1-Score of 99%, while the LSTM network achieved an F1-Score of 82%.

Results

Based on the conducted experiments, the optimal combinations of mini-batch size

and epoch numbers for LSTM and BiLSTM models were determined, along with

their corresponding evaluation metrics, shown in Table 3.9

Table 3.9: Best settings for networks using SE-IF method

Appliance Category Type Epochs MBS
Similar Appliances BiLSTM 1000 8

Non-similar Appliances BiLSTM 1500 32
Mixed Appliances BiLSTM 1500 8

These results highlight the effectiveness of the BiLSTM model across different scen-

arios. For similar appliances, the BiLSTM model achieved high accuracy, recall,

precision, and F1-score, indicating its ability to accurately classify instances within

this category, regardless of the similarity among its classes. Similarly, for non-similar

appliances, the BiLSTM model demonstrated perfect performance across all metrics,

showcasing its capability to precisely distinguish non-similar instances.

In the case of mixed appliances, the BiLSTM model achieved exceptional performance

with high accuracy, recall, precision, and F1-score. This indicates its effectiveness in

handling scenarios where multiple appliance types are present, further demonstrating

its utility in real-life applications.

3.5 Conclusion

This chapter has detailed the development and validation of the SE-IF method, a

new approach for feature extraction in appliance classification with limited datasets.

Its effectiveness, confirmed through various tests, lies in its use of spectrograms for
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detailed analysis and the integration of spectral entropy and instantaneous frequency

features, allowing for the accurate identification of appliance behaviours.

The evaluation of four widely-used machine learning algorithms—NB, LDA, DT,

and KNN—revealed distinct advantages and disadvantages in their application to

appliance classification. The fundamental limitations of these algorithms stem from

their inability to fully capture the complex interdependencies of features, as evidenced

by the underperformance of the NB algorithm due to its invalid assumption of feature

independence. LDA and DTs, despite showing promise in certain aspects, struggled

with complex and non-linear relationships. KNN’s effectiveness was compromised

by the curse of dimensionality, particularly in high-dimensional spaces.

In contrast, the BiLSTM model, augmented with the SE-IF method, outperformed

these traditional approaches across critical metrics such as accuracy, recall, precision,

and F1-score. This success highlights the BiLSTM model’s capability to manage

the sequential and temporal dynamics inherent in appliance usage data, marking a

significant advancement over conventional methods.

The comparison of traditional machine learning techniques with the BiLSTM model

underscores the latter’s superior adaptability and performance in addressing the

challenges of appliance load data’s complexity and variability. These results reinforce

the BiLSTM model’s viability as a foundation for developing dependable and precise

appliance classification systems.





Chapter 4

Appliance detection in household

scenarios

4.1 Introduction

The previous chapter introduced the SE-IF methodology for feature extraction in

appliance classification, which underwent testing across various machine learning

and deep learning frameworks, proving its capability in classifying appliance signals.

However, its effectiveness in a residential-like setting, characterised by simultaneous

operation of multiple appliances amidst other types of electrical loads, remains

unexamined.

This chapter aims to present a detection algorithm designed to identify periods of

high energy consumption, subsequently applying the SE-IF methodology to classify

the appliances active during those times. This chapter addresses Objective 2, which

was outlined in Chapter 1.

The contributions are as follows:

• An appliance detection algorithm is modelled, which utilises windows to detect

segments with high power consumption. This algorithm analyses the power

consumption patterns and identifies specific time intervals where appliances



92 Chapter 4. Appliance detection in household scenarios

exhibit significant energy usage. By employing window-based analysis, the

algorithm effectively captures these periods and accurately distinguishes them

from the overall power consumption profile.

• The SE-IF BiLSTM method is employed in the classification of the appliances

detected by the detection algorithm, capable of accurately classifying different

appliances even when multiple appliances are used simultaneously, achieving

an average F1-score rate of 92% across different scenarios. This demonstrates

the effectiveness of the SE-IF BiLSTM approach in accurately identifying and

distinguishing between various appliances, including scenarios where appliances

operate concurrently.

4.2 Proposed method: A detection algorithm

The primary objective of this section is to introduce the detection algorithm devised

for this task, with the aim of identifying high-consumption appliances that signific-

antly contribute to the overall household energy consumption. This, in turn, leads

to higher utility bills and increased carbon emissions. Subsequently, these appliances

are classified using the SE-IF BiLSTM method.

In this simulation setting, the only available data for identification is the entire

household’s aggregate power consumption obtained from the smart meter. This

scenario is very challenging because the algorithm is required to identify individual

appliances from an aggregate consumption signal without additional data to aid the

detection process. This section demonstrates the method’s robustness in a realistic

scenario, such as a typical household, where users do not use specialised equipment

to track and monitor appliances, resulting in a minimally intrusive solution.
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Table 4.1: Appliance Classification in Different Scenarios

Scenario Individual appliance Overlapping appliances

1 Washing machine -
Dishwasher
Electric hob

2 Electric hob Washing machine
Dishwasher

3 Dishwasher Washing machine
Electric hob

4 Washing machine Dishwasher
Electric hob

5 - Washing machine
Dishwasher
Electric hob

4.2.1 Consumption data creation

To evaluate the detection and classification algorithm’s performance in a simulation

setting, three high-consumption appliances were selected: the washing machine, dish-

washer, and electric hob. These appliances were chosen because they are commonly

found in households and are known to have a significant impact on overall energy

consumption. To gather data for the simulation, ten different usage periods of each

appliance were obtained in section 3.3.2, chosen to capture various patterns of ap-

pliance usage. Examples of these usage periods can be seen in Fig. 4.1 In addition

to using the appliance usage data, the average household consumption was obtained

from the UK Dataset’s aggregate load.

Identifying appliances during individual use is important, but it’s also necessary to

identify them when they are used simultaneously with other appliances, although

this is significantly more challenging. To evaluate the method’s robustness in such

scenarios, 5 different scenarios were designed for the simulations, presented in detail

in Table 4.1. Each scenario comprises a combination of one, two, or all three of the

high-consumption appliances: the washing machine, dishwasher, and electric hob,

being used individually or simultaneously. For example, one scenario simulates the
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Figure 4.1: Raw appliance power consumption data.
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Algorithm 1 Consumption data creation algorithm
1: baseLoad← createArray(1440, values between 300 and 500W)
2: applianceStartT imes← randomApplianceStartTimes()
3: for each appliance in applianceStartT imes do
4: addApplianceLoadToBaseLoad(baseLoad, appliance)
5: end for

usage of the washing machine and electric hob together, while another simulates the

usage of all three appliances at the same time. This way, the algorithm’s effectiveness

in identifying appliances during real-life usage scenarios can be tested and evaluated.

Based on this, the procedure to create the scenarios was as follows, also shown in

Algorithm 1:

1. Line 1: An array representing the base load with 1440 data points was created,

where each time step represents one minute of a day. The values range between

300 and 500W, representing the average power usage in the household based

on the aggregated load from the dataset.

2. Line 2: The start time of each appliance was randomly defined, ensuring that

their duration did or did not overlap as required by the scenario.

3. Lines 3-5: The power loads of the appliances were added to the values on the

existing array corresponding to their time steps defined in the previous step.

4.2.2 Algorithm model for appliance usage detection

After successfully obtaining the different scenarios established in the previous section,

an algorithm for detecting the appliances was formulated, shown in Algorithm 2,

which worked as follows:

1. Line 1: The power consumption average of the entire array was obtained.

2. Lines 2-3: The result was then subtracted from each time step of the array.

(a) Lines 4-7: If the result was less than zero, then it was defined as zero.
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Algorithm 2 Appliance detection algorithm
1: averagePower ← average(baseLoad)
2: for i = 0 to 1439 do
3: baseLoad[i]← baseLoad[i]− averagePower
4: if baseLoad[i] < 0 then
5: baseLoad[i]← 0
6: end if
7: end for
8: windows← []
9: zeroThreshold← 8

10: foundAppliances← []
11: for n = 1 to 1421 do
12: window ← baseLoad[n : n + 19]
13: if countZeros(window) ≤ zeroThreshold then
14: windows.append(window)
15: end if
16: end for
17: startIndex← windows[0].startIndex
18: endIndex← windows[0].endIndex
19: distanceThreshold← 20
20: for i = 1 to len(windows)− 1 do
21: if (windows[i].startIndex−windows[i− 1].startIndex) ≥ distanceThreshold

then
22: foundAppliance← baseLoad[startIndex : endIndex]
23: foundAppliances.append(removeLeadingTrailingZeros(foundAppliance))
24: startIndex← windows[i].startIndex
25: endIndex← windows[i].endIndex
26: end if
27: end for

This produced an array of mostly zeros, except for the high peaks of consumption,

indicating the use of high-consumption appliances. However, there is a possibility

that zero consumption periods could occur during the use of an appliance, making

it difficult to distinguish zero consumption that belongs to an appliance cycle from

those obtained after removing noise in the signal. To address this, a sliding window

method was formulated as follows:

1. Line 9: Set a threshold of 8 to limit the number of zeros that can be found in

one window.

2. Lines 10-16: Divided the load and index data into arrays (windows) of size 20,

starting from data point n = 1 to n = n + 19, where n increased by 1 for each
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window.

3. Lines 13-15: Saved the load and index windows that satisfied the threshold

condition.

4. Line 19: Set a threshold of 20 to limit the window distance between the saved

windows from the previous step.

5. Lines 20-27: Analysed the saved windows to check if their starting indexes

were continuous or a distance ahead of less than the threshold value.

(a) Lines 22-26: If not, then their starting and ending indexes were saved.

The load found between the starting and ending indexes was then saved

as a detected appliance.

(b) Line 23: Remove leading or trailing zeros from the detected appliance.

The choice of thresholds in the detection algorithm is of high importance to its

performance. The zero threshold of 8 was empirically determined to effectively

differentiate between the idle power consumption and the active use of appliances,

allowing for minor variations in the base load without triggering a false positive.

This threshold was set after observing the typical duration and intensity of appli-

ance activations in the dataset, ensuring that brief and low-energy events are not

misclassified as appliance usage.

Similarly, the distance threshold of 20 was established to distinguish between separate

appliance usage events. This threshold ensures that events occurring closely in

time are not mistakenly combined, while also preventing the fragmentation of a

single event into multiple detections. The threshold was optimised through iterative

testing, balancing the need to accurately capture appliance usage patterns against

the granularity of event detection.
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4.3 Performance on appliance classification using

SE-IF BiLSTM and detection algorithm

4.3.1 Simulation scenarios

This section presents fig. 4.2–fig. 4.6, which show in detail the scenarios created

in Section 4.2.1 illustrating the aggregate load, the actual power consumption of

each appliance, and the appliances detected by the detection algorithm presented in

Section 4.2.2.

• Scenario 1: All three appliances had usage periods that did not overlap with

each other.

• Scenario 2: The washing machine started operations first, and mid-cycle,

the dishwasher started operations too, operating simultaneously for a period

of time until the washing machine ended operations. Then the dishwasher

operated independently for another period of time. The electric hob operated

independently later in the day.

• Scenario 3: The washing machine started operations first, but during its

cycle, the electric hob operated briefly. The washing machine continued op-

erating after the electric hob finished operations. The dishwasher operated

independently later in the day.

• Scenario 4: The dishwasher started operations first and mid-cycle, the electric

hob operated briefly. The dishwasher continued operations until it finished

shortly after. Later in the day, the washing machine operated independently.

• Scenario 5: The dishwasher started operations first. Mid-cycle, the elec-

tric hob and the washing machine started operations at the same time and

continued to operate together until the electric hob finished operating briefly
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afterwards. The dishwasher and the washing machine then operated simul-

taneously until the dishwasher finished operations, and the washing machine

finished later.
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Figure 4.2: Scenario 1 load showing detected appliance load.
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Figure 4.3: Scenario 2 load showing detected appliance load.
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Figure 4.4: Scenario 3 load showing detected appliance load.
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Figure 4.5: Scenario 4 load showing detected appliance load.
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Figure 4.6: Scenario 5 load showing detected appliance load.
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4.3.2 Results and discussion

The evaluation of the appliance detection and classification system involved testing

10 different neural networks using the 5 scenarios presented in the previous section.

Every network underwent training using 9 training sets and was then tested on 1

testing set that it had not seen before, selected through the k-fold method described

in Section 3.3.5. Performance metrics, including accuracy, precision, recall, and

F1-score, were calculated for both scenario and neural network basis evaluations.

Table 4.2: Performance metrics for different scenarios, all values are
expressed as percentages.

Neural Network Accuracy Precision Recall F1-Score

1 90 90 90 90
2 100 100 100 100
3 95 90 90 90
4 100 100 100 100
5 80 80 80 80

Average 94 92 92 92

Analysis by scenario

When analysing the individual scenarios’ performances, it is evident that the majority

of cases demonstrated high performance. Scenario 5, however, stood out with lower

performance, achieving a F1-score rate of 80%. An issue occurred in this scenario,

where in some instances, the networks failed to detect the usage of the electric hob,

indicating that only the dishwasher and washing machine were being used. This

occurred because the usage of the electric hob was not as significant, and considering

the load used in the rest of the house, these variations were easily missed. The rest

of the cases were detected a competent number of times, achieving more than 90%

F1-score, and in the cases of scenarios 2 and 3, they were correctly detected 100%

of the time.



4.3. Performance on appliance classification using SE-IF BiLSTM and
detection algorithm 103

Table 4.3: Performance metrics for different neural networks, all
values are expressed as percentages.

Neural Network Accuracy Precision Recall F1-Score

1 70 76.2 85.7 78.6
2 90 92.9 92.9 90.5
3 90 81.0 85.7 82.9
4 100 100 100 100
5 100 100 100 100
6 100 100 100 100
7 100 100 100 100
8 100 100 100 100
9 100 100 100 100
10 70 66.7 71.4 68.6

Average 92 91.7 93.6 92.0

Analysis by neural network

When analysing the 10 different neural networks used, it is noticeable that the

majority of the networks performed well, with networks 4-9 standing out, achieving

100% F1-score. Following them, networks 2 and 3 also performed well, obtaining

90% and 82.9% F1-score. Lastly, networks 1 and 10 had lower performance, reaching

only 78.6% and 68.6% F1-score, respectively.

Analysis of the results revealed that some networks consistently performed better

than others based on these evaluation metrics. However, the averaged value holds

the most significance, as it reflects the method’s overall performance, highlighting

its advantages and limitations. These networks demonstrated robust performance

across various scenarios, suggesting their potential to perform consistently well in

real-world usage. Careful attention was given to addressing the issue of overfitting

through validation of each of the neural network’s performance on separate test data,

by doing the K-Fold validation method explained in section 3.3.5, thereby confirming

its effectiveness beyond the training dataset.
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4.4 Conclusion

This chapter presented the integration of the SE-IF BiLSTM model with a novel

window approach detection algorithm. It has demonstrated how a combination of

feature extraction and deep learning models can lead to improved performance in

classifying appliances. This integrated approach has proven effective in accurately

identifying appliance usage in a range of scenarios, suggesting that it holds promise

for deployment in diverse and dynamic environments.

Looking ahead, the methodology established in this chapter opens several branches

for future research. The possibility of incorporating user behaviour patterns into

the classification process presents an exciting frontier that could produce even finer

analyses and more personalised energy management solutions. Furthermore, the

scalability of the proposed methods to accommodate larger and more varied datasets

could be another fruitful area of research, potentially enhancing the generalisability

and utility of the findings.

In summary, the work in this chapter takes a step towards more intelligent and

responsive energy management systems. The SE-IF method and its integration

with advanced deep learning techniques represent a meaningful contribution to the

field, with the potential for wide-ranging impact in both residential and industrial

contexts.



Chapter 5

Multi-objective Appliance

Scheduling Optimisation

5.1 Introduction

Chapters 3 and 4 covered the development of a detection algorithm aimed at analys-

ing user behaviour and patterns, facilitating the precise detection of high-powered

appliance usage and their time of use. A novel feature extraction methodology,

known as the SE-IF BiLSTM, was introduced as well. This methodology allows

a BiLSTM model to utilise extracted features, including spectral entropy and in-

stantaneous frequency for more accurate and reliable classification of the appliances

identified within the household.

While detecting and classifying appliances constitute important stages, utilising this

information holds equal importance. The application of this data to provide well-

informed recommendations for altering user behaviour and patterns in ways that

This chapter is based on work published in "Appliance Scheduling Optimisation Method Us-
ing Historical Data in Households with RES Generation and Battery Storage Systems," by M.
Correa-Delval, H. Sun, P. C. Matthews and W. -Y. Chiu, 2022 5th International Conference
on Renewable Energy and Power Engineering (REPE), Beijing, China, 2022, pp. 442-447, doi:
10.1109/REPE55559.2022.9949497.
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benefit the environment and enhance user experience, such as cost reduction, is of

high importance. These suggestions should be offered without significantly disturbing

user comfort, thus increasing the likelihood of users embracing behavioural changes.

This chapter addresses Objective 2, which was outlined in Chapter 1. It introduces

a novel multi-objective optimisation formulation that integrates appliance scheduling

within a household alongside the utilisation of renewable energy and battery storage

systems. The overarching aim is to reduce costs and CO2 emissions while accounting

for user comfort.

The main contributions of this chapter are as follows:

• A novel approach to appliance scheduling is introduced, building on the SE-IF

BiLSTM appliance classification technique developed in the previous chapter.

By using this method, the HEMS gains the ability to learn from historical

data, accurately identify and classify appliances, and use this knowledge for

future scheduling.

• The formulation of a multi-objective optimisation problem that takes into

account factors such as cost, CO2 emissions, and user comfort improvement

during the process of scheduling appliances within a household equipped with

RES and BSS. A key component of this formulation is the focus on minim-

ising user discomfort, which involves optimising appliance operation times to

align with user preferences and routines, thereby enhancing the overall user

experience and acceptance of the energy management system.

5.2 Problem Formulation

The optimisation carried out in this chapter is based on the results obtained from the

methods presented in the previous chapter. This chapter will work with a scenario

where the user is a resident of a house equipped with solar panels, a battery storage

system, and appliances such as a washing machine, dishwasher, and electric hob.
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CONSUMER

Use electricity
Engage in appliance usage

Tasks:

UTILITY COMPANY

Set hourly prices
Sell electricity to users
Buy electricity from users

Tasks:

COST

DISCOMFORT
CARBON 

EMISSIONS

Lower discomfort
may result in
higher cost

Lower prices
may result in 

higher emissions

Lower emissions
may result in

higher discomfort

Figure 5.1: Multi-objective optimisation participants and objectives

Once the information about a user’s energy usage is gathered by using the SE-IF

BiLSTM method, their behavioural patterns can be analysed.

Figure 5.1 presents the problem formulation addressed in this chapter. On one

hand, the electricity company provides electricity to the user if needed and also

buys energy produced by the user. The company defines the buying and selling

prices based on the energy market. Additionally, the company employs Time-of-Use

(TOU) pricing to incentivise efficient electricity use. TOU pricing divides the day

into peak, off-peak, and mid-peak periods, each with different rates. These rates are

designed to reflect the varying costs of electricity supply and demand throughout

the day, encouraging users to reduce consumption during high-demand periods and

thereby helping to balance the grid and reduce overall energy costs. On the other

hand, the user uses electricity and appliances, and their behaviour is analysed. The

user also has access to a system of solar panels and a battery storage system, which

allows them to store excess energy for personal use or to sell it back to the company.

The user aims to minimise their energy bill cost and carbon emissions. During the

process, it is possible that scheduling the use of their appliances may cause some

discomfort to the user. They also seek to minimise this discomfort as much as

possible, within the user’s willingness.

This case was carried out during a June month in the south of London, United
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Figure 5.2: Average solar data of a June day [120]
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Figure 5.3: Average CEI [121] and Electricity prices [122] data of a
June day

Kingdom. In Fig. 5.2, the average irradiation during this month at the user’s

location can be observed [120]. Additionally, Fig. 5.3 shows the intensity of carbon

emissions in the grid [121] and the energy purchase and sale prices by the energy
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Figure 5.4: Distribution network management illustrating the dir-
ection of electricity flow.

company during an average day in June [122].

The moments of lower CEI (Carbon Emission Intensity) occur during the early hours

of the morning, along with the cheapest energy purchase and sale prices. However,

these hours would cause high discomfort to the user as it would disrupt their sleep

schedule to change their habits during these hours. On the other hand, the most

comfortable hours for the user also entail high costs and high CEI.

Therefore, three objective functions are employed for the optimisation problem: cost

minimisation, carbon emissions minimisation, and user discomfort minimisation.

The details are presented in the following sections of this chapter.

5.3 System Model

The model used in this study, as illustrated in Fig. 5.4, involves several key stakehold-

ers within the energy distribution network, primarily the household (or consumer)

and the utility company, which also manages the different energy sources. The utility

company employs Time-of-Use (TOU) tariffs to encourage efficient energy usage,

aligning energy prices with periods of high and low demand.

• Household/Consumer: The primary consumer and micro-producer in the

model. The house is equipped with a renewable energy generation system,
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including solar panels and an energy storage system using a battery. Dur-

ing the day, the solar panels generate energy that powers the home’s energy

load and charges the battery. At night, the stored energy in the battery sup-

plies the household’s needs. The household is central to managing its energy

consumption and production, influenced by TOU pricing.

• Utility Company: This stakeholder not only supplies grid energy to sup-

plement the household’s energy requirements but also manages the overall

energy systems, including renewable and conventional energy sources. The

company provides additional power for household loads and battery charging.

Furthermore, it purchases surplus energy produced by the household, facilitat-

ing its integration into the broader energy network. The utility’s role extends

to maintaining the energy systems, ensuring their optimal performance and

durability.

In this model, the utility company manages all aspects of the energy system, both

renewable and non-renewable. This includes supplying additional power and main-

taining the infrastructure necessary for energy production and storage. The utility

company’s role in managing these components ensures that operations run smoothly

and the energy supply remains reliable. It also supports the utility’s efforts in

promoting energy efficiency and sustainability throughout the network.

5.3.1 Battery Storage Model

The battery storage model assumes the utilisation of a Powervault 3 battery, which

has a 4 kWh capacity and 2 kW discharge rate. At the beginning of each day, it is

presumed that the battery is at its lowest capacity level.

To determine the household battery storage level, the following equations can be

applied:

SOC(0) = 0, (5.3.1)
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SOC(t) = SOC(t− 1) + ∆t · Pbat(t), t = 1...T, (5.3.2)

where SOC represents the state of charge of the battery at time t in Wh, ∆t represents

the time interval, and Pbat represents the power drawn by the battery at time t. Here,

T represents the amount of all time steps, with each time step denoted by t.

Considering the Powervault 3’s specific capacity and discharge rate, this model

allows for efficient monitoring of the battery’s state of charge throughout the day.

By regularly updating the SOC values using equation 5.3.2 for successive time

intervals, the system can determine the battery’s state at any given moment, ensuring

optimised energy management and consumption.

5.3.2 RES model

The dataset initially contains energy consumption data for houses situated in the

southern region of England, and notably, these houses lack any form of Renewable

Energy Source (RES) generation. To introduce RES generation, the RES model uses

information from the European Commission’s Photovoltaic Geographical Information

System [120] to compute solar irradiation.

For the specific house under consideration, the model assumes the presence of 6

SunPower Maxeon 3 photovoltaic panels, which have a solar efficiency of 0.212.

These panels are positioned at a slope of 35° and an azimuth of 0°. Each panel

measures 1.046m by 1.69m, resulting in a total area of 26.5161m2.

The power generation from the solar panels can be expressed as [123]:

PP V (t) = η · E(t) · Ac, (5.3.3)

where PP V is the power generated at time t, η is the solar efficiency, E is the solar

irradiation received in W/m2 (shown in Fig. 5.2) at time t and Ac is the area of the

panels.

By integrating the RES model into the dataset, the solar power contribution to
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the overall energy profile of a house in the southern region of England can now be

estimated.

5.3.3 Base load consumption model

The base load demand model utilises information from the UK-DALE dataset [110],

which originates from an end-terrace house in southern England. The data for a

day comprises 24 entries, each corresponding to an hour of the day. An average

consumption for a day in June was generated, ranging between 230 and 800 W. The

model’s output is Pload(t), representing the base power load demanded at time t.

5.3.4 Appliance scheduling model

In Chapter 3, the SE-IF BiLSTM appliance classification method was developed,

enabling the training of a BiLSTM neural network capable of identifying and classi-

fying appliances in historical data, along with their preferred usage times. This was

achieved by extracting features such as spectrogram frequency bands, Mel spectro-

gram, instantaneous frequency, spectral entropy, and signal variation.

To obtain appliance consumption data for training the SE-IF BiLSTM, individual

data from the dataset was utilised. The considered appliances included three in-

dividual appliances: washing machine, dishwasher, and electric hob. To train the

neural network to identify instances where multiple appliances are used simultan-

eously, different combinations were generated based on the consumption data of the

individual appliances. This method was used to identify and classify appliances in

previous days and acquire their average consumption data and preferred usage times.

A detailed explanation of this pre-processing procedure can be found in Section 3.3.2.

These appliances exhibit varying power consumption patterns due to their oper-

ational cycles demanding different power levels at different times. To accurately

simulate this power variation during their operation, the average duration and con-

sumption per hour for each appliance were obtained.
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Let tstart denote the time at which the optimisation algorithm schedules an appliance

to start its operation, and the following constraint is obtained:

0 ≤ tstart ≤ t− tduration, (5.3.4)

where tduration represents the duration of the appliance usage. This constrains the

operating time of an appliance to ensure it starts early enough to complete its cycle

before the end of the day. This limitation is imposed by the scope of the research,

which focuses on a 24-hour analysis timeframe.

The next step involves the ability to calculate the load needed by the appliances in

a 24-entry format, and the entry they will be located at will depend on the time

they have been scheduled for. This ensures that this calculation is separate from the

base load of the household.

To calculate the load used by the schedulable appliances at any given time t, the

following equation is applied:

P app
load(t) =

M∑
m=1

Pm(t), (5.3.5)

where P app
load(t) represents the sum of power used by the schedulable appliances at

time t, M is the number of schedulable appliances, and Pm(t) denotes the power

load of appliance m at time t.

The total scheduled load at time t is then computed by combining the base load

Pload and the load of all schedulable appliances, denoted as P app
load, using the following

equation:

P SCH
load (t) = Pload(t) + P app

load(t), (5.3.6)

where P SCH
load (t) represents the sum of the base load and the load of all schedulable

appliances at time t. This calculation enables the system to determine the entire

power demand, accounting for both the household’s essential base load and the

varying power requirements of scheduled appliances.
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Table 5.1: Appliance settings

Appliance δ Tavg Tduration Power rating (Watts)
Washing Machine 2 12:00 2h 150 - 650

Dishwasher 3 21:00 2h 520 - 910
Electric Hob 3 17:00 0.5h 1000

5.3.5 Transmission system operator model

The household’s power supply to fulfill the load demand is an integration of resources,

drawing power from the external grid, the electricity generated by photovoltaic panels,

and utilising energy stored in the battery. This ensures a consistent power delivery,

even during periods of fluctuating energy availability.

To calculate the power taken from or sent to the grid, the system uses the following

equation:

Pgrid(t) = P SCH
load (t)− PP V (t) + Pbat(t), (5.3.7)

where Pgrid(t) is the total power taken or sent to the grid at time t. This equation

manages the interplay between the scheduled load, power generated by the photo-

voltaic panels, and energy drawn from or sent to the battery storage. It guarantees

that the load demand is always met while allowing for the optimal utilisation of

renewable energy sources.

At any moment, if the household’s load demand exceeds the combined power of solar

generation and battery storage, the system supplements the shortfall by drawing

power from the grid. Conversely, during periods of excess solar generation or surplus

battery energy, the system sends the surplus electricity back to the grid, contributing

to the establishment of a balanced energy ecosystem.

5.3.6 Cost model and formulation

The cost model is based on the purchase and sale price information from previous

years from the British Energy Trading and Transmission Agreements [121]. It is
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assumed that this information accurately reflects the prices applicable during the

selected day for simulation. The model adopts an Hourly Real Time Price structure,

where electricity prices fluctuate hourly but remain constant throughout each hour.

Additionally, costs are adjusted based on the current month or the user’s selection,

this case being the month of June.

The model has two outputs: Csell and Cbuy, representing the unit price for selling

energy to the grid and buying energy from the grid, respectively.

Using these price values, the cost of the electricity bill is calculated in British pounds

sterling using the following equation:

Cost =
T∑

t=1
∆t · Pgrid(t) · Cgrid(t), (5.3.8)

where ∆t is the time interval, and Pgrid(t) is the power exchanged with the grid at

time t, being positive in the case of buying energy and negative in the case of selling.

The variable Cgrid(t) is determined as follows:

Cgrid(t) =


Cbuy(t), if Pgrid(t) ≥ 0

Csell(t), otherwise.

(5.3.9)

This decision structure ensures that the correct pricing is applied based on whether

energy is being bought from or sold to the grid. By aggregating these costs over the

specified time duration, the model provides an accurate estimate of the electricity

bill.

5.3.7 CO2 emissions model and formulation

The CO2 model is based on CEI data sourced from the National Grid ESO [120].

To calculate hourly averages of the carbon emission intensity for each month, data

was collected from the year 2020. The model then produces CEIbuy, representing the

intensity of carbon emissions associated with purchasing electricity from the grid.
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Using these CEI values, the amount of CO2 emitted in grams is calculated using the

following equation:

CO2 =
T∑

t=1
∆t · Pgrid(t) · CEIgrid(t), (5.3.10)

where ∆t is the time interval, and Pgrid(t) is the power exchanged with the grid at

time t. The variable CEIgrid(t) is determined as follows:

CEIgrid(t) =


CEIbuy(t), if Pgrid(t) ≥ 0

0, otherwise.

(5.3.11)

This ensures that the carbon emission intensity is considered only when electricity

is being purchased from the grid. If the power exchanged is not from the grid (i.e.,

when it is supplied to the grid due to excess energy generation), the carbon emission

intensity is set to zero, representing a net reduction in carbon emissions.

By summing up the CO2 emissions over the specified time duration, the model

provides a precise estimate of the carbon footprint associated with energy usage.

5.3.8 User discomfort model and formulation

The user discomfort model is constructed using data obtained from the SE-IF BiL-

STM model. This model learns the average starting time of appliances based on

historical usage patterns from previous days. Discomfort is then calculated based

on deviations from these average times, using a discomfort coefficient determined

for each appliance.

The discomfort coefficients δ(m) for each appliance are determined based on the

standard deviation of their start times, calculated from historical usage data. The

standard deviation reflects the variability in the starting times of the appliances:

• If the standard deviation of start times for an appliance is less than 1 hour, the
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appliance is considered to have high regularity in usage. Therefore, a higher

discomfort coefficient of δ(m) = 3 is assigned.

• Conversely, if the standard deviation is 1 hour or more, the appliance usage is

considered variable, and a lower discomfort coefficient of δ(m) = 2 is assigned.

This threshold of 1 hour is chosen based on the observed distribution of start times,

aiming to effectively differentiate appliances that are sensitive to time shifts from

those that are not.

δ(m) =


3 if σ(m) < 1 hour

2 if σ(m) ≥ 1 hour
(5.3.12)

where σ(m) is the standard deviation of the start times for appliance m.

Discomfort due to deviations from average usage times is quantified using the fol-

lowing equation:

Disc =
M∑

m=1
δ(m) ·

(
Tstart(m)− Tavg(m)

)2
, (5.3.13)

where:

• M is the number of schedulable appliances.

• δ(m) is the discomfort coefficient for appliance m.

• Tstart(m) is the actual starting time of appliance m on a given day.

• Tavg(m) is the average starting time of appliance m, calculated from historical

data.

By integrating the user discomfort model, the energy management system can ac-

count for users’ preferences and comfort levels when optimising the scheduling of

appliances.
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5.4 Methods

In this section, the energy management problem is addressed through a multi-

objective formulation (MOP), aiming to achieve a fair and balanced approach. The

primary objectives of this formulation are: first, to minimise the economical cost of

electricity consumption; second, to minimise the amount of CO2 produced during

energy usage; and third, to minimise user discomfort when scheduling the schedulable

appliances. Each objective plays a vital role in enhancing the efficiency, sustainability,

and user experience of the energy management system.

To effectively address these objectives, a MOP formulation is presented, considering

each objective separately due to their different units and scales, as established in

sections 5.3.6, 5.3.7, and 5.3.8. The MOP seeks to find Pareto optimal solutions

that represent a fair balance between these objectives, leading to intelligent energy

management strategies that prioritise economic savings, reduced carbon emissions,

and user satisfaction.

The resulting MOP formulation involves finding Pareto optimal points such that

none of the objectives can be improved without worsening at least one other. This

can be expressed as:

min
Pbat,T

m∈M
start

Cost (5.4.1a)

min
Pbat,T

m∈M
start

CO2 (5.4.1b)

min
Pbat,T

m∈M
start

Disc (5.4.1c)

This formulation is subject to constraints represented by equations (5.3.2), (5.3.4),

and (5.3.7).

In this approach, each objective is treated distinctly, reflecting its unique impact

and measurement. This ensures that the solution set comprises configurations where
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trade-offs between cost, carbon emissions, and discomfort are considered independ-

ently, facilitating a more comprehensive exploration of possible solutions and main-

taining the integrity of each objective’s units.

5.4.1 Finding the best solutions

The proposed MOP formulation offers a range of potential solutions that can be

derived by considering various weighting criteria. In this research, determining the

optimal weights for each objective function is achieved through genetic algorithms.

These algorithms have the capability to assess different possibilities and systematic-

ally compare various weight combinations over time, effectively adapting to changes

in variables. This approach showcases the potential to identify the best-suited com-

bination of weights while accounting for dynamic variables, thus offering a robust and

flexible approach to solving the multi-objective optimisation problem. A flowchart

illustrating the process of finding the best solution can be found in Fig. 5.6.

Pareto definitions

The approach taken to solve the multi-objective genetic algorithms formulation is

centered on the concept of Pareto optimality, detailed in the following definitions

[124]:

Definition 1 (Pareto Optimality): Situation where no feasible solution can be

improved in one objective without degrading another objective.

Definition 2 (Pareto Frontier): The set of all Pareto optimal solutions in a

multi-objective optimisation problem. It represents the collection of non-dominated

solutions that offer various trade-offs between conflicting objectives.

Multi-objective Immune Algorithm

The multi-objective immune algorithm (MOIA) [125], presents an optimisation ap-

proach rooted in the biological mechanisms of the human immune system. It utilises
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the concept of antibodies, each corresponding to a specific point within the decision

variable space. Throughout each iteration, the algorithm systematically elimin-

ates dominated antibodies, thereby enabling non-dominated antibodies to undergo

mutation and diversification. This transformative process gives rise to additional

dominated antibodies, which are subsequently pruned.

Further stages of the MOIA involve a strategic filtration process aimed at elimin-

ating infeasible antibodies. This culling and enhancement cycle persists until the

algorithm reaches its designated maximum number of iterations. Ultimately, the

MOIA outputs a collection of approximate Pareto optimal solutions of the trade-offs

between conflicting objectives.

Multi-objective Genetic Algorithm

The multi-objective genetic algorithm (MOGA) stands as a metaheuristic optimisa-

tion approach inspired by the principles of natural selection.

Initially, it assembles a diverse population of values within predetermined limits.

Subsequently, the fitness of each individual within this population is computed,

reflecting their potential as optimal solutions. As the algorithm progresses, it as-

sesses whether the stopping criterion has been achieved, signalling the attainment

of satisfactory solutions.

The MOGA’s efficiency relies in its emulation of the natural selection process. Once

the stopping criterion is not met, MOGA employs a selection process, identifying

individuals to act as parents for the next generation. These chosen parents undergo

a crossover procedure, generating offspring known as children. These children are

then subject to mutation, introducing an element of controlled variation. Following

this, the fitness of these mutated children is recalculated, serving as a basis for their

potential as solutions. This process is repeated until the stopping criterion is met.

At the conclusion of its iterations, MOGA provides a set of solutions that form an

approximation of the Pareto front [124].
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Figure 5.5: Pareto frontier obtained after evaluating the MOP with
the MOIA.

Finding the best compromised solution: Gray Relational Analysis

Various methods have been explored in the literature to identify optimal solutions

for MOPs. Some prominent methods include Gray Relational Analysis (GRA), Tech-

nique for Order of Preference by Similarity to Ideal Solution, Linear Programming

for Multidimensional Analysis of Preference, and Faire Un Choix Adéquat, among

others. In the context of this research, GRA has been selected as the method to

determine a best-compromised solution.

GRA is especially effective when prioritising complex objectives or when dealing

with qualitative input criteria that are difficult to quantify. In this algorithm,

the gray relational coefficient (GRC) expresses the resemblance between individual

candidate networks (representing objective values of each optimal solution) and the

best reference network (constituting an ideal network achieved by selecting the best

objective value for each). It follows the next steps [126]:
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1. Normalisation of objective values of Pareto-optimal solutions is performed:

Fij = maxi∈sfij − fij

maxi∈sfij −mini∈sfij

(5.4.2)

where s is the set of Pareto-optimal solutions, fij is the ith value of the jth

objective in the objective matrix and Fij the value of fij after normalisation.

2. Find the reference network points:

F +
j = maxi∈sFij (5.4.3)

where F +
j is the greatest number in the normalised values.

3. Find the difference between F +
j and Fij

∆Iij =
∣∣∣F +

j − Fij

∣∣∣ (5.4.4)

4. Find the value of GRC for each optimal solution:

GRCi = 1
s

J∑
j=1

∆min + ∆max
∆Iij + ∆max (5.4.5)

where ∆max = maxi∈s,j∈J(∆Iij) and ∆min = mini∈s,j∈J(∆Iij).

5. Find the largest GRCi and its corresponding solution is the recommended

optimal solution.

Choosing optimal solutions

The optimisation problem involves three distinct objectives: cost reduction, CO2

emissions reduction, and minimising user discomfort to ensure that scheduling ar-

rangements align with user convenience. As detailed previously in this chapter, the

methodology for identifying the optimal compromised solution was explained. This

approach aims to achieve a well-balanced outcome by addressing reductions across

all objectives. However, there is a scenario where a user might strongly lean toward
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a specific objective. While minimising discomfort is a goal, its optimal solution

typically involves not scheduling any tasks, essentially resulting in a scenario with no

changes. As this outcome contradicts the fundamental aim of the research, the focus

shifts solely to selecting optimal solutions that consider cost and CO2 emissions.

Cost-based solution. This approach provides users with the opportunity to capit-

alise on substantial cost savings, making it the most financially advantageous choice.

While the broader optimisation framework considers multiple objectives—including

minimising CO2 emissions and user discomfort, the cost-based solution focuses solely

on minimising economic costs. Users may select this solution from a set of options

generated through multi-objective optimisation, specifically choosing the one that

offers the lowest cost, even if it does not necessarily optimise the other factors. This

selection process is defined as follows:

s∗ = arg mins∈PCost(s) (5.4.6)

where P represents the set of feasible solutions generated through the optimisation

process, as part of a Pareto frontier. However, the final selection, s∗, is based only

on cost criteria, emphasising financial efficiency over other considerations.

CO2-based solution. This option provides users with the opportunity to signific-

antly reduce carbon emissions, positioning it as the most environmentally conscious

choice. While the broader optimisation framework addresses multiple objectives, the

CO2-based solution specifically focuses on minimising the ecological footprint. Users

may select this solution from a set of options generated through multi-objective

optimisation, specifically choosing the one that optimally reduces CO2 emissions,

possibly at the expense of other factors. This selection process is defined as follows:

s∗ = arg mins∈PCO2(s) (5.4.7)

where P represents the set of feasible solutions generated through the optimisation

process part of a Pareto frontier. The final selection, s∗, is based solely on minimising
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CO2 emissions, emphasising environmental priorities over other considerations.

Best compromised solution. This solution, determined by the GRA, balances the

three objectives, preferences of cost, CO2 reduction, and user discomfort. It provides

users with an optimal outcome that considers all relevant factors and results in an

effective compromise.

Summary of proposed energy management framework and optimisation

Based on the earlier discussed definitions, algorithms, and analyses in this section,

a diagram has been constructed, illustrated in Fig. 5.6. The interpretation of this

diagram is presented through the following sequential steps:

• Step 1: SE-IF BILSTM. The initial stage involves the utilisation of the

SE-IF BILSTM method to gather data. During this phase, user preferences

like usage timings are configured, while also learning the baseline load profile.

• Step 2: Initialisation. Proceeding to Step 2, essential data is initialised.

This includes factors such as electricity prices provided by the utility company,

as well as estimated carbon emissions intensity for the designated day. Fur-

thermore, a foundational base-load profile is generated based on learnings from

the prior step.

• Step 3: Multi-objective Immune Algorithm (MOIA). In Step 3, the

MOIA -or optionally the MOGA- is employed iteratively until a state of conver-

gence is attained. This process yields the Pareto frontier, which was explored

earlier in this section.

• Step 4: Gray Relational Analysis (GRA). Moving forward, after acquir-

ing the Pareto frontier, the set of solutions goes through the Gray Relational

Analysis (GRA). This analysis identifies the best compromised or fairest solu-

tion, taking into account all the different objectives.
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Table 5.2: Simulation setup

Control parameter Value
Location 50°50’16.8"N 0°08’13.2"W
Month June
Time slots 24
Schedulable appliances 3
Solar Panels 6 SunPower Maxeon 3
Battery Max Capacity 4 kWh
Battery Max Charge/Discharge Rate 2 kW

• Step 5: Selection of Optimal Solution. Finally, in Step 5, multiple

objectives are considered. A variety of choices are presented to the user, each

delivering the optimal outcome for a specific objective. Another solution,

determined by GRA, is also offered as the fairest solution, considering the

balance between all the objectives.

5.5 Model evaluation

With the methodology in place and a range of solutions now available within the

Pareto frontier, the focus shifts to selecting optimal solutions in accordance with the

scenarios and cases presented in this section.

The analysis incorporates four distinct scenarios and three different cases for sim-

ulations. The parameters employed for the system model in these simulations are

detailed in Table 5.2.

5.5.1 Simulation Scenarios

The scenarios serve as distinct user profiles, where all users have access to grid

electricity and a battery storage system. This system enables them to store energy

acquired from the grid during periods of lower cost.

1) RES and Scheduling: In this particular scenario, the utilisation of renewable

energy sources is combined with scheduling strategies for appliances. By incorpor-

ating RES power generation alongside grid power consumption, the objective is to
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effectively manage load demands. This involves optimising appliance scheduling to

not only curtail the overall cost on the bill but also to minimise the associated CO2

emissions.

2) RES and No Scheduling: This scenario primarily serves to contrast Scenario

1 with a comparable situation that lacks scheduling. In this scenario, similar to

the previous case, the user can use the power of renewable energy sources for their

energy needs. However, a distinctive approach is taken as the user opts not to

engage in appliance scheduling. Instead, the emphasis is placed on maximising

comfort and convenience without actively adjusting the timing of appliance usage.

This scenario caters to users who prioritise ease of use and prefer the appliances

to operate according to their typical routines, guided by the availability of RES-

generated power.

3) No RES and Scheduling: In this scenario, the user lacks access to any form

of renewable energy sources for power generation, relying solely on grid-supplied

electricity to meet their energy demands. However, despite the absence of RES, the

user recognises the potential benefits of appliance scheduling as a means to minimise

costs and reduce their carbon footprint. By strategically timing the operation of

various appliances, the user aims to optimise their energy consumption and contribute

to environmental conservation by curbing CO2 emissions. This scenario caters to

users who prioritise financial savings and sustainability, using scheduling techniques

to make the most of grid-supplied energy.

4) No RES and No Scheduling: The primary purpose of this scenario is to

compare and contrast Scenario 3 with a similar situation that does not involve

scheduling. In this scenario, similar to the previous one, the user lacks access

to renewable energy sources for power generation. Here, the user’s priority shifts

toward maximising comfort and convenience. Despite not having RES or employing

scheduling strategies, the user aims to optimise their daily routine by allowing

appliances to operate at their preferred times while also using the battery to store

energy purchased from the grid when it is cheaper. This approach caters to users
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Scenario 1
RES + Scheduling

Scenario 2
RES + No Scheduling

Scenario 3
No RES + Scheduling

Scenario 4
No RES + No Scheduling

Figure 5.7: Simulation scenarios considering RES and scheduling.

who prioritise the functioning of appliances according to their daily routines and

convenience, without the additional complexities of scheduling considerations.

5.5.2 Simulation cases

1) Case 1 based on cost minimisation: In this case, the primary objective of

the user is to minimise their electricity expenses. This strategy involves capitalising

on low electricity prices or periods of robust renewable energy generation. During

such favorable conditions, the home battery is utilised for charging. When surplus

energy is generated by the renewable sources, the user can even feed excess energy

back to the grid, contributing to cost reduction. Conversely, during peak price hours,

especially during daytime, the user can use the stored energy within the battery to

fulfill their load requirements, effectively avoiding higher cost periods. This approach

revolves around strategic energy usage to achieve financial savings.

2) Case 2 based on CO2 emissions minimisation: In this scenario, the user’s

primary focus is to minimise the CO2 emissions associated with their energy con-

sumption. The strategy involves capitalising on periods of low CEI or substantial

renewable energy generation. During these environmentally favourable conditions,

the home battery is charged to store excess energy. In contrast, when the CEI is

relatively high, typically occurring during afternoon hours, the stored energy within
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Case 1
Cost minimisation

Case 2
CO₂ minimisation

Case 3
Best compromised solution

Figure 5.8: General battery behaviours in each simulation case.

the battery is utilised. By choosing these timeframes, the user can align their energy

consumption with moments of lower CO2 emissions, contributing to their emissions

reduction goal. This approach highlights the user’s commitment to minimising their

carbon footprint.

3) Case 3 based on best compromised solution: In this case, the user’s

objective is to find a solution that balances the three key goals: minimising the

financial expenditure, minimising CO2 emissions, and reducing user discomfort.

The aspiration here is to find an equilibrium where each objective is given due

consideration, resulting in a solution that represents a well-rounded compromise

among these three critical factors. This approach seeks to ensure an optimisation

that includes economic savings, environmental responsibility, and user satisfaction.

5.5.3 MOIA results analysis: The impact of scheduling

After the Pareto frontier was established using the MOIA, the next step was to

identify the optimal solutions for each of the 12 combinations arising from three

cases and four scenarios. These solutions, detailed in Table 5.3, are compared with

the MOGA results to illustrate their effectiveness. For each scenario, the algorithm

determines the optimal start times for each appliance with the aim of achieving the

specific goal of the case: minimising costs in Case 1, reducing carbon emissions in



130 Chapter 5. Multi-objective Appliance Scheduling Optimisation

Case 2, and finding a balanced or compromised solution in Case 3.

Figure 5.9 illustrates the convergence behaviour of the MOIA, showing how the

algorithm progressively refines the solutions towards optimal outcomes. The conver-

gence trends indicate the number of iterations required for the algorithm to stabilize

on the Pareto frontier, underscoring the efficiency of the MOIA in navigating the

solution space.

The outcomes can significantly vary based on whether the scenario involves access

to renewable energy sources (whether it is due to a lack of solar panels or the

weather does not allow for energy production) or if the user opts for scheduling. The

subsequent analysis places emphasis on highlighting the diverse performance of the

battery across each solution and the advantages of employing scheduling strategies

to achieve cost savings and carbon emission reduction.

5.5.4 Algorithms comparison

The MOGA is used to compare algorithmic outcomes against the MOIA. The results

are shown in Table 5.3. Generally, the MOGA was found to be outperformed by

the MOIA. Across the scenarios and cases, the MOIA consistently delivered superior

results. In RES-enabled scenarios (1 and 2), the MOIA exhibited the best outcomes,

and even in the Non-RES scenarios (3 and 4), it consistently presented better results

for cases 1 and 2. However, in case 3 of scenario 3, while the MOIA achieved

improved results in terms of cost and discomfort, the MOGA produced lower CO2

reduction results. Similarly, in case 3 of scenario 4, the MOIA excelled in CO2

reduction, while the MOGA achieved better cost outcomes.

Taking an overall view, the MOIA consistently outperforms the MOGA and proves

to be a robust choice to complement the optimisation problem introduced in this

chapter. Its consistent performance across various scenarios proves its reliability and

effectiveness.
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Figure 5.9: Convergence trends of the MOIA algorithm over itera-
tions. The top graphs display the progression of the average best
value (ABV) and average objective value (AOV) for Cost, while the
bottom graphs show these values for CO2 emissions.
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Table 5.3: MOIA and MOGA Results Comparison

Scenario Comparisons
MOIA Results MOGA Results

Parameter Case 1 Case 2 Case 3 Case 1 Case 2 Case 3
Scenario 1) RES - Scheduling

Cost (£) 1.34 1.40 1.40 1.55 1.63 1.58
CO2 emissions (grams) 793.55 676.46 718.72 954.48 900.62 904.84

Discomfort 269 269 137 204 150 137
Washing Machine (Tstart) 11 11 11 12 12 11

Dishwasher (Tstart) 13 13 15 13 14 15
Electric Hob (Tstart) 12 12 14 15 16 14

Scenario 2) RES - No Scheduling
Cost (£) 1.49 1.59 1.55 1.73 1.73 1.73

CO2 emissions (grams) 1034.64 851.64 861.58 1111.44 1106.88 1108.57
Discomfort 0 0 0 0 0 0

Washing Machine (Tstart) 12 12 12 12 12 12
Dishwasher (Tstart) 21 21 21 21 21 21
Electric Hob (Tstart) 17 17 17 17 17 17

Scenario 3) No RES - Scheduling
Cost (£) 6.16 6.54 6.34 6.31 6.38 6.37

CO2 emissions (grams) 2862.11 2748.43 2814.63 2822.53 2793.41 2794.09
Discomfort 1013 242 83 242 242 242

Washing Machine (Tstart) 13 13 10 13 13 13
Dishwasher (Tstart) 5 13 17 13 13 13
Electric Hob (Tstart) 8 13 14 13 13 13

Scenario 4) No RES - No Scheduling
Cost (£) 6.26 6.68 6.54 6.41 6.65 6.42

CO2 emissions (grams) 2878.64 2778.5 2782.31 2843.26 2818.32 2841.16
Discomfort 0 0 0 0 0 0

Washing Machine (Tstart) 12 12 12 12 12 12
Dishwasher (Tstart) 21 21 21 21 21 21
Electric Hob (Tstart) 17 17 17 17 17 17
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Scheduling analysis

There are two scenarios marked by favourable circumstances for generating renewable

energy —particularly on sunny days with the implementation of solar panels—, and

two scenarios where access to RES is not available. The evaluation begins with the

three appliances mentioned in this chapter: the washing machine, the dishwasher,

and the electric hob. The user’s preference for scheduling these appliances is as

follows: the washing machine at 12:00, the dishwasher at 21:00, and the electric hob

at 17:00.

Within the context of the first and third scenarios, where scheduling is a priority,

distinct scheduling patterns are chosen. In scenario 1, for both case 1 and case 2,

the washing machine, dishwasher, and electric hob are scheduled to start at 11:00,

13:00, and 12:00, respectively. These timings align with peak periods of renewable

energy generation, producing optimal results in terms of cost and CO2 emissions

reduction across each respective scenario. On the other hand, in scenario 1 - case 3,

a shift in scheduling times occurs, with the appliances set to start at 11:00, 15:00,

and 14:00, respectively. This scheduling configuration reflects the pursuit of a well-

compromised solution that seeks to minimise user discomfort while also achieving

a balanced approach in terms of cost and carbon emissions. In this scenario, the

discomfort metric improves significantly, measuring at 137 units, which stands in

contrast to the 269 units recorded for cases 1 and 2. This comparison results in a

reduction of 49.07% in discomfort, as offered by the best compromised solution.

In scenario 3 - case 1, where no access to RES exists, the appliances were scheduled

to commence operations at 13:00, 05:00, and 08:00. The alteration to early morning

hours for two of the appliances is influenced by the lower electricity prices during

that time. On the other hand, a notable adjustment is observed in case 2, where

all the appliances are coordinated to start at 13:00. This alignment is driven by

this particular time offering the lowest CEI during the afternoon. However, in

case 3, the appliances are scheduled to begin operations at 10:00, 17:00, and 14:00,
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respectively. These times are closer to the preferred timings, resulting in only 83

units of discomfort, in contrast to the 1013 units generated by case 1 and the 242

units produced by case 2. This represents a reduction in discomfort of 91.8% when

compared to case 1 and a decrease of 65.7% when compared to case 2.

In scenario 2 and 4, the user has a lack of interest or practical ability in adhering to

an appliance schedule. This inherently grants the user the most comfort, allowing

them to operate their appliances at times that align with their personal preferences.

Depending on individual user tendencies, the cost implications could vary, whether

the appliances are utilised during pricier or more affordable time slots. Similarly,

with respect to carbon emissions, the user’s choices could lead to either higher or

lower emissions based on their favoured time slots. In this specific scenario, the

operation of two of the appliances occurs during the periods when the CEI is at its

peak, particularly during the later hours of the day.

Case analysis

Case 1. Cost minimisation. In scenario 1, Case 1 produces a cost of 1.34 GBP,

while in scenario 2, the cost escalates to 1.49 GBP. This differences represents a

noteworthy 10.06% cost reduction achieved through scheduling. In scenario 3, the

cost amounts to 6.16 GBP, while in scenario 4, it results in a cost of 6.26 GBP.

This disparity reflects a reduction of 1.6% achieved through the implementation of

scheduling.

The scheduling strategy that aims to curtail costs results in a combined emission of

793.55 grams of CO2 in scenario 1. On the other hand, in scenario 2, the same strategy

leads to a slightly higher emissions figure of 1034.64 grams. Despite not being the

main objective, the scheduling approach still manages to deliver a significant 23.3%

reduction in carbon emissions compared to the scenario without scheduling.

In scenario 3 and 4, the CO2 emissions recorded were 2862.11 grams and 2878.64

grams, respectively, resulting in a small decrease of 0.57% in CO2 emissions through
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the implementation of scheduling.
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Figure 5.10: CO2 generation in comparison to the CEI in each
scenario for all cases using the MOIA.

Case 2. CO2 emissions minimisation. In scenario 1, Case 2 results in a total of

676.46 grams of CO2 emissions, while in scenario 2, this figure climbs to 851.64 grams.

This difference represents a notable 20.57% reduction in carbon emissions realised

through the scheduling strategy. In scenario 3, case 2 produces 2748.43 grams of CO2

emissions, while scenario 4 records 2778.5 grams, indicating a reduction of 1.08%

achieved through scheduling.

Although not the primary objective, a secondary positive effect is observed in terms

of cost reduction. Specifically, this case experiences an 11.95% decrease in cost when

appliances are scheduled. Scenario 1 reports a cost of 1.4 GBP, whereas scenario 2

shows a slightly higher cost of 1.59 GBP. When contrasting the cost of 6.54 GBP

in scenario 3 with the cost of 6.68 GBP in scenario 4, a saving of 2.09% becomes

possible.

Detailed graphs illustrating the CO2 production throughout the day for each case



136 Chapter 5. Multi-objective Appliance Scheduling Optimisation

and scenario are presented in Fig. 5.10.

Case 3. Best compromised solution. In case 3 of scenario 1, the total cost

amounts to 1.4 GBP, whereas in scenario 2, the cost rises to 1.55 GBP. This difference

represents a reduction of 9.67% in expenses achieved through scheduling appliance

usage.

In the absence of RES, the cost amounts to 6.34 GBP in scenario 3 and 6.54 GBP

in scenario 4, reflecting a reduction of costs by 3.06%.

In scenarios where RES are enabled, the CO2 emissions generation amounts to 718.72

grams in scenario 1 and 861.58 grams in scenario 2. This indicates a reduction of

16.58% in carbon emissions generation.
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Figure 5.11: Battery storage behaviour in each scenario for all cases
using the MOIA.

In scenarios without access to RES generation, scenario 3 produces 2814.63 grams

of CO2 emissions when scheduling, while scenario 4 produces 2782.31 grams. This

comparison reveals an actual increase of 1.16% in CO2 emissions when scheduling.
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This can be attributed to the compromise factor of the case, where the focus on

money savings and scheduling resulted in a higher generation of emissions.

In scenario 1, the discomfort is 137 units, and when no RES is available, like scenario

3, it is 83 units. This represents a 39.41% increase in discomfort when scheduling

in a RES-enabled scenario. This increase is due to the slight sacrifice of comfort to

achieve lower prices and reduced CO2 generation, utilising the available renewable

resources. In a non-RES scenario, the limited resources also curtail the possibilities

for scheduling choices that can bring substantial changes.
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Figure 5.12: Comparison of similar scenarios, regarding their abilit-
ies to use RES or scheduling. All scenarios are considering Case 3
using the MOIA.

Battery and load analysis

Fig. 5.11 provides an insight into the battery behaviour for each case and scenario.

In this figure, it can be observed that in the RES-enabled scenarios, a distinct trend

emerges. The battery tends to commence full charging around 10 AM, aligning
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with the peak solar energy generation period. Additionally, it undergoes partial

charging during the early morning hours when electricity prices are low, storing

cheaper energy for later use in the day.

In the non-RES scenarios, a clear pattern is not evident across scenarios (3 and 4)

and cases; however, their behaviours tend to mirror the patterns observed in the

CEI and price graphs, as depicted in Fig. 5.3.

Figure 5.12 presents a load comparison across various combinations of scenarios and

cases. Within this figure, it becomes evident that the RES-enabled scenarios have

the advantage of accumulating surplus energy that can be sold back to the grid.

This leads to earnings for the user, ultimately reducing the overall cost for them.

5.6 Conclusion

This chapter introduced a modelling approach for appliance scheduling, using a

multi-objective optimisation model designed for households equipped with battery

storage systems and renewable energy sources. The main objective of this optimisa-

tion problem is to find a balance between costs, carbon emissions, and user comfort.

Through the utilisation of the multi-objective immune algorithm (MOIA), the de-

veloped model was subjected to evaluation, revealing that appliance scheduling can

yield noteworthy benefits. The results demonstrated potential cost reductions of up

to 10.06% or carbon emissions reductions of up to 20.57%, depending on the selected

optimisation objective. Notably, when seeking a balanced or best-compromised solu-

tion that factors in both objectives and user discomfort, the cost reductions reached

9.67% while carbon emissions reductions amounted to 16.58%.

In scenarios where access to RES is absent, the observed savings ranged between 1-

3%, which may not always be significant enough to motivate scheduling alterations,

contingent on user preferences and priorities. Nonetheless, the model showcases

its capacity to offer impactful improvements in terms of cost and emissions when

renewable energy resources are available.
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Conclusions

The last chapter presents a summary of the key contributions and findings from

each section of the thesis, providing an overview of the content and analysis covered

earlier. It also introduces potential areas for future study, giving suggestions on how

this work can be expanded or refined.

6.1 Final conclusions

This thesis presented contributions to knowledge to the appliance classification and

scheduling techniques with the aim of reducing CO2 emissions.

Chapter 3 presented the development and validation of the SE-IF method, a novel

approach to feature extraction for appliance classification with limited datasets. It

was tested using different artificial intelligence approaches, such as machine learning

techniques including NB, LDA, DTs, and KNN, as well as deep learning techniques

like LSTM and BiLSTM. This experimentation demonstrated that the SE-IF method

performs well with various architectures, but it excelled specifically in the task of

appliance classification when coupled with BiLSTM. Several combinations of settings

were tested to find the most optimal selection of parameters for BiLSTM to perform

well in each case, depending on the type of appliances being classified. A detection

algorithm was proposed that works with minimal data in households and can detect
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the appliances in use by applying windows and thresholds. Alongside this, the SE-

IF BiLSTM was employed to then classify the detected appliances. Tested against

different scenarios, the combination of the detection algorithm and the SE-IF method

achieved robust results in the tasks of detection and classification.

Chapter 3, as outlined in Chapter 1, tackled Objective 1 of this thesis. This

objective called for the creation of an algorithm that could discern high-energy-use

appliances based solely on their power consumption data. To meet this goal, an

algorithm was developed that employs a windowing technique to isolate periods of

elevated power usage. This algorithm goes through the power consumption patterns,

pinpointing distinct time frames indicative of substantial appliance activity. This

objective also focused on developing a feature extraction methodology capable of

effectively enabling an artificial intelligence model to classify the detected appliances.

To achieve this, the SE-IF method was modelled, which is adaptable to various

artificial intelligence techniques, including both machine learning and deep learning.

Ultimately, it was integrated with a BiLSTM architecture. This combination was

rigorously tested across different scenarios, demonstrating consistent and robust

results.

Chapter 5 contributes by presenting a model for a novel multi-objective optimisa-

tion approach that schedules household appliances with the goals of reducing CO2

emissions, cost, and discomfort. The model considers user preferences to quantify

discomfort. It was assessed using algorithms such as MOIA and MOGA, with results

compared across different scenarios where emphasis varied between minimising costs,

CO2 emissions, discomfort, or striving for a balanced solution that considers all

factors. Additionally, the framework incorporates the capacity to integrate RES,

such as solar panels and BSS, thereby enhancing the flexibility of the algorithms

and underscoring the potential benefits for users who adopt these technologies. The

findings in the proposed scenarios indicated that, based on the optimisation objective

chosen, there could be a decrease in costs by as much as 10.06% or a reduction in

carbon emissions by up to 20.57%. Remarkably, when aiming for a balanced solution,
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the model achieved a cost savings of 9.67% and a reduction in carbon emissions of

16.58%.

Chapter 5, in alignment with the aims outlined in Chapter 1, fulfilled Objective

2 . This objective focused on creating a multi-objective optimisation framework

for appliance scheduling that considers factors such as cost, CO2 emissions, and

discomfort. This was realised through the development of the MOP, which not only

accounts for these factors but also adjusts their significance in accordance with user

preferences, providing balanced solutions. The objective also sought to integrate RES

and BSS into the model, which was successfully accomplished, with the optimisation

outcomes including these technologies showing the most substantial benefits. Both

objectives were achieved by comparing the performance on two different algorithms,

MOIA and MOGA.

6.2 Future work

6.2.1 Detecting low consumption appliances

Detecting appliances with high consumption is important, as they account for the

highest costs and carbon emissions; therefore, identifying them to propose reschedul-

ing their operation is essential. However, the detection of low consumption appliances

is often overlooked. Developing an algorithm to detect appliances with lower con-

sumption could be beneficial. Due to the challenges of working with limited data,

load disaggregation is quite complicated, especially when attempting to identify

low-consumption appliances. In the future, efforts could be focused on achieving the

detection of every appliance used in a household. This could be achieved through an

extensive analysis of labeled user behaviour, potentially requiring user input, which

was beyond the scope of this thesis.
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6.2.2 Real time classification

In this thesis, appliance classification was conducted using existing data, which

produced robust results. However, it has not been tested for real-time classification.

The complexity of analysing real-time data was beyond the scope of this work.

Nonetheless, this real-time feedback could be transformative, enabling the tailoring

of energy tariffs with greater precision and offering users personalised real-time

recommendations to optimise their energy consumption. Such advancements could

allow for a more dynamic and responsive energy grid, where consumer behaviour

and utility strategies are synchronised for enhanced efficiency and sustainability

6.2.3 Consideration of continuously variable load

appliances

In Chapter 5, a MOP was developed to address the scheduling of household appli-

ances. Three different appliances were considered for the experiments: the washing

machine, dishwasher, and electric hob. All these appliances fall under the category of

Finite State Machines. In future work, the inclusion of other categories, particularly

continuously variable load appliances, could be considered. These appliances, such

as electric heaters or dimmable lights, can vary in the intensity of their operations.

Incorporating their variability could add more depth to the model, allowing it to

consider the level of usage of these appliances.

6.2.4 V2G integration

The MOP presented in Chapter 5 incorporates the use of RES and BSS, leading to

improved outcomes when these systems are utilised. However, the model does not

currently account for electric vehicles (EVs), which could contribute their vehicle-

to-grid (V2G) technology by using their batteries as an energy storage solution.
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Considering the increasing prevalence of EVs in the market, integrating them could

enhance the grid’s sustainability and eco-friendliness.

6.2.5 Health of the batteries

In Chapter 5, energy storage systems, specifically batteries, are evaluated within

the model. The model evaluates the integration of batteries, highlighting their

role in enhancing energy efficiency. However, out of the current framework is the

consideration of battery longevity and degradation over time, which are important

factors in the practical application of battery storage systems. The absence of a

degradation model could lead to an overestimation of the batteries’ performance and

lifespan, potentially resulting in unforeseen costs and reduced sustainability in the

long term. Future work on the model should incorporate degradation curves and

maintenance strategies. These refinements will provide a more realistic assessment of

the batteries’ behaviour and offer guidance on their optimal usage and maintenance.
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