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Abstract

The Pyramid Wavefront Sensor (PWFS) is widely recognised as providing the

best closed-loop performance for high contrast single conjugate adaptive optics

(AO) systems, with many current and future AO systems selecting the PWFS

as their primary natural guide star wavefront sensor. However, it is limited

by its non-linear behaviour. Existing CCD/CMOS detector technology is well

suited to PWFS operation, providing near-zero read noise detectors with frame

rates of 1 - 3 kHz at either visible or near-infrared wavelengths. However,

there is little scope for significant improvement in these detector technologies

to further enhance PWFS AO performance and address non-linearities. In this

thesis, we propose the use of a microwave kinetic inductance detector (MKID)

array as an alternative PWFS detector technology and describe the benefits

this can bring to future AO system performance.

An MKID array is a superconducting detector with unique properties com-

pared to CCD/CMOS detectors that provide a measure of the position, arrival

time and energy of each photon incident on the array. Sorting the photons into

wavebands allows us to measure the wavefront at multiple wavelengths sim-

ultaneously, providing additional information to overcome the limitations of

the PWFS. In addition, photon counting becomes possible and new methods

of reconstruction using temporal information can be explored.

This thesis explore modelling methods and simulation results. It addresses the

complexities of modelling PWFS systems that incorporate an MKID array,

analysing wavefront at multiple wavelengths simultaneously, and proposing

innovative strategies to mitigate non-linearities. As MKID technology is still

in the development phase, it is important to understand its potential benefits

for AO to guide the future development of arrays.
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CHAPTER 1
INTRODUCTION

1.1 Context

The exploration of exoplanets, planets beyond our Solar System, provides crucial

insights into the diversity of planetary systems in the Universe. Direct imaging is

a technique used for detecting exoplanets, allowing for their direct observation in

orbit around host stars (Seager and Dotson, 2010). This technique also enables the

measurement of exoplanet spectra.

Figure 1.1: Image showing the planet inside the gap of the disk around PDS 70
taken with IRDIS (sub-system of VLT/SPHERE). From Müller et al. (2018).

Direct imaging offers advantages over other detection techniques by allowing as-

tronomers to study the atmospheres, compositions, and physical characteristics of

exoplanets more directly through the spectra. Direct imaging provides a clearer un-

derstanding of the individual properties of exoplanets, unlike indirect methods that
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derive the presence of exoplanets from radial velocity. Instruments like SPHERE on

the Very Large Telescope are capable of producing remarkable images of exoplanets

and protoplanetary disks, as demonstrated in Figure 1.1.

When directly imaging exoplanets, two main challenges are encountered: angular

resolution and distinguishing the host star from the planet. To increase angular

resolution, it is necessary to build larger telescopes. An example is the ELT, a

39-metre-diameter telescope in the Atacama Desert in Chile (see Figure 1.2).

Figure 1.2: Construction of the ELT, photo released 4th September 2023. Credit:
E. Garcés/ESO.

The ELT introduces new instruments, including the Planetary Camera and Spec-

trograph (PCS), designed for exoplanet imaging and spectroscopy. Figure 1.3 shows

the expected targets for this instrument, which will require improved angular res-

olution and contrast compared to existing capabilities such as those of SPHERE

(Beuzit et al., 2019).

However, ground-based telescopes face challenges from atmospheric perturbations

degrading imaging performance. To achieve high contrast imaging at high angu-

lar resolution, ELT instruments require the best possible performance of adaptive

optics. Adaptive optics is a technique used to compensate for atmospheric per-

turbations by inserting an adaptive element, usually a deformable mirror, into the

optical path. This adapting element compensates for wavefront deformations and

improves image quality. This is achieved by using a wavefront sensor (WFS), which

measures the atmospheric perturbations and tracks them over time.
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Figure 1.3: Angular separation and I-band flux ratio between hypothetical exoe-
arths (Earth-size and insolation, one per star) and parent stars within 10 pc (from
the Hipparcos catalogue) observable from Cerro Armazones. The symbol size indic-
ates the planet’s apparent brightness, and the colours indicate the stellar spectral
type (red: M-stars, yellow: solar-type stars). The dotted lines indicate the approx-
imate contrast boundaries for PCS. From Kasper et al. (2021).

1.2 Concept: Hyperspectral Pyramid Wavefront

Sensor

The Pyramid Wavefront Sensor (PWFS) (Ragazzoni, 1996) is widely recognised as

providing the best closed-loop performance for high-contrast single conjugate ad-

aptive optics (AO) systems, with many current and future AO systems selecting the

PWFS as their primary natural guide star wavefront sensor (Esposito et al., 2010;

Vidal et al., 2022; Schwartz et al., 2020). However, it is limited by its non-linear

behaviour (Korkiakoski et al., 2008; Ragazzoni et al., 2002). The non-linearities of

the wavefront sensors reduce their sensitivity, resulting in a decrease in perform-

ance. Existing CCD/CMOS detector technology is well suited to PWFS operation,

providing near-zero read noise detectors with frame rates of 1 - 3 kHz at either

visible or near-infrared wavelengths. However, there is little scope for significant

improvement in these detector technologies to further enhance PWFS AO perform-
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Figure 1.4: Image of a 20,440 pixel PtSi MKID device designed for MEC. From
Walter et al. (2020)

ance and address non-linearities. In this thesis, we propose and investigate the use

of a microwave kinetic inductance detector (MKID) (Day et al., 2003) array, shown

in Figure 1.4, as an alternative PWFS detector technology.

An MKID array is a superconducting detector with unique properties compared

to CCD/CMOS detectors that provide a measure of the position, arrival time

and energy of each photon incident on the array. Sorting the photons into wave-

bands allows us to measure the wavefront at multiple wavelengths simultaneously,

providing additional information to overcome the limitations of the PWFS. In ad-

dition, photon counting becomes possible and new methods of reconstruction using

temporal information can be explored. The manufacturing of MKID is flexible,

allowing the user to enforce some of its different properties such as speed, energy

measurement accuracy or the shape of the array according to the requirements.

The AO community has yet to extensively explore the temporal and chromatic

aspects of MKID arrays. This study focuses solely on the chromatic aspect, leav-

ing the temporal aspect for future research. A multitude of factors influence the

selection of a wavefront sensing wavelength. In terms of AO performance, there is

a trade-off between enhanced signal-to-noise ratio (favouring shorter wavelengths)

and enhanced robustness to non-linearities (favouring longer wavelengths). A hy-

perspectral PWFS provides information about the chromatic dependence of the

wavefront measurement, which can be employed to enhance the correction. This
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could permit, for instance, the direct measurement and compensation of non-

linearities at short wavelengths, capitalising on the higher signal-to-noise ratio that

is possible on astronomical targets in the visible spectrum. Finally, the PWFS is

subject to chromatic dispersion at the pupil plane due to the presence of a glass

prism constraining the sensed waveband. The use of a hyperspectral wavefront

sensor would therefore expand the overall sensed waveband by compensating for

this dispersion.

To our knowledge, only two AO systems, using two PWFS each, are designed to

measure atmospheric perturbations at different wavelengths. By measuring the

wavefront at multiple wavelength, AO systems add flexibility to their systems,

whether it is about the science case or increase the sensitivity of the wavefront

sensor. However, even these systems are limited to only two wavelengths.

Morzinski et al. (2020) presented a system for measuring atmospheric perturb-

ations at a specific wavelength, or between two wavelengths, depending on the

observation conditions. Pinna et al. (2014) demonstrate a method for measuring

atmospheric perturbations at two different wavelengths together, but with differ-

ent sampling frequencies, one of which is dedicated to measuring the average of the

phase profile over the telescope pupil of the incoming light (or piston). However,

simultaneous measurements of atmospheric perturbations at different wavelengths,

or hyperspectral wavefront sensing, have not yet been investigated.

It is possible to design a hyperspectral wavefront sensor without an energy-sensitive

detector. However, the complexity required for such a system would make it dif-

ficult to set up and limit the number of chromatic measurements. The use of an

MKID array enables the accumulation of advantages provided by a polychromatic

measurement with a PWFS.

As the MKID technology is still in development, it is imperative to fully understand

the potential benefits for AO and provide technical requirements that can inform

and guide device development. Limitations, such as the saturation effect observed
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on an MKID is a concern when observing a bright star. The other aspect to

look at is the energy resolution defining how finely photons can be sorted into

wavebands. The exploitation of the wavelength information provided by MKID

requires a detailed characterisation of its effect on the behaviour of the PWFS.

Moreover, it is crucial to identify the aspects of the PWFS that can be improved

through the integration of MKID technology. These studies aim to address two

pivotal questions, steering the advancement of MKID for AO development:

• How can we use an MKID to improve the performance of the PWFS and

address its non-linearities?

• What are the requirements for future MKID arrays to achieve these perform-

ance levels over existing detectors?

1.3 Summary

Chapter 2 of this thesis provides the necessary background to understand the con-

cepts used throughout this research. It covers image formation in a telescope and

the impact of atmospheric perturbations on imaging quality. It then delves into the

AO system, explaining the mechanisms that lead to compensation for atmospheric

perturbations. Finally, it describes the two key elements of this concept: PWFS

and MKIDs.

To answer the two questions, the first step is to model the MKID-based PWFS

system described in Chapter 3. We achieve this by adapting two existing mono-

chromatic PWFS models to enable a polychromatic measurement of simulated at-

mospheric perturbations. These models are then integrated into an AO end-to-end

simulation, and the performance of the wavefront sensor is analysed. In addition,

we look at how to measure a major source of non-linearity in the PWFS: optical

gain, using a previously tested approach to study those gains.
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In Chapter 4, we use these models to study the influence of wavelength on the

behaviour of the PWFS in order to understand where the use of an MKID might

be most efficient. For each behaviour studied, we begin by comparing monochro-

matic cases, examining three aspects: measurement saturation, optical gains, and

photon noise. This analysis allows us to identify the most suitable wavelength for

the observation conditions, as well as the various trade-offs that limit PWFS per-

formance. And is completed with a discussion on the integration of an MKID array

in an XAO system with a particular focus on the photon flux and the potential

saturation of the detector, as well as the photon distribution.

Chapter 5 introduces a method to mitigate the optical gains issue that affects the

performance of the PWFS. This approach exploits the chromatic dimension intro-

duced by an energy-sensitive detector in the measurement of the wavefront sensor.

While existing methods exist to address this problem, they often require additional

hardware, resulting in signal loss or requiring supplementary operations during on-

sky observations. In contrast, the proposed approach not only tracks PWFS non-

linearities directly within the measurements but also offers unprecedented speed in

tracking atmospheric conditions. This aspect has remained relatively unexplored

due to the current limitations of existing techniques.

In Chapter 6, we summarize the key results and findings from this research and

highlight several future research and development directions.
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CHAPTER 2
ADAPTIVE OPTICS FOR GROUND

TELESCOPES

To understand the benefits of integrating an MKID-based PWFS into an adaptive

optics (AO) system, it is necessary to first understand how telescopes benefit from

adaptive optics (AO) systems.

This chapter begins by describing image formation in a telescope and how at-

mospheric turbulence degrades ground-based telescope imaging. We then explain

how adaptive optics systems work and how their components interact to recon-

struct the wavefront. As a key component of the AO system, we then introduce

the wavefront sensor (WFS) studied in this work: the pyramid wavefront sensor.

Finally, we present MKIDs and their current and potential performance as AO

detectors.

2.1 Telescope imaging and atmospheric turbulence

Astronomical observations from the ground are degraded by atmospheric turbu-

lence. To comprehend the necessity of adaptive optics, it is important to first

understand the effects of atmospheric perturbations on the behaviour of light in

a telescope without wavefront correction. This section describes the impact of

atmospheric perturbations on the behaviour of light in a telescope.
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2.1.1. Angular resolution

2.1.1 Angular resolution

When a telescope collects photons, diffraction is introduced by the surface that

limits the entrance, called the pupil. The PSF is the impulse response (the image

of a point) of an instrument and depends on the shape of the pupil. Specifically, it

is the squared modulus of the Fourier transform F of the binary function Ip, which

determines whether a point is inside or outside the pupil.

Ip(x, y) =


1 in the pupil

0 outside the pupil
(2.1)

and

PSF(x′, y′) = |F(Ip(x, y))2|, (2.2)

where (x, y) are the coordinates in the pupil plane of the telescope and (x′, y′) are

the coordinates in the focal plane of the telescope.

The pupil shape for telescopes is typically defined by the primary mirror and its

shape can be characterised by a disc of diameter D. The central area is frequently

obscured by the secondary mirror, which is held in place by spiders. Consequently,

the pupil shape of a telescope often exhibits a secondary obturation and some arms.

If these features are not taken into account, the PSF is then an Airy disc, shown

Figure 2.1(a), whose first minimum is produced on a circle of angular radius:

θAiry ≈ 1.22× λ

D
(2.3)

where λ is the wavelength of observation.

The image IO of an object O is the convolution with the PSF:

IO = PSF ⋆ O (2.4)
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where ⋆ is the convolution product.

Angular resolution is defined as the distance between two point sources such that

the maximum values of their corresponding PSFs fall within the first cancellation

of each other, i.e. θAiry. The angular resolution of the telescope is limited only by

its size. However, in reality, for a ground-based telescope, the atmosphere distorts

the PSF and the resulting angular resolution is much lower.

2.1.2 Atmospheric turbulence and statistic

The properties of turbulence described here are detailed in the review by Rod-

dier (1999), which summarises the work done on turbulence, in particular by

Kolmogorov (1941) for its statistical properties and Tatarskii (1971) for the implic-

ations for wave propagation. In this introduction, I present only those properties

that are relevant to the understanding of the rest of the work.

From the point of view of the astronomer, atmospheric turbulence causes a local and

random fluctuation in the refractive index of air n. Studies of the statistical proper-

ties of turbulence (Kolmogorov, 1941) led to the expression of the three-dimensional

spectral density of index fluctuations, known as the Kolmogorov spectrum:

W(f⃗) = 0.33(2π)−2/3 × C2
N × f−11/3, (2.5)

where f is the norm of the spatial frequency vector f⃗ . This spectrum can be used

to write the refractive index structure function Dn, which gives the variance of the

index difference between a point in space rrr and a neighbouring point rrr + ρρρ.

Dn(ρρρ) =
〈
|n(rrr)− n(rrr + ρρρ)|2

〉
= C2

N ρ2/3, (2.6)

where ⟨.⟩ denotes an average. The refractive index structure constant, C2
N , char-

acterises the strength of the turbulence. A higher value of C2
N indicates a greater

variance of the refractive index between two nearby points. This equation is valid
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when the turbulence is between two scales l0 and L0, called the inner and outer

scales of turbulence, of the order of centimetres and tens of metres respectively

(Roddier, 1981; Ziad et al., 2004) .

To understand the effect of refractive index variations on telescope imaging, we

need to consider the behaviour of light. Light can be described as a wave, with the

electromagnetic field represented by the symbol Ψ. Ψ is defined by its amplitude,

A, and its phase, ϕ.

Ψ = Aeiϕ (2.7)

The wavefront is the surface where all points have the same phase. When a wave

is emitted by an astronomical object, the wavefront arriving near Earth is flat due

to the distant source. However, as the light passes through the atmosphere, fluctu-

ations in the refractive index cause relative delays or advances in the propagated

wavefront, which depend on the path taken through the atmosphere. At the tele-

scope, the wavefront can be expressed as an optical path difference δ to give its

deviation from a plane wavefront. The optical path difference is related to the

phase as follows:

ϕ = 2π

λ
δ. (2.8)

From Equation 2.6, the refractive index structure function can be used to derive

the phase structure function to describe the statistical properties of the phase:

Dϕ(ρρρ) =
〈
|ϕ(rrr)− ϕ(rrr + ρρρ)|2

〉
= 6.88×

(
ρ

r0

)2/3
, (2.9)

where r0 is the Fried parameter defined as (Fried, 1966):

r0 =
[
0.423

(2π

λ

)
(cos ζ)−1

∫
C2

N (h)dh

]−3/5
(2.10)
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(a) PSF of a perfect tele-
scope unaffected by atmo-
spheric turbulence.

(b) Simulated PSF per-
turbed over a short expos-
ure time

(c) Long exposure PSF, av-
erage of 500 short expos-
ures.

Figure 2.1: Simulated PSF for different conditions. The white circles represent on
the left panel (λ/D) and on the right panel (λ/r0).

which depends on the zenith angle ζ and the turbulence strength for different alti-

tudes h. r0 is defined as the equivalent diameter of the telescope for the same

angular resolution. More specifically, r0 is defined as the diameter of a pupil

within which the root mean square (RMS) phase error is approximately 1 rad for

a given wavelength (Fried, 1965; Noll, 1976). Thus, small values of r0 correspond

to stronger turbulence. Equation 2.10 shows that r0 is wavelength dependent. r0

is typically defined at 500 nm.

Considering atmospheric turbulence, the expression for the PSF of the telescope

then becomes :

PSF(x′, y′) = |F(Ip(x, y)×Ψ(x, y))2| (2.11)

As the wavefront is no longer flat, the light rays deviate from their trajectory

and interfere with each other, resulting in speckles in the instantaneous PSF, as

illustrated in Figure 2.1(b). These speckles fluctuate over time and when averaged,

such as during a long exposure, they result in a spot with a width of λ/r0, as

illustrated in Figure 2.1(c). The strength of turbulence is commonly characterised

by the parameter r0, where larger values indicate weaker turbulence. By taking a

long exposure image, we converge on a new image spot with a characteristic angular

size called seeing denoted θs, see Figure 2.1(c), which is much larger than the PSF

12



2.1.3. Phase modal decomposition

due to the diffraction of the telescope and is synonymous with a loss of part of the

resolving power of the telescope. The seeing is related to Fried’s parameter :

θs ∝
λ

r0
(2.12)

The role of adaptive optics (AO) is therefore to correct the turbulence to bring the

resolution of the telescope closer to the diffracted limited angular resolution.

2.1.3 Phase modal decomposition

To investigate the wavefront at the aperture of a telescope and to address various

analytical and numerical challenges in adaptive optics, it is advantageous to use a

modal decomposition of the wavefront. The phase ϕ of the electromagnetic field Ψp

within the entrance pupil is contained in a vector space whose dimension depends

on the number of points in the pupil that facilitate the phase description. Similar

to any vector space, it is possible to establish bases that can describe any specific

phase. An orthonormal basis, consisting of modes ϕµ, is defined, which allows for

the decomposition of a phase ϕ onto the ϕµ basis :

ϕ =
∞∑

µ=1
cµϕµ (2.13)

with cµ the coefficients of the modal decomposition.

A carefully selected basis facilitates rapid convergence for typical wavefronts and

efficient representation of the wavefront, enabling the use of a finite number of

modes. An orthonormal basis can also define the variance of the phase ϕ, expressed

as

σ2
ϕ =

∞∑
µ=1

c2
µ (2.14)

This section describes two notable orthonormal bases: the Zernike polynomial base

and the atmospheric KL base.
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2.1.3.1 Zernike

Zernike polynomials form an orthonormal basis on a disc of unit radius proposed

by Zernike (1934). They are expressed in polar coordinates as follows:

Zm
n (r, θ) =

√
n + 1×Rm

n (r)×



√
2cos(mθ)
√

2sin(mθ)

1 if m = 0

(2.15)

with

Rm
n (r) =

(η−m)/2∑
s=0

(−1)s(n− s)!
s![(η + m)/2− s]![(η −m)/2− s]! (2.16)

where r is the radial coordinate, which has a value between 0 and 1, and θ is the

angular coordinate, which has a value between 0 and 2π.

The indices η correspond to radial orders and m to azimuthal orders. m and η are

integers such that m ≤ η and (η − |m|) is even. Equation 2.15 shows that when

m ̸= 0 there are two polynomials corresponding to each pair of indices m and η:

one with a cosine term and the other with a sine term. To differentiate between

them, some conventions denote polynomials containing sine as −m. Figure 2.2

displays the first 14 polynomials. All of these modes are defined to have a mean of

zero, except for the Z0
0 mode which represents the piston mode. It is important to

note that as the radial order increases, Zernike polynomials contain higher spatial

frequencies.

However, there are some drawbacks associated with the use of this basis. For

instance, in the case of non-perfectly circular and complete pupils (central ob-

structions, large spiders, etc.) this basis is no longer orthonormal. Additionally,

higher-order radial modes quickly exhibit a power concentration at the edges of

the pupil because Rm
η (θ = 1) = 1, for any m and η. Throughout this thesis, we

therefore use another basis that is better suited for our system.
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Figure 2.2: Representation of the first 14 Zernike polynomials. The radial degrees n
and azimuthal degrees m are given on the edges of the figure, and the sign - denotes
polynomials containing a sine in the equation 2.15. Credit: Chambouleyron (2021)

2.1.3.2 Karhunen-Loeve (KL)

The KL basis is a type of basis that overcomes the limitations of the Zernike

polynomial basis mentioned previously. It is constructed from the spatial covariance

matrix of the turbulent phase in the telescope pupil. The covariance matrix is

calculated for two points rrr and r′r′r′ in the phase as follows:

Cov(rrr,r′r′r′) = ⟨Ip(rrr)ϕ(rrr)Ip(r′r′r′)ϕ(r′r′r′)⟩ (2.17)

The basis for the KL mode is constructed by calculating the eigenmodes of this

matrix. Additionally, this basis is orthonormal for the pupil considered and has

a smoothed power at the edges. Finally, this basis is better ordered in terms of

frequency, making it a preferred choice for the developments that follow. The main

disadvantage of this basis is that it cannot be expressed analytically because it
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depends on the shape of the pupil.

2.2 Adaptive optics

The principle of AO was developed in the 1950s to compensate for atmospheric

perturbations and improve the angular resolution of ground-based telescopes (Bab-

cock, 1953). Currently, 8-metre class telescopes are equipped with AO systems

(Sauvage et al., 2016; Plantet et al., 2018), and the next generation of extremely

large telescopes is developing such systems (Bonnet et al., 2018).

This section describes adaptive optics and lists the necessary concepts to under-

stand the rest of this work.

2.2.1 AO loop

As previously stated, the purpose of an adaptive optics system is to correct for

atmospheric turbulence and restore the angular resolution of the telescope. This is

accomplished through the use of three essential components.

ϕatm + ϕDM = 0 (2.18)

Wavefront sensor: The WFS is a sensor that measure the phase aberration.

The two most common sensors are the Shack-Hartmann wavefront sensor (SHWFS)

(Platt and Shack, 2001) and the PWFS (Ragazzoni, 1996). As the PWFS is at the

core of this thesis and will be detailed in the next section.

Real time control system: The real time control system (RTC) computes the

commands to send to the deformable mirror (DM) based on the measurement

obtained from the WFS to adjust its shape according to the new input wavefront

measurement.
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Figure 2.3: Diagram of the AO loop.

The diagram in Figure 2.3 illustrates how these different systems interact: the

light entering the telescope reaches the DM and is then split into two beams. One

beam is for the sciences, where the instrument for astrophysical measurements is

located. The second beam is sent into the AO loop. In this route, the light from a

guide star is analysed by the WFS to obtain the phase at the entrance pupil of the

telescope to control the DM. In order to obtain accurate measurements, the WFS

needs a certain number of photons. Therefore, the guide star must have adequate

luminosity, and it is essential to optimize the number of photons detected in the

AO loop. As shown in Figure 2.3, the WFS is positioned after the DM and sees the

residual phases, i.e. the turbulent phases corrected by the DM. In this manner,

the AO system operates in a closed loop.

2.2.2 Wavefront reconstruction

Wavefront reconstruction is the process of using the measurements taken by the

wavefront sensor and converting them into commands for the DM to update its

shape. This process consists of two phases: the calibration phase, which saves the

WFS response of given wavefront shapes, and the operation phase, during which
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2.2.2.1. Calibration phase

the AO loop is closed to correct for atmospheric aberration over time.

2.2.2.1 Calibration phase

The calibration phase of the WFS consists in the generation of an interaction

matrix, which is the translation matrix between the signal extracted from the WFS

and the DM basis. The DM basis consists of a series of shapes or modes that the

DM can adopt, depending on the number of actuators. It is a decomposition of the

DM phase screen ϕDM analogous to the modal decomposition presented in section

2.1.3. The calibration phase thus consists of collecting the WFS response for each

mode ϕµ applied to the DM without any atmospheric perturbation. The interaction

matrix IM is an N×M matrix where N is the number of WFS measurements and

M the number of modes that the DM can produce. IM is defined as

IM =



s⃗(ϕ0)
...

s⃗(ϕµ)
...

s⃗(ϕM )


(2.19)

where s⃗(ϕµ) is the signal of the WFS when the mode ϕµ is applied to the DM.

We consider c⃗(ϕ) to be the vector of coefficients (cµ from equation 2.13) applied to

the modal basis to form the phase screen shape ϕ. The RTC computes this vector

to obtain ϕDM during operation. During calibration, the value of c⃗(ϕ) is given and

s⃗(ϕ) is measured. During operation, s⃗(ϕ) is measured to calculate c⃗(ϕ). The final

result of the calibration is a matrix that performs the inverse of the interaction

matrix, known as the control matrix CM. CM is the pseudo-inverse of IM and

is typically computed using the Moore-Penrose algorithm (Penrose, 1956), denoted

†, and defined as

18



2.2.2.2. Operation phase

CM = IM† (2.20)

and

c⃗(ϕ) = s⃗(ϕ)× CM (2.21)

2.2.2.2 Operation phase

During operation, the wavefront is reconstructed using the equation 2.21. As we

are in a closed loop, the command sent to the DM is computed using the following

integrator :

c⃗(ϕDM )[i] = c⃗(ϕDM )[i− 1] + g × c⃗(ϕatm)[i] (2.22)

where c⃗(ϕDM ) is the vector of coefficient, or command, sent to the DM and c⃗(ϕatm)

is the vector of coefficient calculated from the measure of ϕatm by the WFS. g is

the loop gain and has a direct impact on the AO loop temporal behaviour. A small

g corresponds to a slow loop and may struggle to keep up with the evolution of

atmospheric perturbations. However, if g is too large, the effect of noise on the

loop increases. It is important to note that there are many other reconstructors

available as well. Kulcsár et al. (2006) provide an example of a reconstructor that

can enhance performance by taking temporal aspects into account. But since the

temporal behaviour is not the focus of the work presented here, it has not been

further analysed.

2.2.3 Performance metrics

When running an AO system, it is important to be able to evaluate its performance.

We present here two metrics that are commonly used in the AO community.
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2.2.3.1 Wavefront error (WFE)

We define the residual phase screen by

ϕres = ϕatm + ϕDM (2.23)

By quantifying the aberration in the residual phase screen, we can determine the

image quality in the focal plane. This metric, the residual wavefront error σϕ, is

usually defined as the RMS variance of ϕres averaged over the aperture.

σϕ =
√
⟨(ϕres − ⟨ϕres⟩)2⟩ (2.24)

where ⟨.⟩ denotes an average, in this case over a time period. The mean of the

phase is subtracted as it does impact the image quality. The commonly used unit

for wavefront error is nm RMS. The flatter the wavefront, the smaller the WFE,

and the better the image quality.

2.2.3.2 Strehl Ratio

The Strehl ratio quantifies the difference between a PSF with atmospheric perturb-

ation and the PSF limited by diffraction. It is calculated as the ratio between the

peak intensity of the perturbed PSF and the diffraction-limited PSF.

SR = PSFatm(θ = 0)
PSFAiry(θ = 0) (2.25)

The correction performance is best when SR = 1.

The Strehl ratio may be related to the wavefront error by the Mahajan formula

(Mahajan, 1982), for small wavefront error:

SR = exp(−σ2
ϕ) (2.26)
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2.2.4 Error budget

There are several sources of error in an AO system. To characterise them, an error

budget is made. It consists of a decomposition of the WFE into several independent

error terms which are added quadratically to determine σ2
ϕ.

σ2
ϕ =

ε∑
errorsources

σ2
ε (2.27)

where ε denotes the error type. In this section, a list of the main components and

their origins is presented.

2.2.4.1 Aliasing error

The aliasing error σ2
aliasing is due to the high spatial frequencies that cannot be

correctly measured by the wavefront analyzer are interpreted as low spatial fre-

quencies by the phenomenon known as aliasing. These false low frequencies are

then injected into the system during phase reconstruction by the DM. However,

the error term of aliasing has a small contribution to σ2
ϕ compared to the rest of

the error terms (Agapito and Pinna, 2019).

2.2.4.2 Temporal error

The temporal error σ2
temporal is linked both to the loop rate and to the time delay

with which the correction is applied to the DM for a wavefront measurement. This

error is therefore intrinsically linked to the RTC’s performance and the control laws

chosen, but also to the observation conditions via the wind speed (Gendron and

Lena, 1994).
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2.2.4.3 Fitting error

The fitting error σ2
fitting is the result of the limited spatial resolution of the deform-

able mirror. Any wavefront can be projected as two components: onto the modes

controlled by the DM, ϕDM and onto its orthogonal space, ϕ⊥DM :

ϕ = ϕDM + ϕ⊥DM , (2.28)

where ϕ⊥DM contains all the spatial frequencies, or modes, higher than the ones

contained by the modal basis ofDM. The corrective effect of DM is always restricted

to the ϕDM component alone and all spatial frequencies above this limit will not

be corrected by the AO loop.

2.2.4.4 Noise error

The measurement of the wavefront by the WFS is subject to random variations in

addition to the expected signal. This noise is considered to have two origins. Firstly,

the nature of photons induces a Poisson distribution on the number of photons

arriving in a surface element over a certain period. Secondly, most detectors have

Gaussian electronic noise on the measurement of the value of each pixel (known as

read-out noise). However, the properties of MKID mean that the readout noise is

null. For the rest of the thesis, we will therefore have:

σ2
noise = σ2

photon (2.29)

2.2.4.5 Non-common path aberrations

In a telescope equipped with an AO system, the light path is divided into two paths:

the AO loop path and the science path. The wavefront measured by the AO loop

is received from the beamsplitter. However, there are typically optics between the

beamsplitter and the scientific instrument that introduce aberrations not detected
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2.2.5. eXtreme Adaptive Optics (XAO) and Exoplanet imaging

by the wavefront sensor (WFS). The non common path aberration (NCPA) are

defined as:

ϕNCP A = ϕres − ϕsci (2.30)

where ϕsci is the wavefront phase screen seen by the scientific instrument.

These aberrations are static or quasi-static in time and can fluctuate with temper-

ature, long-term mechanical deformation, or the position of moving optics. Once

NCPA have been calibrated, usually using phase diversity techniques (Gonsalves,

1982), the loop control is modified so that ϕres tends to ϕNCP A. However, imper-

fect characterisation or a component orthogonal to the DM space in NCPA can

add error term ϕNCP A to our error budget.

2.2.5 eXtreme Adaptive Optics (XAO) and Exoplanet imaging

All the numbers and statements in this section are sourced from (Guyon, 2018).

Detecting exoplanets directly is a complex task due to two main difficulties:

• The angular distances between stars and their planets are very small, re-

quiring a telescope with high separating power. To increase the angular

resolution, larger telescopes are built.

• The contrast between the luminosity of the star and that of the planet is

extremely low, typically in the order of 10−4 to 10−10. Even observations at

high angular resolutions are unable to separate the signal of the planet from

the photon noise of its host star.

To improve the later point, we need better AO coupled with the use of coronographs

to mask the host star signals. Any residual phase affects the focal plane and greatly

reduces the contrast between the planet and the star. XAO systems are used to

achieve the required performance.
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2.3. Pyramid wavefront sensor

AO systems can be classified into different types. The AO configuration presented

in this section, with one DM, one WFS and one guide star is known as single con-

jugate adaptive optics (SCAO). XAO is an AO system with an SCAO configuration

but with performance pushed to its limits. An XAO system has a minimum frame

rate of 1 kHz and typically corrects >1000 aberration modes achieving Strehl ra-

tios of about 0.9. From the error budget shown in equation 2.27, it is possible to

identify the technological barriers to the ultimate performance of XAO systems.

Fitting, aliasing, and temporal errors are driven by technological limitations that

directly impact the performance of the AO system when overcome.

Due to its high sensitivity, the pyramid wavefront sensor (PWFS) is often chosen

for XAO systems (Vidal et al., 2022; Ahn et al., 2021).

2.3 Pyramid wavefront sensor

First proposed in 1996 by R. Ragazzoni (Ragazzoni, 1996), the PWFS has already

demonstrated impressive performance Esposito et al. (2010). We describe in this

section its principal components and its principle of operation. We also discuss its

limitations.

2.3.1 Principle of operation

The Pyramid wavefront sensor (PWFS) is a WFS belonging to the category of the

Fourier-type WFS (Fauvarque et al., 2016). This means it has an optical element,

here a pyramidal prism, that acts on the PSF in the focal plane and the signal

extracted is from an image plane. Practically, we can describe the PWFS in three

components shown in Figure 2.4

• An incoming perturbated wavefront going through a pupil and is focused by

a lens at the top of a pyramidal prism
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Figure 2.4: Scheme of the optical setup of a PWFS. The circular modulation path
is shown in the dashed line.

• The prism, made up of 4 faces, divides the beam into 4 beams. It is to

be noted that the number of faces has no real impact on the performance

(Fauvarque et al., 2017). However, since 4-face prisms are the most widely

used, this number will be used as a standard.

• A relay lens then collimates the beams to form four pupil images on the

detector surface. The concept of this thesis is to use an MKID array as

PWFS detector here.

The WFS signal extracted from the WFS is the intensity gradient between the

pixels in the same location in the four pupil images. This signal is proportional

to the phase gradient at that location and is commonly referred to as slope vector

(or slopes), noted s⃗, see Equation 2.19. It is obtained by calculating the gradient

along the x and y axes for each pixel and measuring the tilt value of the wavefront

on that pixel. The definition of the slope vector (s⃗ = [s⃗x, s⃗y]) had been introduced
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by Ragazzoni (1996).

s⃗x =
pupil∑

p

(IA
p + IC

p )− (IB
p + ID

p )
IA

p + IB
p + IC

p + ID
p

(2.31)

s⃗y =
pupil∑

p

(IA
p + IB

p )− (IC
p + ID

p )
IA

p + IB
p + IC

p + ID
p

(2.32)

where IA,B,C,D
p are the intensities of the pixels on the detector planes as illustrated

figure 2.5 and p denotes an individual pixel in the detector array.

Figure 2.5: Simulated example of a PWFS detector plane. IA,B,C,D
p are the intens-

ities of a pixel on the pupil imaging corresponding to the same pixel in the pupil
plane

2.3.2 Limits of the PWFS and existing solutions

The PWFS is interesting for astronomers due to its high sensitivity. However, it

is limited by various non-linear behaviours such as measurement saturation and

optical gain, as well as physical limits such as chromatic dispersion.

2.3.2.1 Sensitivity / dynamic range and modulation

The high sensitivity of the PWFS comes at the expense of its dynamic range. Figure

2.6 illustrates this phenomenon. The top two rows of the figure show that the tip-
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2.3.2.1. Sensitivity / dynamic range and modulation

Figure 2.6: Simulated focal planes (row 1 and 3) and detector planes (row 2 and
4) of a PWFS with increasing tip-tilt aberration with modulation of the PSF (row
3 and 4) and without modulation (row 1 and 2). Each column has the same
amplitude of aberration. The cross in the focal plane images represents the tip of
the pyramid.

tilt aberration is quickly detected by examining the intensity gradient between the

four pupil images. However, if the aberration becomes too great, three of the four

pupil images will not receive any light. This results in a similar gradient between

the last two columns, making it impossible to distinguish the measured amplitude

aberration.

To balance this, modulation of the PSF is introduced by a modulator at the tip of

the pyramidal prism, as shown in figure 2.4. The two bottom rows of Figure 2.6

show the same tip-til aberration in the presence of modulation. As shown on the

detector planes, the light illuminates all four pupil images, even in the last column.

However, this comes as a cost of the sensitivity as the gradient is less strong than

in the two top rows. This is the sensitivity/dynamic range trade-off.
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2.3.2.2 Optical Dispersion and double pyramid designs

The pyramidal prisms used within the PWFS introduce unavoidable chromatic

dispersion at the pupil. A double pyramid configuration using multiple glasses

can reduce the amount of chromatic pupil dispersion Tozzi et al. (2008), but it is

difficult to reduce chromatic pupil dispersion to zero over a wide waveband. There

have been no detailed studies investigating the impact of wide spectral bandpass

PWFS performance, however, Schwartz et al. (2020) shows that the HARMONI

PWFS performance degrades when the pupil is offset by 0.2 PWFS pixels. Magniez

et al. (2022) demonstrates that the HARMONI pyramid design achieves a level of

residual pupil dispersion well below the 0.1 pixels across a wavelength range of 0.7

to 2.2 µm. However, when operating at central wavelengths of less than 0.8 µm,

the bandpass of the HARMONI PWFS design where chromatic pupil dispersion

can be ignored can be restricted to a few tens of nanometers bandpasses only.

2.3.2.3 Optical gains and compensation

PWFS suffers from non-linearity introduced by the difference in response between

calibration and observation conditions. This nonlinearity is characterised by a

spatial frequency-dependent sensitivity loss, commonly referred to as optical gains.

If we consider c⃗ the real modal decomposition of the input phase screen, o⃗g the

optical gains and c⃗wfs the modal decomposition measured by the wavefront sensor

then:

c⃗ = o⃗g × c⃗wfs. (2.33)

There are several methods for measuring optical gains Deo (2019); Chambouleyron

et al. (2020), but they require knowledge of the loop behaviour depending on at-

mospheric conditions. As a significant portion of this work focuses on optical gain

compensation, further details will be provided section 3.3.
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2.4 Microwave Kinetic Inductance Detector, a

superconducting detector for AO

The requirements for an AO detector are chosen to minimise the impact on the

various components of the error budget:

• Fitting error: increase the resolution to meet the DM resolution

• Temporal error: the detector requires a fast readout

• Noise: The readout noise must be minimised, and photon detection should

be optimised.

Currently, the detectors are performing well in meeting the requirement for an

8-meter telescope (Gach et al., 2014; Hardy et al., 2020) and the design of the

detector for the PCS instrument is in progress (Owton et al., 2023). But their

contribution is only to minimize the error contribution of the WFS to the AO loop.

An MKID array goes beyond this by providing additional chromatic and temporal

information, enabling us to develop new reconstruction techniques.

This section introduces MKIDs, how they work, how they are likely to evolve in

the future, and present a comparison to current detectors.

2.4.1 Principle of operation

A MKID is a superconducting detector with the capability to provide a measure of

energy and arrival time for an incident photon. As described in Day et al. (2003);

Mazin et al. (2012, 2019), each MKID is an inductor-capacitor resonator where the

superconducting light-sensitive element is the inductor. Incident photons modify

the inductance of the superconducting element. To sense the change in inductance,

a probe microwave signal is sent into the resonator. The change in inductance

induces a change in the phase of the microwave signal in the form of a pulse,
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see Figure2.7. The amplitude of this pulse is proportional to the energy of the

photon. Because its superconducting properties mean that the energy required for

detection is much lower than the energy of a photon, a MKID detects incoming

photons without false counting. It is therefore considered to have zero readout

noise. It should be noted, however, that there is a time following the detection

of a photon during which the reception of another photon can lead to saturation.

When this happens, the photons are typically ignored.

Unlike other energy-sensitive detector technologies (see O’Connor et al. (2019) for

a review), MKIDs can be multiplexed into large arrays (McHugh et al., 2012) by

designing each MKID to resonate at a different frequency. The individual resonant

frequencies are then monitored simultaneously using a frequency-domain multiplex-

ing scheme (McHugh et al., 2012). MKID pixels are typically sampled at 1 MHz,

providing a photon arrival time accuracy of ∼1 µs. The output of the MKID array

is then a list of photons for which we have a position, an energy measurement and

an arrival time. From this list, we build a frame with greater flexibility in the

reconstruction of an image, where one could for example impose a fixed signal to

noise ratio (SNR) per frame at the expense of a variable frame rate.

2.4.2 Current development status

The first MKID-based instrument for optical/IR astronomy was ARCONS at the

Palomar Observatory in 2010 (Mazin et al., 2013). It contained a 2024-pixel MKID

array, which had an energy resolution of ∼5 and operated in the range 400-1200 nm

with a detector Quantum efficiency (QE) of ∼0.2. The energy resolution is defined

as the ratio between the width at half maximum (FWHM) of the detection pulse

and the position of the pulse, E, often expressed as a percentage. Formally :

RE = FWHM

E
(2.34)

Since this first demonstration, larger arrays have been made leading to the 20,440-
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Figure 2.7: Example of output MKID data stream showing the characteristic res-
onator phase change against time for detection of 6 different photons over 3 milli-
seconds at wavelengths of 450 nm and 900 nm.

pixel array in the MEC instrument (Walter et al., 2020). Further advances in

energy resolution and QE have been demonstrated at the single-pixel level and are

currently being incorporated into the designs for arrays (Zobrist et al., 2022).

The highest measured energy resolution of a single MKID pixel is 52 at 402 nm

de Visser et al. (2021). While this still requires to be built into a large array,

existing kilopixel-scale MKID arrays such as MEC can effectively discern up to 9

wavebands between 400 and 1700 nm, as shown in Fig. 2.8. The effective frame

rate enabled by an MKID array exceeds those of existing EMCCD or avalanche

photodiodes arrays (also known as Saphira detectors) currently used for AO. Figure

2.7 shows the output data stream from an MKID when several photons are incident

on the detector over a 3 millisecond period. In high flux conditions, the arrival of

two or more photons on the same pixel leads to a phenomenon where a second

photon arrives before the resonator phase has returned to its equilibrium state (or
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Figure 2.8: Energy resolution distribution of a MEC-like MKID array with an
energy resolution of 7 at 1.1 µm

recombination time). This makes it more difficult to determine the pulse height

and may even appear as a single higher energy photon if two photons arrive within

the rise time of the pulse. The likelihood of this occurring can be reduced through

a combination of instrument design (e.g. oversampling), array design (e.g. faster

recombination timescales), or read-out design (e.g. more complex pulse detection

algorithms), but in practice, any pulse overlap may decrease the accuracy of the

measurement of incident photon energy.

The MEC MKID array has a similar number of pixels to existing AO detectors used

on 8 meter class AO instruments. Scaling MKID array technology to sizes required

for future instruments on ELT-scale telescopes, such as PCS, requires development,

but we note that MKID array pixel geometries are not limited to square arrays. For

instance, a circular array can be manufactured to match the shape of the PWFS

pupil, thus reducing the required number of pixels further.

2.4.3 MKID for XAO

In Tab. 2.1 we show the AO-relevant characteristics for current detectors and

compare these to the MEC array. We also show potential characteristics of a
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2.4.3. MKID for XAO

future MKID array for a PCS-like instrument assuming a pupil sampling of 210

pixels. We have defined the number of pixels as the minimum needed to sample the

four illuminated circular pupils. Unlike existing WFS detectors, MKID arrays can

provide high QE across the full visible and NIR spectral range simultaneously, with

a demonstrated QE of over 80 per cent between 400 and 1550 µm Kouwenhoven

et al. (2022). We note that when using an EMCCD in high-gain but not photon-

counting mode, as is the case in AO, the electron multiplication causes an excess

of noise equivalent to a 50% reduction in quantum efficiency Robbins and Hadwen

(2003) that is not the case for the photon-counting MKID.

Table 2.1: Comparison between the detectors EMCCD Feautrier et al. (2010) and
Saphira Feautrier and Gach (2022) commonly used in astronomical AO systems,
the current MKID array used in MEC and the expected achieved performances for
an ELT-scale instrument PWFS MKID array. The spectral bin of an MKID design
for a PWFS has yet to be determined

Saphira EMCCD MEC PWFS MKID
Pixel count 81920 57600 20440 >140000

Read noise (e−) 0.6 0.5 0 0
Sampling (kHz) 3.5 2 1000 1000
Pixel size (µm) 24 24 150 150

QE 0.8 0.9 0.3 0.8
Wave. range IR Vis IR+Vis IR+Vis
Spectral bins 1 1 9 ?
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CHAPTER 3
HYPERSPECTRAL WAVEFRONT

SENSING SIMULATION

Several AO end-to-end simulations have been developed (Conan and Correia, 2014;

Ltaief et al., 2016), but none have been used to incorporate the unique properties

that MKID detectors could bring to the system as wavefront sensor detectors. This

chapter focuses on the modelling of a MKID-based PWFS, with particular emphasis

on the implementation of energy sensitivity. The approach involves introducing a

traditional diffractive monochromatic PWFS model at a specific wavelength and

a more computationally efficient but approximate convolutional model, which are

then extended to multiple wavelengths, forming distinct chromatic PWFSλ chan-

nels of the MKID-based PWFS system.

To evaluate the performance of the wavefront sensor, integration into an end-to-

end simulation is critical. The soapy simulation developed at Durham University

(Reeves, 2016), in which we integrate our PWFS model is first described. The

second section provides details of both a diffractive PWFS model and a convolu-

tional model, elaborating on the aspects brought by the use of an MKID. Finally,

we discuss the computation of the optical gains curves, detailing 3 different meth-

ods.
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3.1 End-to-end AO simulation

This section describes the end-to-end Monte Carlo simulation used in this thesis.

Soapy is an object-oriented simulation written in Python. After describing the

different modules of Soapy, we detail the list of the parameters used for the simu-

lation.

3.1.1 The end-to-end simulation modules

Here we describe the Soapy modules used to simulate the system calibration stage

and the AO correction loop. Figure 3.1 describes the different steps in the simula-

tion. Soapy takes as input a parameter file containing the physical and computation

parameters of the simulation.

Simulation The simulation module is the top-level object that manages all the

other modules used within the simulation and defines how modules are linked

together. It provides the main user control and data interface for the simulation.

The simulation module also contains routines for system calibration and controlling

the AO loop and saves output data (such as WFS measurements, DM commands

and the short or long-exposure PSF) as FITS files (Wells, D.C et al., 1981).

Atmosphere The atmosphere module generates an atmospheric phase screen ac-

cording to the Kolmogorov statistics. It consists of generating turbulence-induced

phase aberrations, modelled as a random process with a defined power spectrum,

described in section 2.1.2, which are commonly generated on a discrete two-dimensional

grid. The process involves filtering white Gaussian noise with the square root of the

power spectrum, in the frequency domain and then transforming the filtered spec-

trum to the spatial domain using the Fast Fourier Transform (Cooley and Tukey,

1965). This results in a representation of a two-dimensional phase screen, ϕatm,

35



3.1.1. The end-to-end simulation modules

Figure 3.1: Diagram describing the Soapy simulation. Each column describes the
key modules of the simulation. The grey square represents the main functions
and the blue the data saved by the simulation. The arrows show the interactions
between the different modules

characterised by its strength r0. The detail of the process is described in Schmidt

(2010). An example of an atmospheric phase screen can be found Figure 3.2.
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3.1.1. The end-to-end simulation modules

Figure 3.2: Example of an atmospheric phase screen generated by the atmosphere
module of Soapy.

Deformable mirror This module simulates the wavefront correction introduced

by the DM. These are either expressed as a linear combination of orthogonal cir-

cular/annular modes (including the Zernike and KL modal bases), a linear sum

of actuator influence functions, or as a 2-dimensional order-N polynomial inter-

polated phase surface. In this thesis, only the linear combination of modal bases

is considered. During simulation, the input to the DM module is a vector of

modal coefficients describing the amplitude of each DM mode. Configuration of

this module requires the definition of the selected modal base using a file contain-

ing a 2-dimensional phase shape for each mode to be controlled. We generated our

KL modal basis with OOPAO, a Python simulation derived from OOMAO (Conan and

Correia (2014)).

Wavefront sensor The WFS module takes a phase screen as an input (eg. re-

siduals after correction or modal basis of the DM depending on the stage of the

simulation) and returns a vector of wavefront measurements, called “slopes”. The

parameters chosen for this module are wavelength, number of pixels in the pu-

pil images and amplitude of modulation. Soapy contains several wavefront sensor

models such as the Shack-Hartmann wavefront sensor or the PWFS. The latter,

being an important part of this work is fully described in the next section. To

model a hyperspectral PWFS, Soapy simultaneously runs several instances of a
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PWFS, each representing the different PWFSλ channels at a different wavelength

of the MKID-based PWFS. This provides a model of the MKID-based PWFS but

consider an infinite energy resolution and no saturation effects due to the arrival

of two photons in a short delay.

Reconstruction The purpose of the reconstruction module is to translate the

measurements made by the WFS into the modal basis used by the deformable

mirror, whilst also applying any control law that is needed to ensure the stability

of the AO loop when correction is applied. The reconstruction method uses a

proportional-integral controller as described in equation 2.22. The reconstruction

module contains functions to compute the interaction matrix of the system as

well as the control matrix (Moore Penrose pseudo-inverse of the interaction matrix

(Campbell and Meyer, 1991)) using the numpy module (Numpy Community, 2020).

3.1.2 Simulation parameters

In Table 4.1 we list the different parameters used in the simulation. We give their

units and their symbols as well as a short description.

Table 3.1: Table of parameters used for the PWFS models

Name Symbol Unit Description

Wavelength λ nm
Wavelength at which a PWFSλ chan-

nel operates.

Telescope

diameter
D m

Diameter of the telescope on which

the AO system operates.

Modulation

radius
rm arcsec Modulation radius of the PSF.
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3.2. MKID-based pyramid wavefront sensor model

PWFS

subapertures
ns pixel

Number of pixels across one pupil im-

age on the detector plane.

Pupil

separation
nps pixel

Number of pixels that separate edges

of the pupil images on the detector.

Detector

size
Sd pixel

Width of the detector in pixels. The

detector is considered square.

Pupil

sampling
N pixel

Sampling of the input pupil of the

wavefront sensor module.

3.2 MKID-based pyramid wavefront sensor model

In line with the overall aim of this thesis, the model presented here was designed to

simulate the wavelength-sensitivity of a PWFS that made use of an MKID detector.

To do so, we model our system as a multi-colour PWFS from which every PWFSλ

channel represents the behaviour of a monochromatic PWFS operating at a given

wavelength simultaneously observing the same wavefront aberration with the same

PSF modulation applied. We present two models that could be used to model

a PWFSλ channel: the diffractive model, integrated into the Soapy simulation

(Magniez et al., 2022), and the convolutional model (Fauvarque et al., 2019).

While the diffractive model provides a physically accurate description of light

propagation in the PWFS, the convolutional model is an approximation of the

diffractive model, using a single convolution operation to efficiently describe the

linear behaviour of a PWFS. The choice between these models depends on the

required level of accuracy for a particular application and the computational re-

sources available.

After describing both models, we discuss the impact of the wavelength on the

39



3.2.1. Diffractive PWFS model

PWFS behaviour and how to integrate them into an end-to-end simulation.

3.2.1 Diffractive PWFS model

We describe how the diffractive model is implemented by considering the electric

field of the three principal planes in the PWFS: the pupil plane Ψp, the focal plane

where the pyramid mask electric field Ψpyr is applied to the modulated PSF, and

then the detector plane Ψd from which we deduce the intensities on the detector

and calculate the PWFS slopes.

3.2.1.1 Pupil plane

The pupil plane holds all the information of the wavefront entering the PWFS. It

is the first stage of our PWFS model. The input phase can either describe the

DM shapes used for the calibration, uncorrected atmospheric turbulence, or the

residuals after AO correction. Within the PWFS module, the input pupil plane

is where we introduce the tip-tilt phase induced by the high-speed modulation

mirror. The electromagnetic field Ψp in the pupil plane for an input phase screen

ϕ is described by

Ψp(ϕ) = Ip exp(i(ϕ + ϕmod)) where ϕ = ϕatm + ϕDM (3.1)

where

ϕatm is the atmospheric perturbation phase screen generated by Soapy. During

the calibration ϕatm is set to 0.

ϕDM is the DM shape phase screen computed by the reconstruction module to

compensate for the atmospheric perturbations. In a perfect AO system

ϕatm = −ϕDM
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3.2.1.2. Focal plane

Ip is the pupil mask. The incoming phase screen is filtered by the aperture of

the telescope. During this work, we consider a circular mask with a central

obstruction. This is a classic mask for an 8-meter telescope such as the Very

Large Telescope. The central obstruction is set to 1.1 m and no spiders of

the telescope are considered to avoid any differential piston effect (Bertrou-

Cantou et al., 2022).

ϕmod modulation phase. The modulation of the PSF is introduced by a tip-tilt

mirror which is modelled by the superposition of a tilted phase on the phase

at the input pupil.

Typically, the modulation path of the PSF follows a continuous circle around the

tip of the pyramid with a fixed angular offset. A full modulation occurs once

per WFS exposure. To emulate this within the simulation, Eq. 3.1 is computed

multiple times, each time with a new Ψp to generate a discrete number of points

on the circular path, as shown in Figure 3.3. For each modulation point, the

full propagation sequence from the input phase to the detector plane must be

calculated. This means that the speed of the simulation scales linearly with the

number of modulation points needed to simulate the circular path.

To reduce the computation time of the simulation, we do not consider the evolution

of the atmospheric phase during a modulation step. This assumption means we

consider the completion of the modulation instantaneous. This approximation may

not be valid for long exposure wavefront sensors, or AO systems that operate in

high-wind speed conditions. When considering the photon counting of an MKID,

this approximation must be removed and each modulation step must be simulated

considering the turbulence displacement.

3.2.1.2 Focal plane

The next principal plane in the system is the focal plane which is placed at the tip

of the pyramid. The plane is composed of 2 elements: the modulated PSF and the
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3.2.1.2. Focal plane

Figure 3.3: Illustration of the pupil masked phase screens used within the diffractive
PWFS model. Left: an example of an atmosphere-perturbed wavefront phase
screen. Right: several tip-tilt phase screens are required to represent an eight-step
modulation.

pyramid phase screen.

Modulated PSF The modulated PSF is computed as the Fourier transform of

the electric field of the pupil plane Ψp. In the same way that the pupil plane is

decomposed in each modulation step, the modulated PSF is calculated for each

modulation step, as shown in Figure 3.4.

Pyramid mask The four-sided pyramid mask electric field Ψpyr is then applied

to the modulated PSF using a simple multiplication. The pyramid used here is

a 4-faced prism with a tip angle ϑ and a tilt angle Θ for each face Ω (see Figure

3.5(a)). If we consider ω the absolute value of the tip and tilt of 4 faces of the

pyramid:

• ΩA: ϑ = ω, Θ = −ω

• ΩC : ϑ = −ω, Θ = −ω

• ΩB: ϑ = ω, Θ = ω

• ΩD: ϑ = −ω, Θ = ω

To generate the pyramid phase profile, we start by defining a quadrant operator IΩ
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3.2.1.3. Detector plane and PWFS slopes

Figure 3.4: Modulated PSF of a flat wavefront. The plot on the left represents the
sum of all the PSF at each step of the modulation using the Fourier transform of
Ψp.

that selects a single pyramid face over which we create a tilted phase. By defining

ϕΩ the phase associated with the tilted phase aberration, we define the pyramid

mask phase screen ϕpyr as

ϕpyr =
∑

i=A,B,C,D

IΩiϕΩi (3.2)

Figure 3.5(b) shows an example of a pyramid mask phase screen ϕpyr using Equa-

tion 3.2. Ψpyr is then calculated from ϕpyr as Ψpyr = eiϕpyr

3.2.1.3 Detector plane and PWFS slopes

The transition from the Pyramid focal plane to the detector plane is made using

the Fourier transform F and in the inverse using the inverse Fourier transform

F −1. We can then compute the electromagnetic field of the detector plane Ψd

from Φp and Ψpyr

Ψd(ϕ) = F −1(F (Ψp)×Ψpyr(ϕ)) (3.3)
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3.2.1.3. Detector plane and PWFS slopes

(a) (b)

Figure 3.5: (a) Illustration of the quadrants masks used to compute ϕpyr. (b)
Pyramid mask phase screen example.

We convert this into an intensity in the detector plane used for the wavefront

reconstruction using the following equation:

I = |Ψd|2 (3.4)

It is then this intensity map that is used to compute the slope vector.

Convolution Using the convolution theorem, we can see that equation 3.3 is

a convolution product between the plane pupil and the Fourier transform of the

pyramid mask.

Ψd(ϕ) = Ψp(ϕ) ⋆ F (Ψpyr) (3.5)

where ⋆ represents the convolutional product. This is in line with the formalism

developed by Fauvarque et al. (2016), which they used to develop the convolutional

model detailed in the last section of this Chapter.
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3.2.2. Convolutional model

3.2.2 Convolutional model

The convolutional model is a simplified representation of PWFS that enables the

calculation of its linear response. This approach computes the impulse response of

the system but with some approximations detailed below. Fauvarque et al. (2019)

initially introduced this modelling approach, and despite its simplifications, it is

advantageous as it significantly reduces computational demands.

Computation of the linear response the PWFS

When studying a physical system, a very generic method of characterising the

system is to investigate its response to a Dirac impulse-type excitation. A system

is said to be convolutional if its output can be described as a convolution of the

input with a quantity called the impulse response, which corresponds to its response

to a Dirac delta function. For a phase ϕ at the input, a WFS represented in the

convolutional formalism is written as follows :

∆I(ϕ) = IR ⋆ Ip exp(i(ϕ) (3.6)

where ∆I(ϕ) the linear response of the PWFS to the input phase ϕ and IR is the

impulse response of a PWFS. Figure 3.6 illustrates an example of this model using

the impulse response of a four-sided PWFS. The slopes are then measured the

same way as the diffractive model with Equation 2.31 and Equation 2.32.

Impulse response

Using as a starting point the equation of the linear intensities Fauvarque et al.

(2016), one can find the impulse response of a PWFS a function of the mask ϕpyr

and modulation function w (Fauvarque et al., 2019)

IR = 2Im(F(ϕpyr)(F(ϕpyr) ⋆ F(w))) (3.7)
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3.2.2. Convolutional model

Figure 3.6: Graphical representation of equation 3.6 for a 4-sided pyramid with
Equation 3.9 the expression used to compute impulse response (IR)

where x is the conjugated of x. This impulse response equation has been defined

under the sliding pupil assumption, which is detailed later.

Modulation function w

The modulation function encodes the time spent by the PSF at each modulation

step. In the case of our simulation, we consider a circle of a radius corresponding

to the modulation amplitude and uniform weighting along the modulation path, as

shown Figure 3.8(a).

Sliding pupil approximation

One fundamental characteristic of convolutional systems is that they are invariant

under translation. As WFS are limited by the pupil apertures Ip, they cannot be

fully convolutional systems. The system is insensitive to phases occurring outside

the pupil. Therefore, there is a difference in response depending on the position

being considered in the input space i.e. the amplitude phase in the case of the

PWFS.

To address this issue, Fauvarque et al. (2016) has defined the sliding pupil approx-

imation. This involves treating the impulse response as the linear response to a

Dirac pulse at the centre of the pupil. This approach treats every phase point
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3.2.2. Convolutional model

within the pupil as though it were located at the centre, ensuring an equal distance

from the edges. Consequently, the pupil "slides" along with the impulse response

as illustrated Figure 3.7.

Figure 3.7: Diagram showing the sliding pupil where the Dirac pulse "sees" the
edges, but always at the same distance

Evolution of the model for complex pupil shapes

The sliding pupil approximation does not work with central obscuration or more

complex pupil shapes. Chambouleyron (2021) developed an updated approach

that is used within this thesis. This approach proposed to modify the modulation

function w by an energy distribution in the focal plane, which we plot Figure 3.8

operating the following transformation

w ← w ⋆ |F(Ip)|2 (3.8)

takes into account the effect of the pupil mask (Ip) in the impulse response. It is

modelled through its PSF in the focal plane.

We can now express the impulse response for a PSF of a flat wavefront and the

Equation 3.7. After applying the convolution theorem the impulse response be-

comes
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3.2.2. Convolutional model

(a) w (b) w ⋆ |F(Ip)|2

Figure 3.8: (a) Plot of the modulation function and (b) energy distribution in the
focal plane. We note the similarity with Fig. 3.4

IR = 2Im
(
F(ϕpyr)×

(
F(ϕpyr) ⋆ F(w)F(|F(Ip)|2

))
(3.9)

This equation is the expression used to compute the impulse response for the rest

of this thesis

Comparison with the diffractive model

From this, it is apparent that the convolutional model exhibits a significant in-

crease in computational efficiency compared to the diffractive model. Once the

impulse response has been calculated for a given PWFS, the convolutional model

only requires the convolutional product equation 3.6 to be calculated for each new

input phase. Unlike the diffractive model, which necessitates computing the light

propagation between 3 planes for each modulation step. This decrease in opera-

tions is beneficial for heavy computing tasks, such as optical gains computation or

parallelization of multiple PWFS computations for every AO loop iteration, as is

the case with the model of MKID-based PWFS. Although Chambouleyron et al.

(2020) demonstrate that both models have a general agreement, they also show

that they differ slightly in sensitivity at low spatial frequencies. This is explained
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3.2.3. PWFSλ: Chromatic channels

by the sliding pupil hypothesis used in the development of the convolutional model.

References to this discrepancy can be found in Fauvarque et al. (2019).

3.2.3 PWFSλ: Chromatic channels

We now look at how to incorporate the MKID properties into these models. Two

aspects could be implemented: temporal resolution and wavelength sensitivity.

To implement the photon counting property it is necessary to update ϕatm at each

modulation step within the PWFS module. This increases the simulation com-

putation time considerably but may be required to fully investigate the temporal

behaviour of the system, particularly if a time-resolved detector, such as an MKID

is used. As the MKID-based PWFS model developed for this thesis concentrates

on wavelength dependency and already demands more computational power, the

temporal aspect of MKID have not been explored further in this work.

As previously explained, our hyperspectral PWFS model is implemented by par-

allelizing multiple PWFSλ channels. Each channel represents an iteration of the

same PWFS, which is modelled using a PWFS model and shares a set of parameters

except the operating wavelength. In this section, we describe how to incorporate

the wavelength dependence into a PWFS model and how to choose the set of para-

meters common to all PWFSλ.

There are three major chromatic impacts in the PWFS behaviour and performance:

the atmospheric turbulence strength, the chromatic dispersion induced by the prism

and the size of the PSF.

Atmospheric turbulence strength We have seen in the previous chapter that

the impact of atmospheric turbulence on the PWFS depends on the wavelength at

which it is measured. In the Soapy simulation, this effect is handled by an external

module to the WFS and is responsible for providing as input the atmospheric phase

screen in the correct units, scaled to the WFS operating wavelength.
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3.2.3. PWFSλ: Chromatic channels

Chromatic dispersion We make the hypothesis that the chromatic dispersion

is within the 0.1-pixel limits for each PWFSλ channel (Tozzi et al., 2008). As a

result, there are no chromatic dispersion effects within individual channels, and

the spacing between each pupil image on the detector is kept constant across all

channels by adjusting ϕpyr.

PSF size The PSF size in the focal plane depends on the wavelength λ and

the diameter of the telescope pupil. In the simulation, the PSF at the top of the

prism is the Fourier transform of the electric field of the pupil plane (see section

3.2.1.2). This means the diameter, measured in pixels, in the focal plane of the PSF,

depends on the sampling of the pupil. There are therefore two ways to incorporate

the wavelength influence in each PWFSλ on the PSF diameter

• Have a different sampling of the pupil for each channel

• Adjust the input phase screen ϕatm + ϕDM and the modulation ϕmod to the

wavelength to preserve all proportions in the focal plane.

As the initial sampling is fixed by Soapy’s main simulation module and to avoid any

errors due to interpolation, the second solution has been implemented. ϕatm +ϕDM

are then converted in optical path difference at the correct wavelength and the

modulation radius is adapted.

Physically, every PWFSλ has the same modulation amplitude. This is why the

modulation radius rm is given here in on-sky arcseconds, independent of the wavelength,

as opposed to the λ/D unit typically found in the literature (Esposito and Riccardi,

2001; Fauvarque et al., 2017; Bond et al., 2020).

To determine ϕmod, the value of the modulation radius in pixels in the focal plane

needs to be calculated. To do so, a conversion of the pixel size is carried out using

the Airy disc size formula and the Fourier transform of the pupil. Measured in
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spatial frequency, the size of the PSF is equal to 1/N where N is the size of the

pupil in spatial sampling, i.e. the number of pixels.

rp
m = rm.D

1.22λ.N
(3.10)

where rp
m is the modulation radius in pixels.

3.3 Optical gain computation

One source of PWFS non-linearity is the impact of residuals on wavefront recon-

struction. These result in an underestimation of the reconstructed modes. The

quantity measuring this underestimation is called the optical gain. To improve

performance, we need to measure the optical gain to compensate for them. Several

methods already exist (Korkiakoski et al., 2008; Deo, 2019). Here, we describe a

method, developed by Chambouleyron et al. (2021), using a gain scheduling camera

to image the modulated PSF at the top of the pyramidal prism during operation

on-sky, shown Figure 3.9. Using this residual PSF, we look at the decrease in

sensitivity for each mode on the DM basis. To this end, we compute an “on-sky”

interaction matrix and compare it with the one measured during the calibration

phase.

In this section, we present the method of calculating optical gains curves using an

’on-sky’ interaction matrix. To evaluate this method, we also measure the gains

by comparing measured modal decomposition by the actual modal decomposition

of the input phase screen. Furthermore, we explain how to compute these ’on-sky’

matrices using both the convolutional and the diffractive model. Lastly, we conduct

a comparative analysis of these methods and engage in a discussion.
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3.3.1. Optical gains computation methods

Figure 3.9: Optical diagram of the gain scheduling camera, from Chambouleyron
(2021)

3.3.1 Optical gains computation methods

The simulation provides access to the actual input atmospheric phase screen and

the coefficients of its modal decomposition. As optical gains are a reduction of

the modal decomposition coefficients during on-sky operations, it is possible to

determine their values. During operation, we evidently do not have access to the

actual wavefront, we therefore need another method.

The on-sky interaction matrix then is measured, enabling comparison with the

matrix measured during calibration. Through this comparison, we can determine

the attenuation value, mode by mode, caused by residuals and consequently, define

the value of optical gains. We outline both procedures to calculate spatial-frequency

dependent curves of optical gain in this section.

3.3.1.1 Direct phase comparison

By definition, the optical gain value for a given mode is the ratio of the amplitude

of the reconstructed mode to its true amplitude. In a simulation, an alternative

method for calculating the optical gain vector involves comparing the true values of

the amplitudes of modes describing the atmospheric input phase screen with those
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measured by the PWFS. This direct comparison is obviously not possible in a real

system, but useful to demonstrate performance here.

By fitting the input and output amplitudes with a linear model, we can then deduce

the value of the optical gain for this mode as being the value of the measured

slope. This process is demonstrated in Figure 3.10, where a linear fit of the input

amplitude of modes 10 and 200, along with the measured amplitudes by a PWFS

of a residual phase screen computed by Soapy, is presented.

Figure 3.10: Linear fit of the modes 10 and 200 input amplitude and the measured
amplitudes modes by a PWFS of a residual phase screen computed by Soapy. The
slopes of this linear model is the value of the optical gain for these modes.

3.3.1.2 Interaction matrix comparison

The effect of residuals introduces a difference in operating regimes where the cal-

ibration is no longer valid. Specifically, when the PWFS is operating around a

non-null residual phase, we have the following relationship:

Ires(ϕ) = Icalib(ϕ + ϕres) (3.11)

where Ires and Icalib are the intensities of a PWFS detector when operating around

a non-null residual phase or a flat phase during calibration. Because of the non-

linearities of the PWFS, Icalib(ϕi + ϕres) ̸= Icalib(ϕi) + Icalib(ϕres).
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As a result, during the computation of the interaction matrix, distinct matrices

emerge depending on whether we are in the operation phase or the calibration

phase. These are to be referred as the IMsky and IMcalib respectively. Each row

of those matrices is computed from the intensities of the PWFS of a mode ϕµ.

We define OG the transfer matrix between the ’on-sky’ interaction matrix IMon sky

and the interaction matrix measured during the calibration phase IMcalib, and is

given by :

IMon sky = IMcalib.OG (3.12)

⇒ OG = IM†
calib.IMon sky (3.13)

Diagonalisation approximation The assumption of the diagonalisation ap-

proximation is that there is no cross-talk between modes during calibration (Deo,

2019). It is valid assuming the PWFS is operating in a linear regime. Under

this approximation, OG is considered diagonal. Optical gains per modes are then

calculated by projecting the average over time response, calculated around the

turbulence of the mode ϕµ, onto the response of the same mode, with the same

amplitude, calculated during calibration. The denominator acts as a normalizer

(Chambouleyron et al., 2020). For a given mode phiµ the optical gain og is defined

as:

og(ϕµ) =
〈
s⃗res(ϕµ)|s⃗calib(ϕµ)

〉〈
s⃗calib(ϕµ)|s⃗calib(ϕµ)

〉 (3.14)

which is the equivalent of

o⃗g = diag((IMsky)T .IMcalib)
diag((IMcalib)T .IMcalib)

(3.15)

where o⃗g is a vector containing all the og(ϕµ) for µ ∈ [1, Nmodes].
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3.3.2 On-sky interaction matrix

In the simulation, both the diffractive and the convolutional model can be used to

calculate IMsky. These two approaches are described below.

3.3.2.1 Convolutional model

The convolutional model, presented section 3.2.2, describes the linear behaviour of

a PWFS. It does so by approximating it as a convolutional system and calculating

its impulse response which is then convolved with an input phase screen. However,

due to residuals during operation, the behaviour of the PWFS changes and a new

calibration is required. The change of behaviour impacts the impulse response of

the PWFS. A new impulse response is then computed, taking into account the

presence of residuals. To compute the optical gain we compare the on-sky and off-

sky calibration by calculating the on-sky interaction matrix using the intensities

computed with the impulse response with residuals.

Introduction of the residual impact in the impulse response In the pres-

ence of residual phases, assuming that they are stationary and isotropic, Fauvarque

et al. (2019) shows that the impulse response is modified so that the modulation

function becomes, see Fig. 3.11:

w ← w ⋆ |F(Ψres)|2 with Ψres = Ip exp(I.(ϕres)) (3.16)

with ϕres a residual phase screen computed beforehand. Outside of simulation,

|F(Ψres)|2 is the residual PSF and is directly given by the gain scheduling camera.

Equation 3.9 is then modified to give the on-sky impulse response

IRres = 2Im
(
F(ϕpyr)(F(ϕpyr) ⋆ F(w)F(|F(Ψres)|2))

)
(3.17)
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3.3.2.1. Convolutional model

(a) w ⋆ |F(Ip)|2 (b) log(w ⋆ |w ⋆ |F(Ψres)|2)

Figure 3.11: Plot, in log scale, of the energy distribution in the focal plane for the
impulse response (a) for a plane, modulated wavefront and (b) in the presence of
residual wavefront error

Computation of IMon−sky From the on-sky impulse response, it then becomes

possible to compute ∆Ires(ϕµ) the linear intensity on the detector computed with

presence of residuals for a mode ϕµ

∆Ires(ϕµ) = IRres ⋆ Ipϕµ (3.18)

We define s⃗res(ϕµ) the slope vector computed from ∆Ires(ϕµ). The expression each

row for a mode ϕµ of IMon−sky is then

IMon−sky(ϕµ) = s⃗res(ϕµ) (3.19)

For clarity, we introduce the suffix “calib” to denote the impulse response calculated

during calibration. This results in the following expression for the linear intensities

∆Icalib, for a mode ϕµ

∆Icalib(ϕi) = IRcalib ⋆ Ipϕµ (3.20)

As for IMon−sky, the expression each row for a mode ϕµ of IMcalib is then
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3.3.2.2. Diffractive model

IMon−sky(ϕµ) = s⃗calib(ϕµ) (3.21)

where s⃗calib(ϕµ) the slope vector computed from ∆Icalib(ϕµ)

3.3.2.2 Diffractive model

During the calibration stage, the input phase screen is a series of DM modes ϕµ and

the PSF is computed for the electromagnetic field in the pupil plane Ψp(ϕµ). As

for the convolutional model, to compute the on-sky interaction matrix, we compute

the PSF for a residual phase screen ϕres in addition to the mode phase screen. As

in the calibration phase, the rows of the on-sky interaction matrix are the slopes

derived from the intensity computed from the electromagnetic field of the detector

plane Ψd(ϕµ + ϕres) using the equation 3.3.

3.3.3 Discussion

Comparison with the literature The on-sky interaction matrix is utilized in

the process of computing optical gain, as explained in detail by Chambouleyron

et al. (2020). In this paper, they compare results obtained with both the convo-

lutional model and a diffractive model Conan and Correia (2014). Some of the

optical gain curves presented in Chambouleyron et al. (2020) are shown in Figure

3.12. Optical gain curves exhibit a rapid decrease in the lower modes up to an in-

flexion point, followed by a slower increase until stabilisation at the higher modes.

The optical gains are generated for full atmosphere phase screens using both a

diffractive model and a convolutional model. Reproducing the optical gain curves

using the convolutional model confirms that our convolutional model matches the

original results.

Comparison of methods Figure 3.13 presents optical gain curves for residuals

generated with the Soapy simulation using the three methods presented in this
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3.3.3. Discussion

Figure 3.12: Comparison of optical gain curves with results found in Cham-
bouleyron et al. (2020) (left plots) and the convolutional model developed for this
work (right plots). The shaded area represents the maximum and minimum values
for the OG for 20-phase realisations. Those optical gain curves generated on full
turbulence screens for Top: r0 = 12cm at 550 nm and rm = 3λ/D or 0.02 arcsec,
and Bottom: r0 = 20cm at 550 nm and rm = 5λ/D or 0.06 arcsec

section, and the detail of the legend is

• OG e2e: Optical gain curves obtained using the “Direct phase comparison”

method

• OG IM e2e: Optical gain curves obtained using the interaction matrices

comparison method computed with the diffractive model
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Figure 3.13: Comparison of optical gain calculation methods for 2 values of r0 at
500 nm for a closed AO loop using Soapy over 20 seconds of simulated time. Orange:
comparison of input and measured mode amplitudes. Red: IMcalib and IMsky

calculations using the diffraction model, Blue: IMcalib and IMsky calculations
using the convolutional model. Both the red and blue solid lines represent an
average of 10 og computation using 10 different residual phase screens.

• OG IM conv: Optical gain curves obtained using the interaction matrices

comparison method computed with the convolutional model

The results demonstrate agreement among the three methods in the high-order

modes. However, there is disagreement in the low-order modes. The difference

between “OG IM e2e” and “OG IM conv” can be explained by the fact that the

convolutional model does not agree with reality for the low-order modes. Regarding

the different“OG e2e” behaviour at low order modes, further investigations are

needed.

The two figures presented show the relevance of using the convolutional model for

optical gain computation. Due to its computational efficiency over the diffractive

model and the fact that the true modal decomposition of the atmospherically per-

turbed wavefront cannot be known during operation, it is this method that will be

used to calculate the optical gain curves for the remainder of this thesis.

59



3.4. Conclusion

3.4 Conclusion

In this chapter, we have described an end-to-end simulation, detailing the different

modules outside of the WFS and presenting the parameters to understand what

the input and output of the PWFS model are.

We described an MKID-based PWFS model, which consists of simulating energy

sensitivity by parallelizing multiple iterations of a PWFS on different channels,

denoted PWFSλ. Each channel describes a monochromatic PWFS and can be de-

scribed by a diffractive model, which is accurate but computationally expensive, or

a convolutional model, which is an approximation of the former but computation-

ally efficient. Chambouleyron et al. (2020) have shown that both models agree to

describe the linear behaviour of the PWFS, but differ slightly in their sensitivity

to low spatial frequency. The wavelength dependence is then modelled by scaling

both the focal plane and the input phase screen at the wavelength of the channel.

Finally, we present three methods for calculating optical gains, which are recognised

as a key limitation in the performance of PWFS. The first approach involves the

calculation of an on-sky interaction matrix through gain scheduling, originally im-

plemented for use with the convolutional model. In addition, a parallel evaluation

of these interaction matrices was performed using our diffractive model. The third

method involves a comparative analysis of the measured modal decomposition with

the true modal decomposition to quantify the attenuation in the measurements due

to optical gains. As shown in Figure 3.12, our optical gain calculations with the

convolutional model agree with those of the original developer, confirming their

consistency. Figure 3.13 provides additional evidence, demonstrating the agree-

ment between the three proposed methods. Consequently, both figures underline

the reliability of the optical gain calculation using the convolutional model de-

veloped in this study. Due to its computational efficiency, this model is selected for

all subsequent optical gain calculations throughout the remainder of this research

project.
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CHAPTER 4
CHROMATIC BEHAVIOUR OF THE

PYRAMID WAVEFRONT SENSOR

Whilst sensing at two wavelengths is achievable using dichroic and two independ-

ent cameras, extending this beyond two wavelengths quickly becomes optically and

mechanically complex and costly. If equipped with a MKID, a PWFS can dis-

tinguish several wavebands across a broad passband using the same detector. At

this point, it is possible to separate the detected spectrum into several colours.

The natural question then arises as to what interesting properties this chromatic

discrimination might bring.

In this chapter we look at the operation of the MKID-based PWFS. Initially, we

analyse the impact of wavelength on the behaviour of a PWFS. Subsequently,

we apply a polychromatic reconstruction method to evaluate the performance of

a hyperspectral PWFS. We focus on three aspects. Firstly, we examine the dy-

namic range and the effect of PSF size for each PWFSλ channels as well as for the

hyperspectral PWFS. Secondly, we investigate the effect of wavelength on optical

gain. We look at the performance for different photon levels and how broadening

the spectra used improves the performance by increasing the SNR for a given start

magnitude. Lastly, we consider the integration on an MKID array in an XAO

PWFS, discussing the photon detection, and mode specifically the requirements on

the recombination time to manage saturation and the photon distribution within

the PCS instrument.
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4.1. Simulation set up

4.1 Simulation set up

In this section we describe the properties of an MKID assumed throughout this

chapter and describe a first approach to integrate all chromatic wavefront recon-

structions in the AO loop. We also list the values of the parameters used to model

an XAO system for an exoplanet imaging instrument. The characteristics of our

systems are based on the properties of MEC for the MKID array (Walter, 2019)

and SAXO/SPHERE for the rest of the AO system (Sauvage et al., 2016).

4.1.1 MKID spectral resolution: Colour distribution

In the previous chapter, we explained how we simulated an AO system with an

MKID-based PWFS by paralleling several iterations of a single PWFS changing

the operating wavelength, creating PWFSλ channels. However, it is yet to be

determined how many of those channels could be used for a given MKID device.

We outline here an empirical method to determine the optimal number of colours

the MKID-based PWFS could have for a given spectral resolution R. We give here

the definition of the spectral resolution :

R0 = λ0
∆λ0

(4.1)

where λ0 is the wavelength at which the spectral resolution is measured and ∆λ0 is

the wavelength interval of the full width at half maximum of a calibration band. In

other words, ∆λ0 is the smallest difference in wavelengths that can be distinguished

at λ0. The conversion between Rref and Ri, the spectral resolution at λi is given

by

Ri = Rref ×
λref

λi
(4.2)
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4.1.1. MKID spectral resolution: Colour distribution

For a photon, the measure of its energy by the MKID detector is a Gaussian around

its true energy (Dodkins et al., 2020). Assuming no bias in the energy measurement,

the probability of measuring the photon at a given energy P (Eγ = E) is the same

as the probability of receiving a photon at that same energy P (Eγ meas. at E).

Using Bayes’ theorem (Hughes and Hase, 2010), we can consider the distribution

of photons at the measured energy to be a Gaussian distribution determined by the

spectral resolution around that wavelength. For each colour j in our bandwidth,

the bands are then defined by the full width at half maximum of the Gaussian

distribution around a wavelength λj . The value of Rj is approximated to be close

to Rj−1. The list of colours is computed using the following algorithm.

Algorithm 1 Empirical algorithm to get a list of colours detected by an MKID
for a spectral resolution Rref at wavelength λref for the considered bandwidth
[λmin, λmax]

Rmin ← Rref × λref /λmin

λ0 ← λmin(1 + 0.5 Rmin)
R0 ← Rref × λref /λ1
Colour0 ← [λmin, λ0(1 + 0.5/R0]
while λj < λmax do

λj ← λj−1(1 + 1/Rj−1) ▷ Separation of 1 FWHM
Rj ← Rref × λref /λj

Colourj ← [λj − 0.5λi−1/Rj−1), λj + 0.5λj/Rj ]
end while

Figure 4.1 shows the number of colours we can then expect for a given R at 400

nm using that Algorithm 1. If we take the example of MEC (Walter, 2019) and

its R = 5 at 980 nm, which means R = 12 at 400 nm, we can count 8 colours for

a bandwidth between 500 nm and 1700 nm as illustrated Figure 4.2. We therefore

use this value for the number of colours detected when simulating an end-to-end

AO system with a MKID-based PWFS.

The measurement accuracy of the wavelength of a photon depends on the spec-

tral resolution of the detector. Figure 4.14 shows the spectral distributions for

wavelengths of 730 nm and 1190 nm, with spectral resolutions of 5, 12, and 20.

It is evident that a low spectral resolution could induce errors in the attribution of
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4.1.1. MKID spectral resolution: Colour distribution

Figure 4.1: Optimized number of PWFSλ channels as a function of the spectral
resolution at 400 nm for a bandwidth between 500 nm and 1700 nm

Figure 4.2: Colour decomposition using Algorithm 1 for a spectral resolution of 12
at 400 nm for a bandwidth between 500 nm and 1700 nm.

a photon to a waveband. Examining figure 4.2, the photons at 730 nm and 1190

nm should be assigned to bands 5 and 7, respectively. With a spectral resolution

of 5, both photons could be measured at the same wavelength and attributed to

the same waveband (5, 6, or 7). When the spectral resolution is 12, as considered

in this study, both photons are distinguishable from each other but could still be

attributed to band 6. At a spectral resolution of 20, the photon at 1190 nm could

still be attributed to band 6. This phenomenon is referred to as colour confusion,

which occurs when a photon is incorrectly attributed to a band.

To facilitate our study, this phenomenon is not taken into account and all meas-

urements are made at a single wavelength, the central wavelength of the band.
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4.1.2. Polychromatic reconstruction algorithm

4.1.2 Polychromatic reconstruction algorithm

Figure 4.3 is a diagram showing the method of polychromatic reconstruction imple-

mented in Soapy and studied in this chapter. The method involves concatenating

the slopes measured by PWFSλ channel to create a larger interaction matrix. This

matrix is then inverted using the Monro-Penrose pseudo-inverse (Campbell and

Meyer, 1991) to produce the control matrix for the MKID-based PWFS system.

This approach was developed to incorporate all the chromatic measurements in the

reconstruction process.

Figure 4.3: Diagram of reconstruction algorithm integrated into Soapy. All the
PWFSλ signals are concatenated, increasing the size of the slope vectors. We then
have a single CM and a single reconstruction taking all the signals into account.

4.1.3 Simulation parameters

Throughout this chapter, we plot the different behaviour of different PWFSλ chan-

nels. We define in table 4.1 the parameters common to all of the simulations used

to generate these curves. We note that we are using a "perfect" deformable mirror

capable of exactly reproducing each phase screen applied and the modal decom-

position used here are the KL modes (see section 2.1.3.2).

We note here that thanks to the MKID superconducting properties, the energy of

the incoming photons is significantly higher than the noise in the detector. The

result is a zero read noise detection of each photon. Furthermore, we assume

that we are only considering faint targets. We thus ignore any MKID saturation
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4.1.3. Simulation parameters

phenomenon due to the number of photons incident on an individual MKID pixel

(as described in section 2.4.2). Each incident photon is therefore considered to be

detected individually.

Parameter value

Telescope Diameter 8 m

Frame rate 1 kHz

Imaging wavelength 1.65 µm

PWFS pupil sampling 40 pixels

KL modes 500

Closed-loop gain 0.6

Latency 1 frame

Read noise 0

Spectral resolution at
400nm 12

Table 4.1: List of the parameters used by the PWFS model throughout this chapter.
This system is based on the SAXO/SPHERE AO system (Sauvage et al., 2016).

Table 4.2 shows the two parameter values expressed as a function of the wavelength

The Fried parameter r0 : This parameter is dependent on the wavelength (Fried,

1966). As the AOtools package generates the atmospheric phase screens for

a r0 at 500 nm, we use the following expression to transpose its value at a

given wavelength λ using equation 2.10:

r0(λ) =
(

λ

500 nm

)(6/5)
× r0(500 nm) (4.3)

Modulation radius : The PWFS modulation radius is often expressed in λ/D

unit in the literature since the impact of the modulation is related to the

operation wavelength (Vérinaud, 2004). As the MKID-based PWFS has sev-

eral PWFSλ channels operating with the same physical modulation, we here

express the modulation radius in arcseconds. Table 4.2 is presented here for

ease of the conversion between the two units.
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4.2. Linearity and sensitivity and wavelength

Parameter Fixed
values 500 nm 1000

nm
1700
nm

Fried Parameter
r0

0.12 m 0.21 m 0.33 m

0.16 m 0.29 m 0.44 m

0.20 m 0.36 m 0.55 m

Modulation
radius

0.04
arcsec 6λ/D 3 λ/D 2λ/D

0.08
arcsec 12λ/D 6 λ/D 4λ/D

Table 4.2: List of the wavelength dependent parameters used by PWFS500,
PWFS1000 and PWFS1700 and their r0 relative values and modulation radius con-
version in λ/D unit.

4.2 Linearity and sensitivity and wavelength

While the PWFS is highly sensitive, it is also affected by non-linear behaviour.

One of the causes of this non-linearity is measurement saturation due to a limited

dynamic range. To compensate for this, a PSF modulation is added at the top of

the pyramid prism, increasing the dynamic range at the expense of sensitivity. In

this section, we first discuss the effects of wavelength on linearity by comparing the

behaviour of two PWFSλ. In the second step, we look at the linear behaviour of a

PWFS with two PWFSλ channels.

4.2.1 Chromatic dependence of the linearity-sensitivity trade-off

We start by investigating the behaviour of the PWFS at two wavelengths, 500 nm

and 1000 nm, independently. First, we study the evolution of the dynamic range

as shown in Figure 4.5. KL modes 0, 10, 50 and 160, shown in Figure 4.4 have

been reconstructed at two different modulation amplitudes for the two PWFSλ

channels. The modes have been selected as a variety of spatial frequencies. To

obtain the linearity curves in Figure 4.5, we give as input phase screen the modes

shown in Figure 4.4 with increasing amplitude to the input of each PWFSλ. We
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4.2.1. Chromatic dependence of the linearity-sensitivity trade-off

then measure the reconstructed amplitude of that given mode.

Figure 4.4: KL modes used for the linearity study presented in this section

As expected, saturation is observed when the amplitude reaches a critical value.

For mode 0, tilt aberration, this value is equivalent to the modulation radius ex-

pressed in λ/D unit. For the same modulation radius, PWFS1000 offers a wider

dynamic range. But when expressed in λ/D unit, when the modulation radius has

the same value, PWFS1000 and PWFS500 have the same dynamic range. The res-

ults are coherent with those shown in the literature (see section 2.3.2.1), where we

demonstrate that the impact of modulation is linked to the ratio between the mod-

ulation amplitude and the size of the PSF. As the spatial frequency increases, the

impact of modulation decreases, with only the wavelength maintaining an impact

for high-order modes.

Alternatively, we can look at the sensitivity value to characterise the performance

of the PWFS. To do this, we look at the sensitivity curve expressed as a function of

the slope vector s⃗, using the following equation (Deo et al. (2018)), for each mode

ϕµ we have:

ξ(ϕµ) = ||⃗(s)(ϕµ)||2 =
√

< (⃗s)(ϕµ)|⃗(s)(ϕµ) > (4.4)

where ||.||2 represents an average and ξ(ϕµ) describes the sensitivity of the mode µ,

with higher values indicating a higher sensitivity. Figure 4.6 shows the sensitivity

curves for PWFS, at the given modulation radius. As expected, we note the inverse

trend in linearity, with PWFS1000 more sensitive than PWFS500.
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4.2.1. Chromatic dependence of the linearity-sensitivity trade-off

Figure 4.5: Linearity curve for PWFS500 and PWFS1000 with modulation radius
0.019 and 0.0386 arcseconds for KL modes 0, 10, 50 and 160. These curves were
produced by applying a mode with different amplitudes to the input of each PWFSλ

and measuring the reconstructed amplitude of that given mode.

We can see that both PWFSλ channels have complementary sensitivities and lin-

earity ranges. Whilst the PWFS500 is more sensitive than PWFS1000, the latter has

a wider dynamic range. The capacity of the MKID-based PWFS to measure several

chromatic channels therefore has the potential to bypass the linearity-sensitivity

trade-off if the wavelength-dependent wavefront measurements can be combined.
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4.2.2. Polychromatic reconstruction

Figure 4.6: Sensitivity curves for PWFS500 and PWFS1000 with modulation radius
0.019 and 0.0386 arcsec for 200 KL modes. Curves were produced using equation
4.4

4.2.2 Polychromatic reconstruction

In this section, we analyse the impact of the reconstruction method on the dynamic

range of the WFS presented in section 4.1.2 concatenating the two interaction

matrices measured at each wavelength. To simplify the study we simulate only

two PWFSλ channels at 500 nm and 1000 nm. To match the physical modulation

radius for the PWFS at each wavelength, we here have different radii in λ/D unit

for each channel. We expect a different impact on the PWFS response due to the

modulation than the ones for the PWFS500 and PWFS1000 individually. The results

are compared with an average of the performance of each channel by averaging the

curves presented in the previous section.

4.2.2.1 Linearity

Figure 4.7 displays the linearity curves for the polychromatic reconstruction and

the averaging of the performance of the individual channels for modes 0, 10, 50 and

160. It is worth noting that at lower spatial frequencies, the linear range is smaller

when both channels are simply taken into account in the reconstruction, compared
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4.2.2.2. Sensitivity

to the average performance of the individual channels. However, at lower spatial

frequencies, there is no difference. Furthermore, the linear slopes around 0 overlap,

indicating similar sensitivity in the presence of small aberrations.

Figure 4.7: Linearity curves using a polychromatic reconstruction with PWFS500
and PWFS1000 channels and an average of the linearity curves presented in the
previous section.

4.2.2.2 Sensitivity

Figure 4.8 shows the sensitivity curves for both the polychromatic reconstruction

and the averaging of the performance of the individual channels. We can see similar

sensitivity on a global comparison. There is a slight improvement in sensitivity for

the polychromatic reconstruction in the lower modes. This shows that the trade-off

between sensitivity and linearity, although less obvious, is still there and combining

both measurements increases the sensitivity of the WFS.
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4.2.3. Discussion

Figure 4.8: Sensitivity curves using a polychromatic reconstruction with PWFS500
and PWFS1000 channels and an average of the Sensitivity curves presented in the
previous section.

4.2.3 Discussion

The performance of the PWFS is impacted by a trade-off between measurement

accuracy, sensitivity, and the range of amplitude it can measure, the linearity range.

This trade-off is evident in the performance of individual PWFSλ channels. While

the PWFS is more sensitive when operating at shorter wavelengths, it has a larger

dynamic range at longer wavelengths.

We tested a reconstruction method that involves two PWFSλ channels in the wave-

front reconstruction. This method has a similar sensitivity and linear range than in

average performance of both channels at higher modes, with slightly higher sensitiv-

ity and a smaller linear range at lower modes. This suggests that the measurement

of the wavefront at a longer wavelength dominates the modal reconstruction of the

wavefront. However, this reconstruction method does not overcome the trade-off,

and further investigation is required to develop a more optimized reconstruction

method.
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4.3 Chromatic behaviour of the optical gain

To enhance the performance of the global MKID-based PWFS, we can improve

the performance of the individual PWFSλ channels. As a first step towards com-

pensation, we aim to understand the variations of the optical gains within these

channels. In this section, we examine the optical gain variations for different at-

mospheric conditions in one channel (i.e. a single wavelength) and then generalise

to multiple channels.

4.3.1 Optical gain r0 dependence

We start by describing the optical gain variation under different atmospheric con-

ditions. We fix our wavelength at 500 nm and the modulation radius at 0.08

arcseconds. We first calculate the optical gain, using the convolutional model, us-

ing full atmospheric phase screen. We then look at the improved AO performance

by calculating optical gain curves using the fitting error PSF, and then residuals

PSF generated with Soapy.

4.3.1.1 Optical gains for non corrected atmosphere PSF

Figure 4.9 shows the variation of the optical gain curves at different wavelengths. It

can be seen that as the seeing conditions improve, the optical gains increase. This

is to be expected, as the gains are directly related to the amplitude of atmospheric

wavefront perturbations (Korkiakoski et al., 2008).

4.3.1.2 Fitting error and residuals PSF

The goal of an adaptive optics system is to flatten the wavefront, thereby reducing

the residual RMS wavefront error to be as close to zero as physically achievable.

Chambouleyron et al. (2020) shows that a system similar to the one described by
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4.3.1.2. Fitting error and residuals PSF

Figure 4.9: Optical gain curves computed using the convolutional model for dif-
ferent atmospheric conditions using atmospheric phase screens generated by the
AOtools package. Each curve is a mean of 5 optical gains computations using the
parameters described in Table 4.1

the parameters presented Table 4.1 tends to be dominated by the fitting error.

To be complete, by considering only the fitting error will be better than in the

real system, so the expected optical gains will be slightly lower. During high-

performance AO operation, eg. with an XAO system, it is expected to reach a

wavefront error close to the DM fitting error. For this reason, we describe here the

optical gain in 2 regimes both the residual and the fitting error only.

Obtaining the fitting error PSF To generate the fitting error PSF we need

to eliminate any other source of error. To this end, we need to generate perfect

residuals in the DM modal base. We first generate an interaction matrix made

up of the modes themselves as slope vectors, here the KL modes. This “perfect”

interaction matrix represents exactly the modal decomposition of an input phase

screen in the DM space. An atmospheric phase screen with the given atmospheric

conditions (or r0) is then generated. We subtract this atmospheric phase screen

from its “perfect” reconstruction to obtain the fitting error residual.

74



4.3.1.2. Fitting error and residuals PSF

Obtaining the residual PSF The generation of corrected wavefront resid-

uals requires running the end-to-end simulation using the diffractive model. This

means calibrating each PWFSλ channel, calculating an interaction matrix for each

wavelength. The end-to-end simulation must then be run in closed loop with

enough iterations for performance to stabilise. Although this method is more phys-

ically accurate, it requires significantly more computing operations than generating

the fitting error-only PSF.

Figure 4.10 shows the optical gains curves computed for both the wavefront resid-

uals and the fitting error-only PSF. For comparison, we have also added the optical

gains curve computed for a full uncorrected atmosphere PSF. We can see that for

SAXO/SPHERE-like AO system, both the fitting error optical gains curve and

residual optical gains curves match within less than 0.5% for all 4 r0 values. We

confirm that optical gains increase as atmospheric conditions improve or by clos-

ing the loop and reducing residuals. This shows that there is a direct relationship

between the level residual AO correction and the optical gains value. The results

are consistent with Chambouleyron et al. (2020). We can then use the fitting error

PSF to reduce computation time.
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4.3.2. Chromatic optical gain variation

Figure 4.10: Optical gain curves computed using the convolutional model using
AO residual, fitting error only and full atmospheric perturbation PSF at different
r0 values. Each curve is an average of 5 optical gain computations using the
parameters described in Table 4.1.

4.3.2 Chromatic optical gain variation

We now look at the chromatic dependence of the optical gains. Figure 4.11 shows

the PSF optical gain curves within each PWFSλ channel. For each plot, the curves

are computed using the convolutional model for a given atmospheric condition and

a fixed (in physical units of arcseconds) modulation radius. We can see that both

parameters have an impact on the optical gain mean value and spatial frequency

variation. First of all, the wavelength changes the height of the optical gains curve

as the r0 changes at different wavelengths. Secondly, for a given wavelength the

characteristic optical gains inflection point moves for different modulation amp-

litude without shifting the overall height of the curves. The inflexion point moves

also with the wavelength.
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4.3.2. Chromatic optical gain variation

Figure 4.11: Each plot shows optical gain curves computed using the convolutional
model using fitting error PSF at different wavelengths for different r0 of 12 cm and
20 cm at 500 nm and different modulation radii of 0.04 and 0.08 arcseconds Each
curve is an average of 5 optical gains computations using the parameters described
in Table 4.1.

Figure 4.12 shows the same plots but with the modulation expressed in λ/D unit.

This time, the inflexion point shifts from one modulation radius to the other but

does not vary with the wavelength. This shows that the impact of the modulation,

when expressed in λ/D unit, is similar to the dynamic range as studied in section

4.2.
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4.3.2. Chromatic optical gain variation

Figure 4.12: Each plot shows optical gain curves computed using the convolutional
model using fitting error only PSF at different wavelengths for different r0 of 12 cm
and 20 cm at 500 nm and different modulation radii of 3 and 6 λ/D. Each curve is
an average of 5 optical gains computations using the parameters described in table
4.1.

It is also interesting to note that, for a given spatial frequency, the chromatic

variation of the optical gains varies with the value of r0. To illustrate this, we

plot figure 4.13 the optical gains variation with the wavelength for four modes,

showing how this variation changes with spatial frequencies. We notice that the

chromatic behaviour is different depending on both the atmospheric condition and

the spatial frequency. The ratio between the gains at r0 = 12 cm and r0 = 20 cm

at shorter wavelengths is greater than the ratio at longer wavelengths. From this,

we can conclude that the optical gains are function of the spatial frequency, the

wavelength, the atmospheric conditions and modulation amplitude.
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4.3.3. Impact of the energy resolution

Figure 4.13: Each plot represents, for a given KL mode, the optical gain variation
at a different wavelength for r0 of 12 cm and 20 cm at 500 nm and different modu-
lation radius 0.04 and 0.08 arcseconds. Each curve is an average of 5 optical gains
computations using the convolutional model and the input parameters described
in Table 4.1

4.3.3 Impact of the energy resolution

To simplify our model, we consider the channels as wavelengths rather than wave-

bands, ignoring any uncertainty in the measurement of the photon’s energy. This

section discusses an initial quantification of uncertainty in optical gain measure-

ment.

Section 4.1.1 showed that the spectral resolution of the detector determines the un-

certainty in the measurement of the wavelength of a photon. However, it is unclear

how this impacts the measurement of optical gains. To investigate, we examined

the optical gain dispersion around the optical gain curves at the real wavelength,

shown in Figure 4.14, for spectral resolutions of 5, 12 and 20, using two photons at
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4.3.3. Impact of the energy resolution

730 nm and 1190 nm. As expected, the figure illustrates a decrease in dispersion

around the real curves as the spectral resolution improves. As mentioned in section

4.1.1, the probability of measuring a photon at a given energy is equivalent to the

probability of receiving a photon at that same energy. Therefore, we can assume

that the distribution shown in Figure 4.14 is realistic.

Figure 4.14: Optical gain curves computed with the convolutional model around
a fitting error PSF for wavelength 730 nm and 1190 nm, and averaged over 50
independent phase screens. The bands around the curves correspond to the optical
gain amplitude for the wavelength determined by the full-width half maximum
shown in Figure ?? for spectral resolution of 5, 12 and 20.

To quantify the uncertainty of the optical gain measurement, we compare the

optical gains for the central wavelength of the band with those at the edges of

the band, considering the worst-case scenario. Figure 4.15 shows the uncertainties

found as a function of the spectral resolution R. We can see that for R = 12, the

uncertainty of the optical gain due to the uncertainty of the measure of the photon

energy has a maximum of 10 percent.

For comparison, we take the example of HARMONI, an ELT instrument. Its

requirements in terms of contrast are a flux ratio between the planet and the host

start of 10−6 located at 0.2" from it (Jocou et al., 2022), while PCS requires to be

able to detect a planet with a flux ratio of 10−9 at 0.1" from its host star (Kasper

et al., 2010).

The HARMONIPWFS takes a waveband from 700 nm to 1000 nm (Schwartz et al.,

2020). If it was a band of our system, it would mean a spectral resolution of 6.02

using the equations 4.1 and 4.2. We plot its value on the graph presented in
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4.3.4. Discussion

Figure 4.15: Evolution of the error on optical gain for photon at two given
wavelength. The "HARMONI" value is computed considering the PWFS form
the HAMONI instrument and the waveband considered of 700-1000 nm

Figure 4.15. We can see that the distribution of optical gain within the waveband

considered by HARMONI is 15 percent and the MKID energy resolution considered

here performs better.

4.3.4 Discussion

The optical gains are the quantity that represents the underestimation of the amp-

litude of modes during the modal decomposition of the wavefront performed by

the AO system. This section has studied the variation of these gains as a func-

tion of 3 parameters: spatial frequency, atmospheric conditions and wavelength.

The integration of an MKID within a PWFS-based AO system allows chromatic

information to be added to the wavefront measurement, making the study of the

chromatic behaviour of the optical gains highly relevant.

It has been observed that, for a given mode, the optical gain value varies chro-

matically, and this variation is dependent on atmospheric conditions. MKIDs have

an energy resolution capable of having as many PWFSλ channels as were present

throughout this section. Although the photon energy measurement error is not

81



4.4. Photon level and polychromatic reconstruction

integrated into the simulation, we have determined a maximum uncertainty of

10 percent in the optical gain measurement with the spectral resolution of 12.

Moreover, this can be improved by increasing the number of photons attributed

to the channel. It is possible to track this variation in the wavefront measurement

through all channels.

4.4 Photon level and polychromatic reconstruction

This section aims to understand the impact of SNR on each channel by measuring

the quality of the reconstruction as a function of photon level. To better understand

the response of the PWFS as a function of wavelength, we will focus on studying

the behaviour of two wavelengths: 500 nm and 1700 nm. Note that the work

presented in this section has been previously presented in Magniez et al. (2022).

The choice of these wavelengths covers the expected wavelength range possible

with an MKID-based PWFS. At shorter wavelengths, the light would start to be

absorbed by the atmosphere and at longer wavelengths the sky background would

begin to dominate the photon incident flux. It is also worth noting that due to the

intrinsic sensitivity of the detector material (typically silicon or HgCdTe) observa-

tion across this passband would not be optimal or even possible using a single CCD.

The wide wavelength sensitivity of the MKID allows us to take advantage of the

possibility of measure the wavefront in the infrared and the visible simultaneously.

We have seen in the previous section that the impact of the modulation amplitude

on the PWFS behaviour depends on its ratio to the full width half maximum of

the PSF. It is therefore necessary to choose the modulation amplitude so that

both PWFS500 and PWFS1700 can achieve good performance. Here, the amp-

litude modulation is selected according to the trade-off between sensitivity using

small modulation, and linearity using large modulation. Bond et al. (2020) have

shown that modulation radii of 2 to 4λ/D allow to reach good performance for a

PWFS operating in the H-band. Choosing those values for 1700 nm corresponds
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to modulation radii of 6 and 12λ/D at 500 nm, therefore we use those values in our

simulations. The wavelength-dependent value of the Fried parameter at 500 nm

and 1700 nm is shown in Table 4.2 along with the modulation radii in λ/D and

on-sky angular units.

One of the goals of using an MKID is to take advantage of the wider possible pass-

band to have the possibility to use fainter natural guide stars. We are therefore

interested in the performance of the PWFS as a function of the incoming photon

flux or stellar magnitude. For the calculation of the magnitude, we do not con-

sider any particular stellar spectrum but set the photon flux on the PWFS500 and

PWFS1700 to be equal. However, we have seen in Section 2.3.2.2 that the pass-

band around 500 nm where dispersion remains below ±0.1 pixels can be considered

narrower than the one around 1700 nm. We accept this method of calculating mag-

nitude as a simplification, knowing that for a stellar spectrum, the photon flux is

typically lower in the infrared than in the visible for most bright guide stars. Figure

4.16 shows the conversion between the magnitude and the photon flux used for this

section for reference.

4.4.1 Comparison of PWFS500 and PWFS1700 performance

To understand how to take advantage of wavefront information measured in dif-

ferent wavebands, it is first necessary to examine the performance of the PWFS

at each wavelength. In Figure 4.17, we look at the Strehl ratio of PWFS500 and

PWFS1700 with an AO-corrected science image at 1650 nm as a function of mag-

nitude. There are two distinct performance zones. There is a high plateau of the

Strehl ratio at bright magnitudes, i.e. high photon flux, where the photon noise is

negligible. A reduction in performance is observed for stellar magnitudes above 11

as WFS noise starts to dominate AO system performance.

We observe that in the high flux regime, increasing the modulation amplitude and

therefore the linear range improves the performance of the AO system. On the other
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Figure 4.16: Conversion between magnitude and detected photon flux at the
PWFS. The spectrum is set to be flat. The photon flux is computed for an 8
meter telescope and a throughput (including device Quantum Efficiency) of 0.2.

hand, in the low-photon regime, it is more advantageous to have a smaller radius of

modulation. We also observe that the PWFS performs better at 1700 nm at high

flux, whereas, operating at 500 nm allows us to use the PWFS at fainter magnitudes

as the Strehl ratio measured for PWFS500 decreases at higher magnitudes.

We also note that the PWFS performs better at 1700 nm with a high photon flux.

To better understand this, we can refer to the previous section and look at the

optical gain behaviour. We have seen that the optical gains improve (i.e. are closer

to unity) with increasing wavelength. This explains the performance improvement.

As the magnitude increases, photon noise begins to dominate and a drop in perform-

ance is observed. The PWFS500 then becomes more efficient. It can be explained

by the fact that the amplitudes of atmospheric aberrations expressed in radian are

smaller at 1700 nm than at 500 nm, consequently, the PSF is better corrected. The
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Figure 4.17: Strehl ratio of a PWFS with parameters from Tables 4.1 and 4.2
at 500 nm and 1700 nm for modulation radius of 0.04 and 0.08 arcseconds as a
function of guide star magnitude. The curves represent the average of 4 different
simulations with 4 atmospheres of the same generation parameters.

signal measured by the PWFS - that is the first derivative of the incoming phase -

also has a smaller amplitude at 1700 nm and therefore is more easily hidden in the

photon noise, which is constant between the two sensed bands in this simulation.

In the low flux regime, it is also more advantageous to use a smaller radius of

modulation. We hypothesise that this is caused by the loss of sensitivity linked

to extending the linear range: if the radius of modulation is bigger, a given signal

translates into smaller amplitudes on the detector plane which are in turn more

easily lost in noise. Further study is necessary to confirm this hypothesis.

Without trying to use both PWFS 500 and PWFS 1700 together, it can be seen that

if a system was designed with two PWFS, one operating at 500 nm and a second

at 1700 nm, we would gain approximately a half magnitude gain if we used the

short wavelength PWFS when observing fainter guide stars assuming a number of

incident photon identical attributed to each waveband. As we know, the stellar

spectrum is not flat and depends on the type of star. In practice, there will be
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differences in photon flux within each passband, dependent on guide star spectral

type, MKID spectral resolution and instrumental and atmospheric throughputs.

The exact magnitude gain would be dependent on each of these factors and would

require a dedicated study for a given system. However, the half magnitude gain is

indicative of the scale of gain that could be achieved when observing cooler guide

stars with a flatter spectrum across the visible to NIR range. We note that all

subsequent simulations presented within this thesis work in a high-flux, low-noise

regime where the actual photon flux within each waveband does not impact the

results or conclusions.

4.4.2 Polychromatic reconstruction

As we have seen in Section 2.3.2.2, a chromatic pupil dispersion of more than 0.2

pixels leads to a decrease in PWFS performance. Over a large waveband, the

double pyramid design alone is not enough to verify the maximum 0.2-pixel disper-

sion. Without an energy-sensitive detector, the solution is to design an AO system

with multiple PWFS operating at different wavelengths. This optical system, the-

oretically feasible for a limited number of wavebands, would be very complex to

implement as opposed to the use of a single MKID array. MKIDs would allow

us to combine wavelengths to improve performance and observe fainter stars by

considering a wider range of wavelengths simultaneously.

Since we are considering the use of an MKID array, we can now consider the measure

of the wavefront by both channels simultaneously. The detected stellar spectrum

is widened, increasing SNR. In Figure 4.18, we present the channels at 500 nm

and 1700 nm and associate them with the polychromatic reconstruction algorithm

presented in Section 4.1.2. We plot the performance of both individual channels and

the combined polychromatic reconstruction as a function of the stellar magnitude.

By combining the two signals, a gain of one magnitude is achieved before the drop

in performance due to the lack of photons. In the high photon flux regime, the
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polychromatic reconstruction performs between both channels, indicating that the

MKID-based PWFS system is impacted by the optical gains.

Figure 4.18: Strehl ratio as a function of guide star magnitude for the AO system
with parameters shown in Table 4.1 and a PWFS operating at 500 nm and 1700
nm. The curves represent the average of 4 different simulations with 4 atmospheres
of the same generation parameter.

4.4.3 Discussion

When using a non-energy sensitive detector for a PWFS detector, the spectral

band considered for operation can be limited by the dispersion of the pyramidal

prism. However, by integrating an MKID array to the WFS, we can overcome this

limit and detect more photons from the same star. We evaluated the performance

of two individual channels, 500nm and 1700nm, for varying photon flux. When

plotting performance as a function of photon flux, two regimes were observed:

high photon flux with stable high performance, and a drop in performance due to

a decrease in the number of photons and SNR. In the high flux regime, longer

wavelengths exhibit better performance due to being less impacted by the optical

gain. Regarding the drop in performance, it happens at higher magnitudes at the
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shorter wavelengths because the perturbations are stronger at lower wavelengths

and therefore the SNR remains higher when the number of photons drops.

We then combined wavefront information from both channels to evaluate the per-

formance of a simple polychromatic reconstruction. As more photons are detected,

the broadening of the spectral band is shifted at higher magnitudes the drop in

performance to fainter stellar magnitudes. In the high photon flux regime, the

performance of the polychromatic reconstruction is between the performance of

both individual channels. This indicates that the optical gain impact at lower

wavelengths still affects the polychromatic reconstruction. As the system is aimed

at observing fainter targets, the use of more channels is crucial, but to optimise

the performance of the MKID-based PWFS, it is necessary to compensate for the

optical gains for the channels operating at lower wavelengths.

4.5 Integration with the science instrument

This section examines the implications of integrating an MKID array into an AO

system, focusing on two main consequences: detector saturation and the competi-

tion for photon resources between the wavefront sensor and the science instrument.

From this, we seek to address two questions. First, is the recombination time short

enough to enable high-performance wavefront sensing, and if not, what are the

requirements? Secondly, it must be determined whether the MKID-based PWFS

can operate effectively within the wavelength band ignored by the science instru-

ment. Alternatively, it may be necessary for the science instrument to sacrifice

some photons in order to achieve better contrast.

4.5.1 Saturation and decay constant

As previously discussed in Chapter 2 and more precisely Figure 2.7, MKIDs may

experience saturation effects due to the recombination time, particularly if two
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photons arrive on the same pixel within this recombination time. This section

aims to determine the number of photons that can be detected per loop iteration,

here fixed for a frame rate of 1kHz, given a specific constant decay rate, and to

assess whether this detection rate is sufficient.

The pulses shown in Figure 2.7 have a recombination time of the order of 1 milli-

second. If we consider only completely separated photon pulses, this results in one

photon being detected per pixel per frame at a sample rate of 1 kHz, as illustrated in

Figure 4.19. However, it is possible to detect and measure photons arriving within

shorter intervals, although with less accurate energy measurements. It is therefore

necessary to compare the number of photons required to meet the performance re-

quirements of the AO system with the tolerances on energy measurement necessary

to utilise the chromatic information advantage.

Figure 4.19: Number of photon detectable per pixel for a given recombination time
at a frame rate of 1 kHz.

If we take Figure 4.18 and change the x-axis from magnitude to the number of

photons per waveband, we obtain Figure 4.20. From Table 4.1, we can compute

that the number of illuminated pixels per pupil image on the detector is around

5024. Considering the number of photons with distinctive pulses detected by the

current performance of an MKID, we see that we can detect enough photons to
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achieve high performance, as shown in the figure. Moreover, this can be further

improved through software enhancements, such as implementing pulse detection

algorithms that account for multiple photons arriving within the recombination

time, although at the expense of energy measurement accuracy.

However, the multiplication of the wavebands under consideration may result in

an increase in the number of photons required to be detected, contingent on the

requirements of the system and the need to exploit the advantages of polychromatic

measurements. As the potential of hyperspectral PWFS is explored, it becomes

evident that the requirements for recombination time may vary. The recombination

time can be adjusted by modifying the properties of the superconducting material

and the temperature of the MKID (Mazin et al., 2002). However, shortening the

decay of the pulse has an impact on the pulse analysis with a decrease in energy

resolution. We then need to determine the minimum requirements of waveband

discrimination to determine the possible decay constant and/or improve the photon

analysis process.

Figure 4.20: Strehl ratio as a function of number of photon per frame for the AO
system with parameters shown in Table 4.1 and a PWFS operating at 500 nm
and 1700 nm. The curves represent the average of 4 different simulations with
4 atmospheres of the same generation parameter. The MKID limit shown here
correspond to a magnitude 11 following Figure 4.16
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4.5.2 Photon distribution and waveband

The distribution of photons between the science instrument and the MKID-based

PWFS is a crucial consideration when looking at the use of such extensive spectral

wavebands for the wavefront sensor, at the expense of an instrument such as a

spectrograph. This leads to a number of questions. Firstly, what is left for the

wavefront sensor by the science instrument, and is this sufficient? Secondly, what

is the energy resolution of the MKID used, and how many distinct bands can be

achieved with this spare passband? Finally, it must be determined whether it is

feasible for the science camera to share the waveband with the wavefront sensor,

and whether this would be beneficial.

Given that the majority of spectral variations occur within the visible region of the

electromagnetic spectrum, hyperspectral wavefront sensors are particularly suited

to this area. Furthermore, the additional chromatic information provided by the

detector enables effective compensation for non-linearities such as optical gains

and saturation, which predominantly occur within this range. Additionally, the

visible range exhibits a stronger signal, which could ensure the necessary number

of photons for each waveband.

However, the PCS XAO WFS is planned to operate in the infrared, specifically in

the I, Z, and Y bands (Kasper et al., 2021). The imaging would be conducted in

the V, R, and I bands, while the spectrographs would be used in the R and I bands

at low resolution and the J and H bands at high resolution. The choice of the

wavebands of the WFS was made to be the closest to the science case. From this,

we can infer that the B and G bands are free to be used. Moreover, the extensive

range of wavebands allows for the flexibility offered by the use of an MKID array

to be employed in optimising the correction, in accordance with the science case.

Furthermore, previous studies have demonstrated that spare photons of the same

waveband between the science instrument and the WFS can be advantageous for

fainter targets, as illustrated in Figure 4.21. Ultimately, the photon distribution
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can be reconsidered in light of the benefits of utilising a hyperspectral wavefront

sensor. Furthermore, the flexibility offered by an MKID-based PWFS can still

be utilised by considering only the bands on either side of the bands used by the

imager.

Figure 4.21: AO sensitivity limit gain thanks to an IR Pyramid sensor, as a function
of the R - J target colour, for different assumptions of photon share (all NIR
photons to the sensor up to 1.2, 1.4 µm or a 50/50 photon share in the 1.2 -2.2 µm
range). This gain will enable access to many more faint, red Young Stellar Objects:
green dots represent actual targets from nearby star forming regions, among which
the well-known example of HL Tau (currently out of reach of SPHERE). From
Boccaletti et al. (2020).

4.5.3 Discussion

The integration of an MKID array into an AO system introduces crucial consid-

erations such as detector saturation and the competition for photons between the

wavefront sensor and the science instrument. While the recombination time of an

MKID is pivotal in this integration, it is important to recognize its adjustability

through modifications to MKID properties, aligning it with the requirements of the

system. Another crucial question pertains to the photon distribution, which is a

prerequisite for utilising an MKID array. This necessitates the sharing of the en-

tire spectrum with a spectrograph. There are two potential avenues for achieving

92



4.6. Conclusion

this: either utilising only the available wavebands or sharing the spectrum with

the science over a subset of bands. This sharing could potentially enhance the

AO performance, thereby compensating for the loss of photons and improving the

science. Furthermore, the flexibility offered by an MKID-based PWFS can be util-

ised by considering only the bands on either side of the bands used by the imager.

In conclusion, integrating an MKID-based PWFS into PCS presents challenges

contingent upon photon flux and final photon distribution considerations. Non-

etheless, the adaptability of MKID technology offers solutions and will determine

the requirements on the detector.

4.6 Conclusion

In this chapter, our main focus has been on exploring the chromatic behaviour of the

PWFS. To achieve this, we carried out a detailed examination of individual PWFSλ

behaviours. We then analysed these behaviours using both channels, PWFS500

and PWFS1700, for reconstruction. We investigated the effects of chromaticity on

two sources of non-linearity and one source of noise, namely the trade-off between

linearity and sensitivity due to measurement saturation, optical gains and photon

levels.

Measurement saturation: The analysis indicates that the linearity range ex-

pands as the wavelength decreases while operating with the same phys-

ical modulation radius, as would occur in an MKID-based PWFS system.

The effect of modulation on linearity depends on the modulation amplitude-

wavelength ratio. Illustrating the well-known sensitivity-dynamic range trade-

off of PWFS that sensitivity increases with wavelength. However, simultan-

eous operation at different wavelengths has the potential to overcome this

trade-off. In the case of the polychromatic reconstruction used in this chapter,

there has been no evidence of an improvement in the trade-off. Further study

is required.
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Optical gains: The optical gains are coefficients that express the underestimation

of modal amplitudes caused by the atmospheric residuals during operation.

The analysis presented in this chapter indicates that optical gains tend to

be closer to 1 as the atmospheric conditions improve. Similarly, the optical

gains increase with wavelength because the atmospheric perturbations are

less impactful for a system operating at longer wavelengths. The optical gain

curves as a function of the KL modes have a wavelength-dependent shape; the

mode where the inflexion point occurs varies with the ratio between the PSF

modulation amplitude and the wavelength. For a given mode, the variation

of chromatic optical gains changes with atmospheric conditions. This demon-

strates that adding a chromatic dimension to the measurement of the wave-

front can improve our knowledge of atmospheric conditions and, by extension,

provide information on the optical gains. As a polychromatic measurement of

the wavefront has been little explored, this study is unprecedented. It offers

new research perspectives such as the new method of optical gain tracking

explored in Chapter 5.

Photon level: The objective of this work is to investigate the potential of an

MKID-based PWFS in observing fainter targets. As the photon level de-

creases, the performance of a PWFS decreases as well. To address this issue,

the solution is to collect as many photons as possible by widening the stellar

spectrum detected. This can be achieved by using a MKID array, which over-

comes the constraints imposed on the PWFS by the chromatic dispersion of

the prism. This capacity of waveband discrepancy of a hyperspectral wave-

front sensor allows for wavefront measurement over an unprecedentedly wide

detected wavelength range de facto surpassing the SNRs achieved by PWFS

so far. However, when using a polychromatic reconstruction, we have ob-

served that the performance is still affected by the optical gains, which have

a greater impact on the channels operating at shorter wavelengths. Therefore,

compensation for these gains is necessary.
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The potential integration of an MKID array within an XAO system was explored,

with particular focus on the challenges posed by the saturation effect. This satur-

ation occurs when multiple photons strike the same sensing element in quick suc-

cession. To mitigate this, adjustments can be made to the properties of the MKID,

though this may result in a decrease in energy resolution. Alternatively, advanced

software solutions can be employed, although this may lead to increased complex-

ity. The optimal approach is likely to involve a combination of both strategies, with

the final decision guided by simulation results determining the number of required

bands.

Additionally, we discussed the distribution of photons between the WFS and the

science instrument, such as the PCS. It is possible to either utilise only the wave-

bands available or share them with the science instrument across certain bands.

This sharing can enhance AO performance, potentially compensating for the loss

of photons by improving the overall scientific performance. The final decision will

be influenced by the requirements of the instrument and the outcomes of future

simulations.

The analysis in this chapter demonstrates that the PWFS performance can be

improved by dividing the sensed spectra into several wavebands, increasing the

SNR of the WFS. Moreover, it gives also an unprecedented insight into the PWFS

behaviour by adding a dimension to the wavefront measurements. This could be

achieved by dichroic dividing of the signal by using multiple detectors, multiple

WFS or using an energy sensitive detector. However, the first two solutions can

quickly become technically challenging and limited to a few wavebands. Thanks to

detectors such as MKID arrays, it then becomes possible to consider new techniques

involving hyperspectral wavefront sensing to overcome the problems discussed in

this chapter.
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CHAPTER 5
OPTICAL GAIN TRACKING METHOD

Chapter 4 showed that multi-wavelength wavefront sensing can improve perform-

ance, even with a simple reconstruction method by increasing the sensed waveband.

However, the performances of the hyperspectral PWFS are impacted by optical

gains, particularly for PWFSλ channels at lower wavelengths. This chapter invest-

igates whether performance can be further improved by tracking optical gains and

compensating for them using the chromatic measurements of the wavefront.

Incorporating knowledge of the optical gain within the system control has already

been studied (see e.g. (Deo, 2019; Chambouleyron et al., 2020).) However, existing

approaches require additional components or are invasive, such as a gain scheduling

camera that diverts some of the light away from the PWFS detector. The advantage

of using an MKID as PWFS detector is that it provides additional information

without requiring additional sensing devices. The dependence of the measured

wavefront on wavelength then allows the statistics of atmospheric conditions to

be retrieved. This provides the only unknown parameter in the system needed to

calculate the expected optical gains using the convolutional model.

In this chapter, we present a technique that allows the estimation of r0 from the

chromatic distribution of the PWFS wavefront measurements. We then explain

the methodology for building a dataset and provide details of the dataset used in

the subsequent work. The model is then used to determine the value of r0, which

provides the essential statistics required for optical gain retrieval.
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5.1 From chromatic wavefront measurement to r0

fitting model

The objective of this model is to obtain the optical gains through an estimation

of r0. Section 4.3 demonstrates that the chromatic distribution of the optical

gain is dependent on the atmospheric conditions quantified by r0. By using an

MKID-based PWFS, we can compute a modal decomposition of the atmospheric

wavefront at several different wavelengths across a wide passband. By tracking the

influence of the optical gains in those different chromatic modal reconstructions it

becomes possible to track the variation of r0 without waiting for the modal

variances over time using the Noll variances (Noll, 1976). This section

outlines the successive steps of the method.

5.1.1 Ratios distribution at different r0

During operation, we are unable to access the optical gains directly. Instead, we

have a modal decomposition measured by the wavefront sensor. Thanks to the

energy sensitivity property of an MKID, we are able to measure the wavefront with

multiple chromatic WFS channels, PWFSλ. We define the true modal coefficient

vector of the modal decomposition of the atmospheric wavefront as c⃗. In the

simulation, this can be measured from the direct decomposition of the atmospheric

phase into the modal basis, here KL modes. For a PWFSλ channel operating at

the wavelength λ, we define its coefficient vector of the modal decomposition c⃗λ.

By definition :

c⃗λ = c⃗× o⃗gλ, (5.1)

where o⃗gλ is the optical gain vector for the channel PWFSλ.
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We then consider two channels, PWFSλ1 and PWFSλ2 , operating respectively at

the wavelengths λ1 and λ2. By defintion:

c⃗ = c⃗λ1

o⃗gλ1

= c⃗λ2

o⃗gλ2

⇒ c⃗λ1

c⃗λ2

=
o⃗gλ1

o⃗gλ2

, (5.2)

where c⃗λ1 and c⃗λ2 are the coefficient vectors of the modal decomposition measured

by PWFSλ1 and PWFSλ2 respectively, and o⃗gλ1 and o⃗gλ2 the optical gain vectors

for the channels PWFSλ1 and PWFSλ2 respectively. This means we have a direct

measure of the optical gain ratios within the reconstruction of the different PWFSλ.

We define Rog(µ, r0, λ), the optical gain ratio of the optical gains at λ over the

optical gains measured at λ0 for a given mode µ and for a given value of r0. In

a real system, we do not have access to c⃗, therefore we defined a λ0 to be the

wavelength that we can arbitrarily define within the analysis to be used as the

denominator for all the optical gain ratios. Typically, we select λ0 to be the longest

wavelength available. This is because the optical gain is less sensitive to changes in

r0, and longer wavelength measurements have a higher optical gain value. We also

define Rmd(µ, r0, λ) as the modal decomposition ratio of the modal decomposition

measured at λ over the modal decomposition measured at λ0, once again for a

given mode µ and r0. We then define the following quantities:

Rog(µ, r0, λ) = og(µ,r0,λ)
og(µ,r0,λ0)

Rmd(µ, r0, λ) = c(µ,r0,λ)
c(µ,r0,λ0)


→ Rog = Rmd, (5.3)

where og(µ, r0, λ) is the optical gain values for a given mode µ and at a given value

of r0 for the channel PWFSλ. c(µ, r0, λ) is the reconstructed coefficient for the

mode µ of an input atmospheric phase screen at a given r0 value for the channel

PWFSλ.

The measure of Rog(µ, r0, λ) is achievable due to the availability of multiple PWFSλ

channels. Next, we must express Rog as a function of r0 to get an estimated value
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for r0.

5.1.2 Fitting the chromatic distribution

Figure 5.1 shows the chromatic distribution of Rog calculated with the convolu-

tional model for values of r0 of 12 cm and 20 cm for 6 KL modes, demonstrating

the dependence of Rog with spatial frequency. The wavelength λ0 used for the

denominator is 1490 nm. The number of wavelengths measured for the optical

gains is intentionally high to obtain the most accurate equation for the model. The

dashed line shows an empirically fitted model according to the following equation

Rog(µ, r0, λ) = 1− exp(−A(r0, µ)λB(r0,µ)) (5.4)

where A(r0, µ)) and B(r0, µ)) are the fitting parameters determined for each chro-

matic distribution of the optical gain ratios for a given mode µ. Figure 5.1 clearly

shows that the ratio curves Rog(µ, r0, λ) for KL modes 2 and 10 display discon-

tinuities. This can be attributed to the fact that the convolutional model does not

correctly represent the lower modes (see chapter 3).

To prevent any repercussions caused by these discontinuities, we choose to reject

the most affected lower modes from the fitting process. To determine which modes

to reject, we assess the goodness of the fit by calculating the root mean square

error between the fit and the measured Rog, shown Figure 5.1, with an example

shown in Figure 5.2. For the simulated SPHERE-like system, we would reject all

the modes below 60.
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Figure 5.1: Variation of the optical gain ratios for 6 KL modes as a function of the
wavelength for two values of r0: 12 cm and 20 cm as derived from the convolutional
model. The grey dashed lines show the empirical best fit to the model curves
following the equation 5.4.
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Figure 5.2: Root mean square error (RMSE) between the fit presented equation
5.4 and the optical gain ratios the variation of the optical gain ratios as a function
of the wavelength for two values of r0: 12 cm and 20 cm.

5.1.3 Model dependency to r0

After fitting the wavelength distribution of Rog, we need to determine their depend-

ence on r0. Figure 5.3 shows a distribution A(r0, µ) and B(r0, µ) as a function of

r0 and we observe that they follow a linear law. As a result, we can fit A(r0, µ)

and B(r0, µ) according to the following equations

A(r0, µ) = αA(µ)× r0 + βA(µ)

B(r0, µ) = αB(µ)× r0 + βB(µ)
(5.5)

where coefficients α(A/B)(µ) and β(A/B)(µ) are determined for the system studied

for a given mode µ. The values of α(A/B)(µ) and β(A/B)(µ) for all the modes are

then stored to obtain a measure of r0 from the fitting model.
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Figure 5.3: r0 distribution of fitting parameters from Equation 5.4, model of the
chromatic distribution of the optical gain ratios, for mode 100, 250, 300 and 400.

5.1.4 Estimation of r0 from the fitting model

To estimate r0 using the fitting model and the pre-calculated list of coefficients we

follow the following steps:

1. For a given mode, we fit the model of Rog(r0, µ, λ) to retrieve the values of

A(r0, µ) and B(r0, µ)

2. We invert the set of equations 5.5

r0 = A(r0, µ)− βA(µ)
αA(µ) (5.6)

r0 = B(r0, µ)− βB(µ)
αB(µ) (5.7)

3. A value of r0 is then computed for each mode twice from the parameter

A(r0, µ) and B(r0, µ)

We then repeat the operation for all the modes of the DM basis.
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5.2 Simulation implementations

In this section, we describe the method for generating the data set and the sim-

ulation setup. We then describe how the data are processed to compensate for

instabilities and uncertainties in the measurement. Finally, we describe in detail

the modal reconstruction algorithm used to generate the data set and run the AO

loop to obtain an estimated value of r0.

5.2.1 PWFS model

We need to determine the method of generating data sets in our simulation to build

a fitting model. We have 2 independent models at our disposal (convolutional or

diffractive) and we can use either the ratios of the reconstructed modal decomposi-

tion of the residual wavefront, Rmd, or the optical gain ratios, Rog, for the different

PWFSλ channels. Figure 5.4 illustrates three examples of data sets generated us-

ing three different usable methods for dataset generation. Each method uses three

PWFSλ channels at 700 nm, 900 nm and 1200 nm and a fixed r0 of 16 cm. The

figure shows the ratios of the data generated for the channels at 700 nm and 900 nm

by the data generated for the channel at 1200 nm. To ensure consistency, the re-

siduals used for these methods are the same and are generated by Soapy. Below is

a brief description of the datasets:

Rog Conv. : Optical gain ratio curves generated using the interaction matrices

comparison method computed with the convolutional model described section

3.3.1.2

Rmd Diff. : Modal decomposition of the residual wavefront ratios generated with

the diffractive model implemented within the Soapy Monte Carlo simulation.

Rmd Conv. : Modal decomposition of the wavefront ratios generated with the

convolutional model for different PWFSλ channels. To incorporate the non-
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5.2.2. Data processing

Figure 5.4: Examples of Rog spatial frequency distribution using three different
generation methods. The wavefront residuals used to calculate the optical gain
ratios and the modal decomposition were both generated using Soapy running a
SPHERE-like system with 230 modes for a r0 of 16 cm over 2000 frames. The
wavelength used for the denominator is 1200 nm.

linearities due to the optical gains within the convolutional model recon-

struction, an impulse response incorporating the residuals of the AO loop is

computed for each frame.

It can be seen in the Figure 5.4 that the three datasets are in agreement for the

higher-order modes, but not for the lower-order modes. This is expected as the

convolutional model does not accurately reproduce the behaviour of the low-order

modes (see Section 3.3.3). However, we have already addressed this issue by ig-

noring these modes within the fitting model. Finally, as they all agree and during

operation we only have one measure of the modal decomposition, we decide to use

the most computationally efficient method and use the Rmd Conv. dataset for the

rest of the chapter.

5.2.2 Data processing

There is uncertainty in measuring the wavefront, which affects the modal decompos-

ition by introducing noise. To achieve the best possible update rate, it is necessary

to average measured ratios over time. Therefore, we need to study two points: the

method and the duration of the measurement averaging.
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5.2.2.1. Averaging method

Figure 5.5: Comparison of averaging methods between Rog and Rmd at different
wavelengths. The wavelength used for the denominator is 1200 nm. The ratios had
been generated using 50 residual atmospheric phase screens with a r0 value of 12
cm and 20 cm.

5.2.2.1 Averaging method

Figure 5.5 displays the various averaging approaches examined in this section.

Each column represents a different approach, and each row represents a measure

at different wavelengths. The optical gain ratios and modal decomposition ratios

are computed from 50 independent residual atmospheric phase screens.
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5.2.2.1. Averaging method

Mean modal ratio The simplest approach involves calculating the modal ratios

Rmd frame by frame and subsequently averaging them over time. However, this

method provides an unreliable measure of the ratio when the instantaneous modal

amplitude has a value close to zero.

Modal RMS ratio For each mode of each modal decomposition measured by

each PWFSλ channel, we get an RMS value over time and then we calculate the

ratios of the modal RMS values. This has the advantage of burying the small

denominator values in the ratios.

Average over radial orders For this method, we calculate the ratios of RMS of

the modal decompositions but we now also average over several modes. To group

the modes we refer to Noll’s definition of radial orders for Zernike modes (Noll,

1976). Whilst we do not use Zernike modes, we do expect KL modes of the same

radial order to exhibit the same wavefront variance. This additional averaging step

can be used to further suppress system noise terms. The nth radial order is defined

to be the modes within the following interval.

nth order⇒ KL modes ∈
[(n− 1)n

2 ,
n(n + 1)

2

]
(5.8)

To quantify the stability of the measurement of modal decomposition we measure

the difference with the optical gain ratio by calculating the RMS error between Rog

and Rmd. The values of those RMS error corresponding to the plots in Figure 5.5

are given Table 5.1. This table shows that averaging over the radial order of the

ratios of the modal decomposition provides a close match to the ratios of optical

gains. We will therefore adopt the radial order averaging method for the remainder

of the fitting process.
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5.2.2.2. Temporal averaging

r0 = 12cm r0 = 20cm

Av. of

Ratios

RMS

ratios

Av. Radial

Order

Av. of

Ratios

RMS

ratios

Av. Radial

Order

530 nm 39.213 0.061 0.019 7.650 0.060 0.026

650 nm 46.231 0.061 0.021 3.436 0.050 0.025

740 nm 48.254 0.062 0.025 2.024 0.048 0.025

1000 nm 34.633 0.030 0.013 1.952 0.021 0.019

Table 5.1: List of RMS error between optical gain ratios and modal decomposition
ratios at different wavelengths for different r0 values, obtained through different
averaging methods

5.2.2.2 Temporal averaging

Figure 5.6 displays the RMS error between ratios of optical gain and ratios of modal

decomposition as a function of the number of independent residual atmospheric

phase screens used for the calculation. We choose arbitrarily a threshold of RMS

error of 0.8 at r0 = 20 cm and consider 20 independent residual atmospheric phase

screens. The value of the threshold has yet to be determined by requirements and

further in-depth simulations. During operations, the time used for averaging to

obtain a measure of the ratios will depend on the variation of r0 over time and the

requirement for the estimation of r0.

5.2.3 Reconstruction algorithm

The diagram presented in Figure 5.7 describes the reconstruction algorithm used

to demonstrate the fitting model method for tracking the atmospheric conditions

within the chromatic distribution of wavefront reconstruction. The algorithm con-

sists of closing the AO loop using one PWFSλ channel, and simultaneously recon-

structing the wavefront with the rest of the other PWFSλ channels. We also close

AO loop on the longest wavelength possible to ensure the stability of the loop,

as wavefront sensing at longer wavelengths is less prone to non-linearities (Bond
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Figure 5.6: RMS error between ratios of optical gain and ratios of modal decompos-
ition as a function of a number of independent residual atmospheric phase screens
used for the ratios.

et al., 2020). As we have seen Chapter 4, in the absence of noise sources, the simple

polychromatic reconstruction methods we have investigated in this thesis perform

less well than using a single PWFS operating at longer wavelengths as the optical

gains are closer to 1.

Figure 5.7: Diagram of the polychromatic wavefront reconstruction algorithm in-
tegrated within the Soapy Monte Carlo simulation. Each PWFSλ is calibrated
independently and has its own IM and CM. The AO loop is closed using a single
PWFSλ, while all receive the same input phase screen. All the reconstruction
PWFSλ are then saved for post-processing.
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5.3 Dataset

This section presents the dataset used for estimating r0 in the next section. We

provide a list of parameters and a plot of the curves used for model fitting. Finally,

we discuss the values of the fitting parameters.

5.3.1 Parameters

Table 5.2 lists the parameters used to generate the model-fitting dataset. It should

be noted that the number of frames does not include the first 100 frames of the

loop, which are ignored. The AO loop is intentionally slowed down to 200 Hz to

ensure a strong influence of the optical gains.

Parameter value

Telescope Diameter 8 m

Frame rate 200 Hz

PWFS pupil sampling 40 x 40 pixels

DM Actuators 500

Closed-loop gain 0.6

Latency 1 frame

Read noise 0

List of channels

521 nm, 575 nm, 641
nm, 723 nm, 928 nm,
965 nm, 1152 nm and

1490 nm

Control wavelength 1490 nm

r0 range 10 cm to 25 cm in steps
of 1 cm

Fitted radial orders 10 to 30

Wind speed 10 m/s

Number of frames 400

Table 5.2: List of the PWFS parameters used to generate the model fitting dataset.
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5.3.2. Example of ratio curves

5.3.2 Example of ratio curves

Figure 5.8 shows an example of the ratio curves considered for the example created

for this chapter. These curves have been plotted for different r0 and are used for

fitting. The plot demonstrates the influence of atmospheric condition variation on

the ratios, similar to what was shown in the previous chapter, section 4.3.

Figure 5.8: KL radial order reconstruction ratios compared to 1490 nm reconstruc-
tion for different PWFSλ using the parameters shown in Table 4.1 for different r0
at 500 nm.

5.3.3 Model fitting coefficients

Figure 5.9 shows the distribution of the α(A/B)(µ) and β(A/B)(µ) fitting parameters

over the radial orders calculated for the generated data set. It can be seen that

the distribution of the αA parameter is less linear than that of the other paramet-

ers. This suggests a weaker influence of spatial frequency in the influence of this

parameter.
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Figure 5.9: Distribution of the parameters of the α(A/B)(µ) and β(A/B)(µ) fitting
model over radial orders for the parameters in Table 4.1.

5.4 r0 estimation

In this section, we present the estimation of r0 using the model fitting method

that determined the α(A/B)(µ) and β(A/B)(µ) parameters presented in the previ-

ous section. First, we present the estimation for different individual values of r0.

Then, we demonstrate near-real-time estimation of r0 in the presence of an evolving

turbulence strength.

5.4.1 Different atmospheric condition r0 estimation

Figure 5.10 shows the estimation of the value of r0 under various atmospheric

conditions using the model fitting approach. The figure was generated by running

multiple independent iterations of the AO loop with a constant value of r0 applied

to the input atmospheric phase screen, using the parameters described in Table 5.2
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5.4.2. Tracking r0 over time

The results presented are an average of the six independent iterations. The analysis

is restricted to radial orders above 10, and only parameter A or only parameter B

is considered.

The plot presented shows that the model estimates r0 with an error of no more than

20 percent. However, fitting using only parameter B results in an error of less than

10 percent. A clear trend is also observed where increasing the value of r0 leads

to an increase in measurement error and uncertainty. This can be explained due

to the increased influence of stronger perturbations on the optical gains, making

their effects more visible on Rog, thus facilitating its fitting. Although heightened

sensitivity is necessary to acquire accurate measures under stronger perturbations,

it is important to note that the measurement tends to systematically underestim-

ate r0. This drawback is significant because overestimating perturbation strength

may lead to excessive compensation for optical gains, potentially compromising the

stability of the adaptive optics loop.

Figure 5.10: Left : r0 estimation computed using the parameter A or B for different
input r0 values. The error bars are computed using the standard deviation of the
r0 distribution over radial orders. Right: Percentage error in the estimation of r0.

5.4.2 Tracking r0 over time

The AO loop is run over 1600 frames with a 200 Hz frame rate, which means we

measure the wavefront for 8 seconds. Two variations of r0 were included during

this time, one increase and one decrease. To generate the variation of r0, an initial
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Figure 5.11: Temporal evolution of estimation of r0 and WFE. r0 has been estim-
ated using only the parameter B of the model fitting. The area around the curve
is a standard deviation of all the individual r0 estimations.

series of atmospheric phase screens was generated with the AOtools package. As

AOtools can not integrate variation of r0, the phase screens have been adjusted

using Equation 4.3 afterwards. Figure 5.11 shows the tracking of r0 over time,

averaging the estimation of r0 over 50 frames. Only the parameter B was fitted to

determine the estimation of r0.

It is evident that the method accurately tracks changes in r0 within 50 frames

(or 0.25 seconds), whether there is an increase or decrease in turbulence strength.

The highest measure for the values of r0 is stable over time on average, but the

standard deviation of r0 estimation is larger. This is consistent with the fact that

the correction by the DM is more stable when the perturbations are weaker, but

the fitting distribution of r0 is larger when the impact of the optical gain is weaker.

The inverse effect is observed at lower r0 values. We also note that the variation in

estimation is consistent with the instantaneous WFE, showing that the accuracy

of the model depends on the stability of the correction.
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5.5 Discussion

The use of an MKID array provides an additional dimension to PWFS measure-

ments. To enhance the performance of the MKID-based PWFS, we need to com-

pensate for the optical gains and therefore require a method to estimate them.

The wavelength dependence of the MKID-based PWFS allows us to make this

estimate without requiring additional hardware components. In this chapter, we

have presented a model to track the variation of r0 by comparing the wavefront

reconstruction at different wavelengths. This model that determines ro can then

subsequently be used as the basis for the recovery of the optical gains.

To calibrate the model we simulate the response of the MKID-based PWFS at

different r0. During operation, we use this calibration to estimate r0 for each

radial order over two fitted model parameters. To implement the method, we used

the computationally efficient convolutional model (see section 3.2.2) to obtain the

ratio between the modal decomposition of the wavefront as measured by the PWFS

at different wavelengths. We showed that these ratios could also be measured using

a Monte Carlo diffractive model.

We examined various simple optimisations for model fitting. To mitigate default

on individual modes and small values that could spike the ratio values, we aver-

aged Rmd over spatial frequency. We also averaged Rmd over time. We selected

the optimal estimation parameters which resulted in an r0 estimation error of 10

percent. It was observed that the estimation improves with stronger perturbations.

Additionally, the method enables tracking of r0 over time, with the value of r0

increasing or decreasing. To our knowledge, current technologies are not able to

track r0 within the same magnitude of timeframe. This is why, it is difficult to pre-

dict at what rate the atmospheric conditions are changing and how well this could

potentially perform. However, the update rate of the estimation of r0 is directly

linked to the integration time of the estimation, and this integration time should be
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5.5. Discussion

chosen to balance between error on the measurement and r0 variation sensitivity.

As the real-time tracking of r0 within the modal wavefront reconstruction would

be happening for the first time, this has the potential to open a new area of study

in atmospheric tomography.

While these results are promising, there are still several points that need to be

studied to better understand and improve the method

• All the results presented in this chapter are based on the estimation or r0

(and subsequent optical gain compensation) for a SPHERE-like XAO system

deployed on an 8m telescope. We can examine time averaging and adjust

accordingly for different systems.

• The impact of the system parameter on the fitting parameters can be analysed

to extend the model to wider systems and gain a deeper understanding of

the fitting process. This will allow us the development of a more precise

mathematical formalism.

• The impact of different noise sources, such as photon noise or NCPA, has yet

to be studied. To investigate the influence of noise, the method needs to be

implemented using the diffractive model.

The finality of this method is to compensate for the optical gains to enhance the

performance of the adaptive optics system. This can be achieved by creating a

lookup table of optical gains for different values of r0 in our system and using

model fitting to obtain a value of r0. The table can then be used for optical gain

compensation. It should be noted that this step has not yet been implemented.

After implementation, the r0 tracking method needs to be updated to account for

compensation. This is because compensation can impact the wavefront measure-

ment, which the current model does not consider.
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CHAPTER 6
CONCLUSION

6.1 Synopsis

This thesis presents a project that explores the potential of using an energy resol-

ution detector for a PWFS. The use of detectors such as MKID arrays has made

this possible. The focus of this work is on modelling a PWFS and examining the

energy sensitivity properties of an MKID that could be used to improve PWFS per-

formance. The initial study was simplified by excluding temporal properties and

assuming only monochromatic signals without uncertainty in the measurement of

the wavelength.

Chapter 3 presented a model of the system that uses existing PWFS monochro-

matic models simultaneously. Two models of the PWFS have been prensented :

the diffractive and the convolutional model. The diffractive model is a physical

description of the PWFS, and is used when needed accuracy is required. The con-

volutional model is a mathematical approximation of the PWFS initially developed

for the rapid computation of optical gains. To simulate the wavelength sensitivity

of the MKID each PWFS instance operates as a λ-channel at a specific wavelength,

measuring the same input wavefront in the end-to-end AO simulation. The para-

meters of each channel are identical, except for the wavelength. The modulation

radius is given in arcseconds in the focal plane. The traditional unit of λ/D must

be computed outside of the model for each channel.
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In Chapter 4 we studied the behaviour of individual chromatic channels and com-

pared them with a polychromatic reconstruction. To generate the polychromatic

reconstruction, we developed a new algorithm that extends the signal of the wave-

front sensor and concatenates the slope vector into a longer slope vector. Then,

an interaction matrix is generated as described in section 2.2.2. We explored three

aspects of the chromatic behaviour of the PWFS:

• Linearity range/sensitivity: As demonstrated in section 4.2, each channel is

subject to the well-known trade-off presented in chapter 2, as the modulation

effect is related to the PSF size. Shorter wavelengths have a greater dynamic

range, while longer wavelengths are more sensitive. The combination of both

wavelengths appears to average the sensitivity and linearity of the individual

channels without overcoming the trade-off, as shown in Figures 4.7 and 4.8.

However, it may be beneficial to investigate a weighing system adapted to

the level of perturbation.

• Optical gains: The first comprehensive study on the wavelength dependence

of optical gain for PWFS is presented in section 4.3. It is shown that optical

gains are a function of spatial frequency, wavelength, atmospheric conditions

and modulation amplitude for a given system. Furthermore, the chromatic

variation for a given spatial frequency varies with the atmospheric condition,

indicating that the effect of the value of r0 on the optical gain differs for each

channel.

• Photon level: The accuracy of measuring wavefronts depends on the strength

of the signal, specifically the number of photons detected per loop iteration.

As shown in section 4.4, AO performance decreases with fainter targets. Di-

viding the overall bandpass of WFS detection into sub-wavebands counters

chromatic dispersion and enables the observation of fainter targets. It has

been shown that WFS operating at smaller wavelengths perform better with

fainter targets. However, smaller wavelengths are more impacted by optical
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gain. As the aim is to observe fainter targets, this section highlights the ne-

cessity to compensate for optical gains to optimize the AO system with an

energy-sensitive detector.

Polychromatic reconstruction has not been studied exhaustively, therefore, it is

interesting to see that the wavefront reconstruction at different wavelengths has

complementary properties. While shorter wavelengths are more sensitive, they are

also more prone to non-linearities such as optical gain or measurement saturation.

Conversely, longer wavelengths are more linear but are less sensitive. Having access

to both measurements simultaneously therefore has the potential to mitigate the

main drawbacks of a PWFS.

These behaviours have been studied considering perfect knowledge of the wavelength.

If an MKID array were to be used, effects such as uncertainty in measuring photon

energy and saturation effects would have to be taken into account. The energy

resolution of an MKID is not infinite, which affects the accuracy of photon energy

measurement. This has two impacts on wavefront measurement:

• The width of the waveband of each channel

• Error of attribution of the photon to a given channel or colour confusion

Examining the study on chromatic behaviour, it is important to note that the uncer-

tainty in energy measurement was not accounted for in the models used within this

thesis which could affect the chromatic distribution of the optical gain. It should

be noted that the energy resolution of an MKID is better at lower wavelengths

when the energy of a photon is higher, which is also where the variation in optical

gain as a function of atmospheric conditions is strongest.

If the photon flux is too strong, PWFS measurements can become saturated, which

may degrade performance when using a bright guide star. To avoid this, optical

measures can be taken to reduce the flux per pixel. Figures 4.17 and 4.18 show
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that as long as the MKID array can detect enough photons per loop iteration,

performance stabilizes below magnitude 12 for the simulated system. To further

improve performance, photons can be filtered out using a neutral density filter

without degrading performance. To achieve the maximum performance of our

system, it is necessary to determine the minimum photon flux required. This

value is crucial to know when manufacturing the array, either by decrease the

recombination time, at the expense of the energy resolution or by improving the

pulse analysis algorithm.

The widening of the bandpass also affects chromatic dispersion. To widen the de-

tected spectra beyond what is enabled by the double pyramid design, the waveband

of each channel must be narrow enough to fall within the 0.2-pixel dispersion. Ad-

ditionally, the chromatic dispersion can cause colour confusion, which may result

in photons being associated with the wrong pixel in the pupil image. Depending

on the error it produces on the wavefront measurement, it may be necessary to

create a custom prism design to mitigate this phenomenon.

Chapter 5 presents a method for tracking optical gains using the additional di-

mension provided by the chromatic measures of the wavefront. This method solely

uses the wavelength dependence modal reconstruction of the wavefront without

any additional external hardware or calibration during operation, as opposed to

current methods. It involves constructing a model of the chromatic variation of

the optical gain based on the atmospheric conditions, represented by the value of

r0. The convolutional model has been used to implement the optical gain tracking

model. For the system studied, the method for tracking r0 is accurate within 15

percent and continues to track r0 even when it varies. Its accuracy improves as

r0 decreases. This is because a smaller r0 indicates a stronger perturbation and

therefore a stronger signal for the model to fit. Therefore, it is easier to track

optical gains at shorter wavelengths. Once the value of r0 is measured, it is then

possible to retrieve an estimation of the optical gains. This is to our knowledge the

first real-time r0 tracking method directly from the wavefront measurements.
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While this method provides an initial concept, further study is necessary. To im-

prove the simulation’s physical accuracy, the diffractive model should be used, and

the MKID properties should be integrated. The diffractive model should integrate

error terms non taken into account by the convolutional model. However, we have

seen that the noise can be reduced through averaging. The uncertainty in energy

measurement also affects the chromatic distribution of the wavefront measurement.

6.2 Future work

Throughout this thesis, we have explored the potential of using an energy-sensitive

detector as a PWFS detector. This is now possible thanks to the emergence of

MKID arrays. However, this technology is still in development and requires fur-

ther improvements. By conducting studies such as this thesis, we can guide the

manufacturer towards the MKID array required for our application: XAO system

for exoplanet imaging.

Our examination of the MKID array focused on its energy sensitivity, particularly

in relation to its use in optical gain tracking. To this end, an essential requirement

is the determination of the minimum energy resolution required for the method

to perform successfully. Although this value is currently undetermined, we outline

the methodology for its future determination. We have shown that the resolu-

tion of current arrays is sufficient to enable polychromatic wavefront sensing. A

higher spectral resolution would allow more data points for the optical gain track-

ing method, but it would also mean less photon per waveband, decreasing the SNR

of each invidual PWFSλ channel. If the number of waveband was to be conserved,

however, it a higher spectral resolution would minimize the impact of colour confu-

sion if required. On the other hand a decrease in spectral resolution would certainly

means less wavebands considered. One of the next step is then to determine what

has the most impact on the method’s performance, the SNR per waveband or the

number of waveband.
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The optical gain tracking model was shown to be successful for a SPHERE-like

system when the spectrum is divided into eight wavebands. Large MKID arrays,

such as MEC, already achieve the necessary energy resolution for this number of

wavebands. However, for a PCS system at the ELT scale, the required number of

PWFSλ channels is still uncertain. Furthermore, Section 4.3.3 discusses the need for

further exploration of the impact of energy measurement uncertainty on the noise

in wavefront measurements. Our plan is to propagate this uncertainty through the

model to determine its contribution to the overall uncertainty in measuring r0. By

characterising the system and specifying the desired precision for measuring r0, we

can determine the necessary energy resolution for the MKID array in our targeted

AO system.

In addition to the optical gain method tracking, there are other areas to explore,

such as addressing problems encountered by XAO systems, including the island

effect (Schwartz et al., 2017). The text also highlights how energy sensitivity can

help mitigate chromatic dispersion caused by the pyramidal prism. Instead of

countering it, we could try to use it to our advantage by designing a specific prism to

artificially increase the wavefront sensor resolution. This can be achieved by using

a slight displacement between the pupil images at different wavelengths (Oberti

et al., 2022). Another option is to increase the sensitivity, as illustrated in figure

6.1, to obtain the flattened pyramid (Fauvarque et al., 2017).

Finally, the temporal information has yet to be explored. MKIDs have the capacity

of measuring photon arrival time. To integrate it in the model, the current model

would need to add intermediate steps for each AO loop iteration, with different

modulation of the PSF stages. This would multiply the computation needs by the

number of intermediate step. However this is another information that could be

useful when used by the AO reconstruction. For example, it can ensure a SNR per

PWFSλ channel or per AO loop iteration and adapt the AO loop frequency to the

magnitude of the guide star.
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Figure 6.1: Illustration of different intensities read by a PWFS detector from left to
right: non-energy sensitive detector detecting a narrow waveband, MKID detecting
multiple wavebands diffracted by the pyramidal prism, MKID detecting multiple
wavebands with an exaggerated dispersion and a ’flattened pyramid’ case for the
central pupil images.
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