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Abstract

THz technology has been a promising, yet problematic field in science for a long

time. Up until two decades ago, the lack of fundamental components and materials

operating at THz frequencies constrained its use mostly to astronomy, with very lit-

tle commercial focus. Today, the field has grown remarkably, with both scientific and

industrial applications pushing the development of new devices and systems to con-

trol THz radiation. Further work is necessary to overcome the region’s fundamental

challenges and advance the technology on par with the rest of the electromagnetic

spectrum. This thesis aims to address new applications for THz spectroscopy, both

in the frequency and time domain, as well as enhancement of THz device perfor-

mance. A new design approach for THz resonant metamaterials is proposed that

aims to improve their resonant response, irrespective of individual resonator ge-

ometries. The new approach can be applied to a wide range of already existing

structures without altering the individual resonator design and relies on metamate-

rial cell symmetry and substrate dimensions. The design approach is used to create

split-ring optical modulators, demonstrating their response is strong enough to be

actuated with an LED lamp as a light source alone.

The development of a multiple-angle-of-incidence, multi-wavelength THz ellipsom-

etry system is also presented. The utility of the system for material characterisation

is demonstrated, extracting complex optical parameters of composite materials, as

well as non-homogeneous, anisotropic and highly absorptive materials in the THz

range, which can be otherwise problematic to characterise. The use of the ellip-

sometry system as an imaging tool for visualising and measuring internal material

stresses is introduced.

Finally, the application of THz-TDS in conjunction with machine learning for waste

oil quality control is investigated, introducing a new potential field of application

for THz spectroscopy.
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Chapter 1

Introduction

The following chapter provides an introduction to the field of Terahertz (THz) tech-

nology and its various unique properties, applications and challenges. An overview

of the THz spectrum and the reasons behind its lag in practical development in com-

parison to other frequency bands are presented. This is followed by a brief summary

of the thesis structure.

1.1 The THz Spectrum

The electromagnetic spectrum from 0.1 THz (100 GHz) to 10 THz is referred to as

terahertz frequencies, and it lies between the microwave and infrared bands. It is

also commonly known as "the THz gap" (as shown in Figure 1.1). The name relates

to the fact that unlike other parts of the electromagnetic spectrum, the exploration of

THz frequencies is a relatively young field, only a few decades old. Challenges asso-

ciated with the generation, detection and manipulation of THz waves have therefore

left a "gap" in the technology available in this region.

The interest in THz waves started with astronomy : 98% of the total photons emitted

in the history of the universe since the Big Bang lie within the THz region [1]. This

makes THz spectroscopy an important tool for the diagnostics of both the physical

and chemical conditions of astrophysical environments. Furthermore, THz waves

were found to exhibit various unique properties, differentiating them from other

spectral ranges. They have high transmission through paper, plastic and textiles,

exhibit high absorption in water, do not produce harmful ionization effects on bio-

logical tissues and have correspondence to many molecular absorption lines. These

properties have made THz waves a candidate for many different applications in
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spectroscopic material identification, communication and imaging. Due to the high

transparency of common packaging materials and spectral "fingerprints" of illicit

drugs and explosives in THz frequencies, there has been ongoing research in security

applications for body and package screening [2]. Promising imaging applications

have been explored within the biomedical field, providing a safer alternative to X-

rays and better resolution than microwaves. In conjunction with THz spectroscopy,

the early detection and diagnosis of cancerous tissue has been demonstrated. This

is possible both through spectroscopic identification of cancerous biomarkers [3]

and due to the high contrast between healthy and carcinoma tissues, which tend

to have higher water content and structural differences [4]. THz communications

is another large field of applications with great scientific and commercial potential.

The demand for constantly increasing wireless communication bandwidth is push-

ing the development of next generation networks into the THz regime, promising

to support over 1 Tbps data transfer. Additionally, THz communication can be used

to complement bus-based chip-to-chip communication architectures by establishing

high speed wireless interconnects. [5]. The last two decades have shown an im-

mense progress in the development of THz sources, detectors and components. The

THz gap is continuously closing, however many challenges remain ahead before the

technology is widespread and commercially available.

FIGURE 1.1: The THz gap within the electromagnetic spectrum
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1.2 THz Challenges

THz radiation shares properties with both optical frequencies and microwaves, which

give it its wide scope of applications and unique traits. However, this is also the

reason why neither traditional photonics, nor electronics alone are suitable for its

generation, detection and manipulation. The existence of the THz gap is rooted in

the fundamental principles behind how these technologies operate.

1.2.1 Sources

The first biggest challenge to THz technology is THz wave generation. Traditional

solid-state electronic sources, such as oscillators and amplifiers, are based on direct

electronic oscillations or non-linearities in semiconductor devices. As such they are

restricted by resistive losses, reactive parasitics and carrier transit times that prevent

them from operating at frequencies higher than 100 GHz [6]. High-powered tube

sources, which dominated RF generation before the expansion of solid-state devices,

suffer from physical scaling problems, metallic losses, and the need for extremely

high electric and magnetic fields, as well as high current densities. Nowadays, they

are also very scarcely produced. Optical sources, such as diode lasers, rely on inter-

band transitions of charge carriers. The photon energy at 1 THz (or 300 µm), how-

ever is 4.1 meV, a quanta comparable to the relaxation energy of the semiconductor

crystal, and therefore too small for lasing at room temperatures [7]. Nevertheless,

the last decade has seen great improvements in THz sources, utilising two general

approaches - frequency upconversion from microwave sources and downconver-

sion from optical sources. One of the most successful upconversion approaches is

by chain multiplication of microwave oscillators (20-40 GHz), using GaAs Schottky

diode doublers and tripplers. The technique achieves high-resolution, narrow band,

continuous wave (CW) microwatt power THz radiation. Direct semiconductor oscil-

lation with resonant tunneling diodes (RTDs) is also being used, producing powers

in the microwatt range. Optical sources tend to provide higher output powers in

comparison to solid-state ones. Downconversion from optical sources include direct

laser to laser pumping, laser photomixing, optical mixing in non-linear crystals, di-

rect lasing in gases, femtosecond laser pumping of photoconductive (PC) switches
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and quantum cascade lasers. The cornerstone of THz spectroscopy, Time Domain

Spectroscopy (THz- TDS), uses the femtosecond laser approach, which produces

picosecond THz pulses through illuminating a photoconducting antenna with the

pump laser beam. THz-TDS sources provide high signal-to-noise ratios (SNR), a

broad frequency band and good spectral resolution. THz-TDS systems, however,

still produce THz output power only in the tens of microwatts. Quantum Cascade

Lasers (QCLs) have grown to be one of the most promising THz sources. They have

undergone rapid development since the first QCL working at THz frequencies was

introduced in 2002 [8], [9]. QCLs are now able to produce output powers in the mil-

liwatt range, but their biggest downside is that they do not operate at room temper-

atures and require cryogenic cooling. Advances in THz QCL research have mainly

focused on improving the operating temperatures, with recent pulse lasing achieved

at temperatures around 250 K [10]. Another hurdle is their limited tunability, which

is also an active area of research.

1.2.2 Detectors

Detectors are perhaps the most successfully developed THz component, achieving

both wide band and narrow band near quantum-limited sensing (where signals are

comparable to the ambient quantum noise, arising from fluctuations of the number

of photons hitting the detector). Individual photon counters are hindered by the

low photon energies in comparison to shorter wavelengths, as well as the large focal

spots at THz (an Airy disk of hundreds of micrometers). The low photon energy re-

sults in the detected signals being dominated by thermal noise, forcing sensors to be

cryogenically cooled or apply long integration times. In comparison to microwave

detectors, THz also lacks available electronic elements, such as amplifiers, low-loss

transmission media and lumped resistors, capacitors and inductors [7]. Broadly,

THz detectors can be categorised in three groups, based on their principle of opera-

tion. These are in no way absolute, as there are many overlapping technologies. The

first are thermally actuated sensors, where the THz radiation is absorbed leading to

a change in temperature which is detected. In essence these are very sensitive ther-

mometers. Example detectors include Golay cells, microbolometers, thermocouples
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and thermopiles. The second group can generally be described as "electronic" de-

tectors, where the THz radiation induces charge motion or band transitions. These

include graphene Field Effect Transistors (FETs), surface plasmons, surface plasmon

polaritons, Schottky diodes, tunneling junction backward diodes, quantum dot and

quantum well structures. The final group of detectors is based on the interaction of

THz radiation with ultra-short optical pulses, a sensing technique relevant for THz-

TDS systems. These include electro-optical sampling, air biased coherent detection

and photoconductive receivers [11].

1.2.3 Auxillary Components and THz Materials

The challenges for THz technology are not isolated only to detectors and sources,

but also to auxillary components, such as waveguides, amplifiers, modulators, ab-

sorbers and various other optics. Furthermore, these components suffer from a lack

of availability of suitable materials that they can be fabricated from. The most inves-

tigated material in THz applications is High Resistivity Float Zone Silicon (HRFZ-

Si). Besides synthetic diamond, high resistivity silicon is the only isotropic crys-

talline material suitable for transmission of the extremely wide range from NIR (

1.2 µm) to MM (1000 µm) waves and more [12]. It is cheaper to grow and machine, in

comparison to diamonds, and can be fabricated in relatively large dimensions, nec-

essary for THz components. To get an appreciation of the disadvantage of materials

transmitting at THz, one just needs to look at the attenuation of HRFZ-Si at THz fre-

quencies - it is more than two orders of magnitude higher than in the infrared [13]–

[15]. Many other materials, such as polymers also exhibit higher absorption at THz,

leading to higher losses in the devices fabricated from them. These challenges have

pushed efforts into the development and use of artificial materials, such as graphene

and metamaterial structures for the construction of many THz components. In the

following chapters metamaterial structures in the context of THz modulators will

be investigated and ways for enhancing their performance proposed, which can be

implemented in various metamaterial applications.
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1.3 Introduction to Metamaterials

Metamaterials are composite materials that are purposefully engineered to exhibit

properties not found in nature. They enable exotic phenomena, such as negative

refractive index, invisibility and cloaking [16]. The metamaterial properties are de-

rived from their physical structure and not their chemistry. A typical metamaterial

consists of a replicating pattern, called a “cell”. When the cell’s geometry is small,

compared to the wavelength of the incident radiation (around λ/10), the material is

homogeneous from the perspective of the incident wave. Consequently, the meta-

material behaves like a real material in the sense that for large wavelengths it can be

characterised by effective constitutive parameters – an effective permittivity ε, and

permeability µ. The cells of the metamaterial in this case are analogous to the atoms

in a normal material. Resonant metamaterials are patterned materials, where the

repeated pattern is usually made out of metal. The metallic parts, when exposed

to electromagnetic radiation store electromagnetic energy and exhibit a resonant be-

haviour. Resonant metamaterials are highly susceptible to changes in the substrate,

which would increase the modulation depth under illumination at the resonating

frequencies. An inherent downside to any resonating structure is that the response is

very narrow band. The higher the Q-factor of the resonator, the more underdamped

and “fine tuned” the system is, leading to greater changes in transmission as the

conductivity of the substrate changes, but also to a narrower band response. There-

fore the modulation depth and bandwidth of the resonating structures are inversely

proportional.

1.4 Thesis Structure

The objective of the following thesis is focused in three main directions :

- A new approach to THz metamaterial design, which focuses on tailoring substrate

thickness along with metamaterial cell symmetry to create photonic crystal slabs

in conjunction with traditional individual metallic resonators. The combination of

the two can be tuned to create constructive interference between resonance modes,

achieving a strong resonant response with a high quality factor and a strong field
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confinement. The design approach can be applied to a variety of existing metamate-

rial structures and devices to enhance their performance.

- The development and utilisation of a THz ellipsometer, capable of measuring both

amplitude and phase information under multiple angles of incidence and a spec-

trum of frequencies. The ellipsometer is then used to characterise the optical pa-

rameters of unknown materials, as well as an imaging tool for mapping the internal

stresses in materials transparent to THz radiation.

- The exploration of THz time-domain spectroscopy as a solution for quality control

of waste oil in the waste oil refining industry and it’s capability of creating a bench-

mark for hazardous waste acceptance and rejection criteria.

Chapter 2 presents the measurement methods and techniques used for the pur-

pose of this research. Two main instruments are introduced - a THz - TDS system

and a frequency domain Vector Network Analyser (VNA) THz system. This is fol-

lowed by post-processing algorithms, numerical calculation methods and fabrica-

tion.

Chapter 3 demonstrates the design and testing of semiconductor metamaterials for

THz optical amplitude and phase modulators. A new design approach, treating the

metamaterials as photonic crystal slabs, is investigated for the increase of modula-

tion depth and the fabricated devices are tested as spatial modulators.

In Chapter 4 several THz metrology methods are discussed. The development of

a THz ellipsometry system is presented, as well as an evaluation of the method by

characterising a number of materials, including insitu measurements and anisotropic

materials. Results are compared to literature values of other measurement tech-

niques. Consequently, a grazing angle measurement technique is introduced for

thin film thickness measurements, as well as photoelasticity at THz. The photoelas-

tic constants of Si at THz frequencies are extracted and used to image the internal

stresses and strains in a Si wafer.

Chapter 5 explores THz-TDS as a quality control method for waste oil re-refining. A

convolutional neural network was trained on obtained data and tested to determine

waste oil quality based on THz spectral data.
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Chapter 2

Methods

The following chapter introduces the instrumentation, fabrication techniques and

computational methods used in the presented research.

2.1 THz Vector Network Analyser

Before the use of a Vector Network Analyser (VNA) in THz measurements is dis-

cussed, a brief introduction to multiport networks and the scattering parameters is

necessary. A linear radio frequency (RF) network can be described as a "black box",

characterised only by the relations between the incident and transmitted and re-

flected waves on its ports ( the inputs and outputs). The scattering parameters, or

S-parameters, describe these relations for any number of ports. In the case of a two-

port network, as seen in Figure 2.1, S11 is reflection at port 1, S21 the transmission at

port 2 (forward gain), S22 the reflection at port 2 and S12 the transmission at port 1

(reverse gain).

FIGURE 2.1: S-parameters of a 2-port linear network
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VNAs are used to accurately measure the complex scattering parameters of var-

ious devices and systems. They are a key instrument in the microwave and mil-

limetre wave fields and provide high accuracy by employing high quality signal

sources and receivers, as well as sophisticated calibration techniques that eliminate

systematic errors and noise [17]. The THz VNA system used for the purposes of

this research, is a combination of an Agilent N5224A network analyser [18] and two

full-band WR-1.0 Virginia Diodes (VDI) multipliers [19], which extend the original

N5224A frequency band of 10 MHz - 43.5 GHz to 0.75 - 1.1 THz.

FIGURE 2.2: Four-port VNA connected to two full TxRx extender
heads (WR-1.0 Virginia diodes). The "Tx" and "Rx" are the two lo-
cal VNA oscillators, "Ref" is the reference signal and "Meas" is the

measured signal.

The four-port VNA is connected with the WR-1.0 extender heads, resulting in a

2-port THz system, which is able to measure all four S-parameters of a device un-

der test (DUT) without re-arranging the system. The frequency extension is achieved

through a series of Schottky diode frequency doublers and tripplers, as shown in the

diagram in Figure 2.2. The performance parameters of the WR-1.0 extender heads

provided by the manufacturers and the comparable performance achieved in prac-

tical experiments in our labs is shown below in Table 2.1. The dynamic range for
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free space was measured by first placing the TxRx heads together as closely as pos-

sible without them touching and normalising. One module was then terminated

with a short and the S21 and S12 measurements averaged over 10 sweeps for all

frequencies was taken as the dynamic range. The magnitude and phase stability

measured was averaged over the entire frequency band for continuous sweeps last-

ing for 1 minute. The decreased performance in dynamic range and stability in the

experimental setup is expected, as a free-space measurement is intrinsically noisier

- the dynamic range was measured by the manufacturer using a waveguide cou-

pling. The dynamic range typically also decreases towards the two ends of the spec-

trum. Stability was measured after the equipment has warmed up (approximately

1h), however the environment wasn’t temperature or humidity controlled, which

introduces additional noise.

Parameter VDI

Specification

Free-space lab

measurement

Standard Frequency Coverage (GHz) 750 -1000 750-1100

Dynamic Range (bandwidth = 10 Hz, dB, typical) 65 51

Dynamic Range (bandwidth = 10 Hz, dB, mini-

mum)

45 39

Magnitude Stability (±dB) 0.5 1.18

Phase Stability (±◦ ) 6 14.48

Test Port Power( dBm typ. power) -30 -30

Directivity (dB) 30 Not measured

TABLE 2.1: VDI WR-1.0 frequency extender heads factory [19] and
experimental specifications

Calibration of the system is advantageous in comparison to other THz mea-

surement systems, as it uses readily available S-parameter callibration kits. Short,

open, load and through (SOLT) waveguide standards were used in order to account

for systematic errors between the VNA ports and the extender heads’ waveguide

flanges. The callibration plane is behind the horn antennas used on the WR-1.0,

therefore the VNA measurements are not fully callibrated, as they do not account

for system errors introduced between the waveguides and horn antennas. The VNA



Chapter 2. Methods 11

measurement technique is in many ways complimentary to the most popularly used

THz-TDS system and provides both advantages and disadvantages. Unlike time-

domain systems, THz VNA spectroscopy provides measurements in the frequency

domain directly. It provides fast scanning times, which are beneficial in measur-

ing time-dependent processes, such as the in-situ measurements in Chapter 4. It is

compact and mobile in comparison to the TDS, and full S-parameters in both trans-

mission and reflection can be easily measured without change in setup. Whereas

TDS systems are broadband (ours working between 0.5 - 5 THz) with higher out-

put power (several microwatts), the VNA is very narrowband (0.75-1.1 THz) and

has relatively low output power at THz (fractions of microwatts, around 0.3 µW).

Their respective bands make the TDS suitable for coarser broadband measurements

with resolutions up to around 0.5 GHz, and the VNA for finer measurements with

resolutions of several kHz.

2.2 Terahertz Time Domain Spectroscopy

THz-TDS has been the dominant technology in the field for THz characterisation.

The main principle behind the technique is to measure a short THz pulse (usually

in the order of picoseconds), as a function of time. A Fourier transform of the time

trace can then be applied to obtain the spectral information. There are various ways

of generating and detecting pulses in THz-TDS systems, however this thesis will

concentrate on the methods used at the Durham University THz lab. These are pho-

toconductive switching for generation and electro-optical sampling for detection.

2.2.1 Photoconductive Antennas (PCAs)

Photoconductive antennas are optically actuated switches, which radiate when a

laser pulse is shone onto them. They consist of a semiconductor substrate with elec-

trically biased metal pads, as shown in Figure 2.3. When a laser pulse with photon

energy above the semiconductor bandgap is shone on the antenna gap, a transient

current is generated, due to the increase in conductivity through photoexcitation.

When the laser pulse duration is sub-picosecond, the energy radiated by the PCA is

in THz frequencies. PCAs can also be used "in reverse", as THz detectors. When the
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antenna contacts are unbiased, the laser pulse produces charge carriers, which are

then accelerated by the incident THz radiation, producing a current. This transient

current can then be detected electronically.

FIGURE 2.3: Bow-tie photoconductive antenna geometry. A pump
laser beam, indicated in red, is focused on the antenna gap.

The PCA’s radiation output frequency and bandwidth depend on the pulse du-

ration of the photocurrent. This is determined by both the duration of the laser pulse

and the charge carrier lifetime in the semiconductor. Since the photocurrent pulse

duration is larger than that of the laser pulse generating it, femtosecond laser pulses

are necessary for the generation of picosecond THz pulses. The charge carrier gen-

eration and recombination times need to be within the picosecond range as well,

which is achieved in direct bandgap semiconductors. The traditionally used direct

semiconductor is GaAs, with a bandgap energy of 1.39 eV, which is exceeded by

laser wavelengths shorter than ∼ 892 nm. Therefore the use of Ti:Sapphire lasers is

required for GaAs PCAs.

Antenna geometry can vary, influencing the shape of the emitted spectrum and the

polarisation [20]. Our antennas made in-house were a standard bow-tie design, as

shown in Figure 2.3, with Au/Ti contacts, patterned using photolithography. This

design aims to confine the electric field in the gap. The emitted electric field ETHz of

the PCA is typically proportional to the change in photocurrent, given by

ETHz ∝
dj
dt

(2.1)

, where j is the current density and t is the time. To further expand this, the current

density itself is proportional to the charge carrier concentration ne and the relative
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velocity between electrons and holes ve, giving

dj
dt

∝ eve
dne

δt
+ ene

dve

dt
(2.2)

where e is the charge of an electron. The change in carrier concentration is a function

of the laser pulse power and the first term in equation 2.2 dominates the output

field. The change in drift velocity has a smaller contribution and is related to the

bias voltage applied at the antenna contacts.

2.2.2 Electro-Optical Sampling

Detection via electro-optical sampling is a technique, where a crystal’s birefringence

is changed due to THz radiation and the change in polarisation of an optical beam

going through the crystal is detected. This approach offers better results in our ex-

perimental setup to PCA detection, as our antennas are produced in small batch

sizes, which leads to changes in their characteristics between batches. This is mostly

due to differences in the resistivity of GaAs substrates used between batches, as well

as changes to the design geometry as a result of manufacturing tolerances. This has

led to large differences in bias voltage to generate a set amplitude of the THz sig-

nal between different PCAs. In comparison, electro-optical sampling offers a larger

bandwidth, flatter frequency response and a larger surface area, which accommo-

dates for beam drift. Changes in refractive index as a linear function of an applied

optical field is observed in noncentrosymmetric crystals and is called the Pockels ef-

fect [21]. ZnTe is the usual crystal of choice due to its high signal to noise ratios [22].

The full detection setup is shown in Figure 2.4. The probe beam is linearly polarised

as it first passes through the ZnTe crystal. It then passes through a quarter wave

plate, which changes the linear polarisation to circular, with equal amounts in the

horizontal and vertical components. A Wollaston prism then splits the two polari-

sations into two different paths, which are detected by two balanced photodiodes.

When there is no THz radiation present, the ZnTe crystal keeps the polarisation of

the beam linear and the beam is split equally between the two photodiodes, produc-

ing a zero differential current. When THz radiation falls on the crystal, the beam be-

comes elliptically polarised, and the change between polarisation components gives
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rise to a differential photocurrent, which is then read out by an lock-in amplifier.

FIGURE 2.4: Schematic representation of electro-optical sampling in
THz-TDS [23]

2.2.3 System Configuration

Having gone over the THz generation and detection, the complete TDS system can

now be presented. A schematic representation is shown in Figure 2.5. The mode-

locked Ti:Sapphire femtosecond laser beam is first split in two by a 90/10 beam

splitter. 90 % of the power is directed towards the THz generation path and 10%

towards the optical reference path. This is done as the photodiodes detecting the

optical beam are quite sensitive and maximum optical power is needed for the gen-

eration of the THz pulse. The probe beam then goes through an optical delay line

with two mirrors. By changing the mirror positions, the delay line delays the time

at which the pulse reaches the detectors. The delay line length is 15 cm, giving a

maximum delay path of 30 cm or 1 ns delay in time. The line provides micrometer

precision on the mirror position, resulting in picosecond temporal resolution ( 1 ps =

300 µm change in path length). The probe beam is then directed at the ZnTe crystal

and passes through the rest of the electro-optical sampling.

The second path after the beam splitter goes through an APE scanDelay 50 shaker.

The shaker is also a type of delay line, with a much smaller scan range of ± 3.75

mm, which "shakes" periodically. In our typical setup a deflection of 600 µm with a

frequency of 1 Hz is used. Shaker readouts are used for the daily alignment of the
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system, as it provides very quick and coarse visualisations of the main THz pulse.

This way the system can be aligned for maximum power output. For full spectro-

scopic scans, the shaker is turned off.

The following component on the beam path is a chopper wheel, which provides a

reference frequency for the lock-in amplifier at the detection stage. The beam is then

focused onto the PCA’s gap and the THz radiaiton is generated. Samples under in-

vestigation are placed in a purged box filled with N2, in order to avoid water vapour

absorption from the environment. Samples can be placed between sets of parabolic

mirrors - mirrors 1 and 2 or 3 and 4 for a collimated THz beam, or between mirrors

2 and 3 for a focused beam. The THz pulse is then directed towards the ZnTe crystal

for detection.

When the path lengths of the optical probe beam and the THz pulse are the same, the

THz and optical pulses coincide in time. As the optical pulse is orders of magnitude

shorter than the THz pulse, by delaying the probe pulse in time via the delay line,

the THz pulse can be sampled. The refractive index change in the ZnTe crystal is

linear with the amplitude of the THz electric field, so each sample of the THz pulse

is recorded as an amplitude point via the photodetectors and lock-in amplifier.

FIGURE 2.5: Schematic representation of the THz-TDS setup used
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2.3 Numerical Methods

Simulations are often necessary in order to predict the behaviour of electrodynamic

systems and devices under investigation. They aid the understanding of new phe-

nomena, device design and optimisation. The methods employed in computational

electrodynamics can broadly be separated in two categories - analytical and numeri-

cal. They both have advantages and disadvantages and are to be employed depend-

ing on the circumstances. Analytical methods are more suitable for simpler systems,

with a high degree of symmetry, such as 1-dimensional dielectric stacks. They can

provide exact solutions and quick computing times, but are limited by the complex-

ity of the problems, such as complicated geometries. Numerical methods, and most

notably the Finite-Difference Time Domain (FDTD) method, has become a standard

in modelling electrodynamics. It is a flexible method, which can be employed in a

wide range of applications, providing approximate solutions to the associated dif-

ferential equation. It can be used with complex 3D geometries, but may require long

computation times and caution must be taken when verifying boundary conditions

and convergence [24]. Here an in-house built FDTD engine is presented, as well as

an analytical dielectric stack computing method with effective refractive index ex-

traction from S-parameter data. These tools are then compared to the commercial

FDTD software Lumerical.

2.3.1 FDTD Simulations

While the Lumerical FDTD package is a powerful computational tool, it is beneficial

to have a baseline comparison to check if a particular response or model is correct.

For highly resonant responses with many spectral features, one can easily be misled

by simulation results. A simplified FDTD engine was implemented in MATLAB, in

order to run quick simulations that require less computing power. This way simu-

lation parameters such as mesh size, simulation times and volumes and boundary

conditions could be optimised, as well as quick conversion tests performed before

a more complex (usually 3D) simulation is ran in Lumerical. The MATLAB FDTD

was also used to compare between the final results from the two engines.
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The Yee Method

FDTD modelling is a type of finite element numerical analysis, where the device

under investigation is divided into small volumes, or cells, and the discrete time-

dependent Maxwell equations are solved for each cell. By obtaining the impulse

response of the device, the frequency response can be calculated, through applying

the Discrete Fourier Transform (DFT). The FDTD method is sometimes called Yee’s

method, named after mathematician Kane S. Yee, corresponding to the specific Yee

grid that is used to define the electromagnetic field components (Ex, Ey, Ez, Hx, Hy,

Hz) in space for every cell [25]. Analytically, the field is defined for each point in

space, however, as the FDTD algorithm deals with finite volumes, a specific point

in each cell must be chosen, where the electric and magnetic field components are

defined. As opposed to the intuitive collocated grid cell shown in Figure 2.6a , where

the field components coincide in one point in space, in this case the origin of the cell,

the Yee grid cell introduces a staggered placement. In Figure 2.6b, it can be seen

that the electric and magnetic field components in the 3D Yee cell are offset, with the

E-components staggered along the axis of the cell and the H-components along the

faces.

(A) (B)

FIGURE 2.6: The positions of the electromagnetic field components in
cells from a a) collocated grid cell and b) Yee grid cell

This achieves several goals that help simplify the FDTD algorithm. Firstly, Yee

cells are divergence free, that is ∇(ε~E) = 0 and ∇(µ~H) = 0. This can be seen from
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solving for the discrete divergence of the D field in the cell

∇D =
(ε0Ex(0)− ε∆xEx(∆x))∆y∆z

∆x∆y∆z
+

(ε0Ey(0)− ε∆yEy(∆y))∆x∆z
∆x∆y∆z

+
(ε0Ez(0)− ε∆zEz(∆z))∆x∆y

∆x∆y∆z

Assuming there are no charges in the volume of the cell, ε0Ek(0) = ε∆kEk(∆k)

and ∇D = 0. The divergence free condition of the H-field follows directly from

Maxwell’s equations and lack of single magnetic charges. As a material change can

occur through a cell, each field component is assigned their own permitivity ε. The

Yee cell configuration naturally satisfies the boundary conditions between two me-

dia, as shown in Figure 2.7, where the subscript "T" denotes the transverse compo-

nent of the fields in relation to the boundary and "N" the normal component. kT is

the transverse component of the wavevector.

FIGURE 2.7: The Yee grid arrangement satisfying the physical bound-
ary conditions

Finally, the staggered locations of the electric and magnetic fields provide an

elegant geometric representation of the curl equations, as shown in Figure 2.8. This

greatly simplifies their calculation.

The Update Equations

The FDTD algorithm uses discrete approximations of Maxwell’s equations in a leap-

frog type manner, where the coupled E and H fields for each point in the simu-

lated space are computed and updated for each time step. The differential forms of
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FIGURE 2.8: Intuitive representation of the curl equations on a Yee
grid

Maxwell’s equations are given by

∇.D = ρ (2.3)

∇.B = 0 (2.4)

∇× E = −∂B
∂t

(2.5)

∇× H = J +
∂D
∂t

(2.6)

, where D = εE and B = µH for a linear, isotropic dielectric material. Since the

Yee cell naturally satisfies the conditions of a divergenless field, the FDTD algorithm

needs to only compute the bottom two curl equations. As there are no charges in

the cell, the current density J will also be zero and the curl of the magnetic field

strength is given by∇× H = ∂D
∂t . The simulated space can be divided by a 3D mesh

where the number of the cell in the x, y and z directions are indexed by i, j and k,

respectively, as shown in Figure 2.9.

The time step is denoted by n, with n+1, n+2 etc. showing future time steps and

n-1, n-2 etc. past time steps. The curl equations can be expanded into triplets (one
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FIGURE 2.9: Index positions of the Yee cells used in the discrete up-
date equations

partial differential equation for each dimension) and subsequently made discrete as

follows

∇× E = −∂B
∂t

⇓

∂Ex(t)
∂z

− ∂Ez(t)
∂x

= −
∂By(t)

∂t
(2.7)

∂Ey(t)
∂x

− ∂Ex(t)
∂y

= −∂Bz(t)
∂t

(2.8)

∂Ez(t)
∂y

−
∂Ey(t)

∂z
= −∂Bx(t)

∂t
(2.9)

⇓

Ex|ni,j,k+1 − Ex|ni,j,k
∆z

−
Ez|ni+1,j,k − Ez|ni,j,k

∆x
= By|ni,j,k − By|n+1

i,j,k (2.10)

Ey|ni+1,j,k − Ey|ni,j,k
∆x

−
Ex|ni,j+1,k − Ex|ni,j,k

∆y
= Bz|ni,j,k − Bz|n+1

i,j,k (2.11)

Ez|ni,j+1,k − Ez|ni,j,k
∆y

−
Ey|ni,j,k+1 − Ey|ni,j,k

∆z
= Bx|ni,j,k − Bx|n+1

i,j,k (2.12)

Similarly for the magnetic field
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∇× H =
∂D
∂t

⇓

∂Hx(t)
∂z

− ∂Hz(t)
∂x

=
∂Dy(t)

∂t
(2.13)

∂Hy(t)
∂x

− ∂Hx(t)
∂y

=
∂Dz(t)

∂t
(2.14)

∂Hz(t)
∂y

−
∂Hy(t)

∂z
=

∂Dx(t)
∂t

(2.15)

⇓

Hx|n+1
i,j,k − Hx|n+1

i,j,k−1

∆z
−

Hz|n+1
i,j,k − Hz|n+1

i−1,j,k

∆x
= Dy|n+1

i,j,k − Dy|ni,j,k (2.16)

Hy|n+1
i,j,k − Hy|n+1

i−1,j,k

∆x
−

Hx|n+1
i,j,k − Hx|n+1

i,j−1,k

∆y
= Dz|n+1

i,j,k − Dz|ni,j,k (2.17)

Hz|n+1
i,j,k − Hz|n+1

i,j−1,k

∆y
−

Hy|n+1
i,j,k − Hy|n+1

i,j,k−1

∆z
= Dx|n+1

i,j,k − Dx|ni,j,k (2.18)

Equations 2.10 to 2.18 are called the update equations for the FDTD algorithm

and they show how the fields in a cell are updated for each time step. In the general

in-house FDTD engine implemented, the source used was a Gaussian pulse.

The source was injected using the total field - scatter field method (TFSF), where

the volume after the source injection plane has the total field (including the source)

and the volume behind the source only takes into account the scattered waves, ex-

cluding the source field.

It is worth noting that a correction factor needs to be included for the electric and

magnetic fields in the two cells adjacent to the source injection plane, so the the cell

in the total field volume contains only total field terms and the cell in the scattered

field contains only scattered field terms. This is done by subtracting the source term
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Device composition N

Low-contrast dielectrics 1-20
High-contrast dielectrics 20-30
Most metallic structures 40-60

Plasmonic devices 100-200

TABLE 2.2: Empirical values for N for different simulated materials

in the scattered field cell and adding it in the total field cell.

Stability and Convergence

Two important aspects for achieving correct results through numerical analysis are

stability and convergence. Numerical stability in the context of differential equations

refers to the solution errors being bounded. A numerically unstable simulation

would amplify the solution errors beyond a bounded region [26]. Convergence is the

measure of a simulation reaching (or converging) to the true result. It is not possible

to remove all sources of numerical error, but rather determine an acceptable level

of error required from the simulation. The correct grid resolution in both time and

space is crucial for achieving both stability and convergence. The maximum time

step is determined by the Courant- Friedrich-Lewy (CFL) condition, ensuring that

the speed of a physical wave cannot travel faster than the numerical speed of the

wave. This was implemented in our FDTD engine by setting the time step ∆t as

∆t <
n0

c0

√
1

∆x

2
+

1
∆y

2
+

1
∆z

2

, where n0 is the smallest refractive index in the simulation, and ∆x, ∆y and ∆z are

the smallest grid steps in their respective dimensions.

The maximum grid resolution takes into account both the smallest wavelength

and the smallest feature that will need to be resolved, and takes the minimum of

the two, ∆u = min
[

λmin
N , dmin

M

]
. Experimentally it was determined that the following

values achieve good results and could be used as a starting point for simulating

different materials and devices 2.2.

The value of M is also determined experimentally, depending on the problem,

but 5-10 is a good starting point.
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Boundary conditions

The most common type of boundary condition necessary for the implementation

of 1D FDTD is a perfectly absorbing boundary condition. This prevents reflections

off the boundaries of the grid and is equivalent to waves going off to infinity after

reaching the end of the simulation volume.

For a 1D FDTD simulation, in our engine that was implemented by setting the time

step ∆t, such that the waves at both boundaries travel a single cell in exactly two

time steps, or

∆t =
nb∆z

c0

, where nb is the refractive index at both boundaries. The fields at the boundary cells

are then the same as the fields in the previous cell two time steps ago. This definition

of the time step also satisfies the Courant stability.

For a 2D or a 3D simulation, the absorbing boundary condition implemented was a

perfectly matched layer (PML). This was achieved using the uniaxial PML method

(UPML) , which although a bit outdated in respect to the stretched-coordinate PML

method (SC-PML), offers similar performance and is simpler and quicker to imple-

ment. The boundary material was defined as a doubly-diagonally anisotropic lossy

material, such that the impedance of it remains the same as that of the simulation

volume, in order to prevent reflections off the boundaries. The permitivity and per-

meability in the frequency domain of the boundary material becomes

[εb] = [εr][s] (2.19)

[µb] = [µr][s] (2.20)

, where [s] is the impedance transformation matrix of the PML, defined as

[s] =


sysz
sx

0 0

0 sxsz
sy

0

0 0 sxsy
sz

 (2.21)
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The real part of the refractive index of the boundary material was set as 1 and the

conductivity σ (the introduced loss) was chosen to follow a cubic dependency along

the thickness L of the boundary ( a harsh cut-off in conductivity between the en-

vironment and boundary materials would lead to reflections). For any Cartesian

coordinate u = x, y, z

su(u) = 1 +
σu(u)
jwε0

(2.22)

σu(u) =
ε0

2∆t

(
u
Lu

)3

(2.23)

The introduction of the UPML is in the frequency domain and the FDTD equa-

tions are in the time-domain, therefore they need to be updated to include the UPML

and inverse fourier transformed into the final update equations.

A periodic boundary condition option was also implemented in the FDTD engine, in

order to simulate periodic structures. The field values outside the grid in a given di-

rection are just taken as the field values already calculated from the opposite end of

the grid, so the effects on the total field are as if the simulated cell is being infinitely

repeated.

Reducing Sources of Error

Errors from Windowing

An FDTD simulation cannot be run for an infinite amount of steps, therefore a finite

time window is applied, leading to some of the spectral information to be lost due to

"blurring". According to the Nyquist-Shannon sampling theorem [27], the maximum

frequency resolution (∆ f ) we can achieve is proportional to the number of time steps

in the simulation, and for devices with sharp resonances, this has to be accounted

for. The number of time steps Nsteps has to be chosen so that

Nsteps ≥
1

∆t∆ f
(2.24)

Staircasing Effect

For uniform square meshes, as the one used in our FDTD engine, device geometries

would more often than not, not snap perfectly to the grid cells (this can be achieved
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with very fine meshes, but this is computationally cumbersome). Rounding to the

closest integer number of cells can lead to large errors. Better results and faster

convergence times can be achieved through dielectric smoothing of the device mate-

rials. This can be simply implemented by taking a weighted average of the refractive

index on the partially filled edge cells, as shown in Figure 2.10. There are more com-

plicated and involved types of dielectric smoothing, which achieve better results by

introducing anisotropy in the device materials. This introduces non-trivial changes

to the update equations, especially for complicated device shapes and was out of

the scope of this light-weighted FDTD engine. Grid dispersion errors arise from

the fact that the wavenumber of waves propagating along the grid does not linearly

depend on their frequency, they travel at different numerical speeds. This is gener-

ally combated either by reducing the grid resolution, or by employing higher-order

approximations for the discrete differential equations. [28]

(A) A circular dielectric material on a 2D grid with-
out smoothing

(B) A circular dielectric material on a 2D grid with
Laplacian smoothing applied

FIGURE 2.10: Visual representation of dielectric smoothing on a cir-
cular geometry
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2.3.2 Explicit Computations

The FDTD approach is well-suited to a diverse range of problems, however there are

certain drawbacks. It can be computationally intensive and require long calculation

times and substantial memory, in order to simulate large simulation volumes. Fur-

thermore, caution should be taken in order to reduce the error as a result of numer-

ical approximations to a desired amount (e.g. less than the expected measurement

error) and that the simulation setup doesn’t lead to erroneous artifacts. It is good

practice, where reasonably possible, to verify results with an explicit, or analytical

model as a complimentary approach to FDTD. Such models generally take very little

computation time, but are less flexible in terms of problem definition and can usually

be applied to more simple, symmetric geometries. Here we present the development

of a dielectric stack transmission and reflection model, which can quickly solve the

ideal transmission and reflection spectra for any N-layered stratified media.

Transmission and Reflection Coefficients of Stratified Media

Single layer coefficients

Firstly, the propagation of electromagnetic waves through a “sandwich” of three

media with complex refractive indexes will be introduced. The refractive indexes

are denoted n1, n2 and n3, and the middle material thickness d, as shown in Figure

2.11. The source is a linearly polarized plane wave, incident on the first boundary

with an angle of incidence θi. The angle of the transmitted wave into medium 2 is θt,

and the angle of the transmitted wave into medium 3 is θt1. The angles of reflection

are equal to the angles of incidence θi = θr, and the angles of transmission follow

Snell’s law, as follows:

n1 sin(θi) = n2 sin(θt) (2.25)

The amplitude transmission and reflection coefficients of the electric field from medium

A to medium B are defined as TAB ,RAB at z = 0 and TABd , RABd at z = d. The sub-

scripts s and p would are used to denote S and P polarisation respectively.

From the Fresnel equations for the amplitude coefficients, for the S polarization

of the electric field, the following equations can be written:
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FIGURE 2.11: Illustrated wave propagation through a “sandwich” of
three media.

At z = 0

R12s =
n1 cos(θi)− n2 cos(θt)

n1 cos(θi) + n2 cos(θt)
(2.26)

R21s = −R12s (2.27)

T12s =
2n1 cos(θi)

n1 cos(θi) + n2 cos(θt)
(2.28)

T21s =
2n2 cos(θt)

n1 cos(θi) + n2 cos(θt)
(2.29)

R12p =
n2 cos(θi)− n1 cos(θt)

n2 cos(θi) + n1 cos(θt)
(2.30)

R21p = −R12p (2.31)

T12p =
2n1 cos(θi)

n2 cos(θi) + n1 cos(θt)
(2.32)

T21p =
2n2 cos(θt)

n2 cos(θi) + n1 cos(θt)
(2.33)

At z = d the Fresnel equations are modified to accommodate for the change of phase,
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as the wave has traveled through a finite medium. This will be simplified to the case

of normal incidence on the boundary, where the expressions for P and S polarisation

are identical. Due to continuity at the second boundary at z = d for two dielectric

media, for the electric and magnetic fields in each medium, it can be written respec-

tively

E2(d) = E3(d) (2.34)

and

H2(d) = H3(d) (2.35)

From Maxwell’s equations the relationship between the amplitudes of the electric

and magnetic field is

E =
−k× µH

n
, (2.36)

where n is the refractive index of the medium and k is the directional vector of the

wave propagation. Assuming that the media of interest are non-magnetic and µ is 1,

as well as that the electric field in a medium is the sum of an incident forward wave

and a reflected backward wave, the field in media 2 and 3 can be represented as

E2 = Eie−jβ2z + Erejβ2z (2.37)

E3 = Ete−jβ3z (2.38)

And similarly for the magnetic field, substituting with equation 2.36

H2 = n2Eie−jβ2z − n2Erejβ2z (2.39)

H3 = n3Ete−jβ3z, (2.40)

where β2 and β3 are the propagation constants in medium 2 and 3 respectively. Sub-

stituting these expressions in equations 2.34 and 2.35, with z = d gives

Eie−jβ2d + Erejβ2d = Ete−jβ3d (2.41)
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n2Eie−jβ2d − n2Erejβ2d = n3Ete−jβ3d (2.42)

After re-arrangement, the expressions for the amplitude transmission and reflection

coefficients at z = d, defined by T = Et/Ei and R = Er/Ei become

T =
2n2

n2 + n3
e−j(β2−β3)d (2.43)

R =
n2 − n3

n2 + n3
e−j2β2d (2.44)

Expressions 2.43 and 2.44 can be interpreted as the phase retardation that the wave

experiences as it bounces between the boundaries of the material. The transmitted

wave goes through the material only once, whereas the reflected wave bounces and

travels through the thickness of the material twice.

For an oblique incidence of θi, the spatial distribution of the phase for both P and S

polarisations is represented by

e−jβ1(x sin(θi)+z cos θi) (2.45)

valid for every x. Substituting 2.45 in equations 2.43 and 2.44 gives

T23s =
2n2 cos(θt)

n2 cos(θt) + n3 cos(θt1)
e−j(β2 cos(θi)−β3 cos(θt))d (2.46)

R23s =
n2 cos(θt)− n3 cos(θt1)

n2 cos(θt) + n3 cos(θt1)
e−j2β2d cos(θi) (2.47)

T23p =
2n2 cos(θt)

n3 cos(θt) + n2 cos(θt1)
e−j(β2 cos(θi)−β3 cos(θt))d (2.48)

R23p =
n3 cos(θt)− n2 cos(θt1)

n3 cos(θt) + n2 cos(θt1)
e−j2β2d cos(θi) (2.49)

This leads to an expression for the complete amplitude reflection and transmis-

sion coefficients of the system of all 3 media, taking into account infinite bouncing

between the two boundaries at z = 0 and z = d. For every bounce between the
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boundaries, the phase of the wave will retard by e−j2β2d cos(θi). The total transmission

is therefore

T = T12T23 + T12R23R21T23 + T12R23
2R21

2T23 + T12R23
3R21

3T23 + ... (2.50)

=
T12T23

1− R23R21
,

and the total reflection

R = R12 + T12R23T21 + T12R23R21R23T21 + ... (2.51)

= R12 +
T12R23T21

1− R23R21
=

R12 + R23

1− R23R21
.

N-layer Coefficients

The expressions derived so far for multiple layers of dielectric slabs of finite thick-

ness need to be expanded, starting with a stratified medium of two finite thickness

slabs between two semi-infinite materials as shown in Figure 2.12a. This can be bro-

ken down as the interaction between two single slabs as represented in Figure 2.12b.

The expression for a single slab has already been derived, however applying it di-

rectly in this case will lead to counting every transition between the two slabs twice -

once as part of the expression for the first slab and once as part of the second. There-

fore, an adjusted expression for each individual slab will be used, which represents

a wave path originating in the slab in question and exiting it, either as a transmitted

wave in the positive z-direction, or as a reflected wave in the negative z-direction.

This is illustrated in Figure 2.12c. Defining ti(i+1) as the transmission coefficient of

the interface between media "i" and media "i+1", including the phase delay from me-

dia "i", e−jβidi . Here di is the thickness of the media. Similarly ri(i+1) is the reflection

coefficient of the same interface, which includes the phase delay e−2jβidi . t0
i(i+1) and

r0
i(i+1) are defined as the transmission and reflection between the same interface but

with no phase delay. For instance, following equations 2.46-2.49, the expressions for

the interface between media 1 and media 2 become

t0
12 =

2n2

n1 + n2
(2.52)
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t12 =
2n2

n1 + n2
e−jβ2d2 (2.53)

r0
12 =

n1 − n2

n1 + n2
(2.54)

r12 =
n1 − n2

n1 + n2
e−2jβ2d2 (2.55)

The adjusted expressions for a single finite slab of dielectric in a stratified media

with refractive indexes n(i), n(i+1) and n(i+2) respectively, would be:

Ti =
t(i+1)(i+2)

1− 1− r0
(i+1)ir(i+1)(i+2)

(2.56)

Ri =
r(i+1)(i+2)t0

(i+1)i

1− r0
(i+1)ir(i+1)(i+2)

(2.57)

Since there are reflected waves that interact with the dielectric slab, propagating in

the negative z-direction, the same expressions are needed for the reverse medium

order n(i+2), n(i+1), n(i), as shown in Figure 2.12d. These are

Trev
i =

t(i+1)i

1− r(i+1)ir0
(i+1)(i+2)

(2.58)

Rrev
i =

r(i+1)it0
(i+1)(i+2)

1− r(i+1)ir0
(i+1)(i+2)

(2.59)

In Ti and Ri the index "i" represents the number of the finite dielectric slab excluding

the two semi-infinite media. The expression for the total transmission and reflection

amplitude coefficients for a system of two finite slabs then becomes

TTOT =
t0
12T1T2

1− Rrev
1 R2

(2.60)

RTOT = r0
12 + t0

12R1 +
t0
12T1Trev

1 R2

1− Rrev
1 R2

(2.61)
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Trev
TOT =

t0
43Trev

1 Trev
2

1− Rrev
1 R2

(2.62)

Rrev
TOT = r0

43 + t0
43Rrev

2 +
t0
43Trev

2 T2Rrev
1

1− Rrev
1 R2

(2.63)
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(A) Stratified media of two finite dielectric slabs

(B) Stratified media of two finite dielectric slabs
represented as a function of two single slab systems

(C) The transmitted and reflected wave paths rep-
resented in the adjusted equations for a single di-

electric slab

(D) Reverse wave propagation diagram

FIGURE 2.12: Diagrams of systems of dielectric slabs and their re-
spective wave paths.

The analytical expression of any N-layered dielectric system can now be recur-

sively found by using the algorithm, shown in Figure 2.13.
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FIGURE 2.13: Algorithm for calculating the power transmission and
reflection coefficients Tpow and Rpow in a system of m stratified dielec-

tric media.
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The analytical model presented so far assumes linear, isotropic dielectric media

in a single dimension. In order for it to compute more realistic THz devices, intro-

ducing losses and dispersion, the dielectric response of each material is included,

according to the Lorentz model [29]. This can also be used to model metals, as the

Drude model is a special case of the Lorentz model. The complex refractive index of

any media as a function of frequency is then given in the form

n(w)2 = 1 +
w2

p

w2 + iγw + w2
o

(2.64)

Here wp is the plasma frequency, wo is the natural frequency and γ is the dissipation

constant at the natural frequency of the material. For metals, this can be simplified

to

n(w)2 = 1 +
w2

p

w2 (2.65)

Fully anisotropic materials can be also computed by specifying the nine values of

the second order refractive index tensor, given by


nxx nxy nxz

nyx nyy nyz

nzx nzy nzz


Using equation 2.64 to model resonant materials, these can be incorporated in the

analytical solutions for the transmission and reflection in stratified media. The real

and imaginary parts of the permitivity of a lorentzian material with a resonant fre-

quency of 0.8 THz are plotted in Figure 2.14.
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FIGURE 2.14: Real and imaginary parts of a lorentzian material with
a resonant frequency at 0.8 THz

When using the stratified model both the refractive index and the thickness of

the layer need to be defined. The effective thickness chosen for a resonant material

layer has an effect on its transmission and reflection response. As shown in Figure

2.15, if the layer is too optically thin, the resonance Q-factor is reduced. When the

layer is chosen to be too thick, broadening of the response, as well as ripple artifacts

appear. This effect must be considered for accurate modeling.
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(A) d = 20 µm (B) d = 50 µm

(C) d = 100 µm (D) d = 200 µm

(E) d = 500 µm

FIGURE 2.15: Change in transmission of lorentzian medium with
varying effective optical thickness

Extraction of Effective Material Parameters

Any linear, isotropic, homogeneous material can be represented for the purposes of

macroscopic electrodynamic computations, by its effective parameters ee f f and µe f f ,

which are respectively the effective permittivity and effective permeability of the

bulk material. Both of these parameters are represented by continuous functions of

frequency [30]–[33]. Often, it is necessary to solve the inverse problem, where the

S-parameters (the transmission and reflection spectra) of a slab of material are given,
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and we would like to extract the effective permeability and permittivity. These are

related to the effective complex refractive index ne f f and impedance ze f f of the ma-

terial as follows:

ne f f =
√

εµ (2.66)

ze f f =

√
µ

ε
(2.67)

Rewriting equations 2.50 and 2.51 in terms of ne f f and ze f f gives

T =
(1− (

ze f f−1
ze f f +1 )

2)e−jne f f kd

1− (
ze f f−1
ze f f +1 )

2e−j2ne f f kd
(2.68)

R =
(

ze f f−1
ze f f +1 )(1− e−j2ne f f kd)

1− (
ze f f−1
ze f f +1 )

2e−j2ne f f kd
, (2.69)

where k is the free-space wavenumber. Rewriting one more time gives the expres-

sions for the effective refractive index and wave impedance as functions of T and

R:

ze f f = ±

√
(1 + R)2 − T2

(1− R)2 − T2 (2.70)

ne f f =
−j
kd

ln

 R

1− T( ze f f−1
ze f f +1 )

 (2.71)

The imaginary part of the complex wave impedance and the real part of the com-

plex refractive index for passive materials has to be a positive value [34], which

determines the sign of the solution of 2.70. The explicit expressions for the real (n’)

and imaginary part (n") are then given by:

n′ =
1
kd

im

(
ln

(
R

1− T
( z−1

z+1

)))+
2mπ

kd
(2.72)

and

n” =
−1
kd

Re

(
ln

(
R

1− T
( z−1

z+1

))) , (2.73)
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where m is the branch index of the multivaried logarithmic function [30], [31], [34].

For optically thin slabs of material, m can be set to 0. For large values of d however,

the uncertainty of the choice of m can lead to ambiguity in the effective refractive

index expressions. Several methods have been proposed to overcome this problem.

The real and imaginary parts of the complex refractive index are not independent

and are related by the Kramer-Kronig (K-K) relationship [35]. This can be used to ex-

tract the correct values for m, such as in methods proposed by the authors in [31]. In

practice there is a limitation to the correct extraction of the effective refractive index

parameters through these methods, due to the necessary truncations in the upper

frequency limits when computing K-K integrals and a saturation of the method that

occurs at a maximum kd value of about 3.17. Therefore, the method for computing

m was chosen in favour of a data driven discontinuity detection algorithm proposed

in [34]. Since ee f f and µe f f have to be continuous as functions of frequency, the algo-

rithm selects the correct solution branch by preserving the continuity of n′. For the

discrete real part of the refractive index n′( fi) as a function of the discrete frequency

points fi, the break points D( fi) in the refractive index function are given by

D( fi) =
n′( fi)− n′( fi−1)

fi − fi−1
(2.74)

The value of m is then determined by the condition

mi =


Round

[
(n′( fi−1)− n′( fi))

kd
2π

]
for |D( fi)| = |q( fi)|

0 otherwise,
(2.75)

where m0 = 0 is the low frequency branching number and i = 1, 2, 3...N, N being the

number of discrete frequency points in the data. The branching value q( fi) is given

by

q( fi) =
2n′( fi−1)

fi − fi−1
(2.76)

and the final value of the branching index m is given by the summation of branching

at all points

m =
N−1

∑
i=0

mi (2.77)

Since most real-life spectroscopy measurements do not start at a frequency of
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0, the lowest frequency branching number m0 has to be chosen with caution. To

demonstrate, the above algorithm is tested to extract the refractive index from the

computed S-parameters for a single uniform slab of thickness 100 µm and the refrac-

tive index of Si, 3.42. Firstly the algorithm 1 is run with data, which is generated for

a frequency spectrum from 0 - 1.1 THz and then on truncated data with a spectrum

from 0.28 - 0.9 THz. As seen in Figure 2.16, in the first case the algorithm converges

on the correct refractive index, however it shows big errors when given truncated

data.

(A) Extracted real part of the refractive index for input data
with frequency spectrum starting from 0

(B) Extracted real part of the refractive index for input data
with truncated frequency spectrum

FIGURE 2.16: Comparison of results obtained from effective optical
parameters extraction algorithm with generated data when using full

spectrum and truncated spectrum.

1This approach is later used to extract the complex optical parameters in metamaterials in Chapter
4
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Comparison between Computation Methods

Next, results obtained by the different computational electrodynamics methods pre-

viously presented will be compared by simulating the same device. A Distributed

Bragg Reflector (DBR), also known as a Bragg mirror, is a commonly used reflec-

tor in waveguides. It is a periodic structure of alternating dielectric slabs of material

with a different refractive index. The periodic variation of the refractive index causes

multiple reflections on the interfaces of the device, which can be designed to inter-

fere constructively to create a frequency stop band, thus acting as a high reflecting

mirror. This is achieved when the optical path of each dielectric layer nd (where n

is the refractive index and d is the thickness of that layer) is a quarter of the stop

band center wavelength in vacuum, or nd = λ/4. An inexpensive and easy to man-

ufacture THz Bragg mirror centered at 0.25 THz can designed by alternating layers

of polymer (such as PLA, ABS, PDMS etc.) with air gaps between them, as shown

in Figure 2.17. The refractive index of the polymer in the THz range is assumed to

be 1.5, which is a close approximation to most common polymers in this frequency

band. The thickness of the slabs d is 200µm and the spacing between them d1 is

300µm. The stop band reflection increases with the increase in the number of pairs

of layers N. Here this is set to N = 20.
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(A) Isometric view

(B) THz Bragg reflector dimensions and material
parameters

FIGURE 2.17: 3-D printable THz Bragg reflector

The structure in Figure 2.17 is simulated using four methods - the in-house FDTD

engine described earlier, the commercial FDTD software Lumerical using both a full-

wave and a proprietary stack function, and the explicit method discussed in 2.18a.

All three computations are run with the same frequency resolution of 800 frequency

points over the band 0 - 1.1 THz.
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(A) Explicit method

(B) 1-D Matlab FDTD

(C) Lumerical STACK

(D) Lumerical FDTD

FIGURE 2.18: Transmission and reflection spectra calculated with dif-
ferent numerical methods for a THz Bragg reflector
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It can be seen in Figure 2.18, that all methods predict stop bands of zero transmis-

sion between 0.2 - 0.3 THz and 0.7-0.8 THz on average, with a variation of 0.1 % . The

explicit method (Figure 2.18a) exhibits 100% convergence, as the reflected and trans-

mitted power in all frequencies add to 1. The Lumerical model used in Figure 2.18c

was the "STACK" optical solver, which provides a quick solution to dielectric stack

problems using the analytic transfer matrix method [36]. It shows a correct envelope

for the transmission spectra, but exhibits poor convergence, with both transmission

and reflection coefficients reaching values above 1. Both FDTD simulations shown in

Figure 2.18b and 2.18d used simulation times of over 50000 fs, ensuring there is close

to no energy left in the system and stability is achieved. The in-house FDTD used

a uniform mesh, whereas the Lumerical simulation used a non-uniform autogener-

ated mesh. Both simulations used PML boundary conditions. The convergence of

the Lumerical simulation is a worse than the in-house FDTD engine, both exhibiting

uncertainty around the sharp edges of the stop bands. Increasing the mesh resolu-

tion would mitigate these effects, while also increasing the cost of computing time.

The differences between the two results could also originate from the definition of

the plane wave sources illuminating the Bragg mirror. The BFAST plane wave source

was used in the Lumerical simulation, which is known to be more numerically un-

stable. Commercial FDTD solvers, such as Lumerical are powerful tools and offer

many different options for simulating a wide range of devices. However, caution

should be exercised when analyzing the results of more complicated systems and

verification through a more simplified FDTD solver, such as the one presented ear-

lier, as well as analytical computation where possible, should be implemented.

2.3.3 Fabrication Methods

Several fabrication techniques were used to prepare samples for the purpose of the

presented research. For the fabrication of metamaterials, grid polarisers and thin

films, photolithography was used. Laser cutting, 3D printing and casting methods

were utilised for bulk polymer samples.
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Photolithography

Photolithography is a standard microfabrication method, which transfers images

from a photomask onto thin films. This is achieved through a photosensitive layer,

called photoresist. There are two types of photoresist - positive and negative, which

determines whether the shadowed, or transparent pattern of the mask is transferred.

A typical lift-off process using positive photoresist for the microfabrication of metal-

lic features is shown in Figure 2.19. During the exposure stage, the photoresist is

illuminated by UV light. For positive photoresists, the UV-illuminated get dissolved

by the chemical treatment in the development stage, whereas for negative photore-

sists, the illuminated areas become cross-linked, so they are not affected by the de-

veloper. A lift-off process was favoured for the fabrication of small metallic features,

as it was found to achieve better results with fewer defects. The main negative pho-

toresist used in this thesis was SU-8 2000 series [37], which is an epoxy based resist.

It is suitable for both thin (10 µm) and thick (100 µm) layer depositions. The positive

photoresist used was Microposit S1813 [38], designed for layer thicknesses of up to

1.5 µm. The recipes used for spin coating, baking, exposure rates, post exposure

bake and development can be seen in A and A in the Appendix.

FIGURE 2.19: Photolithography lift-off process for fabrication of
metallic features
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Metal coating

In order to produce metal features and layers onto our samples two metal deposition

techniques were used interchangeably - sputtering and thermal evaporation. For

gold depositions, a 10 nm layer of Cr was used to improve adhesion to the substrate.

All metal layer depositions were above 100 nm, in order to overcome skin-depth at

THz frequencies. Skin depth is inversely proportional to the square root of frequency

and at 1 THz falls below 100 nm for metals such as gold, silver, aluminium and

copper.

Laser cutting

A laser cutter was used for the fabrication of polymer samples for material char-

acterisation, as well as transmission windows and acrylic holders. The laser cutter

used was 50-watt HPC LS6840 PRO, consisting of a water-cooled CO2 gas tube. The

cutting head position can be programmed in x, y and z with a positioning precision

of < 0.01 mm and minimum feature size of 150 µm. The minimum feature size re-

alised in practice depends on both the cutting material and the material thickness.

Higher aspect ratios result in larger feature sizes. For polymers, heat dissipation

poses an issue at small feature sizes, the smallest cuts we were able to achieve in

HDPE without melting defects being around 500 µm.

3D printing and casting

3D printing is an additive manufacturing method, where typically a liquid polymer

is hardened layer by layer either by cooling or photopolymerisation (fused powder

3D printing is also available, but was not a technique implemented in this research).

Extruder type 3D printers, also known as Fused Deposition Modelling (FDM) print-

ers, commonly use ABS and PLA as their filament material. Stereolithography (SLA)

printers use various light-reactive resins, polymerised using laser diodes. SLA print-

ers are generally able to achieve smaller feature sizes and better surface finish than

FDMs, but they are more costly to operate and cannot print large surface areas. The

relatively large feature sizes of THz components make additive manufacturing a vi-

able prototyping technique. The problem arises once again, with material properties
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at THz. SLA resins were found to exhibit quite high absorption at THz frequencies,

with attenuation coefficients at 0.8 THz measured to be between 13.47 - 20.915 cm−1

[39]. The refractive index at THz is similar for post photoresins, in the range between

1.5 - 1.7. This makes them unsuitable for bulk THz components, but still advanta-

geous for thin, planar components, such as diffraction gratings. An example of 3D

printed phase plates, designed for THz frequencies using extruded PLA is shown in

Figure 2.20.

FIGURE 2.20: PLA phase plates, printed using FDM 3D printer with
0.2 mm nozzle size.

2.3.4 Summary

The "Methods" chapter presented two measurement instruments, which were used

in THz experiments - a THz-TDS system and a THz-VNA system. The two measure-

ment techniques are complimentary to each other. THz-TDS provides wide band

measurements up to 5 THz and THz power in the microwatt range. On the other

hand, the THz-VNA system measurements are narrow band between 0.75 - 1.1 THz,

with a THz power sub 1 microwatt, but they support high resolutions of several

kilohertz, compactness and flexibility for different measurement arrangements (e.g.

switching between transmission and reflection measurements without changes to

the setup).

Several computational methods for electromagnetics were discussed. Firstly, an

overview of an FDTD engine implementation in Matlab was introduced, with some

key design points, such as the Yee method, stability and convergence considerations

and boundary conditions. An explicit computation for the transmission and reflec-

tion coefficients in stratified media was also presented. Explicit computations, where
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practical, have an advantage over numerical methods in terms of speed and accu-

racy. The implemented FDTD engine and explicit stratified media model were com-

pared to the commercial software Lumerical in a Bragg mirror example, and have

proven to serve as good benchmarks for simulation validation. It is often necessary

to perform the opposite operation and extract unknown material optical parameters

from scattering matrix data. Therefore, a numerical algorithm used to perform this

was also discussed. Finally, there is an overview of the microfabrication methods

and materials used.
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Chapter 3

THz Modulators

3.1 Background on Modulators, Optical Modulators and THz

Metamaterials

3.1.1 The Need for THz Modulators

Modulation is a key part of many signal processing systems, most notably in com-

munications. Through modulation, the range of the transmitted signals, information

density and the speed of communication is increased. The importance of modula-

tion stretches beyond just the field of communications, as it’s underlying principles

of wave manipulation are frequently applied in detection, sensing, imaging, security

and more. This applies just as well in the context of THz technology, where efficient,

high-speed modulators are paramount for the advancement of THz communication

networks, leading to great interest in the research of materials, methods and devices

for THz modulation. State of the art materials include metamaterial structures, pho-

tonic crystals, phase change materials, high electron mobility transistors (HEMTs),

and graphene [40]. Modulators encode information by controlling the amplitude,

phase, polarisation, beam form, direction or a combination of these parameters of

the carrier wave. In THz amplitude and phase modulators, both parameters usually

change simultaneously and a change in amplitude leads to a change in phase and

vise versa. This is due to most THz modulators’ underlying mechanism for wave

manipulation being the change of the complex refractive index of the modulator’s

bulk material. THz modulators can be classified based on the physical quantity they

control - amplitude, phase etc. or based on their technique or actuation method

they utilise - optical, electronic, thermal, mechanical, magnetic and others [41],[42].



The key figures of merit for the performance of the modulators are the modulation

depth, modulation frequency and operating frequency or bandwidth. Modulation

depth is most often defined as Aon−Ao f f
Ao f f

, where A is the controlled quantity. Modu-

lation frequency is the rate at which the modulator is being driven between its "on"

and "off" state, and the bandwidth are the frequencies where the modulator can be

operated at. Between the years 2006-2022, the THz community has seen an exponen-

tial growth in the research of THz modulators. As shown in Figure 3.1 the number

of publications from the Web of Science with keywords "THz", "metamaterial" and

"modulator" increased from 10 in 2006 to reaching an all time high of 220 in 2020

[43].

FIGURE 3.1: Review on THz modulator research between the years
2006-2022. Figure from [43]

Figure 3.2 reviews the performance of the current state of the art THz modulators

developed between the years 2006 - 2022. The modulators are grouped into four sets

based on their driving method - optical, electrical, thermal and microelectromechan-

ical systems (MEMS), and a separate set representing devices based on graphene, as

there is a great volume of work focusing on this technique.
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FIGURE 3.2: Review on THz modulator research between the years
2006-2022. Table of the works included and their corresponding data

points can be seen in Table A.1



Chapter 3. THz Modulators 52

The x-axis shows the operating central frequency of the modulators and the left

y-axis shows the measured modulation depth at that frequency. For research, where

the modulation speed (frequency) has been measured, the corresponding data point

is connected to a dotted/ dashed line, the end of which (denoted as a horizon-

tal dash) marks the modulation frequency on the right hand y-axis. The majority

of work on THz modulators has been done in the operating frequencies between

0.2 and 1 THz, with only a few in the region between 1.5 - 7 THz. Data points

18,23,24,34,42 and 43 all have been measured to operate at approximately 0.4 THz,

but have been shifted along the x-axis on the graph for visual clarity. Some works

have also presented an indicative modulation speed in terms of a relaxation time of

the charge carriers in their materials, which here have been re-calculated in terms of

frequency in vacuum in order to present data uniformly.

Over the past decade optical modulators have shown the best results in terms of

modulation speed. The research conducted by Hendry et. al [44] in 2007 (data point

1) achieved an unprecedented switching speed for a THz switch at the time, with

a transmission recovery time (time taken for the transmission to decay sufficiently

after photo excitation) of 2 picoseconds. This was achieved by optically pumping a

golden square hole array on silicon. The modulation depth of the transmitted signal

was measured to be a maximum of 80%. The trade-offs of these results was that the

fast switching speeds were achieved at a temperature of 20 K, where the recovery

time of Si carriers is reduced. At room temperature, as Si is an indirect band gap

semiconductor, recombination and trapping times would increase the recovery time

to the microsecond scale. Furthermore, even though a modulation depth of 80% is

quite high, the overall transmission of the modulator was only around 2%. Over

the next years both transmission and modulation depth in THz modulators have ex-

perienced a great improvement in the modulation depth and transmission with the

introduction of metamaterials - some optical modulators have since reached modu-

lation depths close to 1, as seen in the works shown by Singh et. al [45] (data point

20), while keeping transmission at around 50%. The trade-off between speed, mod-

ulation depth, and bandwidth however remains, with the highest speed reached

in this review being 358 GHz with a maximum modulation depth of 0.4, as pre-

sented by Tasolamprou et. al [46] (data point 16) for a THz absorber comprising of a
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graphene sheet on a SU-8 substrate. On average, the majority of optical modulators

exhibit a modulation depth below 60% and switching frequencies in the GHz range.

Another important downside of optical modulators is the source of actuation itself.

Almost exclusively, all optical modulators are actuated by a high-power pumping

beam, with an average pulse laser fluence of 200 µJ/cm2 (equivalent to about 160

mW for CW radiation) [44]–[49]. This sets optical modulators as much bulkier and

energy consuming than their electronic counterparts, making them harder to inte-

grate.

THz electronic modulators operate using a similar principle to optical THz modula-

tors, but instead of photo-doping carriers in semiconductors, the carrier concentra-

tion can be controlled electrically. A popular approach is the application of the high

electron mobility transistor (HEMT) architecture. HEMTs are field effect transistors,

which make use of a two-dimensional electron gas (2DEG) at the heterojunction

between a highly doped semiconductor donor (usually AlGaAs) and an undoped

semiconductor (GaAs). The carriers are then concentrated in the quantum well at the

interface [42]. This approach has been demonstrated by Kleine-Ostmann et.al [50]

(data point 5) and Padilla et. al [51] (data point 10), achieving a modulation depth

of 3% and 33% respectively. The latter was also successfully modulated at 10 MHz.

Other architectures include combinations of metamaterials and liquid crystals [52]

(data point 15), metamaterial arrays on semiconductor substrates employing Schot-

tky contacts [53]–[56] (data points 6,7,8,9 respectively), phase-transition materials,

such as vanadium dioxide (VO2) [57] (data point 27), and metamaterials on 2D per-

ovskite [58] (data point 43).

Architectures based on graphene are another big branch of electrically driven THz

modulators, raising a big interest in the field. Graphene can exhibit extremely high

carrier mobility of up to 20000 cm2V−1s−1 for both holes and electrons (by compar-

ison low doped GaAs has a maximum electron mobility of 9400 cm2V−1s−1 [59]),

and can have large carrier concentration swings when an external electric field is ap-

plied [42]. Electrically controlled THz modulators tend to exhibit higher modulation

depths but lower modulation speed in comparison to optically actuated modula-

tors. The biggest advantage however, is their potential for integration with existing

CMOS technology. Thermal and MEMS-based THz modulators are less common in
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the field. Thermal modulators have the capacity to exhibit modulation depths close

to 1 [60], but are limited by the time it takes for the sample to heat and cool, which

is much longer than optical and electronic switching times. MEMS architectures on

the other hand are complex and expensive to manufacture.

3.1.2 Optical THz modulators

As previously discussed in section 3.1.1, optically controlled THz modulators gener-

ally make use of photoconductivity in semiconductors. Illuminating a semiconduc-

tor with photon energy above the semiconductor band gap leads to the generation of

carriers, also known as photogenerated carriers. The rise of conductivity of the semi-

conductor therefore changes its effective refractive index and the medium becomes

more reflective and less transmissive at THz frequencies. As the optical pumping is

most often done with ultrafast lasers, which can reach fs pulse durations, the limiting

factor of the modulation speed of optical THz modulation becomes the photogen-

erated carriers’ lifetime. For indirect band-gap semiconductors, such as silicon, the

majority carrier lifetime can range between 1ms to a few hundred ns, depending on

doping concentration [61]. Direct semiconductors, such as GaAs exhibit shorter life-

times, which can reach sub-picosecond values [62]. Commonly, the semiconductor

bulk materials used are HRFZ-Si, high-resistance GaAs and Si on sapphire. At high

energies the pump laser can also increase modulation speed, by dynamically mod-

ifying the plasma frequency of the localized surface plasmon, rather than changing

the conductivity of the substrate [40]. However, a high power laser is not a sus-

tainable solution for making THz modulators for wide applications. Reducing the

power required to actuate the modulators, as well as dependence of the quality of the

light source (such as coherence, angle of incidence, spectral purity) can make a THz

optical modulator easier to integrate. Rather than with a pulse or CW laser, a HRFZ-

Si wafer was illuminated by a white light LED array. The Cree XLamp CXB3070

LED 4000K [63] (as seen in Figure 3.4) was used, which had a large viewing angle of

110 ◦ and a spectral distribution as shown in Figure 3.3. The power received at the

sample at the highest relative spectral power wavelength, 450 nm, was measured to

be 200 mW. As the LED array was switched on and off, the transmission through

the sample in the region between 0.75 -1.1 THz was measured using a VNA. Figure
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3.5 shows the averaged transmission when the light was in the "off" and "on" state,

where the shaded area is the standard deviation. The equipment produced too much

noise in the two extreme ends of the measured spectrum, therefore the results at 0.75

and 1.1THz are ignored. The maximum modulation depth measured was -0.55 dB,

or 11.9 % and an average modulation over the spectrum of -0.25 dB, or 5.6 %. By

comparison the modulation change in a bare high-resistance Si wafer when illumi-

nated by a 808 nm CW laser in the work done by Qi-Ye Wen et. al [64] for 200 mW

laser power can be extrapolated to be on average 15% over the 0.2-1 THz region.

FIGURE 3.3: Output spectrum of CXB3070 LED 4000K, according to
the manufacturer [63]

FIGURE 3.4: Photo of the CXB3070 LED array [63]

In order to increase the modulation depth achieved through photo illumination,

resonating metal structures, also known as metamaterials are often incorporated.

For the LED-actuated modulators to perform on par with laser-actuated ones, the

metamaterial structures would need to be at least 3 times more sensitive to changes

in the bulk material carrier density.



Chapter 3. THz Modulators 56

FIGURE 3.5: Changes in transmission after consecutive illumination
of a HRFZ-Si sample with LED array

3.2 Metamaterials

3.2.1 The Split Ring Resonator

Perhaps the most famous resonant metamaterial is the Split-Ring Resonator (SRR),

the geometry of which is shown in Figure 3.6 a). It was first introduced by Pendry

et al. in 1999 [65]. The topology was the first metamaterial to exhibit a negative

permeability and was the starting point of the SRR metamaterial field, from which

numerous other geometries exhibiting exotic properties have been designed. As

shown in Figure 3.6, the SRR cell may consist of two metallic concentric circles with

slits on opposite sides. When a time-varying electromagnetic field is directed at the

rings along the z-axis, an electromotive force around the rings is generated, that in

turn, induces currents in the rings. The slit on each ring prevents the currents from

circulating along the individual rings, so that the slits force the current to flow from

one ring to the other through the concentric inner-ring slot, taking the form of a

displacement current (Figure 3.6 b) [66].
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FIGURE 3.6: a) Split ring resonator geometry b) Fundamental reso-
nance: orientation of the polarisation fields, sketch of the charge dis-

tribution and boundary condition at the symmetry plane [66]

(A) t

(B) t+T/2

FIGURE 3.7: Simulated electric field intensity at fundamental reso-
nance showing the oscillation along the circumference of the split
rings at times t and t + T/2. 2D simulation in Lumerical FDTD with

periodic boundary conditions for a single resonator cell.
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(A) (B)

FIGURE 3.8: a) Side view of the electric field lines at fundamental
resonance expected from theory b) Side view of the magnetic field

lines at fundamental resonance expected from theory. [66].

FIGURE 3.9: a) FDTD Simulated side view of the electric field lines b)
FDTD simulated side view of the magnetic field lines

As shown on Figure 3.6 b) and in Figure 3.8, the xz-plane of symmetry acts as a

virtual electric wall - the electric field passing through is symmetrical and perpen-

dicular to the plane of the wall. The current loops induce a magnetic dipole moment

along the z-axis and an additional electric dipole moment is generated orthogonally

to the plane of symmetry, in the yz-plane.

By symmetry, the charges generated on the rings are mirror images of each other

and two parallel electric dipoles are generated on each half. This means that a time-

varying electric field is also able to excite the SRRs, inducing a charge density in the

form of an electric dipole that causes currents to flow. Since there are both magnetic

and electric dipoles present in the SRRs, they suffer from cross-polarisation effects.
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Although SRRs show simultaneous electromagnetic response in resonance, the mag-

netic field is found to be the dominant excitation mechanism [66]. Simulations were

made using the approach given in section 3.3. Figure 3.7 shows the FDTD-simulated

oscillation of the electric field between the two rings in response to the rotation of the

displacement current along the ring circumference. This oscillatory mode is found to

be the strongest, but there are also other high-order modes present. Figure 3.9 shows

the simulated side view of the electric and magnetic field in the SRR. The simulation

assumed an infinite substrate, where PML boundary conditions were applied to the

boundaries normal to the injected source pulse (z-axis) and periodic boundary con-

ditions were set in the plane of the split-ring features (x- and y-axis). The position of

the injected source and simulated space can be seen in Figures ??. The results agree

well with the theory in Figure 3.8, however it was found that the field distribution

at the fundamental resonance is not symmetric between the inner and outer ring.

The symmetric condition shown in Figure 3.9 a) is actually met above fundamental

resonance. This is most likely be due to errors associated with the approximating

nature of the FDTD method. Staircasing errors due to the circular geometry are also

present and could be reduced by using finer mesh sizes. Resonance, as expected is

achieved when the field is most strongly confined in the inner ring gap.
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(A) XY-view

(B) XZ-view

(C) Lumerical source injection notation

FIGURE 3.10: a) XY-view of SRR FDTD simulation volume, showing
the periodic boundary conditions, b) XZ-view of SRR FDTD simu-
lation volume, showing the source position and a semi-infinite sub-

strate [67]



Chapter 3. THz Modulators 61

3.2.2 Conductively Coupled Resonator

Another geometry chosen for the investigation of optical THz modulators based on

SRRs was a conductively coupled supercell, consisting of two square split rings, con-

nected by a microstrip line, as introduced by Morandotti et. al., [68] as seen in Figure

3.11. The microstrip forces a conductive coupling regime between the two individ-

ual SRRs, which is much stronger than the conventional inductive or capacitive cou-

pling between rings. When the composite structure is excited with the electric field

perpendicular to the gaps of the SRRs, a new high Q-factor resonance is expected to

be excited in addition to the fundamental resonance of the individual SRRs. At the

frequency of this resonance, the induced currents in each SRR resemble that of the

fundamental resonance of the individual SRR but the currents oscillate out of phase,

leading to the formation of the high Q-factor mode. This geometry was chosen in

order to investigate the effect of different excitation mechanisms and high Q-factors

with respect to the optical modulation depth. The current distributions in individual

SRRs and the joint SRR (JSSR) supercell are shown in Figure 3.12 [68].

FIGURE 3.11: JSRR cell geometry [68]
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FIGURE 3.12: Current distribution at the a) fundamental resonance
of individual SRRs, b) fundamental resonance of JSRRs and c) JSRR

additional high-Q resonance mode [68]

3.3 Design and Simulation

The Lumerical FDTD solver was used to design the dimensions of both SRR and

JSRR geometries on Si, so that their resonance falls within the measurement range

of our VNA. Similar results were obtained using the in-house FDTD engine in 2D,

with shifts in the predicted resonance peaks of up to 5 MHz with spectral resolution

of 1.25 MHz set on both simulations. The metal patterns were simulated as an ideal

conductor, and the silicon subtrate was simply represented by a dielectric with a

constant refractive index of 3.42 over the simulated spectrum. The dispersion of Si

for THz frequencies is quite small - a change of the real part of the refractive index of

approximately 1.5−4 for frequencies between 0.5 - 4.5 THz [69]. Therefore a constant

refractive index is a good approximation. For an expected resonance of 0.811 THz

for the SRRs and 0.785 THz for the JSRRs, the structures’ respective dimensions are

shown in Table 3.1.
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SRR µm JSRR µm

rext 13 g 3

couter 3 d 3

d 3 w 3

cinner 5 l 24

TABLE 3.1: SRR and JSRR structure dimensions

FIGURE 3.13: Simulated transmission of SRR structures on Si with
increasing surface conductivity
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FIGURE 3.14: Simulated transmission of JSRR structures on Si with
increasing surface conductivity

The fundamental resonance of the SRR can also be verified analytically, using

the LC circuit model shown in Figure 3.15 [70]. The resonant frequency of the SRR

is given by f0 = 1
2π
√

Csrr Lsrr
, where Csrr and Lsrr are the total capacitance and induc-

tance of the structure. The capacitance between two concentric rings is given by

C0 = 2πr0Cpul , where Cpul is the per unit length capacitance and r0 is the averaged

radius of the rings. The total capacitance of the SRR is equivalent to two half-ring

concentric ring capacitances (C0/2) in series, or C0/4. The series inductance can be

approximated by a single ring inductor with the same width d of the original rings,

and a radius which is the average of the two rings (r0).

FIGURE 3.15: Equivalent circuit diagram of SRR

According to the analytical model suggested by [70], for the dimensions given

in Table 3.1 (assuming equal ring thickness of 3 µm for both rings), the resonance
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of the SRR would be 0.878 THz, which is higher than the expected resonance from

FDTD simulations. This is in part because of the assumption of a thinner inner cir-

cle. The simulated transmission response of both the SRRs and JSRRs can be seen in

figures 3.13 and 3.14. By incorporating a thin 1µm layer of dielectric with variable

conductivity under the metal patterns, the change in transmission response due to

an increase in photogenerated carriers can be seen. The metamaterial responses seen

in figures 3.13 and 3.14 are calculated assuming to reflections from a substrate with

finite thickness. This is the usual response seen from THz-TDS systems as well,

where secondary reflections of the main THz pulse are apodized in post-processing

and secondary reflections are generally ignored. In order to achieve an infinite sub-

strate in FDTD simulation, (and hence no reflections) the source wave was injected

within the substrate domain, as shown in Figure 3.10. The planar boundaries around

the metamaterial cells were set as periodic and the boundaries in the z-axis are PML.

The region of periodic boundaries defines the size of the metamaterial cell. Since the

real-life testing of the metamaterials was to be done in the frequency domain using

the THz VNA system, reflections from the substrate slab cannot be ignored. Further-

more, in any real application, they will also persist. For the same SRR geometry in

Table 3.1, the metamaterial response was calculated with the addition of Fabry-Pérot

reflections from a finite substrate. The substrate thickness was set to 325 µm and the

source wave was injected from outside the volume of the device. For varying cell

sizes, the response is shown in Figure 3.16. The position of the oscillator’s resonating

frequency remains at 0.811 THz and the Fabry-Pérots are determined by the refrac-

tive index and thickness of the substrate, which also remain the same. However, it

can be seen that some sharp and spectrally dense resonances occur from a set fre-

quency and continue for all higher frequencies. It can be seen that the wavelength

for which these resonances begin in vacuum is the same as the characteristic dimen-

sion of the metamaterial cell. The correlation between the two for the traces in Figure

3.16 is plotted in Figure 3.17. To further explore this phenomena, both the infinite

and finite substrate responses of the metamaterial geometries showed in Figure 3.18

were calculated and displayed in figures 3.19 - 3.21.
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(A) 55µm cell

(B) 50µm cell

(C) 45µm cell
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(D) 35µm cell

(E) 30µm cell

FIGURE 3.16: Simulated transmission spectra for SRR with resonance
frequency of 0.811 THz with varying cell dimensions
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FIGURE 3.17: Correlation between the sharp resonances starting fre-
quency and cell size

FIGURE 3.18: Metamaterial geometries
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FIGURE 3.19: Simulated transmission spectra of rectangular strip
metamaterial of varying lengths on 325 µm Si substrate
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FIGURE 3.20: Simulated transmission spectra of circle metamaterial
of varying radius on 325 µm Si substrate
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FIGURE 3.21: Simulated transmission spectra of metamaterial of
varying radius on 325 µm Si substrate
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All spectra shown in figures 3.19 - 3.21 has been calculated with a cell size of

65 µm, which produces a resonant feature at the expected frequency of 1.348 THz

(the inverse of the cell size). The frequency of this feature is invariant of the geom-

etry of the resonator and hence of the resonator frequency. This suggests that even

though the effect is a result from interaction between resonators from adjacent cells,

it is not from hybridisation of resonating modes, which generally leads to shifting

and generation of new eigenmodes as a function of the eigenmodes of the origi-

nal resonators. As the effect is dependent on the cell periodicity, or the meta-atom

size, it can be concluded that it is a diffraction effect. By treating the metamate-

rial as a photonic 2D-crystal it can be shown that the sharp resonances exhibited at

wavelengths shorter than the meta-atom size are in fact photonic crystal guided res-

onances, which are excited from the Fabry-Pérot reflections of the substrate.

Photonic crystals are structures with periodically repeating regions of high and low

refractive index, which mimics the lattice structure of naturally occurring crystals.

The constructive and destructive interference of waves between the lattice interfaces

leads to the creation of modes - where certain wavelengths can propagate through

the crystal, and band gaps - where certain wavelengths are forbidden to propagate

through the crystal. This gives rise to multiple optical phenomena, such as low-loss

waveguiding, perfect reflectors and absorbers, cavity resonators, inhibition of spon-

taneous emission and others [71]. Photonic crystals support in-plane guided modes,

where the energy is confined within the crystal slab and does not couple to external

resonances. However they also support guided resonances, which can be coupled to

external sources and can be used to achieve high transmissions or reflections. These

properties have been employed in the design of novel photonic-crystal based diodes,

lasers and directional output couplers [72]. The present study aimed to exploit the

complex and narrow shapes of the guided resonances to improve the performance

of the optical split-rings modulator by increasing the quality factor of the resonant

modes and hence increase the modulator’s sensitivity.

Photonic crystals can be realised in one, two and three dimensions, depending on

the number of dimensions the crystal experiences periodicity in, as shown in Fig-

ure 3.22. In the case of the examined metamaterial, it is periodic in both the x and

y-direction, hence it acts as a 2D photonic crystal.
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FIGURE 3.22: Photonic crystal structure showing periodic areas of
low and high refractive index in a) 1D, b) 2D and c) 3D

The resonances present in the transmission (and by extension the reflection) spec-

trum of the metamaterial as shown in figure 3.19 - 3.21 are not symmetric Lorentzian

shapes, but display an assymetrical dispersion, typical of Fano resonances. This is

most visible when the thickness of the substrate is decreased and fewer resonances

are excited in the calculated band, as demonstrated in Figure 3.23. The numerically

calculated transmission spectrum shown is for a metallic circle of radius r=13 µm,

periodicity of a=65 µm and a Si substrate thickness of t=32 µm.

FIGURE 3.23: Numerically calculated transmission spectra of meta-
material with structure radius r=13 µm, periodicity of a=65 µm and a

Si substrate thickness of t=32 µm

There are two distinct resonances that can be seen in Figure 3.23, corresponding
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to 1.548 THz and 1.736 THz. The resonance shape matches that of a Fano resonance,

which is typically observed when there is an interference between two weakly cou-

pled resonators, and only one of them is being driven. This type of behaviour is

often exhibited in quantum systems, where a discrete quantum state interferes with

a continuum of states, and is manifested in the absorption spectrum σ(E), with the

shape described by the Fano formula [73]

σ(E) = 4 sin2 δ
(q + Ω)2

1 + Ω2 , (3.1)

where E is the energy, δ is the phase shift of the continuum, q = cot δ is the Fano

parameter and Ω = 2(E− E0)/Γ, where Γ and E0 are the resonance width and en-

ergy. For the normalised frequency Ω, the shape of the Fano response changes with

varying the Fano parameter, as shown in Figure 3.24. The phase shift δ is periodic

in π, and in the extreme cases when δ −→ nπ ( where n is an integer), equivalent to q

−→ +∞ and q −→ −∞, the resonance becomes a Lorentz shape. When q = 0, as seen

in Figure 3.24, the shape is Quasi-Lorenzian.

FIGURE 3.24: Fano resonance dispersion with varying Fano parame-
ter q

By fitting the resonance shapes in Figure 3.23 to the Fano equation, it can be seen
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that the resonances indeed fit the Fano shape with a q = 1.5 for the resonance at

1.548 THz and q = 1.2 for the resonance at 1.736 THz, as shown in Figure 3.25.

FIGURE 3.25: Fitting of Fano shapes to the resonances in metamate-
rial transmission as seen in Figure 3.23

It can be shown that the Fano resonances in the transmission spectra are indeed

generated by the excitation of the guided resonances of the photonic crystal. By

analysing the transmitted fields in the time domain, two distinct transmission path-

ways can be observed - an initial pulse, which is the direct excitation from the source,

and a slowly decaying tail, which is due to the guided resonances Figure 3.26. By

apodising the tail from t = 8 ps and applying the Fast Fourier Transform (FFT), the

frequencies of the guided resonances from Figure 3.23 can also be seen in Figure 3.27,

which now have the expected Lorenzian shape.

The transmission spectrum as a function of the crystal guided resonances has

been analytically developed by Fan and Joannopoulos [74], and for each mode fre-

quency w0, the transmission and reflection amplitude coefficients are given by

t = td + f
γ

i(w− w0) + γ
(3.2)

r = rd ± f
γ

i(w− w0) + γ
(3.3)

.

Here td and rd are the transmission and reflection coefficients of the background,
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FIGURE 3.26: Metamaterial transmission as seen in Figure 3.23 in the
time domain

FIGURE 3.27: Fourier transform of the time domain signal shown in
Figure 3.26 from 8-100 ps

which is represented by the Fabry-Pérot reflections from the substrate with an av-

eraged effective refractive index. The parameter f is the complex amplitude of the

resonance and w0 and γ are the center frequency and width of the Lorentzian reso-

nance.
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3.3.1 Improving Split-Ring Metamaterial Resonance

So far it was shown that there are two mechanisms that contribute to the resonances

in the split-ring based metamaterial transmission spectrum - the resonance of the

split-rings themselves and the photonic crystal resonances excited by the Fabry-

Pérot reflections in the substrate. There are three ways to design for the increase

in intensity of these two oscillatory mechanisms. One is by matching a guided res-

onance to the split-rings resonance, therefore coupling more energy into the desired

frequency. In this case the photonic crystal mode aids the split-ring mode. Alter-

natively, the photonic crystal can be designed, such that the split-ring resonance

matches with a photonic crystal band gap. The band gap doesn’t permit waves

within the band within to be guided into the substrate, therefore they can efficiently

radiate outside the metamaterial slab. This approach has been previously used to

design highly efficient LEDs. Finally, the split-ring resonance can be used to change

the substrate effective refractive index in a way that aids a higher-order photonic

guided resonance. In this case the frequency band of interest is set by the photonic

crystal and the split-ring structure has a supporting role. The metamaterial is most

susceptible to changes in the substrate’s refractive index when as an oscillator it is

as underdampted as possible. The best way to quantify this is by comparing the res-

onator’s Q-factor in the transmission (reflection) spectrum, defined as Q = f0/∆ f ,

where f0 is the center frequency and ∆ f is the bandwidth of the resonance, defined at

the full-width half-maximum (FWHM). The other useful parameter that contributes

to the modulator performance is the amplitude of the resonance, which is propor-

tional to the square root of the energy coupled to that resonance.

Effect of Substrate Thickness

In order to tune the transmission spectrum of the 2D photonic crystal, there are three

features that can be varied - the effective optical thickness of the substrate, which is a

function of its refractive index and physical thickness in the direction of wave prop-

agation, the size and shape of the metallic structures in the crystal lattice and the

lattice itself, again by changing its shape and size. Keeping the unit cell square with

a periodicity of a=65 µm, for the circle features shown in Figure 3.23, with increasing
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substrate thickness the density of excited resonances also increases, as seen in Figure

3.29. Their density seems to saturate, but this convergence can be both due to limita-

tions in the numerical calculation resolution and resonances that are close together

merging into a single wider peak. The Q-factors of the resonances are calculated

to be in the range between 50-210, with higher substrate thicknesses more likely to

produce sharper resonances, but also lower resonant amplitudes as the energy is

distributed between more modes (Figure 3.28).

FIGURE 3.28: Resonance frequencies and their corresponding Q-
factors with increasing substrate thickness

When computing the modes of the photonic crystal in 2D only, all modes are re-

stricted to the lattice plane and therefore all modes behave as guided modes - they

do not radiate outside the lattice plane. This is equivalent to the substrate and back-

ground material being infinite and retaining the crystal lattice symmetry through-

out the z-axis. The introduction of a wave vector in the vertical direction produces

a continuum of states, shown in the shaded gray area in Figure 3.30. This area is

commonly referred to as the "light line" or "light cone", and is a continuous region

indicating all possible frequencies of the bulk background. All modes within the
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gray area are resonance modes that are of interest in and can couple to the outside

environment, while the modes below the light cone remain as the guided modes of

the crystal and only propagate in the slab [75]. The area outside of the slab is re-

ferred to as the background. When the background of the metamaterial is uniform,

the light cone boundary is given by the wave vector divided by the refractive index.

This is what was observed for the metamaterial slab in Figure 3.16 - the background

photonic crystal guided resonances were above the threshold frequency ft = c/an

, where a is the lattice constant and n is the refractive index of the substrate. For a

periodic background condition, the boundary of the light cones is the lowest band

in the bandstructure computed by the 2D equivalent [75].

FIGURE 3.29: Increasing number of excited resonances in the 0.3 -2
THz range with increasing substrate thickness

Tuning 2D Photonic Crystal Modes

To find out the guided modes of a photonic crystal slab, its bandstructure was nu-

merically computed using Lumerical FDTD. The split ring can easily be approxi-

mated to circles, as it was shown not to affect the location of the crystal’s guided
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modes significantly. For a square lattice the first irreducible Brillouin zone is Γ-X-M-

Γ, as shown in Figure 3.30. In order to calculate the band diagram of a photonic crys-

tal using FDTD, a common method is to excite all possible modes in the system by

using randomly placed broadband dipole sources. Where modes exist, the fields will

continue indefinitely, whereas all other frequencies will destructively interfere and

disappear. Therefore randomly placed and polarised dipole sources were injected

into the metamaterial surface and the time domain fields were recorded at different

wave vector points in the Brillouin zone using Lumerical FDTD. By taking the FFT

of the time domain fields and recording the modes which persist in the plane of the

metamaterial, the guided modes were extracted. For a finite slab thickness of the

photonic crystal, periodic boundary conditions can be still used in the z-axis, while

ensuring that the simulation boundary is far enough from the substrate. When there

is sufficient background between the periodicity of the substrate, the guided modes

are not affected noticeably. (The guided resonances, however are, so this type of

calculation should not be used to determine their positions. The FDTD transmission

analysis showed previously is more suitable for finding the exact positions of the

guided resonances.)

To demonstrate coupling of the split-ring resonance to a guided resonance of the

photonic crystal, the following structure was designed. The photonic crystal shown

in Figure 3.23, showed a strong guided resonance at 1.518 THz and the location

of that resonance has showed low susceptibility towards changes in the size of the

metal disks, as long as the rotational symmetry is conserved. To match that reso-

nance, the split-rings were resized appropriately, as shown by the individual split-

rings in the unit cell in Figure 3.31. As the size of the split-rings is quite small in

comparison to the crystal lattice 65 µm, and this decreases the interaction between

adjacent cells, instead of one split-ring, the unit cell was designed with a 3 x 3 ar-

ray of split-rings, as shown in Figure 3.31. This way any split-ring geometry can

be matched to any lattice size, as long as the individual split-ring is smaller than

the lattice constant. The polarisation of the E-field is perpendicular to the split-ring

gap line, to ensure the strongest split-rings response. The transmission spectra of

the split-rings on an infinite substrate has been calculated with a cell size of 14 µm

, matching the separation of the split-ring array. There is a clear improvement in



Chapter 3. THz Modulators 81

FIGURE 3.30: Band diagram of the metamaterial described in Figure
3.23

the Q-factor of the matched resonance in comparison to just the split-ring resonance.

The former being Q = 93.98 with an amplitude of A = 0.91, and the latter having Q =

28.48 and A = 0.56, giving a more than three-fold improvement in the Q-factor and

a 91 % change in transmission at resonance.
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FIGURE 3.31: Unit cell geometry

FIGURE 3.32: FDTD simulated transmission spectra of the structures
from Figure 3.31

To confirm the theory presented so far and demonstrate lower resonance en-

hancement of the guided resonances, the method was tested experimentally.

3.4 Experimental Results

The SRR and JSRR metamerial geometry introduced earlier was resized and simu-

lated using Lumerical FDTD, so they have a resonant frequency within the 0.75-1.1
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THz band, coinciding with our VNA. The transmission response of the metamateri-

als without the effects of a finite slab with increasing surface conductivity is shown

in Figure 3.34. The most effective coupling to the slab resonant modes is expected

to be at 0.83 THz for the SRR structures and 0.95 THz for the JSRR structures, where

the gradient of the transmission is the highest (in the 0.75 - 1.1 THz region). The

Fano resonance at 0.4 THz of the JSRR seen in Figure 3.34b was calculated to have

a transmission above 1. This is a numerical error produced by the FDTD bound-

ary conditions, as the response is too resonant to decay fully. Convergence testing

proved that this does not affect the rest of the transmission response in a significant

way, but achieves shorter simulation times. The JSRR structures were designed such

that the Fano resonance was not included in the measurement bandwidth, as the

minimum feature size of the structure became too small to be reliably fabricated us-

ing the available microlithography methods. The structure dimensions can be seen

in Table 3.2.

FIGURE 3.33: Microscope photograph of the fabricated SRR (a) and
JSRR (b) cells on silicon
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TABLE 3.2: Table of the dimensions of the SRR and JSRR features
respectively, corresponding to the notation shown in Figure 1.

SRR µm JSRR µm

cell x-dimension 105 cell x-dimension 180

cell y-dimension 105 cell y-dimension 70

c 5 d 20

rext 35 g 3

d 5 w 3

l 40
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(A) SRR structures

(B) JSRR structures

FIGURE 3.34: Computed transmission spectrum using apodised
time-domain signal to remove substrate reflections
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The modulators were microfabricated on a 2-inch, 325 µm thick HRFZ silicon wafer,

using standard photolithographic techniques. A 200 nm aluminum layer was ther-

mally evaporated on to the substrate and etched to create the metamaterial struc-

tures. The measurement equipment used was the 4-port Keysight N5224A VNA,

equipped with VDI WR1.0 THz frequency extender heads. A set of 1-inch gold

coated parabolic mirrors was also used, as the active area of the modulators was

a 1x1 inch square, centered on the silicon wafer. The measurements were set up so

that the THz radiation is normal to the resonant features. The THz beam was po-

larized perpendicular to the line connecting the split ring gaps, which is expected to

give the highest resonance response [66]. The source used for the optical modulation

was the 170 W CW white light photodiode array introduced earlier in the chapter.

The optical radiation was incident at an angle on the surface of the metamaterial, as

seen in Figure 3.35, in order not to obstruct the THz signal. The angle of incidence

was of small significance in comparison to the distance between the light source and

the sample, as the source beam was extremely divergent. The comparison between

FIGURE 3.35: Diagram of the measurement set up.

the computed transmission for finite slab thickness and the measured transmission

of the metamaterial modulators with no optical illumination is shown in Figure 3.36.

Good agreement is shown between the predicted and the measured response, with

an R value of 0.73 for the SRR structures and 0.805 for the JSRR structures respec-

tively. The effects of the guided resonances of the substrate slab are clearly present,
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as the transmission response is very different from the infinite substrate response

shown in Figure 3.34 and SRR responses obtained through THz-TDS measurements

in literature [76], where the time-domain signal is apodised to remove secondary

reflections.

FIGURE 3.36: Measured and simulated transmission spectra of: a)
JSRR features and b) SRR features, under no illumination.

The optical modulation response of the metamaterials was subsequently inves-

tigated. To account for any thermal effects on the metamaterial conductivity, the

transmission was continuously recorded in time. The photodiode source was also

switched on and off with pauses in between to allow cooling of the sample. The
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modulators was under illumination between 20-100s, switched-off between 100-160s

and then switched on again for another 100s. This can be seen in the results shown

in Figure 3.37. The average illumination power density was measured to be 200

mW/cm2. Under illumination, the transmission peaks exhibited significant ampli-

tude and phase modulation depth. An amplitude modulation depth of 80% was

achieved for the SRR structures at the transmission peaks as shown in Figure 3.37 a).

This also corresponded to a phase shift of over 100◦ (Figure 3.37 b) ) at the same fre-

quencies, most pronounced at 0.87 THz, 0.895 THz and 1.03 THz. The overall trans-

mission also remained quite high, averaging at 70% for the resonant peaks under

no optical illumination. Similar results were observed with the JSRR metamaterial,

albeit not as strong as in the SRR features. The two maximum amplitude modula-

tion depths of the JSRR cells were found to be 56% and 36%, at 0.88 THz and 0.95

THz respectively, which correspond to the maximum phase differences of -131◦ and

111◦ at the same frequencies. The maximum amplitude and phase modulations also

correspond to the sharpest peaks in the transmission plot for the JSRR metamaterial

and 0.88 THz and 0.95 THz. These results compare well to performance of other

state of the art THz metamaterial modulators presented in Figure 3.1, while employ-

ing a low-power, non-coherent, broadband optical source. Modulation enhancement

through photonic crystal slab coupling can also be employed to any existing reso-

nant structure design with very little modifications.
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FIGURE 3.37: a): Amplitude modulation in time of SRR features, with
illumination switched on between 20-100 seconds and 160-260 sec-
onds. b): Phase difference in time of SRR feautures, with illumination

switched on between 20-100 seconds and 160-260 seconds.

3.5 Spatial Optical Modulators

The SRR-based optical modulators were subsequently tested as spatial THz modu-

lators. Spatial modulation finds application in beam forming and steering, compres-

sive sensing, THz image spectroscopy and increasing the performance of amplitude

and phase modulation in high speed THz communication [52]. Previously presented

techniques for the implementation of THz spatial light modulators (SLMs) include

electrically reconfigurable metamaterials, addressable phase changing materials, op-

tically controlled photo-active semiconductors, micromirror arrays and microfluidic

droplet arrays [77]. Here a retrospective approach to THz spatial modulation is
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presented, by using the well known in Fourier optics 4F system. This method has

been historically used for real-time image processing in filtering applications, such

as edge detection. Here it is used to directly apply a modulation function to the

Fourier transform of the original spatial signal in order to achieve beam forming

and steering.

The 4F system consists of a set of two identical thin lenses, two focal lengths

(F) apart from each other. The image plane, which is one focal distance in front of

the first lens, is then reconstructed one focal distance after the second lens, and the

plane between the two lenses gives the Fourier transform of the image plane. The

measurement system used was a 2F system, as shown in Figure 3.38. A 4F system

is a 2F system, symmetrical about the Fourier plane. By applying a spatially mod-

ulated signal to the image plane through optically illuminating the metamaterials

previously presented, the Fourier transform of that signal can be reconstructed at

the Fourier plane. The generated THz signal in Figure 3.38 can be approximated to

a point source, coming from the VDI extender head horn antenna. The THz beam is

then collimated to a plane wave using parabolic mirrors. The image in the Fourier

plane is then reconstructed by scanning with a single pixel detector over the surface

area of the thin lenses. The detector is again a VDI extender head, mounted on an

XYZ linear stage, which can achieve a spatial resolution of 0.5 mm.

FIGURE 3.38: Concept diagram of the 4F measurement setup

Several apertures (masks) were tested in the image plane and the image was
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modulated using the SRR metamaterial modulator actuated using the Cree LED ar-

ray. The scans were done at 0.895 THz, corresponding to the highest modulation

depth and a transmission of 80 % under no illumination. A square, rectangle and a

circle aperture was tested, with dimensions as shown in Figure 3.39. The aperture

sizes had to be less than 1 x 1 inch, in order for the beam size to not exceed the

metamaterial active region.

FIGURE 3.39: Aperture masks for spatial Fourier transform a) 1 cm x
1 cm square aperture, b) 1.8 cm x 0.3 cm rectangle aperture, c) 1 cm
- diameter circle aperture, d) cluster of circles with 0.6 cm diameter

each

The corresponding normalised modulated to unmodulated spatially recorded

image at the Fourier plane is plotted in Figures 3.40, 3.41 and 3.42, next to the nu-

merically computed 2D Fourier transform of the apertures. A window function was

applied to the calculated transform, in order to filter high frequency components,

which cannot be resolved due to the effective size of the detector and the noise in

the system. Features in the order of 5-10 mm can be seen to be better defined than

smaller ones, with Figure 3.40, showing some definition in gaps of 2 mm and above.

The vertical features expected for the rectangular aperture (b) were in the order of

less than 0.5 mm, hence below the maximum resolution of the detector. A relatively

good contrast in the features for the circular aperture (c) can be observed.
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FIGURE 3.40: Comparison between the measured Fourier transform
of the masked metamaterials (left) and the corresponding calculated

transform (right) for the square aperture in Figure 3.39 a)

FIGURE 3.41: Comparison between the measured Fourier transform
of the masked metamaterials (left) and the corresponding calculated

transform (right) for the rectangle aperture in Figure 3.39 b)
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FIGURE 3.42: Comparison between the measured Fourier transform
of the masked metamaterials (left) and the corresponding calculated

transform (right) for the circle aperture in Figure 3.39 c)

As the Fourier transform of mask d) is quite complicated, which makes feature

recognition cumbersome, the Inverse Fourier Transform (IFT) of the measured mod-

ulated signal was computed and compared to the original mask, shown in Figure

3.43. The center circle matches to the highest field intensity in the image, although

the circular shape is not well defined. The bottom circles exhibit a better fit than

those at the top, suggesting that there is misalignment in the beam during the single-

pixel scanning. Given the low power of the THz source and the low pixel resolution

of the system, the metamaterial modulators demonstrate spatial contrast between

the examined features which is promising for further applications.

FIGURE 3.43: IFT of recorded image compared to the image mask
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3.6 Summary

A new approach towards metamaterial design for THz optical modulators is pre-

sented. Actuating metallic resonators on a semiconductor substrate with visible

light, is known to achieve amplitude and phase modulation in THz frequencies.

Photonic crystal resonant modes from the substrate slab were found to be excited by

the metamaterial lattice. By tuning the symmetry and size of the metamaterial unit

cell to the substrate thickness and resonant frequency of the individual resonators,

an enhanced resonant response is achieved. The design is tested with both stan-

dard split ring metamaterial geometry and conductively coupled square split rings

on HRFZ-Si substrate. A maximum amplitude modulation depth on 80 % and phase

modulation of 131 ◦ is achieved by optically switching the metamaterial with a white

light, incoherent LED array. The approach can be easily adopted in various metama-

terial applications to increase their performance. Rather than a single modulation

frequency, the design allows for multiple simultaneous frequencies of operation, de-

pending on the tuning. The application of the metamaterial as a spatial modulator

is also demonstrated.
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Chapter 4

THz Metrology

4.1 THz Ellipsometry

4.1.1 Introduction

The following chapter discusses the development of an angle-resolved measurement

method in THz frequencies for thickness measurements and material characterisa-

tion. The method enables the use of a 4-port VNA with THz range extender heads

as a fully automated THz ellipsometer. As opposed to polarisation measurement

techniques in the infrared and optical frequencies, where the polarisation state is

analysed using wave plates or phase modulators to extract complex data, most THz

measurement instruments measure phase data directly, making ellipsometry a suit-

able candidate for material characterisation [78]–[82]. TDS-based methods provide a

large frequency bandwidth, but suffer from inflexibility when it comes to measuring

different angles of incidence. CW-sources such as the VNA on the other hand, can

provide the flexibility for a fine sweep of incident angles, as well as high resolution

in the phase information. The presented system is capable of 200◦ rotation around

the optical axis with 0.25◦ resolution, as well as direct measurement of the com-

plex S and P-polarisation reflection parameters. As the phase information is directly

measured, the system is simplified to using only linear polarisers in the beam path.

Subsequently, the data extraction is also simplified and layer models using Fresnel

equations can be applied without going through the traditional Mueller-Jones for-

malism [83]. The physical background behind the ellipsometry technique is first

discussed, followed by characterisation of the measurement system and the data ex-

traction and analysis algorithms. The characterisation of different materials is then
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discussed, including materials with low refractive index and high absorption in the

THz range, as well as composite materials. In-situ measurements of the changing

thickness of a Si wafer etched in KOH is presented, followed by measurements of an

optically anisotropic metamaterial.

4.1.2 Ellipsometry Background

Ellipsometry is traditionally a technique used for the characterisation of the optical

parameters of thin dielectric films. The changes in polarisation of light after its inter-

action with a material, such as after reflection, transmission, absorption or scattering,

can be used to extract material parameters. Properties like film thickness, dielectric

constant, surface roughness, doping concentration, crystallinity and others all have

an effect on the change in polarisation [84]–[86]. The name "ellipsometry" derives

from the fact, that most light that undergoes interaction with a material becomes

elliptically polarised - the transverse and parallel component of the polarisation are

non-zero, non-equal and not in phase. In the general case, any known polarisation

initial and end state is sufficient to describe the system. The change in polarisation

is defined by the complex ratio ρ between two linear polarisation states - an "S" po-

larisation, where the electric field oscillates perpendicular to the plane of incidence,

and a "P" polarisation, parallel to the plane of incidence (Figure 4.1). The ratio is

represented by an amplitude component Ψ and a phase difference ∆, as shown in

Equation 4.1.

ρ =
rp

rs
= tan Ψei∆ (4.1)

In order to insure the maximum difference between rs and rp, ellipsometry measure-

ments are taken at incident angles around the Brewster angle. For an interface be-

tween two materials with different indexes of refraction, the Brewster angle is given

by

θB = arctan(<(n2)/<(n1)) (4.2)

where n1 is the refractive index of the medium of incidence and n2 is the index of the

second medium. It is the angle at which rp is at its minimum. For non-absorptive
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materials rp can reach zero, meaning that P-polarised light is fully transmitted at this

angle.

FIGURE 4.1: Brewster angle

As the change in polarisation is essentially a phase difference, ellipsometry is not

a diffraction-limited measurement technique and can reach sub-wavelength resolu-

tion. It is also an indirect technique, as the optical material parameters cannot be

directly extracted from the measurement data, but always have to be compared to

a model, as shown in the diagram in Figure 4.10. This means that in order for right

model to be applied, the structure under investigation must be known. For opti-

cally isotropic and homogeneous structures, the simplest case, known as standard

ellipsometry can be applied. This assumption is valid for amorphous materials and

crystalline materials with a cubic crystal structure. Anisotropic materials, such as

composite metamaterials, however can introduce depolarisation, where S-polarised

light can be converted to P-polarised and vise-versa and more general models must

be applied [87]–[89]. The model must also account for stacked structures, where a

single-layer approximation of the target is no longer valid. Ellipsometry setups can

also be divided into single-frequency and spectroscopic. Single-frequency ellipsom-

etry measurements tend to use high-powered sources, such as lasers, which provide

a higher signal to noise ratio than spectrosopic measurements, but they also only

provide the response of the system for only a single frequency, which is not suffi-

cient for the application of generalised anisotropic models .
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4.1.3 Angle-Resolved Measurement Setup

In order to automate the measurement of a sweep of incident angles, a proprietary

stage for the VNA extender heads was developed. The stage, as shown in Figure

4.2 has two aluminium plates, which are attached to the optical table by the red

screw. They can then freely pivot around that point, with the use of bearings that

reduce the friction as they move on the table. A 15-cm motorised linear stage with

an extender plate was attached to both plates via connecting arms, which pushed

the plates simultaneously and determined the angle θ between them. The plates

have slots, so that the THz extender heads can be mounted on them. This already

provided a rough alignment of the system and the two angular plates could be fixed

and screwed parallel to each other, providing a simple transmission setup. Once the

system was finely aligned, with the sample placed on a rotating stage in the pivoting

point of the plates, the angular setup could automatically switch between normal

transmission and reflection at a desired angle, while maintaining its alignment.

FIGURE 4.2: Ellipsometry angular setup

As the linear stage only had a limited range, the connecting arms could be moved

to different positions, in order to achieve larger angles. The arms’ attachment points

on both the angular plates and the linear stage extender plate are specified with their
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corresponding angle ranges in Figure 4.3. It should be noted that even though the

plates could freely rotate in a range between 0-200◦, a larger force is required to push

on them for values of θ above 51◦. This is something our motor could not handle, but

it is entirely possible with a more powerful one. Angular sweeps in reflection were

FIGURE 4.3: Diagram of connecting arms attachment points as seen
in GUI for angle range selection

fully automated in a MATLAB GUI, where the the input parameters were the angle

range, number of angle sweep points and the VNA measurement settings, such as

the frequency range, number of frequency points, IF frequency and averaging. The

results were then mapped in real time, showing 2D image plots of the magnitude

and phase of the signal vs angle and frequency. A scan at a single angle took several

seconds, depending on the VNA scan settings.

Improving the Polarisation Sensitivity of the Setup

For ellipsometry measurements it is necessary to switch between measuring S and

P polarisation while also ensuring there is no cross-polarisation. The transmitting

VNA head was placed on a 45◦ mounting bracket, so that the incident radiation is

linearly polarised with equal components in the S and P polarisation, removing the

need to reposition the transmitter. The receiver was mounted on a motorised stage,

which could rotate it between 0◦ and 90◦with respect to the plane of incidence, there-

fore switching between measuring the transverse or parallel polarisation. The VDI

extender heads used diagonal horn antennas, which although polarisation sensitive,

radiate approximately 10% of their total power into the cross-polarisation mode [90].

The measured difference in transmission between the transmitter and receiver di-

rected at the same angle and with 90◦ offset only amounted to a spectral average
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of -3dB. The polarisation sensitivity was therefore insufficient for the intended pur-

pose and polarisers needed to be added in the beam path - one aligned at 45◦ at the

transmitter and one rotating with the receiver head. The optical instrument setup is

shown in Figure 4.4.

FIGURE 4.4: Photo of the ellipsometry setup [91]

The polarisers used were wire grid polarisers, fabricated in-house. Wire-grid

polarisers as the name suggests, comprise of an array of thin (5-50 µm) parallel con-

ducting wires and is commonly used at mm and sub-mm wavelengths. When the

incident electric field is polarised perpendicular to the length of the wires, and the

wires are thin compared to the wavelength, the grid becomes essentially transparent

and the radiation passes through. When the electric field is oscillating parallel to

the grid, the free electrons in the wire start oscillating along its length, re-radiating a

wave. The re-radiated wave in the forward direction cancels out the original trans-

mitted wave and the re-radiated wave in the backwards direction appears as a re-

flected wave [92]. For a wire grid with a wire thickness of 15 µm and varying spac-

ing between the wires, the TM and TE polarisation transmission was numerically

calculated using the Lumerical FDTD engine. The thickness of the wires was chosen

close to the minimum resolution achievable when using a low-cost acetate mask for
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the photolithography process of microfabricating the wire grid, which is 10 µm. As

shown in Figure 4.5, for the frequency band of interest - from 0.7 to 1.1 THz, the best

trade-off between the isolation of the TE mode and transmission of the TM mode is

achieved with a wire separation of 15 µm. This geometry is also in good agreement

with microfabrication constraints. To fabricate the polariser, a 10 µm polyimide film

was spun on a glass wafer. A 150 nm gold film was deposited using thermal evap-

oration and the wire-grid patter was transferred using photolithography and wet

etched. The polyimide film was then peeled off the wafer to be free standing.

FIGURE 4.5: Simulated transmission for wire grid polariser with
varying separation distance between the conducting wires

The performance of the wire grid polarisers was experimentally tested by plac-

ing one polariser in line with the transmitter and rotating a second one along with

the receiver in a simple transmission setup. As seen in Figure 4.6, the transmission

spectral average when the two polarisers are in line with each other is just above 90%

and drops down to close to zero ( corresponding to an attenuation of -33 dB ) at 90◦.

The difference between the ideal cosine relationship of the transmission magnitude

and the measured transmission with changing angle is mostly due to the polariser’s

frequency dependent response. For the ellipsometry setup only the 0◦ and 90◦ con-

figurations are needed, where the polarisers are showing a very good polarisation

isolation.
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FIGURE 4.6: Averaged spectral transmission of a 2-polariser setup vs
change in polarisation angle.The ideal relationship accounts for an

initial 10% attenuation in the transmitted signal at 0◦.

Phase Information Reliability

Phase information is traditionally not recorded in ellipsometry setups. As they orig-

inate in the optical and IR region, where the wavelengths are considerably shorter,

a nm-precision calibration of the sample placement and reference is needed to ob-

tain a reliable phase reference. Measurement instruments in these regions also rarely

measures phase directly, which warrants the use of additional equipment, such as

autocorrelators. As waveplates can be used to directly extract Stoke’s polarisation

parameters at these frequencies, this remains the preferred method applied. At THz

frequencies the necessity for precision in reference and sample placement is greatly

reduced down to the order of tens of micrometers, which is easily achievable using

manual calibration. To test this a sample metallic mirror was repeatedly placed in

the ellipsometry setup and the phase information was recorded. Each time the mir-

ror was taken off the sample holder, rotated 90◦ and placed back into the holder.

The variance in the recorded phase measurements is shown in Figure 4.7, demon-

strating a maximum confidence interval of 10◦, or about 3% of the phase. As the

system moves on the optical table to change the angle on incidence, a beam drift



Chapter 4. THz Metrology 103

is expected from mechanical displacements and misalignment. The phase varies

with around 40◦ over a change of 15◦ in angle, which corresponds to a beam drift

of 40 µm, showing that the system remains in good alignment. The beam drift er-

rors can be normalised for in post-processing with the use of a reference mirror scan.

Additional sources of phase error are due to the VNA’s phase stability. It was mea-

sured to be approximately ± 6◦, which corresponds to a precision of ± 5 µm. The

advantage of the here presented THz ellipsometry system over traditionally used

TDS and backward-wave oscillator (BWO) THz ellipsometry systems is that mea-

surements provide higher information density, thus aiding the extraction of optical

parameters. Time-domain systems usually only measure at a single fixed angle of

incidence, as the beam shape is angle dependent. The frequency-domain measure-

ments presented provide a sweep of angles, as well as higher spectral resolution, but

for a lower bandwidth than in a TDS. More complex BWO - based THz ellipsome-

try systems, much like in the optical range, rely on waveplates and do not provide

phase information.

FIGURE 4.7: Phase stability over incident angles [93]

4.1.4 Extraction of Optical Properties

The extraction of optical parameters is achieved through error minimisation between

the measured data and a fitted model. For the single-layer homogeneous materials
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later examined, the explicit expression for stratified media from Chapter 2 was ap-

plied. It was extended to accommodate oblique angles of incidence. The measure-

ment method presented produces 3D data - the complex reflection of the electric

field over angle and frequency. Fitting complex 3D data can be computationally ex-

pensive and non-trivial. For instance, measurement data for certain angles can be

more corrupted than in others, but there is no clear way to distinguish between the

two, leading to propagation of errors when there is sufficient information for a truer

fit. A simple and powerful way to fit the complex 3D data was found to be using

an image processing based approach. The data is represented as a picture, where

the angle and frequency give the position of a pixel and the normalised intensity is

the opacity of the pixel in grayscale. This way it is possible to apply a comparison

algorithm, which calculates the similarity between the theoretical image obtained

from the model and the measured image. The structural similarity index (SSIM)

method was employed, which works quite differently than a simple mean-squared

error (MSE) minimisation. A popular method in the field of image and video pro-

cessing, the SSIM determined the perceived quality of an image with respect to a

reference. For a given pixel, it measures the inter-dependence of surrounding pix-

els, which leads to the recognition of similar structures present in the reference and

measured image [94]. This is advantageous for the fitting of our data, as the whole

image is compared as a whole, rather than line-by-line, thus minimising the effect of

faulty line scans.
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FIGURE 4.8: Comparison between SME and SSIM algorithms with
respect to noisy images [95]

Figure 4.8 shows the output of the MSE and SSIM methods respectively, when

presented with an image with different noise distributions applied to it, all giving an

MSE of around 200. The SSIM output is limited between in the range [0 - 1], where

1 shows a perfect match and 0 represents no similarity. It can be seen that for strong

structural similarity the SSMI value is between 0.6-1, while the MSE is unaffected.

The fitting algorithm is shown in Figure 4.10. The complex S and P polarisation

measurements are split to create four input images - a magnitude and a phase im-

age for each polarisation. A search space and step size is selected for the complex

refractive index and thickness of the sample, after which the theoretical images are

calculated, followed by their similarity to the measurements. Both the layer thick-

ness and the effective refractive index are fitted. The procedure is then repeated

until the maximum similarity index is achieved. The sample thickness and its com-

plex refractive index uniquely alter the shape of the image features, so both can be

extracted independently. As seen in Figure 4.9a, the effective optical thickness of the

sample determines the position in frequency of the Fabry-Pérot peaks, whereas the

real part of the refractive index determines the width and depth of the peaks. In the

ellipsometry image this translates as broader features with less contrast. The imag-

inary part of the refractive index creates a tapering in the Fabry-Pérot horizontal

lines, which can be observed materials with higher absorption in Figure 4.9b. As the
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fitting results for S and P polarisations are ultimately going to be different, hence a

weighted average for the final complex refractive index is taken, favouring a higher

SSIM result, as shown in the following equation 4.3:

n =
nsSSIMs + npSSIMp

SSIMs + SSIMp
(4.3)

(A) Change in Fabry-Pérot resonance peaks width and depth with increase in the
real part of the refractive index of the target layer in air

(B) Change in Fabry-Pérot resonance peaks width and depth with increase in the
imaginary part of the refractive index of the target layer in air
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FIGURE 4.10: Flow chart of the ellipsometry fitting algorithm. Esr
and Esi correspond to the reflected magnitude and phase of the S-

polarisation, and Epr and Epi to the P-polarisation respectively.

The ellipsometry setup and data extraction method was first verified by mea-

suring a 500 ± 25 µm thick HRFZ-Si wafer. The wafer thickness was first measured

with a micrometer. As seen in Figure 4.11, there are two distinct features that aid the

structure based data fitting - the Fabry Pérot reflections, which manifest in horizon-

tal lines in both the P and S polarisation, and the Brewster angle, which is the vertical

line in the P-polarisation image. The higher the refractive index, the sharper these

features appear. Low refractive index contrast, as well as higher absorbance leads to

blurrying of the image. The SSIM calculated for the S- polarisation is 0.85 and the

SSIM for the P- polarisation is 0.78, giving a weighted extracted refractive index of

3.416 - 0.0041i and an effective thickness of 512 µm. This is in excellent agreement

with the thickness measurements of the wafer obtained with a micrometer, as well

as literature values for the refractive index, as shown in Table 4.1. The attenuation

coefficient at THz frequencies is most of the time not measured in literature, as the

absorption of HRFZ-Si is very low and often cannot be detected by the measurement



Chapter 4. THz Metrology 108

equipment.

FIGURE 4.11: HRFZ-Si: Measured magnitude of the S-polarisation
(top left), fitted magnitude of the S-polarisation ( top right), measured
magnitude of the P-polarisation (bottom left) and fitted magnitude of

the P-polarisation (bottom right).
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<(n) Refractive index α Attenuation coefficient cm−1

Measured 3.416 ± 0.001 0.0015 ± 0.0016

[96] 3.4175 ∼ 0.01

[97] 3.414 N/A

3.412 N/A

3.411 N/A

3.406 N/A

3.405 N/A

[98] 3.425 N/A

[99] 3.42 N/A

TABLE 4.1: Comparison between measured and literature values for
the real part of the refractive index and the attenuation coefficient of

HRFZ-Si at 1 THz

To demonstrate the fitting algorithm’s resilience against angle sweep noise, in

Figure 4.12 a noisy scan of another Si wafer is shown. For sweep angles between

77-80 ◦ , the scan is entirely corrupted. As expected the SSIM index is lower than in

the low-noise scan, amounting to 0.71 for S-polarisation and 0.65 for P-polarisation.

This still provides a weighted refractive index of 3.42 - 0.01i in very good agreement

with literature values and previous measurements.
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FIGURE 4.12: HRFZ Si: Measured magnitude of the S-polarisation
(top left), fitted magnitude of the S-polarisation ( top right), measured
magnitude of the P-polarisation (bottom left) and fitted magnitude of

the P-polarisation (bottom right)

4.1.5 Material Characterisation

Ellipsometry Measurement of Low Refractive Index Material - HDPE

High density polyethylene, or HDPE is a common material for THz component pro-

duction. It provides high transmission while being low cost and easy to process.

It is often used in the production of thick lenses, windows and polarisers. At THz

frequencies its refractive index does not change with temperature, which makes it

applicable to cryogenic systems [100]. The refractive index of HDPE is significantly

lower than HRFZ Si at THz frequencies, with a higher attenuation coefficient. This

gives a much lower signal strength in reflection, and hence a noisier ellipsometry

measurement, as can be seen in Figure 4.13, where a 1mm thick HDPE sample was

investigated. The measured incidence angles were also adjusted, so they can include

the lower Brewster angle.
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FIGURE 4.13: HDPE: Measured magnitude of the S-polarisation (top
left), fitted magnitude of the S-polarisation ( top right), measured
magnitude of the P-polarisation (bottom left) and fitted magnitude

of the P-polarisation (bottom right)

Due to the lower signal quality, the position of the Brewster angle in the P-

polarisation measurement is blurred out and the spectral distance between the Fabry-

Pérot resonances between the measurement and fitted model doesn’t fully match.

This can be potentially be also caused due to buckling in the HDPE sample. The

SSIM index was calculated to be 0.63 for P- polarisation and 0.68 for S- polarisation,

which although lower than the HRFZ-Si measurements, still shows a significant sim-

ilarity between the measurements and fitted model. The extracted optical parame-

ters are shown in Table 4.2. The variation within literature values for the refractive

index is 3%, whereas the deviation between the measured refractive index and lit-

erature is less than 4%, which shows excellent agreement. The variance within the

literature values for the attenuation coefficient is much higher, notably due to ob-

vious outliers such as [101]. Nevertheless, the measured coefficient agrees with the

majority of literature values.
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<(n) Refractive index α Attenuation coefficient cm−1

Measured 1.538 ± 0.004 0.69 ± 0.40

[102] 1.53 0.38

[101] 1.59 13

[103] 1.526 0.15

[104] 1.54 2.2

[97] 1.545 ∼ 0.1

1.53 ∼ 0.1

1.5 ∼ 0.1

1.48 0.2 ± 0.2

TABLE 4.2: Comparison between measured and literature values for
the real part of the refractive index and the attenuation coefficient of

HDPE at 1 THz

Ellipsometry Measurement of High Absorption Material - Tufnol

In order to demonstrate the ellipsometry method’s performance on a high absorp-

tion material, a sample of Tufnol 1P13 was measured. Tufnol is a composite material

made from cotton fabric and phenolic resin with an expected low refractive index

and high attenuation coefficient. Using single layer transmission measurements, the

refractive index of tufnol was measured to be 1.6±0.3 and the attenuation coefficient

at 1THz to be 12 ±2 cm−1. It should be noted that due to the high attenuation value,

the transmission signal strength is low, making the measurement not very reliable.

The high absorption is also evident from the ellipsometry measurements shown in

Figure 4.14. The contrast in both the S- and P- polarisation images is significantly re-

duced with respect to previously measured materials. The Brewster angle, while still

somewhat visible, is also noisy and blurry due to the low refractive index. Despite

this, the SSIM index for the ellipsometry measurement fit is 0.69 for P- polarisation

and 0.77 for S- polarisation, which is higher than the results obtained for HDPE. The

extracted optical parameters for Tufnol are a refractive index of n = 1.87 ± 0.02 and

an attenuation coefficient of α= 14.7 ±0.8 cm−1. The uncertainty in the ellipsom-

etry measurements is significantly lower than the transmission ones, showing the
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advantages of a reflection measurement of high absorption materials. Nevertheless,

the results from both measurements are in good agreement.

FIGURE 4.14: Tufnol: Measured magnitude of the S-polarisation (top
left), fitted magnitude of the S-polarisation ( top right), measured
magnitude of the P-polarisation (bottom left) and fitted magnitude

of the P-polarisation (bottom right)

Ellipsometry Measurement of a Featureless Composite Material - PDMS Loaded

with TiO2

The SSIM fitting method depends on the existence of discernible features - the Brew-

ster angle and the Fabry-Pérot resonances. To test its effectiveness on materials that

do not exhibit such features a composite material sample was made. Polydimethyl-

siloxane (PDMS) was mixed with 3.2 wt% TiO2 nanoparticles. The sample was cast

with a 5 mm thickness. The casting process creates a significant surface roughness.

The top side of the sample showed a surface roughness with a standard deviation of

100 µm when measured using Dektak 3 stylus profilometer. The bottom of the sam-

ple showed a much lower deviation of nearly 4 µm, therefore this was the side used



Chapter 4. THz Metrology 114

in the ellipsometry measurements. Similarly to the Tufnol sample, reference optical

constants were obtained using a transmission measurement. The refractive index

was measured to be n = 1.57 ± 0.09 and the attenuation constant at 1 THz α = 17 ± 2

cm−1. As seen in Figure 4.15, there are no distinct features apart from the Brewster

angle. The S- polarisation image only shows a gradient. Nevertheless, the SSIM in-

dex for the P- polarisation was calculated to be 0.69 and 0.73 for the S- polarisation,

which is on par with previous results. The extracted optical parameters were n =

1.57 ± 0.05 and α = 16.9 ± 1.9 cm−1, in very good agreement with the transmission

reference.

FIGURE 4.15: PDMS loaded with TiO2: Measured magnitude of the
S-polarisation (top left), fitted magnitude of the S-polarisation ( top
right), measured magnitude of the P-polarisation (bottom left) and

fitted magnitude of the P-polarisation (bottom right)

In Situ Measurements

The advantage of contactless material characterisation methods is perhaps most ev-

ident in the ability to measure in real time as the target is undergoing a process, also
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known as in situ measurements. To demonstrate this with the THz ellisometry setup,

the continuous etching of a HRFZ-Si wafer in KOH was recorded and the decrease

in wafer thickness was extracted as a function of time. Firstly, a new sample mount

was constructed. It consisted of an acrylic box with a 1mm thick, 2-inch diameter

PTFE window. The HRFZ-Si wafer was glued to the back of the window and the

box was filled with 35% aqueous solution of KOH. This way the wafer was etched

from the back and the KOH didn’t interfere with the THz beam. The setup diagram

can be seen in Figure 4.16. A reference wafer thickness was obtained in two ways

- a micrometer measurement before and after the etching, as well as an estimated

thickness from etch rate tables, as a function of continuously recorded temperature

of the solution.

FIGURE 4.16: Conceptual diagram of the in situ measurement sample
holder

In previous ellipsometry measurements scan times varied between 0.5 - 2 hours,

depending on the IF bandwidth and averaging settings. As we were trying to achieve

micrometer precision, for etch rates in the order of 5 µm/h, the scan times needed

to be reduced to just a few minutes. This required the angle span to be reduced to

5◦ with 1◦ resolution and the frequency resolution to 1 GHz. This achieved an ini-

tial scan time of around 8 minutes. As the KOH solution cools down, the etch rate

also reduces, hence the scan time was adjusted during the measurement to minimise
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noise. The extracted wafer thickness as a function of time is presented in Figure 4.17.

The discontinuity in the temperature derived thickness arises from a top-up of hot

KOH solution. The ellipsometry results follow the etch rate trend up until the very

last measurement. There is however excellent agreement between the ellipsometry

final estimate and the micrometer measurement of the etched wafer.

FIGURE 4.17: Comparison between thickness measurement results
computed from etch rate tables (blue), insitu THz ellipsometry (red)

and micrometer measurements (green)

Ellipsometry Measurements of a Resonant Metamaterial

The THz ellipsometry system was subsequently used for angle - dependent char-

acterisation of the resonant split-ring metamaterial introduced in Chapter 3, Figure

3.33 a). Unlike the materials investigated so far, the assumption of optical isotropy

no longer holds. Firstly, due to the resonant nature of the metamaterial, the effective

bulk refractive index varies significantly with frequency within the measured band-

width, therefore it cannot be approximated to be constant. Secondly, as metamateri-

als derive their optical properties from structural symmetries, they often experience

birefringence - their refractive index changes depending on the polarisation and the

angle of the incident radiation. The ellipsometry fitting model is ill-suited for the

task of extracting an effective complex refractive index that changes as a function of
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frequency, angle and polarisation, as the search space becomes too large. Instead,

a direct effective parameter extraction approach was used, based on the numerical

model shown in Chapter 2. The ellipsometry setup provides only measurements

in reflection, but in order to calculate the effective permitivity and permeability of

the medium, the model requires both the complex reflection and transmission coef-

ficients. This is a common downside to ellipsometry measurements, but is circum-

vented by using the transmission coefficients calculated from FDTD simulations.

Another peculiarity of the direct extraction model is that in order to choose the cor-

rect branch for the value of the effective wave vector, calculations should start at

0 Hz. This is done in order to preserve continuity in the permittivity and perme-

ability as a function of frequency and is shown in Figure 2.16 (Chapter 2). As the

measurements are only in the range between 0.75-1.1 THz, the missing data from

0-0.75 THz was approximated to the ideal response of bulk HRFZ-Si. This ensures

that the 0th order refractive index is that of the substrate, rather than 0. The real

and imaginary parts of the effective permittivity and permeability for TE and TM

polarisations are shown in Figure 4.19 and the corresponding index of refraction in

Figure 4.18. It can be seen that the magnetic response is much stronger than the elec-

tric for the TE polarisation and somewhat similar to it in the TM polarisation. This

agrees with the expected response of a split-ring resonator, having a stronger mag-

netic excitation. The cross-symmetry between ε(µ)TE and µ(ε)TM can also be clearly

seen. The effective refractive index fluctuates around 3.42, in agreement with the

expected refractive index of the substrate. A negative index of refraction is exhibited

for TE polarisation at angles around 72◦ and around 73◦, 80◦ and above 85◦ for TM

polarisation (Figure 4.18).
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FIGURE 4.18: Metamaterial complex refractive index as a function of
incidence angle in TE and TM polarisation
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FIGURE 4.19: Metamaterial complex permittivity and permeability as
a function of incidence angle in TE and TM polarisation
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4.2 THz Grazing Angle Spectroscopy for Sub-µm Thickness

Measurements

4.2.1 Introduction

Grazing-angle spectroscopy is a well-established technique at infrared wavelengths

with sufficient sensitivity to detect monolayers [105]. Reflection measurements at

high grazing angles ( around 80◦) greatly improve the signal-to-noise ratio in com-

parison to transmission measurements through thin films. Commonly used infrared

instruments are often broadband, making it possible to choose an absorbance peak

corresponding to the species on the surface, from which the thickness can also be

extracted. As the VNA-based THz spectroscopy system is comparably narrow-band

(0.75-1.1 THz), it is expected that most substances and thin films will not exhibit a

clear feature within this range, and absorbance measurements would be unreliable.

For thin films of low refractive index, Fabry-Pérot resonances are also too broad-

band for the measurement range and cannot be used to extract the thickness of the

film. In order to create detectable spectral features, which are sensitive to the sam-

ple thickness, a modification to the grazing angle spectroscopic measurement was

adopted.

4.2.2 Theory

By mixing the grazing angle signal with a direct transmission signal, spectral fea-

tures corresponding to the phase difference due to the two different path lengths are

created. A diagram of this setup is shown in Figure 4.20. The THz radiation emitted

by a VDI THz extender horn antenna is collimated by a parabolic mirror. The beam

is split up and a portion is redirected at a grazing angle towards a second mirror,

where the sample film under investigation is deposited. A third mirror redirects the

beam so it is parallel to the directly transmitted beam again and both are focused on

the receiving horn antenna.
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FIGURE 4.20: Schematic of the grazing-angle measurement setup.

Assuming that the transmitted beam power is split in a ratio 1 : a, 1/(a + 1)

is the direct transmission (green path in Figure 4.20) and a/(a + 1) is the delayed

ray (red path in Figure 4.20). The direct transmission will also serve as a reference

signal, with zero phase delay. For a difference in path lengths d and wave vector

k, the phase delay in the mirror path is given by e−jkd. The transmission amplitude

coefficient at the receiver is then given by

t = (1 + ae−jkd)/(1 + a) (4.4)

The coefficient a can be adjusted by moving the position of the parabolic mirrors.

Data fitting showed that it is usually close to an even split, or a = 1.

4.2.3 Measurement Setup

The measurements were taken with the VNA and VDI WR1.0 frequency extenders

introduced earlier in the chapter, under S and P polarisation, using wire grid polaris-

ers. The mirror setup was constructed on a custom mount, as shown in Figure 4.21.

The mirrors were fabricated on 2 x 2 x 0.5 cm glass substrates, coated with 10 nm

of Cr and 100 nm Au, to improve adhesion using thermal evaporation. The mirrors

were then slotted in the holes provided in the mount. The grazing angle was set to

16◦ and the distance between the sample mirror and the two other mirrors could be

adjusted with screws, effectively changing the ratio between the direct signal power
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and the reflected signal power. A good trade-off between speed and noise reduction

in measurements was achieved with a spectral resolution of the VNA set to 0.2 GHz.

This corresponded to a thickness resolution of 20 nm at a refractive index of 1 (and

proportionally higher for a higher refractive index). With longer scans and increased

averaging, higher resolutions can also be achieved.

FIGURE 4.21: Grazing angle mirror mount

4.2.4 Experimental Results

To test the grazing angle system’s ability to resolve film thickness, SU-8 was used

as the material under investigation. SU-8 has well known properties at THz fre-

quencies and can produce uniform films in a wide range of thicknesses from nm to

hundreds of µm [106]. A clean sample mirror was first measured that served as a

reference. The sample mirror was then replaced with identical mirrors with films

of various thicknesses of SU-8 deposited on top. Figure 4.22 shows an example of

the measured and fitted reference measurements, as well as measurements on two

film samples in P polarisation. The calculated sample thicknesses were 15.2 µm and

21.5 µm respectively. The correlation factors of the fits were calculated to be 0.95

for the reference signal, 0.89 for the thinner sample and 0.95 for the thicker sample,
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showing a good fit to the experimental data. The refractive index of SU-8 was taken

from literature values to be 1.658 [106].

FIGURE 4.22: Measured (solid) and fitted (dashed) transmission co-
efficient at receiver at P polarisation. A clear frequency shift from the
reference trace (blue) to the SU-8 layer trace (black) can be observed,

as well as the shift’s increase with layer thickness (red trace).

Table 4.3 compares the results from thickness measurements performed using

the THz grazing angle setup and using a stylus profilometer (DEKTAK 3). The un-

certainty in the non-contact testing is introduced through the difference in results ob-

tained from S- and P- polarisation, as P-polarisation reflection measurements have a

lower SNR than S-polarisation. The variance in results obtained from the profilome-

ter is quite large, even though the repeated measurements were taken in the same

position on the sample. This is expected to be mostly due to the stylus bending

the surface of the SU-8 even at the lowest contact force of 1mg and unevenness in

the surface. The grazing angle measurements are still in good agreement with the

profilometer measurements, showing much smaller average variance of only 0.25 %

and nm precision. The spectral resolution of the measurements had to be increased

for Sample 5 in respect to the thicker samples to 0.1 GHz.
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Grazing angle measurement (µm) Profilometer measurement (µm)

Sample 1 52.4 ± 0.2 50 ± 4.1

Sample 2 21.5 ± 0.05 20.1 ± 2.5

Sample 3 15.2 ± 0.05 14.3 ± 1.6

Sample 4 10.1 11 ± 1.7

Sample 5 3.4 ± 0.01 5.1 ± 1.9

TABLE 4.3: Comparison between thickness measurement results ob-
tained with THz grazing angle spectroscopy and Dektak 3 Stylus Pro-

filometer on SU-8 samples

4.3 Photoelasticisty in the THz Spectrum

4.3.1 Introduction to Photoelasticity

Photoelasticity is an experimental method, that describes the changes in the opti-

cal properties of a material as a result of mechanical stresses and strains. Typically

used at optical and infrared frequencies [107], the method is yet unexplored at THz

frequencies. All dielectric materials exhibit photoelastic behavior, leading to pho-

toelastic analysis being the standard method in non-destructive stress analysis, es-

pecially before the introduction of numerical methods. Recently, the technique of

digital photoelasticity has gained popularity in solving various engineering and sci-

ence problems. In digital photoelasticity, the fringe patterns that are created on a

stressed surface are captured as a digital image. The patterns contain the whole

field stress information in terms of the difference in principal stresses and their ori-

entation, and the image can be quantitatively evaluated [108]. Photoelasticity finds

application in numerous fields - dentistry and biomedical research ( such as eval-

uating loads on implants [109]–[111]), rapid prototyping [112], in conjunction with

FEA and 3D printing for the analysis of complex structures [113], in the analysis of

mechanical parts (such as seals, bearings, gears and joints), as well as quality control

in glasses and plastics manufacturing [114]. As many materials are transparent to

THz radiation, this method has great potential for non-destructive testing.

The photoelastic method relies on birefringence, which is the ability of materials

to split an incident electromagnetic wave into two refracted waves instead of one.
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The mechanical stresses on the material dictate the different coefficients of refraction

and polarisation states that the two refracted waves experience. Their differences

can be measured by a polariscope, and hence the mechanical stresses can be de-

duced [114]. Here the photoelastic scattering at THz frequencies on a silicon wafer

under stress was explored. Silicon offers high transmission, but only allows for com-

parably small strain values due to its monocrystallinity. First, the photoelasticity for

different strain values was measured at different crystal orientations and the pho-

toelastic tensor for Si at THz was extracted. While the photoelastic tensor of silicon

at optical frequencies has been known for a long time , literature values differ with

up to 3 orders of magnitude [115], [116] and the values extracted at THz can con-

tribute to the debate. Consequently, a 2D map of the silicon strain and stresses was

measured and evaluated, accessing low-power THz ellipsometry as a digital pho-

toelasticity measurement method.

4.3.2 Measurement Setup and Preliminary Results

The measurements were conducted with the THz VNA Ellipsometry setup intro-

duced earlier, but set for transmission measurements at normal incidence. Con-

secutive measurements were taken with the THz source linearly polarized in the

horizontal (x-axis or S-polarisation), vertical (y-axis or P-polarisation) and at 45◦ (S

and P polarisation). For each polarisation state of the transmitter, the receiver was

also polarised respectively, making the following transmitter - receiver polarisation

pairs: [S-S], [P-P], [SP - S, P, SP]. Polarisation selectivity was achieved with two wire

grid polarisers, as introduced in the ellipsometry setup. The polarisers rotated along

with the VNAX extension heads on automated rotating stages, ensuring consistency

in alignment between the different polarisation measurements. Normal strain was

applied individually along the [110], [110] and [100] crystal axis of n-type, 2-inch

<100> Si wafers (Figure 4.23). The wafer thickness was 300±25 µm. Strain was ap-

plied by gluing the sides of the Si wafer to a linear stage using epoxy and the strain

was measured using a foil strain gauge [117], adhered to the silicon wafer. The epoxy

was cured at 60◦C for 1 hour, followed by 80◦C for 2 hours. The strain was measured

using a 2-wire bridge circuit, implemented through a Strainsert HW1-D strain indi-

cator transducer. A photo of the measurement setup at 45◦ polarisation is shown in
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Figure 4.24.

FIGURE 4.23: <100> Si wafer crystallographic axis and coordinate
system

FIGURE 4.24: Measurement setup at 45◦ polarisation

Preliminary measurements were conducted in order to determine if the applied

strain produces measurable results. The comparison between P- and S-polarisation

for a silicon wafer strained along the [110] crystal axis can be seen in Figure 4.25.

The incident radiation was polarised at 45◦. The divergence between the two polari-

sations shows the transformation of the linear polarised radiation towards elliptical
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polarisation, associated with rotation towards the axis of the S-polarisation. The ef-

fect on the polarisation for strain applied along the [100] axis was measured to be

approximately 10 times larger than for the [110] axis. This suggests that the devel-

opment of artificial birefringence in monocrystalline silicon under the application of

mechanical stress is significant enough to measure using low power THz radiation.

FIGURE 4.25: Relative change in transmission for P- and S- polarisa-
tion with increasing strain along the [110] crystal axis

4.3.3 Pockels Phenomenological Theory

The relationship between the changes in refractive index and stress/strain on a ma-

terial is described by Pockels Phenomenological theory [21]. For an isotropic mate-

rial the artificial birefringence produced is directly proportional to the applied stress

within the limits of Hooke’s law. Due to its diamond-lattice structure, monocrys-

talline silicon is governed by an anisotropic (direction dependent) stress-optic law.

In order to simplify the relationship between the indices of refraction and stress,

the material properties are described by an ellipsoid, in literature typically called an

indicatrix. Radiation is assumed to fall into the origin of the ellipsoid. The plane

perpendicular to the plane of incidence then intersects the ellipsoid, generating an

ellipse. The two half axis of that ellipse correspond to the two polarisation indices

of refraction np and ns, as shown in Figure 4.26. The X, Y, and Z Cartesian axes

are chosen to coincide with the crystallographic axes of the material, as previously

shown in Figure 4.23 and can be referred to as indices (x, y, z) = (1, 2, 3). Several
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assumptions need to be considered:

(1) The solid under investigation is homogeneously deformed and the effect of de-

formation is only to alter the optical parameters of the indicatrix.

(2) When the strain is within elastic limits, the change in optical parameters can be

expressed as a homogeneous linear function of all nine stress components.

FIGURE 4.26: Graphical representation of the stress-optical ellipsoid,
indicatrix [118]

In its most general form the equation describing the indicatrix is as follows:

Bijxixj = 1 for i, j= (1, 2, 3) (4.5)

where Bij is a 3x3 symmetric tensor, called the impermeability tensor (Bij can also

be referred to as polarisation constants). Pockels assumes that the changes in Bij

are linear functions of all nine stress or strain components σkl (εkl), therefore the

difference between the impermeability tensor between the stressed and unstressed

material ∆Bi j is given by:

∆Bij = −qijklσkl (4.6)

∆Bij = pijklεkl (4.7)

The qijkl are called stress-optical coefficients and pijkl are the strain-optical compo-

nents. The negative sign in equation 4.6 denotes an extensional stress, as the one

applied in our experiments. The impermeability tensor is ultimately a tensor rep-

resentation of the change in refractive index between the stressed and unstressed
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material, therefore it can also be expressed by

∆Bij = 1/nij
2 − 1/nij

o2 for i, j= (1, 2, 3) (4.8)

To put this in the context of our Si measurements, for an anisotropic medium the

electric flux density D is related to the E-field by

Di = ∑
j

ε ijEj (4.9)

, where j = (1, 2, 3) and ε is the permittivity of the material.

Expanding this gives

Dx = εxxEx + εxyEy + εxzEz (4.10)

Dy = εyxEx + εyyEy + εyzEz (4.11)

Dz = εzxEx + εzyEy + εzzEz (4.12)

In our measurement setup, five measurements were taken for each strain on the

wafer, with the transmitter-receiver combinations [S-S], [P-P] and [SP - S, P, SP]. This

set Ez = 0 and Ey = 0 in S- polarisation and Ez = 0 and Ex = 0 in P- polarisation.

Therefore for each strain value that was measured :

Dx = εxxEx (4.13)

Dy = εyyEy (4.14)

D′x = εxxEx + εxyEy (4.15)

D′y = εyxEx + εyyEy (4.16)
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The final [SP -SP] measurement is for validation purposes only, as it does not pro-

vide any independent information. The refractive indexes n11,n12, n21 and n22, cor-

responding to the permittivity values can therefore be extracted and the imperme-

ability tensor elements calculated. Due to symmetry, n12 = n21. Expanding equation

4.8 with the strain tensor given by :

ε =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

 (4.17)

and using single suffix Voigt notation :


xx xy xz

yx yy yz

zx zy zz

 =


1 6 5

6 2 4

5 4 3

 (4.18)

for the most anisotropic crystal, the polarisation constants are given by :

B1 − Bo
1 = p11ε1 + p12ε2 + p13ε3 + p14ε4 + p15ε5 + p16ε6 (4.19)

B2 − Bo
2 = p21ε1 + p22ε2 + p23ε3 + p24ε4 + p25ε5 + p26ε6 (4.20)

B3 − Bo
3 = p31ε1 + p32ε2 + p33ε3 + p34ε4 + p35ε5 + p36ε6 (4.21)

B4 − Bo
4 = p41ε1 + p42ε2 + p43ε3 + p44ε4 + p45ε5 + p46ε6 (4.22)

B5 − Bo
5 = p51ε1 + p52ε2 + p53ε3 + p54ε4 + p55ε5 + p56ε6 (4.23)

B6 − Bo
6 = p61ε1 + p62ε2 + p63ε3 + p64ε4 + p65ε5 + p66ε6 (4.24)
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For a thin wafer, the problem can be simplified to only looking at planar strains,

so that the strain tensor becomes :

ε =


ε1 ε6 0

ε6 ε2 0

0 0 0

 (4.25)

Symmetry simplifications can also be applied, as monocrystaline silicon is a cubic

crystal, therefore the photoelastic coefficients are reduced to :



p11 p12 p12 0 0 0

p12 p11 p12 0 0 0

p12 p12 p11 0 0 0

0 0 0 p44 0 0

0 0 0 0 p44 0

0 0 0 0 0 p44


Finally, the measurements can be simplified to three equations for the strain-optical

coefficients :

B1 − Bo
1 = p11ε1 + p12ε2 (4.26)

B2 − Bo
2 = p12ε1 + p11ε2 (4.27)

B6 − Bo
6 = p44ε6 (4.28)

And similarly for for the stress-optical coefficients :

B1 − Bo
1 = q11σ1 + q12σ2 (4.29)

B2 − Bo
2 = q12σ1 + q11σ2 (4.30)

B6 − Bo
6 = q44σ6 (4.31)
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4.3.4 Finite Element Analysis (FEA)

The strain applied on the Si wafer was measured only in one direction, depending

on the orientation of the strain gauge. From Pockels theory, however it can be seen

that at least three planar strains/stresses are needed to be known to fully describe

the system. In order to achieve this, the Si wafer under strain was simulated using

FEA and the strains ε2, ε6, and stresses σ1, σ2, and σ3 extracted. Silicon was set as

an orthotropic material, with a stiffness matrix (which gives the linear relationship

between the stresses and strains) as given by the matrix in A.1, in the Appendix

[119]–[121]. The simulation was set in 3D, with symmetry simplifications along the

x-axis, as shown in Figure 4.27. The model was fixed with a roller fixture in the yz-

plane going through the origin. This allowed the solid to slide, but not detach from

the center plane. Strain was applied analogous to the real setup, along the x-axis and

applied to the glued surface of the wafer (approximated by the square on the right

side of the wafer). The stress and strain values extracted were the calculated average

from all mesh element values in a 1/2-inch diameter circle centered at the origin of

the wafer, as the radiation on the transmitter side of the experiments was collimated

using a 1/2-inch gold mirror.

FIGURE 4.27: FEA Si wafer model with calculated εx plot
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4.3.5 Extracting the Stress-Optical and Strain-Optical Parameters

For each applied strain and polarisation, the transmission spectra from 0.75 - 1.1

THz was recorded. This allowed for the refractive index to be extracted with the

methods introduced in Chapter 2, by fitting the Fabry-Pérot resonances. The aver-

aged regression coefficient of the fits was 0.98, showing a good confidence in the

calculated refractive index. This allowed for the impermeability matrix ∆B to be cal-

culated, using the relation in equation 4.8.

Applying the linear relations from 4.26-4.31, the stress-optical and strain optical co-

efficients averaged over several tested Si wafers were extracted. A significant differ-

ence between wafers was observed - some failed around 450 µm and others reached

strain values of 680 µm before shattering. Therefore, calculations were done for

strain up to 400 µm, in order to approximate the region of elastic deformation. The

results, averaged over all samples, are shown in Table 4.4. Literature values for the

stress-optical coefficients were found to differ by 2 orders of magnitude (Table 4.5).

The extracted stress-optical coefficients at 0.75 - 1.1 THz fit within this range, with

a much closer match towards the results obtained by Stoehr et. al in 2020 [115] and

Kang et al [122] in 2021, the latter obtained in a similar frequency band. The mod-

els employed in [116] and [115] assumed Si to be isotropic, which requires only two

independent stress components and sets

q44 =
q11 − q12

2
(4.32)

In our experiments it was possible to calculate q44 and p44 independently. While

the two principle strain values εx and εy are in the order of hundreds of µε, εxy is

around 3 orders of magnitude lower. The small values of εxy require a very fine

precision in the measurement of the refractive index, therefore for the extraction

of the p44 and q44, the strain was applied in the [100] crystalographic axis. This

way the εxy applied was up to 340 µε. The extracted p44 and q44 showed much

larger deviations from their means in comparison to the other extracted parameters.

This is an expected result, as the overall stresses applied to the wafers were much

greater, potentially driving some away from their elastic regimes and amplifying the

differences between wafers.
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a11 a12 a44

q [Pa−1] -16.933e-13 ± 18.397e-14 7.2068e-13 ± 11.222e-14 18.075e-13 ± 66.8e-14

p 0.3506 ± 0.0425 0.1686 ± 0.0247 0.2685 ± 0.0991

TABLE 4.4: Photoelastic coefficients of <100> Si at 0.75 - 1.1 THz

q11 [Pa−1] q12 [Pa−1] q44 [Pa−1]

This work -16.933e-13 ± 18.397e-14 7.2068e-13 ± 11.222e-14 18.075e-13 ± 66.8e-14

Kang et al. [122] 5.2e-13 -8.4e-13 9.8e-13

Biegelsen et al. [116] -9.4e-11 1.7e-11 -11.1e-11

Stoehr et al. [115] NA NA 14.4e-13

TABLE 4.5: Comparison between measured and literature values for
the photoelastic coefficients of <100> Si

4.3.6 Planar Stress and Strain Distribution Mapping

After extracting the stress- and strain-optical coefficients for Si at THz frequencies,

they were used to do the process in reverse - for a <100> Si wafer under stress, the

changes in THz transmission were used to map the stress and strain distributions on

the wafer surface. To achieve this, the wafer was fully illuminated by the collimated

THz source using a 2-inch parabolic mirror, while the receiver was placed closely at

the back of the wafer on a linear XYZ-stage and moved in 0.5 mm increments in x

and y to map out the transmission at every point. A reference unstressed map was

also measured in order to calculate the impermeability tensor at each point. Like

before, both S, P and SP polarisations were measured. The strain was applied in

the y-direction (the [110] crystalographic axis). A strain gauge measurement in the

y-direction established that the averaged y-strain should be in the order of 140 µε.

The measured stress and strain distributions can be seen in Figure 4.28. Due to spa-

tial restrictions on the optical table, only part of the wafer was scanned. The scanning

extended over the left edge of the wafer, as clearly visible by the circular outline in

each plot. In the area of maximum strain on the wafer (Figure 4.28, middle), it can

be seen that the majority of strain in the y-direction is centered at 150 µε, which is

in excellent agreement with the strain gauge measurements. All stress and strain
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values are also within a range matching what was previously observed in experi-

ments under increasingly applied strain. There is also a good match between the

stress/ strain distributions obtained through FEA and the ones measured. Figure

4.29 shows the FEA distribution of εy. A complete set of all the FEA results can be

seen in figures A.2and A.3 in the Appendix. The FEA method assumed a homoge-

neous material, hence the lack of any distinct features. The measured stress/strain

distributions, however clearly show internal defects present in the wafer due to the

applied forces.
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FIGURE 4.28: Measured stress and strain distributions in Si wafer
under y-directional strain.
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FIGURE 4.29: FEA Si wafer model with calculated εy distribution

4.3.7 Summary

The development and use of a THz ellipsometry system and fitting algorithm based

on a frequency multiplied VNA was demonstrated. The system was calibrated by

extracting the optical parameters of silicon, a well-investigated material in THz and

showed excellent agreement with literature values. The system was further eval-

uated for the characterisation of low refractive index material (HDPE) and high-

absorption composite materials (Tufnol and PDMS loaded with TiO2), showing sat-

isfactory results. An in situ measurement of the decreasing thickness of a silicon

wafer being etched in KOH was demonstrated. Lastly, the system was used to ex-

tract the optically anisotropic complex refractive index of a split-ring metamaterial.

Following was a simple and effective method for measuring sub-wavelength film

thickness for materials transparent in THz. A constructed mirror delay line at graz-

ing angles was demonstrated to measure SU8 films with sub-micrometer precision.

Finally, using a reduced version of the ellipsometry system, the stress-optical and

strain-optical coefficients of n-type monocrystalline Si at THz frequencies in the

frequency domain were measured to our best knowledge for the first time. They

showed good agreement with the values obtained from THz TDS measurements,

resulting in q11 = −16.933× 10−13 , q12 = 7.2068× 10−13 and q44 = 18.075× 10−13.

Consequently, the same measurement setup was extended to successfully extract a

map of the stress and strain distributions of a Si wafer under extension. The maps

clearly showed internal pressures within the wafer with feature resolution of 0.5
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mm, restricted by the pixel size of the THz receiver. The experiments showed that

THz frequency-domain spectroscopy is a viable method for non-contact stress /

strain testing and can be used for the purposes of digital photoelasticity measure-

ments.
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Chapter 5

Waste Oil Characterisation Using

THz TDS Spectroscopy

5.1 Introduction

The following chapter explores the application of THz TDS spectroscopy in conjunc-

tion with machine learning to create a reliable waste acceptance quality criteria for

oil recycling. Current industry best practices for determining a waste oil sample’s

suitablility for treatment include a combination of laboratory tests. This can include

water content measurements ( such as Karl-Fischer titration ), viscosity measure-

ments, flash point measurements, colorimetric tests for the presence of polychlori-

nated biphenyls, ferrogprahy tests and measurements for quantifying contaminants

using elemental analysis and/or Fourier-Transform Infrared Spectroscopy (FTIR).

Due to the nature of waste oil generation and collection - usually in small batch

sizes from car garages, individual testing on each waste oil batch is not practical and

samples from mixed large batches are measured instead. It is then up to the labora-

tory technicians to determine if the waste oil is suitable for treatment. The complex

composition of waste oil can make this a non-straightforward and time consuming

task, where mistakes can lead to both economical and environmental risks. Here the

suitability of THz TDS spectroscopy as a quick and reliable method for determining

a waste oil sample’s acceptance for treatment is investigated. A 1-D Convolutional

Neural Network (CNN) is then trained on the data for a specific waste oil recycling

plant and its prediction accuracy is presented.
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5.2 Waste Oils and Waste Oil Refining

Used lubricating oil, often referred to as waste oil, is any lubricating oil, which has

been contaminated by physical or chemical impurities as a result of use [123]. Waste

oils represent the largest amount of liquid, non-aqueous hazardous waste in the

world [124]. As lubricants operate in hostile, high-temperature environments, they

are exposed to chemically reactive by-products such as partially burned hydrocar-

bons, soot, water, wear debris and products of combustion, nitric acid (HNO3) and

sulfuric acid (H2SO4) [125]. Once they reach a level of degradation, such that they

no longer serve their purpose, used lubricants need to be disposed of and enter the

hazardous waste stream. Waste oils can be generated from engine oils, hydraulic

working fluids and lubricants, compressor oils, gearbox oils and various types of

mineral and synthetic industrial lubricating oils, with engine oils being by far the

largest waste generator. Generally, lubricating oils are a complex mixture of isoalka-

nes, monocycloalkanes and monoaromatics [126]. The chemical structure of the lu-

bricating oil differs considerably depending on additives in the lubricant blend. Ad-

ditives differ with lubricating applications [127]. Most impurities in the oils are gen-

erated during oxidation, especially during internal combustion engine applications.

Contaminants include unsaturated hydrocarbons, phenolic compounds, aldehyde,

acidic compounds, additives, metals, varnish, gums and other asphaltic compounds

originating from the overlay of bearing surfaces and degradation of the base oil com-

ponents [123]. Despite the presence of impurities, most of the base oil part in the

waste oil is not exhausted. The chemical composition of the lubricating oil is usually

preserved to a large amount because of the high stability of the heavy compounds

contained in the base oil [125]. Fresh base oil can be recovered from waste oils with

an efficiency as high as 95%. By comparison, crude oil lubricant refining yields an

efficiency of around 67% [123]. Waste oils are classified as hazardous waste, as they

are toxic to the environment and particularly dangerous to aquatic life, as one litre

of oil can contaminate 1 million litres of water [128]. Various lubricant additives are

also labelled as potentially carcinogenic and burning waste oil can release toxic sub-

stances in the air. Due to the necessity to dispose of nearly 3 million tonnes of waste

oil in Europe per year alone [124], as well as its high recovery gain, various methods
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for the treatment and recovery of waste oils are being developed. The simplest treat-

ments, such as selective solvent extraction and pyrolysis are used to extract light

fuels such as diesel and gasoline, as well as heavy fuel oils, which then can be ap-

plied in fuel mixtures in burners and marine fuels. A more complicated process is

necessary for the re-refining of waste oils into lubricant base stocks. This usually

includes removal of mechanical impurities, water separation, vacuum distillation,

hydrogenation and/or bleaching. Regardless of the recycling process employed,

quality control of the waste oil feed stock is crucial before any kind of treatment.

5.2.1 Quality Criteria and Composition

The importance of quality control of waste oil feedstock in re-refining and waste

treatment facilities is two-fold. On the one hand it ensures that the feedstock is

economically viable – it needs to give a high enough yield, to be compatible to the

treatment processes that it is about to undergo, it has to prevent causing damage to

the equipment or cause delays and setbacks due to process parameter changes and

unscheduled cleaning. On the other hand, quality control is paramount as a waste

acceptance benchmark and a health and safety procedure. Waste acceptance is a

practically and legally required procedure.

Fresh Oil Composition

Used oil is treated with the end goal of refining it into fresh lubricant oils. The com-

position of fresh lubricants themselves however, is quite complex. They are mainly

mixtures of straight and branched chain hydrocarbons (alkanes), cycloalkanes, and

aromatic hydrocarbons. Polynuclear aromatic hydrocarbons (and the correspond-

ing alkylated derivatives) and metal-containing constituents are components of mo-

tor oils and crankcase oils, with the used oils typically having higher concentrations

of these substances than the new unused oils. A low concentration of aromatics is

desired, as they are good solvents and are too reactive in comparison to the base

oil. Oxidation of aromatics can start a chain reaction that can dramatically shorten

the useful life of base oil. The viscosity of aromatic components is also undesirably

susceptible to changes in temperature [123]. The main functions of lubricating oil
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include reducing friction, heat transfer, rust and wear protection and removing con-

taminants, which are achieved through the introduction of additives [129]. Common

additives include: antifoaming agents, antioxidants, antiwear additives, corrosion

and rust inhibitors, viscosity and pour point modifiers, detergents and dispersants.

The typical fresh oil composition is given in Table 5.1

Component % w/w

Base oil 71.5 - 96.2

Metallic detergents 2.0 - 10.2

Dispersants 1.0 - 9.0

Zinc dithiophosphate 0.5 - 3.0

Antioxidant/antiwear 0.1 - 2.0

Friction modifier 0.1 - 3.0

Pour point depressant 0.1 - 1.5

Antifoam 2 - 15 ppm

TABLE 5.1: Typical composition of lubricating oil. Sources from [123],
[130]

.

Used Oil Composition

Used lubricating oil is a complex mixture of paraffinic, naphthenic, aromatic petroleum

hydrocarbons and contaminants. Typical contaminants can be carbon deposits, sludge,

aromatic and non-aromatic solvents, water (as a water-in-oil emulsion), glycols,

wear metals and metallic salts, silicon based antifoaming compounds, fuels, polynu-

clear aromatic hydrocarbons, and miscellaneous lubricating oil additives. The con-

taminants in used oil can be classified as extraneous contaminants and products of

oil deterioration. Extraneous contaminants are introduced from the surrounding air

and by metallic particles (such as from the engine in motor oils). Air-borne contam-

inants can be dust, dirt, and moisture, whereas contaminants from the engine can

be (1) metallic particles resulting from wear of the engine, (2) carbonaceous particles

due to incomplete fuel combustion, (3) metallic oxides present as corrosion products

of metals, (4) water from leakage of the cooling system, (5) water as a product of fuel
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combustion, and (6) fuel or fuel additives or their by-products, which might enter

the crankcase of engines.

Contaminants from oil deterioration tend to be more prevalent. Some of the impor-

tant by-products of oil deterioration are (1) sludge: a mixture of oil, water, dust, dirt,

and carbon particles that results from the incomplete combustion of the fuels; (2) lac-

quer: a hard or gummy substance that gets deposited on engine parts as a result of

subjecting sludge in the oil to high temperature operation; and (3) oil-soluble prod-

ucts: the result of oil oxidation products that remain in the oil and cannot be filtered

out and are thus deposited on the engine parts. The quantity and distribution of en-

gine deposits vary widely depending on its operation [123]. A comparison between

the physical and chemical properties of fresh lubricant oils and waste oils is shown

in Table 5.2
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Properties Fresh lubricating oil Used lubricating oil

Physical properties

Specific gravity 0.882 0.910

Dynamic viscosity SUS at 40◦C - 324.0

Bottom sediment and water, % v/v 0 12.3

Carbon residue, % w/w 0.82 3.00

Ash yield, % w/w 0.94 1.30

Flash point,◦C - 175.56

Pour point,◦C -37.7 -37.7

Chemical properties

Saponification number 3.94 12.7

Total acid number 2.20 4.40

Total base number 4.70 1.70

Nitrogen, % w/w 0.05 0.08

Sulphur, % w/w 0.32 0.42

Lead, ppm 0 7535

Calcium, ppm 1210 4468

Zinc, ppm 1664 1097

Phosphorus, ppm 1397 931

Magnesium, ppm 675 1097

Barium, ppm 37 297

Iron, ppm 3 205

Sodium, ppm 4 118

Potassium, ppm <1 31

Copper, ppm 0 29

TABLE 5.2: Comparison between fresh and used lubricant oil physical
and chemical properties. Sources from [123], [130]

.
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5.3 Preliminary THz TDS measurements

All oil samples were provided by Polihim-SS Ltd waste oil refinery and subsequent

neural network training was done on the data from the company’s specific treat-

ment system. For initial testing of THz TDS spectroscopy on oils, three kinds of

samples were measured - a waste oil sample which has been previously accepted,

a SN100 (API standard ) base stock oil (one that has already undergone treatment)

and a rejected waste oil sample. The SN100 base stock was found to have a kine-

matic viscosity of 4.2 cSt at 100◦ C and a specific gravity of 0.875 at 15◦ C. The waste

oil samples had similar parameters, with a kinematic viscosity of 4.3 cSt at 100◦ C

and a specific gravity of 0.8744 at 15◦ C for the accepted waste oil and 0.875 for the

rejected oil sample. The rejected oil sample was suspected to contain low-boiling

point solvents, but the exact composition of the contaminants was unknown.

The THz transmission spectra were taken with the aid of polypropylene cuvettes

of 5 mm pathlength. The accepted waste oil and base stock sample measurements

were provided by Manchester University THz group. These measurements were

taken with a time-domain spectrometer which used the 20 fs laser pulses generated

by a 80 MHz Ti:Sapphire oscillator. The generated terahertz radiation was aligned

through a series of off-axis parabolic mirrors and detected using standard electro-

optic detection techniques. A 1 mm-thick (110)-cut zinc telluride (ZnTe) crystal and

a 100 µm-thick (110)-cut ZnTe crystal were used for generation and detection respec-

tively. A clear difference between the two can be seen, with this particular blend of

waste oil having a feature at 0.45 THz, a frequency shift and an amplitude difference

as high as 40%. As can be expected, the base stock transparency is higher than the

used oil, due to the presence of fewer contaminants. Despite the differences in their

transmission spectra, the base stock and accepted waste oil overall show a similar

envelope. The rejected waste oil sample, however, shows a very different spectral

shape. As seen in Figure 5.1 it doesn’t exhibit any of the similar features present in

the other two samples. This is a promising result, as a strong difference between

the acceptable and contaminated waste oil increases the accuracy of the machine

learning predictions. Preliminary measurements therefore showed promise for the

applicability of THz spectroscopy for waste oil quality control. The rejected waste oil
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sample and all subsequent measurements were taken with the Durham University

Engineering Department’s THz TDS system, as described in Chapter 2. Measure-

ments of the base oil and accepted waste oil from the Durham TDS system were

compared to results from the Manchester system, in order to assess repeatability of

the experiments and avoid any errors due to differences in the two measurements

systems. Figures 5.2 and 5.3 show three measurements of SN100 base oil samples

and three measurements of accepted waste oil samples respectively. In both figures,

Sample 1 has been measured with the TDS provided by Manchester University and

Samples 2 and 3 have been measured with the Durham system. Samples 2 and 3

were individual samples from the same oil, whereas Sample 1 was taken from a

different oil of the same type. As expected, the strongest similarities are between

individual measurements of the same oil, having a correlation coefficient of 0.9995

for the base oil (between Sample 2 and 3) and 0.9976 for the accepted waste oil (also

between Sample 2 and 3). The correlation between different batches is weaker but

still very satisfactory, with correlation coefficients [0.9812, 0.9827] between Sample

1 and Samples 2 and 3 respectively for the the base oil traces and [0.8968,0.9032]

for the accepted waste oil samples. The accepted waste oil is expected to have a

larger difference between batches in comparison to the base oil samples, which are

more similar in terms of composition. The largest deviations in measurements be-

tween samples were expected in the rejected waste oils, where there could be little

chemical similarity between individual samples. This is clear in Figure 5.4, where

again Sample 1 was taken from a different rejected oil sample and Samples 2 and

3 are individual measurements of the same oil type. All measurements are done

with the Durham TDS system. The correlation between Sample 1 and Samples 2,

3 is significantly lower, with the correlation coefficients calculated to be 0.4881 and

0.4830 respectively. Samples 2 and 3 were taken from the top and bottom of the

rejected oil container, which are expected to have differences in composition due

to sedimentation, as the samples weren’t homogenised prior to measuring. This is

reflected in the lower fit between Sample 2 and Sample 3, with a correlation coeffi-

cient of 0.9959. There is a promising repeatability between experiments with the oil

samples provided and between the measurements taken with the two TDS systems.
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Figure 5.5 shows the reference transmission spectrums of the University of Manch-

ester TDS measurements and Durham University TDS measurements respectively,

both of which have a low spectral uncertainty within the frequency range shown in

the oil measurements (0-2.5 THz).

FIGURE 5.1: THz TDS measurements of the transmission spectrum of
base stock oil, waste oil suitable for treatment and waste oil rejected

for treatment

FIGURE 5.2: Comparison between the transmission spectrum of base
oil samples



Chapter 5. Waste Oil Characterisation Using THz TDS Spectroscopy 148

FIGURE 5.3: Comparison between the transmission spectrum of ac-
cepted waste oil samples

FIGURE 5.4: Comparison between the transmission spectrum of re-
jected waste oil samples
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(A) University of Manchester TDS

(B) Durham University TDS

FIGURE 5.5: Reference scans for both TDS systems used

5.3.1 Introduction to Artificial Neural Networks

Artificial neural networks (ANNs) are a computational method, based on an abstrac-

tion of the operation of biological neural networks. Although the first ANN archi-

tecture was introduced back in 1943 by neurophysiologist Warren McCulloch and

the mathematician Walter Pitts [131], widespread interest and application surged
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mainly since the beginning of the 2010s. Today ANNs are the state-of-the art tech-

nology for complex pattern recognition and decision making. The advances in re-

lated fields brought upon the practical applicability of ANNs. Most notably these

are the ability to collect, store, and operate over large amounts of data, the abil-

ity to generate labeled training data via crowd-sourcing services (such as Amazon

Mechanical Turk), vast improvements in computational power via Graphical Pro-

cessor Units (GPUs) and advances in both theory and software implementation of

automatic differentiation ( e.g. Theano) [132]. The applications for ANNs are too nu-

merous to list, but perhaps most famously they are known for their powerful use in

chess engines, image and voice recognition and high-frequency stock market trad-

ing. Several terms, such as "deep learning" and "artificial intelligence (AI)" are used

sometimes interchangeably with ANNs, but they are in fact subsets of the method-

ology. Their relationship from top to bottom is as follows: Artificial Intelligence→

Machine Learning → Neural Networks → Deep Learning (DL). The underlying

concept behind DL algorithms is to supply vast amounts of input training data (ei-

ther labeled but in more flexible algorithms also raw unlabeled data), and by an

iterative process to update the relationship between inputs and outputs, so that the

outputs are susceptible to features of interest in the input. The algorithm essentially

learns from past experiences and can be constantly evolving to better recognise pat-

terns and predict outcomes [133].

The basic unit of the ANNs, analogous to biological neural networks is the neuron

(sometimes also just referred to as "unit"). The neuron is a function that has several

characteristics. Firstly, it takes in an input vector x ∈ Rn and outputs a scalar. It is

parameterised by a weight vector w ∈ Rn and a bias term b. The output of the unit

can be described as

f (
n

∑
i=1

wi.xi + b) (5.1)

, where f : R → R is referred to as activation function [132]. Various activation

functions can be used depending on the application, but generally they are non-

linear. This is commonly referred to as a feed forward network, and the process of

the unit neural network is visually represented in Figure 5.6.
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FIGURE 5.6: Graphical representation of single neural network unit
[134]

Neural Network Structure

Using the unit as a basic building block, neural networks are organised in layers,

with each layer containing one or mode units. The number of units in a layer is de-

noted as the width of the layer and the overall number of layers is referred to as the

depth of the network (hence the concept of "deep learning") [132]. The first layer,

called the "input layer" takes the input data for the network, whereas all subsequent

layer inputs are the outputs of the previous layer, as displayed in Figure 5.7. The fi-

nal layer computes the overall output of the network, hence its name "output layer".

The width of each layer can be individually assigned and doesn’t need to be the

same. All layers between the input and output layers are also called hidden layers.

The collection of all weights w and bias terms b in the network is denoted by θ ∈ R

and the output of the network by ŷ. The choice of network width and depth is a

crucial part of neural network design [134].
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FIGURE 5.7: Graphical representation of general neural network
structure [134]

Neural Network Training

Initially random values are assigned to the weights and bias terms θ. If the func-

tion describing the whole network is denoted as fNN , the error between the target

output and the output of the network is called the loss function and is defined as

l( fNN(x, θ), y), where x is the input vector and y is the target output. The values in

θ are then updated, such as the loss function is minimised using gradient descent.

The step-by-step update is given by

θs = θs−1 − α.∇l( fNN(x, θ), y), (5.2)
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where s is the step number [132]. The computation of the gradient of the loss func-

tion is executed using automatic differentiation. The optimisation of the loss func-

tion is done through stochastic gradient descent methods. For our current applica-

tion the Adam optimiser was used [135]. It is an algorithm for first-order gradient-

based optimization of stochastic objective functions, based on adaptive estimates of

lower-order moments. The method is straightforward to implement, and computa-

tionally efficient.

Binary Cross Entropy Loss Function

In the case of waste oil quality control, the output of the neural network needs to be

binary - the feed stock is either accepted or rejected. This is a popular classification

problem, described by a special case of the multi-class classification. The loss func-

tion employed is called a binary cross entropy loss function. For the input/target

output data D = [x1, y1, x2, y2, ...xn, yn] and network parameters θ, the probability

that the target output is acquired is denoted as P(D|θ). The network training aims

to update θ such that it maximises P(D|θ). Assuming that each pair of variables

xi, yi is independent and the probability is given by a Bernoulli distribution (for bi-

nary classification such as the toss of a coin), the probability is given by

P(D|θ) =
n

∏
i=1

f (xi, θ)yi(1− f (xi, θ))(1−yi) (5.3)

The binary cross entropy loss function l( fNN(x, θ), y) is then given by taking the neg-

ative logarithm of the probability, making the optimisation a minimisation problem.

l( fNN(x, θ), y) = − log P(D|θ)

= −log
n

∏
i=1

f (xi, θ)yi(1− f (xi, θ))(1−yi)

= −
n

∑
i=1

yi log f (xi, θ) + (1− yi) log (1− f (xi, θ)) (5.4)
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5.3.2 Activation Functions

Activation functions, as previously shown in Figure 5.6 dictate what function a unit

applies to its input to produce the output. Depending on the activation function

of their units, layers can have different behaviours and applications within the net-

work structure. In general, best results are achieved when the activation function

is non-linear and continuously differentiable, so that gradient descent loss function

optimisations can be applied. A commonly used hidden layer unit is the Rectified

Linear Unit (ReLU). Its activation function is defined as f (x) = max(0, wx + b),

which applies a linear function to positive values of x and rectifies negative values.

Empirical results have shown that ReLU units lead to large and consistent gradients,

which helps gradient-based learning [136]. For binary and multi-class classification

problems, the cross entropy loss function is used in conjunction with the Softmax

output layer. This layer provides normalisation of the output values, so that the

sum of outputs from each class adds up to 1. This way the output for each class rep-

resents the probability of the input data belonging to said class. The unit activation

function for an input xi is formulated as f (xi) =
exi

∑n
m=1 exm , where x = [x1, x2, x3...xn]

is the input vector of the Softmax layer.

Convolutional Layer

Convolutional layers as the name suggests, perform convolution as their activation

function. This type of layer, and by extension the neural networks that employ them

- convolutional neural networks have proven to be extremely successful in applica-

tions involving 1-D data, such as time / spectrum traces and 2-D image data [136].

Recently proposed 1D CNNs have achieved state-of-the-art results in early health di-

agnosis, structural health monitoring, anomaly detection and identification in power

electronics and electrical motor fault detection [137]. A major advantage of these

types of networks is that their implementation requires simple and fast 1D convolu-

tion operations (only scalar multiplication and addition), leading to low-cost hard-

ware requirements and real-time performance. In addition, unlike higher dimension

CNNs and other DL architectures, they can be trained on small data sets and do not
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require any feature engineering. This makes 1D CNNs an ideal choice for our appli-

cation. Convolution and cross-correlation in the context of 1D convolutional layers

is used interchangeably. For an input I(t) and a kernel K(a), the cross-correlation is

given by

s(t) = ∑
a

I(t + a)K(a) (5.5)

For discrete inputs the operation can be visualised in Figure 5.8. The kernel is essen-

tially slided over the input and the output shows how similar the kernel is with this

portion of the input. The convolution operation produces the highest value where

the kernel is most similar with a portion of the input, equivalent to a feature be-

ing discovered [136]. To achieve this through a layer in the CNN, instead of a fully

connected layer, as displayed in Figure 5.9a, a partially connected layer is used, Fig-

ure 5.9b. The weights between each pair of neurons in a fully connected layer are

unique, whereas in the convolution layer the weights are repeated and essentially

represent the kernel. The choice of kernel size is an important part of fine-tuning the

neural network.

FIGURE 5.8: Discrete convolution
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(A) Fully connected layer

(B) Partially connected convolution layer with a kernel size of
3. The kernel is represented by the weights [a b c]

FIGURE 5.9: Comparison between layers [136]

Pooling Layer

A pooling layer is almost always used in conjuction with convolutional layers. When

a feature has been discovered by the convolutional layer, the exact location of the

feature is not of importance. The pooling layer provides this translational invari-

ance. It is most intuitive in image processing applications. Assuming that the task at

hand is to learn to detect faces in photographs but the faces on the input are tilted:

the convolutional layer can learn to detect the eyes and the pooling layer abstracts

the location of the eyes in the photograph from their orientation. This is most of-

ten achieved through a simple max() function, applied through a separate pooling

kernel, as shown in Figure 5.10. The output of the pooling layer is therefore much

smaller than the input [136].
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FIGURE 5.10: Pooling layer operation

Dropout Layer

The dropout layer is used to prevent overfitting of the training data. Overfitting is

linked to the complexity, or capacity of the fitting model. For a given data, which can

be fitted with a 2-degree polynomial, the same can be done with a 5 - degree poly-

nomial with 3 zero-value terms. In this case using the latter would be considered

overfitting. The logical extreme of this situation is that for a N-valued input vector,

an N-valued polynomial can give perfect fit, in which case no real learning has taken

place. The dropout layer therefore randomly sets input units to 0 at a given rate at

each step during training time. Inputs not set to 0 are scaled up by 1/(1 - rate) such

that the sum over all inputs is unchanged [138]. Preventing overfitting is important

when the network is trained on small datasets.

5.3.3 Training and Test Data Formatting

An overall of 30 oil samples were obtained for spectroscopy measurements - 10 sam-

ples of base oil, 10 accepted waste oil and 10 rejected waste oil. The data necessary

for training a CNN is however in the order of thousands of observations, much

larger than the sample sizes and spectroscopy measurements obtainable in practice.
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To mitigate this, derivatives of the available data were made. Firstly, the average

spectral variance (the difference in transmission amplitude response at the same

frequency) between different oil samples of the same type was measured and was

found to be rounded to 0.2. For the training data for accepted waste oil, 5 of each

unique sample measurements of base oil and accepted waste oil were given a con-

fidence interval of 0.2 and derivative data was generated by adding a randomised

bias, constant over the whole spectrum, within the confidence interval. This is il-

lustrated in the top two plots in Figure 5.11. Then for each combination between

an accepted waste oil measurement and a base oil measurement ( with 5 samples of

each, accounting for an overall of 25 combinations), a confidence interval was cal-

culated and the data was randomly generated within the interval limits (as seen in

Figure 5.11 bottom). A sample measurement similar to the derived data is expected

to be treated as acceptable waste oil. The same procedure was applied to the other

10 base and accepted waste oil samples to generate the test data. This was the data

against which the model was tested and was therefore generated separately to the

training data, to ensure it is as independent as possible.
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FIGURE 5.11: Accepted waste oil training data

Similarly derived data was generated for the rejected oil training and testing

data. The first type of derived data was again a simple bias applied to the rejected

oil spectroscopy measurements within the confidence interval. Since it is desirable

for the model to be able to reject data coming from a non-oil or noise sample (such as

pure solvent, water etc), randomly generated spectral shapes within the confidence

interval 0.2-0.7 were also added to the rejected data training set and testing set (seen

in Figure 5.12). The data value (y-axis) in Figure 5.12) represent the transmission

spectra amplitude and the data index (x-axis) the frequency points.
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FIGURE 5.12: Rejected waste oil training data. The gray regions show
the limits within which randomised data is generated.

5.4 Results

The implemented 1-D CNN structure is shown in Figure 5.13. The sequential Keras

model was used, provided by the Tensorflow library for Python [139]. Two convolu-

tion layers were used, which is a standard implementation providing better feature

recognition. The convolution layers were both set to a kernel size of 3 and 64 par-

allel feature maps. The number of feature maps determines the number of times

the input is processed, producing parallel outputs. A dropout layer was then intro-

duced to avoid overfitting, as CNNs tend to learn very quickly. This slows down the
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learning speed. The pooling layer then reduced the number of discovered features

to 25%, so that the learning is concentrated on only the most notable features. A

flattening layer formatted all outputs into one array, which was then fed into a fully

connected ReLU layer, before returned to a Softmax layer. The output showed the

test input’s probability to be classified as "accepted oil" or "rejected oil". The Adam

algorithm for stochastic gradient descent was used, applying the cross entropy loss

function to optimise the network. The network was trained for 10 epochs and an

input data batch size of 32. The batch size determines how many observations of the

input data are used before the weights in the network are updated.

FIGURE 5.13: Implemented 1-D CNN structure

Once the model was fit, it was evaluated on the test dataset and the accuracy of

the fit was returned. Neural networks are stochastic in nature, therefore each time

they are retrained they have the potential to return different results. Therefore, in

order to evaluate the model, the network was re-trained 20 times and the accuracy
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recorded and summarised. The network was found to be successful into identifying

the waste oil classification with a 100 % accuracy every time. Table 5.3 shows the

probability values for a randomly selected test data, the certainty being often close

to 99%, which explains the perfect accuracy results. The computation times were

also in the order of seconds per evaluation on an Intel i5-8600K overclocked at 4.8

GHz. This shows great promise for the identification of waste oil through THz spec-

troscopy, as the resulting transmission spectrum shows sufficiently different features

that can be easily classified by a 1-D CNN. Still, larger and more varied training and

testing data is necessary in order to fully verify the reliability of the system in a

practical context.

Probability data belongs to

Class 1 Class 2

9.99950409e-01 4.96469329e-05

9.99973774e-01 2.62026588e-05

9.99961257e-01 3.87437794e-05

6.81794609e-06 9.99993205e-01

9.99921203e-01 7.87922618e-05

9.99988079e-01 1.18864755e-05

9.99991298e-01 8.67326798e-06

2.60719971e-05 9.99973893e-01

5.72572526e-06 9.99994278e-01

9.99997616e-01 2.40383429e-06

9.99949336e-01 5.07126715e-05

5.69226177e-05 9.99943018e-01

1.47010669e-05 9.99985337e-01

9.99949694e-01 5.03201009e-05

TABLE 5.3: Output layer probabilities sample

.
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5.5 Summary

THz TDS spectroscopy was evaluated for waste oil quality control. The transmission

spectrum of oil samples was used to train a 1-D CNN, which successfully performed

binary classification with 100 % accuracy. The technique showed great promise and

can be further developed through more training and testing data. Further work in-

cludes the extension of binary to multi-class classification. By introducing labeled

data - both the THz tranmission spectrum and an elemental /physical analysis of

the composition / properties of the oil samples, a more detailed prediction could

be evaluated. Classifications can include flash point, elemental contaminants, water

content and other properties of interest, as introduced in Table 5.2. This can poten-

tially reduce the need for an extensive laboratory setup to only one measurement

tool.
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Chapter 6

Conclusions

In the last two decades the field of THz science has experienced an exponential

growth, with advances that pushed it tentatively from the realm of academic re-

search into real-life applications. Progress in THz sources, detectors, auxillary com-

ponents and materials have achieved the introduction of new systems. By being

more compact, cheaper and with improved performance, these systems can be made

suitable for a large range of applications in security, biomedicine, quality control and

communications. Despite these developments, the THz field still has a long way to

go before it catches up with the rest of the electromagnetic spectrum, with its devices

and materials performing orders of magnitude worse than their microwave or opti-

cal counterparts. In this thesis a new design for the enhancement of THz resonant

metamaterials was proposed, as well as new measurement techniques and indus-

trial applications of THz spectroscopy and imaging.

Chapter 2 presented the measurement, fabrication and computational methods used

throughout the thesis. Durham University’s THz-VNA and THz-TDS systems were

introduced, as well as the microfabrication methods used for sample preparation. A

light-weight 1-D and 2-D FDTD engine was developed as a validation step for more

complex and computationally expensive FDTD simulations using Ansys Lumerical.

An analytical method for the calculation of the scattering parameters of stratified di-

electric media was also introduced, followed by a numerical method for the extrac-

tion of optical material parameters from transmission and reflection spectra. The

presented computational methods were compared through the analysis of a THz

Bragg reflector.
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Chapter 3 demonstrated the use of metamaterial structures on Si as optically ac-

tuated THz modulators. Sharp resonances above the fundamental frequency of

the metamaterial resonators were discovered and investigated. The phenomena

was found to be caused by photonic crystal resonant modes, excited through the

interaction between the metamaterial lattice and the substrate thickness. Tuning

these properties showed a larger than three-fold improvement in the metamate-

rial resonance. The newly designed metamaterials were microfabricated and tested,

showing good agreement with theoretical expectations. The fabricated metamateri-

als were tested as optically controlled THz modulators, achieving high modulation

depth and transmission, on par with other state of the art THz modulators. Mod-

ulation was achieved using a white light LED array, rather than a laser source. An

application of the metamaterials as optically actuated spatial modulators was also

demonstrated.

Chapter 4 introduced the development of a THz ellipsometer and several measure-

ment techniques for material characterisation based on it. The ellipsometer was

fully automated to take measurements at a sweep of incidence angles for the fre-

quency band between 0.75 - 1.1 THz with a high angular and spectral resolution.

The method was used for the extraction of optical parameters of a range of materials

- a high refractive index material, low refractive index material, high absorption ma-

terial, composite material and optically anisotropic material. The method was also

tested in an in situ measurement of the decreasing thickness of a Si wafer, etched in

KOH.

A THz grazing angle material characterisation technique was subsequently intro-

duced, which achieved sub-wavelength resolution for thickness measurements of

thin films. The method was used for the measurement of SU-8 layers, resulting in

nanometer resolution of layers tens of micrometers thick.

The ellipsometry system was then used to extract the photoelastic coefficients of Si at

THz frequencies, where little data is available in literature and values differ by two

orders of magnitude. The system was then extended to image the internal stresses

and strains of a Si wafer under mechanical stress. The results showed good agree-

ment with FEA numerical computations, demonstrating a wide range of possible

applications for the system.
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Chapter 5 investigated the use of THz-TDS for quality control of waste oils due for

re-refining. A large spectral difference was observed between accepted waste oils

and rejected waste oils in THz frequencies. A 1-D convolutional neural network

was developed to perform binary characterisation between accepted and rejected oil

spectra. Despite the small sample size, a 100% correct classification was achieved,

showing great promise for the application of THz spectroscopy for waste oil charac-

terisation.

Further Work

In Chapter 3, several tuning approaches of the metamaterial lattice to substrate thick-

ness were suggested - coupling the photonic crystal slab band gap to the metallic

resonators’ fundamental resonance, coupling the resonant modes to the same, or

making use of the excited resonant modes above the fundamental resonance. Out

of the three proposed mechanisms only the last one was tested in practice. Further

work can focus on implementing the other tuning mechanisms and comparing their

performance, as well as their dependence on the resonator structure design and ma-

terial properties of the substrate. Effects of substrate materials, where the thickness

can be more easily manipulated, such as spin-on polymers can be investigated.

Waste oil binary quality control using THz-TDS and a 1-D convolutional neural net-

work was demonstrated as a proof of concept. A larger data set needs to be collected

to further validate the applicability of the method to a wide range of waste chemical

compositions. A data set with labeled data, showing the elemental analysis of every

sample would provide a benchmark to test THz-TDS as a method of not only binary

quality control, but also chemical composition.
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Appendix A

Appendix

S1813 Photolithography Recipe for 2 µm Layer

1. Clean wafer - with solvents (Acetone followed by IPA), sonic bath, (Piranha

solution for Si wafers), dry with N2.

2. Spin coat photoresist - ramp to 500 rpm with acceleration 100 rpm/s and hold

for 5 s, spin at 1950 rpm.

3. Soft bake on hot plate 60s at 115◦C.

4. Expose with EVG620 for 90mJ/cm2 (soft contact).

5. Develop in MF319 for 60s

6. Hardbake for 90s at 90◦C.

SU-8 2000 Photolithography Recipe

1. Clean wafer - with solvents (Acetone followed by IPA), sonic bath, (Piranha

solution for Si wafers), dry with N2.

2. Spin coat photoresist - ramp up to 500 rpm with acceleration 100 rpm/s and

hold for 5 s, spin between 1500 and 3000 rpm depending on film thickness.

3. Edge bead removal - wait 1 min for edge beads to even out. Keep spinner hood

closed.

4. Soft bake on hot plate 6 min at 65◦C, then 30 min at 95◦C.

5. Expose with EVG620 450 mJ/cm2 (soft contact).
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6. Hard bake for 1 min at 65◦C and 6 min at 95◦C, allow to cool

7. Develop in EC solvent for 10 min or until clear. Dry with N2.

THz Modulator Review References

Data point Reference Data point Reference

1 [44] 22 [140]

2 [48] 23 [141]

3 [142] 24 [141]

4 [49] 25 [143]

5 [50] 26 [144]

6 [53] 27 [57]

7 [54] 28 [145]

8 [55] 29 [146]

9 [56] 30 [147]

10 [51] 31 [147]

11 [148] 32 [149]

12 [150] 33 [151]

13 [152] 34 [153]

14 [60] 35 [154]

15 [52] 36 [155]

16 [46] 37 [156]

17 [46] 38 [156]

18 [157] 39 [158]

19 [47] 40 [60]

20 [45] 41 [159]

21 [160] 42 [161]

43 [58]

TABLE A.1: Data points and their corresponding references according
to Figure 3.2
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Orthotropic Stiffness Matrix for Silicon



165.7 63.9 63.9 0 0 0

63.9 165.7 63.9 0 0 0

63.9 63.9 165.7 0 0 0

0 0 0 79.6 0 0

0 0 0 0 79.6 0

0 0 0 0 0 79.6


FIGURE A.1: Stiffness matrix of Si according to [119] in GPa
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FEA Strain Results

(A) εx

(B) εy

(C) εxy

FIGURE A.2: Calculated strain distributions for <100> Si wafer using
FEA
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FEA Stress results

(A) σx

(B) σy

(C) σxy

FIGURE A.3: Calculated stress distributions for <100> Si wafer using
FEA
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