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Continuum mechanics and implicit material point method to underpin
the modelling of drag anchors for cable risk assessment

Giuliano Pretti

Abstract

The last years have seen an extraordinary expansion of the wind offshore industry to-
wards new markets. With this development, wind farms are being pushed further off-
shore, leading to new challenges in maintaining their infrastructures. Data have revealed
that one of the assets most susceptible to risks are power cables transporting the electricity
generated offshore to the onshore transmission system. Whenever there is no alternat-
ive to shielding the cables, these are buried in the seabed to ward off the threat of drag
anchors. Understanding the embedment process of drag anchors deployed by ships for
mooring purposes is critical to determining the appropriate burial depth of cables. In
turn, this protection strategy must include the influence exerted by the seabed condi-
tions.

Historically, studies have focused on lab and field tests, whose results have been recently
called into question. The lack of an appropriate scientific tool to investigate the anchor-
cable interaction has recently fostered this process examination via numerical methods.
Among these, the Material Point Method (MPM) is well-placed to master large deforma-
tion mechanics without mesh distortion and retains all of the advantages of a Lagrangian
method. As a matter of fact, the MPM is the main object of investigation of this thesis,
whose ultimate goal is to:

1. include inertia forces in the context of finite strain elasto-plasticity for solid mater-
ials;

2. expand the above point to handle the presence of water in the porous seabed; and
3. model the friction between the anchor and the surrounding soil.

This work has dedicated particular attention to the compliance of the MPM discretised
algorithms with the underlying continuum formulation. In this sense, this work’s primary
contributions comprise:

• a conservation law consistent MPM algorithm for solid mechanics;
• a constitutive relationship for porous materials respectful of the solid mass conser-

vation; and
• a rigorous assessment of the frictional contact formulations available in the MPM

literature.
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Nomenclature

Throughout this work, the standards of notation in the computational mechanics com-
munity were adopted. In particular:

• non-bold quantities represent scalars;

• bold symbols indicate vectors, tensors or matrices;

Standard scalar, vectorial and tensorial operators (such as inner product (•) · (•), double
contraction (•) : (•), Euclidean norm ∥(•)∥, dyadic product (•) ⊗ (•), transposition (•)T

and inversion (•)−1) are not explained in this work. Their use should be clear to the reader
sufficiently familiar with this algebra. The use of upright (bold and non-bold) quantities
was introduced to specify quantities computed at the mesh level, e.g., AIJ ,A, or αIJ ,α.

The above notation has been used in conjunction with the index notation, which is preferred
where the former may have been unclear. Einstein index notation over repeated indices
is always implied unless otherwise stated, as in Sections 3.6.6 and 4.6.5. To make these
operators as unambiguous as possible, different classes of indices were adopted according
to these rules:

• lower case indices are referred to the Euclidean E dimensions of the space ndim,
i, j, h, · · · = 1 . . . ndim;

• sans serif font indices are referred to the mesh nodes, with number of nodes Nnds, so
that A,B,C, · · · = 1...Nnds;

• upper case indices are referred to themesh Degrees of Freedom (DoFs), i.e., I, J,H, · · · =
1 . . . ndim × Nnds. These mesh DoFs can be obtained by I = A × i. The use of one
notation over the other depends on the context. Sometimes, when different variables
are considered, mesh DoFs can also use upper case calligraphic font such as I,J .

A particular notation was necessary in Section 5.4.4. This consists in indicating (•) |ij the
entry correspondent to the i-th row and j-th column of the considered matrix (•).

Identifiers
h (•) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . finite-dimensional part of (•)
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(•)± . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . positive or negative element of a face
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(•)p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . plastic part of (•)

(•)(f) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (•) associated with fluid phase

(•)(k) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . value relating to the previous NR iteration
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(•)0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (•) associated with initial configuration

(•)n . . . . . . . . . . . . . . . . . . . . . . . . . . . (•) associated with previously-converged time-step

(•)ñ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (•) associated with mid-point configuration
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Scalars
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dp
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Chapter 1

Introduction

The energy industry ranks as a strategic asset in any government’s schedule that needs con-
tinuous planning and development. On top of these constant requirements, several other
factors are emerging. Among these new driving imperatives, Cerfontaine et al. [1] identi-
fied the growth of the population demanding more energy supplies and the need for decar-
bonisation to counter the climate emergency while decoupling the energy production from
geopolitical events. To meet these necessities, the UK government has set the ambitious
target of producing 50 GW by 2030 via the offshore wind industry, indicating an average
deployment rate of 4.5 GW per year from 2023 (see [2]).

In this particular sector, cables connecting the wind farm to the onshore grid have proven to
be a weak spot. Data (see [3, 4]) indicate that approximately 70−80% of all financial losses
and insurance claims are attributed to power cable failures. Warnock et al. [5] estimated
the rate of power cable failure to be 0.00299 failures/km/year based on alternate current
transmission connections of European wind farms. Spreading this value over the estimated
lifespan of an offshore wind farm (between 20 to 25 years), each kilometre of cable could
experience between ≈ 6% and ≈ 7.5% of failure probability. This datum should then be
compared with the 3, 834 km of marine cables in the UK (see [6]) or the nearly 40, 000 km
expected worldwide by 2030 (see [7]). All of these factors paint a rather worrying picture
for cable risk management.

Literature (see [8, 9]) agrees that the most common threat to subsea power cables is rep-
resented by fishing gear or drag anchors (illustrated in Figure 1.1) deployed by ships. The
common procedure to minimise this risk consists in avoiding this possibility in the first place,
i.e., rerouting these facilities away from areas of high marine traffic or designated anchor-
age. However, when this practice is not applicable, cable burial is required, so the soil acts
as a primary protection from the striking of the anchors or fishing gears†.

Standard common practices in the industry developed in the 1980s stipulated a standard
burial depth of 0.6 m (see Allan [11]). The Burial Protection Index (BPI) methodology
(see Mole et al. [12]) was the first to introduce a differentiation between different soil

†Carter et al. [8] considers the damage caused by fishing gear highly unlikely if cables are buried more than 60
cm. Since anchors can penetrate deeper into the soil (see Section 1.1.2), it can be concluded that anchors striking
represents the worst case scenario for the safety of cables.

1
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(a) Illustration of the progressive embedment process.

(b) Illustration of the main components and of some key parameters of a drag anchor.
Figure reproduced from Pretti et al. [10].

Figure 1.1: Anchor embedment process (top rows) and a couple of anchor typologies with relative
nomeclature (bottom row).

conditions. The standard procedure employed nowadays is the Cable Burial Risk Assessment
(CBRA) by the Carbon Trust [13]. This method is designed as a probabilistic approach
to define an optimum burial depth while balancing the installation costs. Pivotal in the
information process of such a method is the penetration depth of drag anchors in different
seabed conditions and for different anchor typologies and weights. It can be understood
that estimating the penetration depth of anchors is vital to selecting the appropriate burial
depth of power cables. So far, the burial depth considered by the CBRA has been informed
by anchor field trials run in the 1980s [14]. However, doubts concerning these tests have
arisen in various directions about the representativeness and, thus, the validity of these
tests. On one hand, more recent publications (see [13, 15, 16]) have raised a general
concern about the soundness and consistency of those guidelines, questioning their over-
conservatism regarding the suggested burial depth. On the other hand, the above-discussed
percentage of failure per kilometre suggests that the burial depth could be insufficient in
other situations. Overall, a rather uncertain picture emerges from the lack of unambiguous
and sufficiently reliable indications. This is confirmed by the words of Zheng et al. [17] in
a recent work:

‘‘At present, there is no unified standard for the determination of

burial depth of submarine cables, which is only based on operation

experience or general definition.’’

The following sections are intended to illustrate and discuss how, besides the above-mentioned

2
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tests, the kinematics of the embedment process have been studied in the literature, distin-
guishing between analytical and numerical methods∗. However, the work cited below will
confirm how the literature is scant on extensive parametric studies to inform the depth of
penetration required for the CBRA procedure.

1.1 Review of the methods employed in the study of drag anchor
kinematics

The following Sections 1.1.1 and 1.1.2 heavily drawn on Pretti et al. [10].

1.1.1 Analytical methods

From a historical perspective, analytical methods have been the most investigated tool so
far, primarily due to the possibility of developing them via calculations by hand. Four main
approaches can be tracked back from the literature: limit equilibrium methods, yield en-
velope formulations, limit analysis approaches and kinematic enforcement methods.

The limit equilibrium method [18–25] describes the soil surrounding the anchorage under
failure conditions. The resisting mechanisms offered by the soil in different directions are
considered as separate ultimate resistances. However, these bearing capacity factors in
different directions are problematic to estimate a priori, as they depend on the geometry of
the anchor which, in turn, affects its unknown trajectory.

The yield envelope formulations [26–29] are based on plasticity concepts, where a com-
bination of forces acting on the anchor and leading to soil failure must be determined.
The locus determined by this combination of forces is called the yield envelope. Given this
surface, the anchor motion can be evaluated using concepts inherited from continuum plas-
ticity, such as the associated flow rule (giving the direction of the anchor movement) and
the orthogonality condition (providing the magnitude of this displacement). However, the
coefficients coupling the combination of forces in the locus surface must be determined via
several numerical analyses, which are tailored to the specific case under consideration (i.e.,
soil resistance and anchor geometry). This is also why this method is difficult to generalise
to pressure-independent soils, as considering this factor varying with depth would make
the number of numerical analyses even larger.

The workgroup formed by Aubery, Kim and Murff established an implementable tool to pre-
dict anchor kinematics valid for clays (see [30–34]). Based on the limit analysis method,
the internal and external powers generated by the motion of the anchor is calculated. The
internal power is computed considering anchor rigid rotations about an unknown centre.
This power must be equal to the external power supplied by the traction at the shackle
(provided by the installation line), which varies depending on the angle between the direc-
tion of this traction and the horizontal line (θah in Figure 1.1(b)). The graphical intersection

∗Field and lab tests are not included in this work, whose main focus concerns computational techniques.
However, the reader interested in a review of these tests is referred to Pretti et al. [10].

3



1.1.2. Numerical modelling of drag anchor kinematics

of these two powers (internal and external) selects the value of θah compatible with both.
This angle value can be related to the centre of rotation of the anchor which, in turn, de-
scribes an incremental displacement. This method is particularly effective for anchors with
a bulky shank. In addition, the reason why this technique can be applied only to clays is
that the limit loads for this soil can (in some circumstances) be independent of depth.

In the case of the kinematic enforcement method proposed by Liu et al. [35], the motion of
the anchor is chosen a priori to be a cycloid, i.e., a curve traced by a point on the circumfer-
ence of a circle whose centre is moving at a constant speed along a straight line. This model
can be applied to both sand and clay soils. However, this model strongly depends on two
other parameters (θah illustrated in Figure 1.1(b) and the final burial depth of the anchor),
which can be calculated only via other analytical or numerical methods.

As can be guessed by the description of the analytical methods, their simplicity constitute,
at the same time, their strength and weakness; these methods can be applied only to specific
cases and, in some instances, they rely on data (mainly from numerical analyses) to work
correctly. Therefore, in recent years, more attention has been paid to numerical methods to
model drag anchor embedment process. These are addressed in the following section.

1.1.2 Numerical modelling of drag anchor kinematics

The relatively recent (2010) inclusion of the Coupled Eulerian-Lagrangian (CEL) method∗

in the commercial software Abaqus (see [36]) has enabled the modelling of a solid under
considerable deformations in just a few clicks, thus permitting the exploration of anchor
trajectory.

To the author’s best knowledge, Liu and Zhao’s work [37] played a significant role as a
forerunner in the study of this topic. These authors considered the whole chain-anchor
system, modelled as rigid bodies. In particular, cylindrical rigid bodies allowing for relative
rotation among them represented the chain segments, while rectangular or wedge-shape
forms modelled anchors with a fixed fluke. Liu and Zhao’s simulation considered a linear
elastic-perfectly plastic (von Mises) material in the small strain regime for the soil, with a
Poisson’s ratio close to 0.5 to approximate the undrained conditions. The interface between
the rigid bodies and the surrounding soil was governed by Coulomb’s friction law. These
studies investigated the role of the prescribed velocity (applied at the free end of the chain)
on the penetration depth, highlighting that faster speeds affect only the initial phases of the
anchor embedment, not its final penetration depth.

Grabe et al. [38], Osthoff et al. [39] and Grabe and Heins [40] expanded the field of in-
vestigation, considering a vast range of partially drained simulations in sands (from very
loose to dense sands, in particular) coupled with an anchor with a moving fluke (model
AC14). As for Liu and Zhao [37], this work modelled the chain and the anchor as rigid
bodies, while the sand was modelled with a hypoplastic material capable of representing
different features, such as nonlinear and inelastic behaviour, dilatancy, or dependence of

∗A qualitative description of the CEL method and other numerical tools is provided in Section 1.1.3.
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the stiffness parameters on pressure and void ratio. These analyses [38–40] found that the
drained conditions correspond to the most profound anchor embedment scenario, while, in
the case of undrained conditions, it could also be possible that the anchor cannot penetrate
the soil. Sand density level plays a part too, with a deeper embedment found in the case of
loose sands. These numerical analyses also emphasised the role played by the presence of
the cable in the embedment process, revealing three scenarios: the anchor drags the cable
if this is buried superficially (≈ 0.3 m); an indirect contact in the form of stresses applied on
the cable is found if its burial depth is intermediate (≈ 0.5 m); and no interaction between
the cable and the anchor kinematics takes place if the burial depth of the former is consid-
erable (≈ 1.5 m). The results obtained by these authors were also confirmed by real-scale
tests (see [41]), attesting the considerable achievement of their numerical setup.

A setup very similar (in terms of geometry and analyses) to those proposed in [38–40] was
considered by Grabe and Wu [42] to model the penetration of the AC 14 anchor (see [43])
in clay. To properly represent this kind of soil, a visco-hypoplastic model was adopted, and
undrained conditions were considered. A periodic penetration process is observed in these
numerical analyses, with the anchor embedding and resurfacing at regular intervals. These
results agree with observed behaviour of ship anchors in very soft clay (see [43]). The sizes
and the weights of the AC 14 anchors varied from 12, 500 t to 50, 000 t, and a full penetration
(slightly more than 2 m depth) could be appreciated only in the case of the heaviest anchor.
Further analyses were performed by varying the dragging speed from a minimum of 0.5 m
s−1 to a maximum of 2 m s −1. Results showed that no penetration occurs when the speed
exceeds 1.25 m s−1, regardless of the soil strength (this spans from 5 kPa to 20 kPa).

As it emerges from the above literature, all the listed publications employed the CEL method
implemented in Abaqus [36]. While using this software satisfies a pragmatic approach,
it can provide the user only with a certain degree of flexibility. Hence, to deliver these
studies by choosing the techniques selected by the analyst’s best awareness, the appropriate
numerical tool must be wisely chosen and developed accordingly. The following section
details the numerical models that might be employed when dealing with soils undergoing
large deformations (as the installation process suggests; see Figure 1.1(a)), assessing their
strengths and weaknesses.

1.1.3 A survey on available numerical techniques

No numerical study can disregard that the Finite Element Method (FEM) is the foremost
method when approaches based on the hypothesis of continuum material are considered.
However, the embedment process of the anchor comes with considerable deformations of
the surrounding soil. Since FEMs are based on the persistent presence of a unique grid, this
mesh can be significantly distorted when deformations and rotations (such as the one im-
pressed by the anchor) might occur. This distortion can invalidate the results, thus making
this technique unsuitable for studying anchor kinematics.

As the limitation of FEMs for this particular purpose comes from the mesh distortion, it
seems natural to substitute the mesh when distorted (i.e., remeshing) and, therefore, move
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the historical variables from the old to the new position (i.e., remapping). This core idea led
to Arbitrary Lagrangian-Eulerian (ALE) methods, whose name comes from the similarity
between the remeshing process and the convection in Eulerian analysis involving material
flow. Augarde et al. [44] classify the remeshing methods into two main strategies, i.e., those
preserving mesh connectivity (nodes are rearranged to mitigate mesh distortion) and those
that introduce the entire mesh anew. As for the remapping techniques, Mota et al. [45] dis-
tinguish between stress recovery techniques (based on a multi-field variational principle)
and mapping of internal variables from one mesh to another (via differently designed trans-
fer operators). As testified by the proliferation of techniques in both the remeshing and
remapping algorithms (see Augarde et al. [44] and references therein), there is no con-
sensus on which method is the best, but the analyst must determine the adequate technique
according to the circumstances.

As evidenced by the publications reported in Section 1.1.2, the CEL method constitutes a
valid alternative to the ALE techniques. While the roots of the CEL method can be found
in the 1960s (see [46]), its popularity has increased since its implementation in commer-
cial codes (Abaqus [36] as previously mentioned, but also LS-DYNA [47]). This method
stipulates that two domains are considered, and their description takes place according to
different methodologies. A domain representing a softer material is described following an
Eulerian approach, while a second domain, modelling a stiffer (or rigid) material, is tracked
by the use of a Lagrangian description∗. The interaction between these two domains occurs
via a contact formulation, sometimes considering friction between them. The presence of an
Eulerian description increases the computational costs since the convected terms appearing
in the material derivatives must be considered.

Smoothed Particle Hydrodynamics (SPH) is the oldest mesh-less technique and bases the
discretisation of the strong form of continuum equations only on particles, thus requiring
specific search algorithms to locate the nearest neighbours for a given particle. In SPH,
required material properties are spread over the spacing distance between the particles
(called the smoothing length, hence the method’s name). While attractive for problems
in astrophysics (see, for instance, [48]) and for applications with large deformations (see,
e.g., [49]), applying boundary conditions in the SPH is particularly troublesome, as doc-
umented in Soga et al. [50] and Augarde et al. [44]. Moreover, the commonly adopted
point-wise integration can cause instabilities due to under-integration issues.

Other meshless techniques are represented by the Element-Free Galerkin (EFG) and the
Meshless Local Petrov Galerkin (MLPG) methods, where nodes (with no elements connect-
ing them) constitute the only discretisation available. Contrary to the SPH, these methods
are based on the weak form of the continuum equations. However, while the EFG method
does not qualify entirely as a mesh-free technique, the MLPG does. The main reason lies in
the necessity of integration points for solving the global weak form in the case of the EFG
method. In contrast, the MLPG, as the name suggests, solves the local Petrov Galerkin weak
form, thus not requiring elements or meshes for interpolation or integration purposes. As
claimed by several sources (see Soga et al. [50] and Augarde et al. [44], for instance), the

∗Definitions of Lagrangian and Eulerian descriptions are given in Chapter 4.
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computational costs, especially for small to medium problems, provide a critical barrier in
the proliferation of these methods.

Beyond continuous methods, O’Sullivan [51] sustains that the Discrete Element Method
(DEM) represents the most popular discontinuum-based approach. The versatility of the
DEM is also testified by its adoption in extremely different contexts, such as geotechnical
applications [52], masonry structure [53], up to human traffic flow for evacuations [54].
Since the force acting on a single particle is computed by the interaction exerted by the
particles coming into contact with it, contact detection algorithms play a crucial role in the
DEM. While the vast literature has recognised the potential of the DEM, its high computa-
tional costs, especially for field scale simulations, indicate that continuum-based approaches
are preferable (see, for instance, Augarde et al. [44] and Coetzee et al. [55]).

Last but not least, the Material Point Method (MPM) (see [56, 57]) must be included among
the methods based on the continuum hypothesis. The MPM is entirely based on a Lag-
rangian description of the material, represented by a cloud of points (Material Points (MPs))
and assisted by a computational grid, which is disposed of and renewed at every time-step.
This method discretises the weak forms of equations and proved to be very successful when
modelling solids undergoing extreme deformations and rotations. Since the MPM is the nu-
merical tool adopted in this work, its details are given later, with an overview on the method
presented in Chapter 2. However, a brief comparison of this method with the above-listed
techniques must be given at this stage to, if not motivate, at least present the strengths that
justify its adoption. The MPM does not suffer from the mesh distortion happening in FEM
simulations with extreme deformations and, unlike the ALE method, presents a consistent
algorithm to generate and dispose of a simple (not body-fitted) mesh at every time-step.
At the same time, the MPM can use all the constitutive relationships mainly developed for
a FEM framework. If the implicit version of the MPM is considered, its similarity with the
FEM have been well-expressed by Guilkey and Weiss [58], where the MPM is described as

‘‘... a finite element method where the integration points (material

points) are allowed to move independently of the mesh.’’

Using a computational grid in the MPM resolves the problem of the nearest particle search
(contrary to the SPH method and the other mesh-less techniques mentioned above), and
contact detection (contrary to the DEM). Moreover, the grid in the MPM moves with the
MPs in the time-step, so that the considered primary equations can be set in a Lagrangian de-
scription, differently from the CEL method. In some specific cases (described and discussed
in multiple sections of this work), the MPM can apply Dirichlet Boundary Conditions (BCs)
on the mesh without reconstructing it,which makes it more convenient than, for instance,
SPH. The main drawbacks of the MPM are introduced and discussed in detail later in this
work, when the narrative demands it.
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1.2 Outline and novelties of this work

1.2.1 Thesis outline

The previous section has established the suitability of the MPM for modelling drag anchor
kinematics during the embedment process. As such, the MPM constitutes the main object of
investigation of this manuscript. Having stipulated these driving factors, it is now possible
to introduce an outline of this work. This thesis consists of the following chapters, which
can be divided based on their content into three main sections:

• the first of these sections constitutes the introduction for the later parts, in particular:
Chapter 1 has provided the rationale and necessity that support this investigation (i.e.,
the modelling of drag anchor kinematics), comparing the analytical and numerical
tools that are already available in the literature or might be suitable for this purpose.
In particular, it was found that the MPM might be the right numerical method to
describe anchor kinematics while retaining significant similarities with the FEM (in
particular, constitutive models for soils could be straightforwardly reused in the MPM
framework).
As such, Chapter 2 focuses on this numerical method. This chapter provides an over-
view of the method and its algorithm, while offering the different options available in
the MPM literature;

• the second section deals with modelling the principal phenomena which can be signi-
ficant in the anchor embedment process in the seabed. All of the following chapters
present the investigation of the continuum-based formulations of these phenomena
from the principles of classical mechanics. These continuumprinciples are subsequently
discretised in the MPM algorithms, which, as far as possible, are desired to inherit the
properties of their continuum formulations. Numerical examples provide the basis
for discussing the developed algorithms, highlighting the difference between those
already available in the literature and those proposed here.
Chapter 3 details the dynamics of a solid material undergoing large elasto-plastic
strains and rotations.
Chapter 4 extends the dynamics of a continuum body (in the conditions described in
Chapter 3) to the case of porous materials. These materials are characterised by the
presence of an interstitial fluid whose pressure plays a significant role in the mechan-
ical behaviour of the comprehensive macroscopic material.
Chapter 5 describes the mechanics of frictional contact. Different methods available
in the literature for the FEM and the MPM are unified in a single framework and
assessed thoroughly.
It should be understood that Chapter 3 is preliminary for Chapter 4. This latter aims to
describe the mechanical behaviour of the seabed, covering all the drainage conditions
available. Chapter 5 deals with the friction between the anchor’s surfaces and the
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surrounding soil. Since the embedment process is a relatively low-frequency problem,
this motivates the adoption of the implicit version of the MPM for all of these chapters,
while favouring longer time-steps; and

• the last section (which consists only of Chapter 6) presents the conclusions relative
to the work developed in the previous chapters and provides a few recommendations
on the possible directions for future work.

The appendices at the end of this work provide some details on tensor algebra and report
cumbersome calculations that might decrease the text readability.

1.2.2 Thesis novelties and relative publications

The parallel study of continuum mechanics formulations and their resulting application to
MPM algorithms has brought to light how discrepancies can arise between these two parts.
In particular, it emerged that the MPM algorithms might not respect all of the continuum
equations not expressly discretised. While still maintaining the study and development
of the physical phenomena necessary to describe the anchor kinematics as a background
objective, this work set the primary goal of designing MPM algorithms inheriting the desired
properties from the continuous equations of mechanics. These two purposes drove most of
the novelties of the current manuscript:

• the literature review of drag anchors and their study is partially contained in Chapter 1
and its extended version has been presented in Pretti et al. [10];

• Chapter 3 describes the first Updated Lagrangian (UL) implicit MPM algorithm for the
dynamics of solid materials devised to comply with the conservation of momenta and
Clausius-Duhem inequality. The design of this algorithm allowed the assessment of
Particle In Cell (PIC) and FLuid Implicit Particle (FLIP) mapping techniques. In turn,
this evaluation led to a rigorous analysis which clarifies the dissipative or conserving
nature of these mappings. An approximated Courant-Friedrichs-Lewy (CFL) condition
accounting for the spatial variability in MPM analyses was introduced to guide implicit
dynamic simulations. This chapter and Pretti et al. [59] share these novelties;

• Chapter 4 introduces a free energy function for porous material describing the effect-
ive stress-strain constitutive relationship conserving the solid mass constituent. The
introduction of this free energy function serves the above-explained purpose of design-
ing MPM discrete algorithms sufficiently informed by their continuum physics. How-
ever, this free energy function could be directly included in FEM formulations. The
development of this energy function is outlined also in Pretti et al. [60]. Other second-
ary novelties of this chapter concern u−p(f) formulations. For these algorithms, some
clarifications on whether or not mapping the pressure field are qualitatively discussed.
The need for boundary stabilisations is also introduced adapting a technique from the
cut-FEM community. Similar findings of interest to the MPM community regards the
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Polynomial Pressure Projection (PPP) stabilisation, where it is emphasised that this
method might be ineffective for the type of considered equations; and

• Chapter 5 unifies some of the different algorithms available in the MPM and the FEM
in a unique framework. In particular, sources of dissipation (when present) for these
algorithms are made clear. As for some of the above novelties, these clarifications
could be particularly effective for the part of the MPM community more dedicated to
code development.

Chapter summary

This chapter has detailed why drag anchors are a matter of interest for cables protection in
the offshore wind industry, showing that no standard practice exists on cable burial depth.
A summary of the analytical and numerical methods used in the literature to investigate drag
anchors has been given. Other possible numerical techniques available for simulating a material
undergoing extreme distortions and deformations have been briefly discussed. This analysis
has shown that the MPM is well-placed to investigate the drag anchor embedment process. As
the MPM constitute the main object of investigation of this work, an outline and the original
contributions of the thesis have been described.
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Chapter 2

Overview of the Material Point
Method (MPM)

The MPM was first conceived and published by Sulsky et al. [1, 2]. It originates from an
extension of FLuid Implicit Particle (FLIP) [3, 4], which, in turn, is a variation of Particle In
Cell (PIC) [5–8]. While PIC and FLIP† methods were successfully applied to fluids (see, for
instance, [3–8]) and plasma (see, e.g., [9–11]) simulations, MPM’s main application today
is to solid mechanics.

The scope of this chapter is to provide an overview of theMPMunder different points of view.
The different kinds of MPM formulations are briefly introduced, explaining the advantages
and disadvantages of these techniques. This subject is specifically addressed in Section 2.1.
Regardless of the differences these techniques might present, tracing an essential structure
of the MPM algorithm is possible. The different steps of the algorithm are discussed in
Section 2.2 from a general point of view (i.e., without going into the mathematical details).
Provided the main algorithm, it is more straightforward to understand the MPM’s main
strengths and challenges ahead. These are listed and motivated in Section 2.3.

Reproducing the vast literature regarding the MPM is a significant challenge beyond this
work’s scope. The publications considered in this chapter and the rest of this work are
cited when considered helpful for explaining or directing the reader to further studies.
However, recent publications of long articles (see Jiang et al. [12], de Vaucorbeil et al. [13]
and Sołowski et al. [14]) and books (see Fern et al. [15] Nguyen et al. [16]) practically
cover the published literature on the MPM so far.

2.1 MPM formulations

The original MPM (see [1, 2]) uses linear polynomial shape functions and assumes that
Material Points (MPs) have no domain length, resulting in a rather robust method. How-

†When mentioned in a general context, PIC and FLIP are employed as a synecdoche, i.e., they indicate the
whole numerical method. However, when these terms are used in the context of mapping procedures (see Sec-
tion 3.6.6), they are related to specific formulae which operate the mapping of required information from the grid
nodes to the particles.
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ever, as transitions between adjacent elements are governed by non-smooth functions, gradi-
ents of shape functions abruptly change signs, causing the so-called cell-crossing instabil-
ity and particularly affecting the stress response. The Generalised Interpolation Material
Point Method (GIMPM)(see [17]) presents an improvement of the algorithm in this re-
spect. Introducing a finite domain length and performing a convolution integral to com-
pute the shape functions permits quadratic polynomials in the transition zones between
adjacent elements, thus smoothening the gradients. The assumption of a domain of finite
length questions how to update it during the analysis. The unchanged Generalised Inter-
polation Material Point Method (uGIMPM) stipulates that no update of the characteristic
function should occur, while contiguous particle Generalised Interpolation Material Point
Method (cpGIMPM) describes the evolution of this function as a rectangle or a cuboid. The
uGIMPM has proved (see [36]) to be prone to the issue of domain overlapping or separa-
tion as the analysis proceeds, even under mono-dimensional loading. While free from this
problem when the simulation is aligned to the axes, cpGIMPM cannot cope with the mater-
ial rotating (see [36]). This last issue and the representation of the curved geometry with
smooth edges is solved by the Convected Particle Domain Interpolation (CPDI) (see [28]),
where MP domains can deform as parallelograms. This result is achieved by assuming basis
functions based on a linear approximation between the standard linear polynomial shape
function values at each corner. Despite this procedure and its consequential improvement,
CPDI volumes are still susceptible to creating gaps or overlaps. The Second-order Convected
Particle Domain Interpolation (CPDI2) resolves this issue by tracking the corners of MP do-
mains, thus allowing the deformation into any quadrilateral shape. However, neither CPDI
nor CPDI2 achieves second-order convergence (see Sołowski et al. [14]). This constraint
fostered the use of higher-order shape functions. While the GIMPM increases the degree of
the shape function locally to mitigate cell-crossing instability, B-splines functions achieve
the same result by increasing the degree over the whole domain. However, only structured
rectangular grids can be used if B-splines are considered. Regardless, the string of pub-
lications (see, for instance, [18–22]) in this area suggests that using B-splines for MPM
is still a prolific field of investigation. The use of Powell-Sabin splines as basis functions
overcomes this constraint (see [23]), thus allowing for the use of unstructured grids. An-
other approach designed to reduce the cell-crossing instability is the Dual Domain Material
Point (DDMP) [24], which retains linear polynomial shape functions while modifying their
gradient to guarantee continuity at the interface between adjacent elements. Despite this
advantage, research (see [25]) has found that the DDMP requires more MPs to produce
accurate results than other MPM formulations.

While the different types of MPM present benefits or weaknesses depending on the specific
situation, this work considers only the original MPM and the GIMPM shape functions (see
details in Sections 3.6.2 and 4.6.2).
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2.2. MPM core algorithm

2.2 MPM core algorithm

The workflow of an MPM algorithm is represented in Figure 2.1. Based on this figure, it can
be seen how substeps on its Left-Hand Side (LHS) involve mainly the MPs, while substeps
on the Right-Hand Side (RHS) are primarily related to the presence of a mesh (or grid).
Substeps in the middle represent the interchange between the MPs and the grid. These
two sets (mesh and MPs) represent the essential items upon which the MPM algorithm is
structured. Broadly speaking, the MPs guarantee the simulation’s continuity, while the mesh
is used for calculation purposes. Depending on the ontology, the MPs and the grid can be
seen as two different communicating discretisations or as a unique one in which the two
groups play different roles∗. Regardless of this dispute, the strength of the MPM lies in the
presence and non-trivial communication between these two groups (MPs and grid).

Back to Figure 2.1, it can be seen that the salient points of an MPM algorithm are as follows:

• Introduction of the initial MPs setup;

• (A) Introduction of the computational grid;

• (B) Point-to-grid (P2G) mapping;

• (C) Primary equation assembling;

• (D) Determining the solution;

• (E) Grid-to-point (G2P) mapping;

• (F) Grid discharge;

• Production of post-processing data.

The substeps denoted by a letter in the above list (A) − (F) are required to complete an
MPM (time-)step. The initial setup is given once for a simulation, while the production of
post-processing data is not mandatory but useful to visualise and compare the results.

The subsections 2.2.1-2.2.8 of this chapter follow exactly the list above and Figure 2.1.

2.2.1 Initial MPs setup introduction

The starting point is the initial setup, which involves the initialisation of a cloud of MPs,
representing the initial geometry of the considered body. Computational quantities and
historical variables (such as stress, mass, elastic moduli, etc.) are initialised on the MPs that
will carry these kinds of information, appropriately updated, throughout the simulation.
Initial conditions on primary variables (such as displacements or velocities) can be specified

∗This work adopts the two discretisations terminology, emphasising that discrete representations of the (Euc-
lidean) space and the considered fields exist based on the MPs and the grid. However, the author acknowledges
that this nomenclature is not shared by the entire community (see, for instance, Coombs and Augarde [26].).
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MPs-based Grid-based

New step

A

B

C

D

E

F

Implicit/Explicit solver

New iteration

Time-step loop

Initial setup

Post-processing

Figure 2.1: Illustration of an MPM algorithm. The initial setup is fed into the time-step loop, which is
run until the simulation is complete at time T . On the left-hand side, there are the substeps involving
the MPs, while, on the right-hand side, the substeps using (mainly) the grid-based calculations. A
single time-step loop comprises several substeps: (A) immersion of the MPs into the computational
grid, (B) P2G information mapping, (C) equilibrium equations formulation at the grid nodes, (D)
primary equations solution, (E) G2P mapping and (F) MPs update and distorted grid disposal. (C)
and (D) can be run multiple times in the case of an implicit solver. At the end of every time-step after
(F), the required data are saved for post-processing purposes. Figure modified from Pretti et al. [27].

indiscriminately on the grid (yet to be introduced) or on the MPs. This indifference is due
to substep (B) (see Section 2.2.3), which entails mapping this information from the MPs to
the grid.

As previously mentioned, a critical input in any MPM algorithm is the domain characteristic
length of the MPs, which differentiates the original MPM from the GIMPM (first proposed
by Bardenhagen and Kober [17])∗. In the former case, this length is condensed into a point
(null in terms of width but representing a non-zero scalar value), whereas the characteristic
domain is a length in all respects in the GIMPM. A few details on this difference and its
consequences are given in Section 3.6.2. Since the continuum quantities are sampled at the

∗This work does not consider other formulations than the original MPM or the GIMPM. For the Convected
Particle Domain Interpolation (CPDI) or Dual DomainMPM (DDMPM) the reader is referred to their original papers
(Sadeghirad et al. [28, 29] and Zhang et al. [24]). Other MPM variants, such as the Moving Least Squares (MLS)
MPM [30] or the B-splinesMPM [31] are occasionally mentioned in this work, but their treatment is not developed.
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2.2.2. (A) Introduction of the computational grid

MPs’ locations and averaged over the characteristic domains, the MP-based discretisation
introduces an initial error.

The length of the simulation and its (initial) segmentation must also be specified. Ad-
aptations of the time-step length are possible (see, in the MPM literature, [27, 32, 33],
among others). Discussions on time discretisations are included in Sections 3.6.2.2, 4.6.2.2
and 5.3.2 of this work.

2.2.2 (A) Introduction of the computational grid

At the beginning of each time-step, the MP-based discretisation is immersed into a com-
putational grid. This work adopts a regular Cartesian mesh, but this choice is arbitrary, as
indicated by the use of different grids in other works. Among these, de Koster et al. [23] and
Wang et al. [34] proposed grids based on simplex elements, while Gao et al. [35] presented
a Cartesian mesh adaptive algorithm to coarsen or refine the mesh in specific locations.

The superposition of the grid onto the cloud of MPs gives rise to a convolution integral
between the grid-defined function (satisfying the partition of unity property as well) and the
characteristic function. The result of this integral defines the basis and the shape functions
discretising the primary field variables and the geometry of the body. These shape functions
inherit the partition of unity property from their original grid and characteristic functions.
With the original MPM, this convolution integral leaves the grid functions unchanged. On
the other hand, in the case of the GIMPM, a smoothening and an increase in the stencil of
the grid-based functions is obtained. Accordingly, the Degrees of Freedom (DoFs) relative
to a single MP are those of the element in which the MP is situated for the original MPM.
The GIMPM stipulates that more DoFs may be active if the MP considered is close enough
to the edge of the element, such that its domain interacts with multiple elements. Given the
shape functions, their spatial derivatives are accordingly computed for each active node.

Grid introduction and relative assumptions are explored in Sections 3.6.2.1, 4.6.2.1 and 5.3.1
of this work.

2.2.3 (B) Point-to-grid (P2G) mapping

Having introduced the calculation grid, it is (sometimes) necessary to initialise the mesh to
reproduce specific characteristics inherited from the MP-based discretisation. This transfer
might be necessary since the equations are solved in incremental form and, as the grid is
newly introduced, it might not be representative of what happened in the previous time-
steps.

A first distinction regarding the mapping of information from MPs to the grid is the inform-
ation itself that is required. The choice is not unique and depends on the type of problem
under consideration, and the characteristics to be preserved during transfer. For example,
if a quasi-static formulation of a solid material is considered, there is no need to map any
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kind of information between the MPs and the grid at the beginning of each calculation step
(see, for instance, Coombs and Augarde [26]).

Second, when required, the P2G mapping must be performed according to some specific
criteria∗, as the algorithm is desired to have some properties so that certain conservation
features are guaranteed among different time-steps.

From a computational perspective, the P2G mapping is usually performed by looping over
the MPs using the shape functions† to map the considered quantities from the MPs to the
grid nodes.

This work rigorously assesses the mapping for a solid body in dynamic conditions in Sec-
tion 3.6.6.1. Some less stringent considerations are introduced for a porous material in
dynamic conditions in Section 4.6.5.1.

2.2.4 (C) Primary equation assembling

Having introduced both fundamental elements for an MPM algorithm (i.e., the MPs in Sec-
tion 2.2.1 and the grid in 2.2.2) and appropriately initialised the mesh for the beginning of
each time-step (Section 2.2.3), it is possible to evaluate the primary equations under con-
sideration. The standard MPM formulation stipulates that these equations and their relative
unknowns are assembled at the grid nodes, while the MPs act as integration points‡.

2.2.5 (D) Determining the solution

Given the equations, the nodal solution to these must consequently be found. Depending
on the chosen solver (explicit versus implicit), the assembling process, substep (C), and the
solution determination, substep (D), can be repeated once (explicit solver) or multiple times
(implicit solver).

In the explicit case, the solution at the current time-step can be directly found by solving
the assembled equations for the primary unknowns. This straightforward solution has his-
torically favoured a matrix-free implementation of the explicit MPM. Depending on when
the constitutive relationships at the MP-level are updated compared to the resolution of the
primary equations, a distinction is made among the methods Update Stress Last (which, in
the literature, goes under the acronym USL, see, for instance, [1]), Modified Update Stress
Last (MUSL, see, for instance, [2]) and Update Stress First (USF, see, for instance, [37]).
While attractive for some applications (see a comparison between explicit and implicit MPM

∗Any quantity can always be naively mapped from the MPs’ locations to the grid nodes and back. However,
this approach introduces a diffusion that artificially dumps the simulation and scatters the mapped data unless
adequately addressed (see, in this regard, the discussion in Brackbill et al. [4]).

†Most of the mappings provided in the literature use only shape functions to map quantities from MPs to the
grid. An isolated case is the work of Wallstedt and Guilkey [36], where the derivatives of form functions are also
used for P2G mapping. However, this aspect is not addressed further in this thesis.

‡The original MPM [1, 2] formulation proposed the use of the MPs as integration points. However, a few
variants exist (see, for instance, Sulsky and Gong [30] or Gan et al. [21]) where MPs are used to store historical
variables from which the considered integration points draw.
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formulations in Sołowski et al. [14]), this work does not consider explicit MPM formulations.
The reader can refer to Buzzi et al.’s work [38] comparing the above-mentioned explicit im-
plementations available in the MPM.

In the implicit case, i.e., when implicit solvers are considered, the solution is iteratively
found, and iterations are stopped when a specific arrest criterion is met. Both matrix-free
(see Sulsky and Kaul [39]) and matrix-storing (see, for instance, Guilkey and Weiss [40])
variations have been tried for the implicit version of the MPM. Consistent linearisations are
provided in Sections 3.6.4, 4.6.3, 5.4.1, and Appendix B for the primary equations under
considerations. A linearisation of a specific non-linear stress-strain relationship is provided
by Appendix C.

2.2.6 (E) Grid-to-point (G2P) mapping

Having obtained the nodal solution to the primary equations, this information must be
transferred to the MPs before the grid is discharged. Contrary to the P2G mapping, this
G2P mapping is always necessary since MPs are responsible for providing continuity across
the different time-steps in a simulation. If this G2P mapping did not take place, the nodal
solution obtained at the current time-step would be irretrievably lost. In the literature, it
has been often pointed out that the number of MPs is usually higher than that of grid nodes,
implying that the P2G mapping constitutes the bottleneck (or filter) in the simulation (see
Burgess et al. [41], Wallstedt and Guilkey [36] and Hammerquist and Nairn [42]). However,
the G2P mapping, while representing the same challenges in terms of properties desired to
be conserved, also represents an opportunity to remove the effects of the P2G mapping.

Similarly to the P2G initial mapping, the G2P mapping is operated by the shape functions∗,
moving the nodal solution back to the MPs’ locations. This mapping is rigorously assessed
in Section 3.6.6.2 for a solid material in dynamic conditions, while Section 4.6.5.2 briefly
and less stringently summarises the procedure for a porous material.

As previously described, based on the updated values of the solution at the MPs’ location,
the characteristic domain is amended to be representative of the strain state, if cpGIMPM
is considered. Otherwise, as the uGIMPM dictates, volume are not updated. This work
considers the cpGIMPM and updates it according to the method proposed by Charlton et
al. [44]†.

2.2.7 (F) Grid discharge

Having moved the nodal solution from the grid to the MPs at substep (E), the grid happens
to be partially distorted and essentially superfluous, since all relevant pieces of information

∗In the so-called Polynomial Particle In Cell (PolyPIC) (proposed by Fu et al. [43]), ah hoc polynomial functions
(different from the ones used in the P2G mapping and in the assembling the primary equations at the grid nodes)
are built to perform the G2P mapping.

†Even in the case of cpGIMPM, there exist several ways to update the MP characteristic domain (the reader
can refer to Coombs et al. [45] for a comparison and implementational details).
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now lie at the MPs’ location. Hence, it is usual in an MPM algorithm to dispose the grid
before starting a new time-step. In this fashion, one of the MPM’s main advantages, namely
being effective with large deformation and rotations, can be fully exploited, as a signific-
ant mesh distortion cannot take place. Furthermore, even though the current substep is
not mandatory, its absence would undermine substeps (A), (B), and (E), and the whole
time-step loop would resemble a Finite Element Method (FEM) with a poor choice of the
quadrature scheme.

2.2.8 Production of post-processing data

While not part of MPM’s essential substeps, the production of data for post-processing is
an ordinary part of any numerical method. As the grid supports only the calculation phase
in the MPM, it is routine to post-process data only at the MPs’ level. Nevertheless, for
debugging purposes, for example, nothing prevents the grid data from being displayed. If
this is the case, depending on whether these data are considered per every time-step or
every iteration (in the case of implicit formulations), this substep should be moved before
(F) in the former case and after (D) in the latter.

2.3 MPM advantages and challenges

The different roles played by the grid (where the equations are assembled) and the MPs
(integration point and historical data storage) and their interaction constitute, possibly, the
ultimate essence of the MPM. Consequently, these two objects (i.e., the grid and the MPs)
dictate not only the MPM’s main advantages but also its weaknesses, which constitute a
challenge for the MPM community.

Among the strengths, it is worthy of mentioning:

S.1 the primary equations are solved on a grid, avoiding all of the typical issues of meshless
methods (e.g., neighbouring particles search);

S.2 MPs store historical variables guaranteeing their continuity (with no diffusion) during
the simulation;

S.3 when coexisting, the grid and the MPs move and deform without permitting relative
displacement, i.e., the equations are Lagrangian;

S.4 mesh distortion can be avoided by its disposal at the end of the time-step;

S.5 an automatic no-slip contact algorithm occurring at the grid level is pre-built in the
method;

S.6 convertibility between voxel-based images and the MP-based discretisation can be
straightforward (no body fitting is required);

S.7 MPM can be largely parallelisable; and
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S.8 similarities shared with the FEM permit to incorporate the knowledge developed for
the FEM into the MPM.

As for the MPM challenges, these can be considered:

C.1 cell-crossing instability;

C.2 more significant integration error compared to the FEM (which might inhibit higher-
order convergence) and small-cut instability;

C.3 absence of an error estimate (causing difficulty in adaptive techniques);

C.4 treatment of phenomena considering the boundaries (e.g.,Boundary Conditions (BCs));

C.5 volumetric locking for nearly incompressible materials;

C.6 issues in moving quantities from the sampling point without considerable diffusion
(i.e., mapping-relating problems);

C.7 null-space error;

C.8 higher (compared to the FEM) computational costs; and

C.9 drop in the Courant-Friedrichs-Lewy (CFL) condition due to partially filled elements;

In particular, challenges C.1, C.2, C.4, C.6, and C.9 are mentioned or addressed throughout
this work.

Chapter summary

This chapter has given a synopsis of the MPM, describing its different formulations. The
MPM core algorithm has been qualitatively described, and a list of advantages and draw-
backs of the method has been provided.
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Chapter 3

Dynamics of solid materials

When approaching numerical simulations (but not limited to these) to model a specific
situation, it is pretty natural to wonder which phenomena play a major role, so that the
produced algorithm can represent the given circumstances with a good margin of accept-
ability. If considering the anchor installation process, the speed of the anchor (between 1
and 5 knots†, as reported by Grabe and Wu [1]) and the masses of the system involved (i.e.,
mass of the anchor and the displaced soil) are particularly worthy of attention. It follows
that installing an anchor cannot be regarded as a quasi-static process since the involved
inertia forces seem anything but secondary. Furthermore, if not devoting attention to some
specific parts of the algorithm, the anchor-soil system’s kinetic energy can be lost via spuri-
ous undesired numerical dissipation. This chapter, therefore, serves a threefold purpose:
the first consists of studying the equations governing a deformable continuous body in the
context of dynamics, while designing (second goal) an algorithm that dissipates energy ac-
cording to the second principle of thermodynamics; the third is familiarising with finite
strain mechanics (to maximise one of the strengths of the Material Point Method (MPM)).

Given these purposes, it seems rather logical to introduce the first hypotheses (labelled with
the letter H and progressive numbers) upon which this chapter is built, namely:

H.3.1 the solid body B is considered at a scale to which it appears to be continuous (as
required by the MPM), consisting in an infinite number of material particles. The
body is a subset of the Euclidean space E , and each particle occupies a position in the
body subset; and

H.3.2 the material under consideration undergoes finite strains, i.e., there is a clear distinc-
tion between the original and the current configuration.

Sections 3.1-3.5 of this chapter represents classical subjects in continuummechanics, which
include finite strain (elasto-plastic) kinematics 3.1, mass conservation for a solid body 3.2,
balance of momenta 3.3, basic thermodynamics principles 3.4 and their application to the
study of constitutive relationships 3.5. Section 3.6 discusses the discretisation of the equa-

†A speed between 1 and 5 knots corresponds to 0.5 and 2.5 m s−1.
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3.1. Kinematics

tions given in Sections 3.1-3.5 within the framework of an MPM algorithm. Particular at-
tention is paid to ensuring that such an algorithm respects the aforementioned relationships
outlined in Sections 3.1-3.5. Details of how to devise stable and rigorous MPM algorithms
are also given in Section 3.6, focusing on the primary grid-based equations and the map-
ping procedures. Numerical simulations and critical assessment concerning both the entire
chapter and the MPM for solid dynamics are given in Sections 3.7 and 3.8.

To keep the discussion as concise as possible, it was not possible on the author’s side to
deepen most of the topics with sufficient diligence. The reader interested in learning more
about solid continuum mechanics in the context of finite strains for dynamic analyses can
refer to the works of Oden [2], Ogden [3] and Gurtin et al. [4], amongst others. These
references, together with de Souza Neto et al. [5], are the main inspirations for Sections 3.1-
3.5.

3.1 Kinematics

The first stage that is classically introduced for the description of deformable solid bodies
is kinematics, i.e. how such a body moves and deforms in space in different instants of the
time.

3.1.1 Motion, displacement and material time derivatives

Let the deformable body B occupy an initial volume Ω (part of the Euclidean space E)
with boundary Γ in the reference configuration (i.e., at the time t = 0). As is traditionally
the case for solid mechanics, this chapter is entirely based on a Lagrangian description.
While a possible definition of the Lagrangian description is reported in the next Chapter,
Section 4.1.1, it is here sufficient to recall that its main interest lies in tracking particles
belonging to the body B in position and time. For this purpose, let a generic particle in
the original configuration being defined by its position X. Let the motion being a function
φ : Ω × [0, T ] → E such that the particle initially in X is defined by a position x = φ (X, t)
in the current configuration at the time t. In regards to the motion, let us assume that:

H.3.3 φ is a smooth∗ function; and

H.3.4 the mapping is admissible, meaning that it is invertible.

The definition of motion allows also to define each point in the current configuration and,
as a consequence, the whole current volume of the body can be described by the motion.
Let ω = φ (Ω, t) denote the volume occupied by the body B in the current configuration,
while γ is the current boundary of this volume.

∗The term smooth is assumed to avoid a mathematical statement on the regularity of the function. This is a
terminology which is widely used in continuummechanics (see, for instance, de Souza Neto et al. [5]), and implies
that all the manipulations applied to the considered smooth functions exist and are properly defined.
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3.1.1. Motion, displacement and material time derivatives
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Figure 3.1: Illustration of initial and current configurations. The zoomed regions describe the different
roles played in the polar decomposition (3.12). The curve c (t) = φ (X, t) defines the trajectory of
the particle initially in X.

The description of the two introduced positions X and x can take place only via some base
vectors. To this end, let us introduce two fixed Cartesian coordinate systems, one in the
reference configuration (with base vectors Ei), and one in the current configuration (with
base vectors ei) so that

X = Xi Ei, x = xi ei, (3.1)
with i = 1 . . . ndim being the dimensions of the Euclidean space. Practically, these coordin-
ates systems have coincident base vectors, but considering them as separate helps to under-
stand the description of some quantities which will be considered below∗.
Owing to H.3.4 the motion φ must describe a one-to-one function, implying that its inverse
can be computed, i.e., if it exists the mapping

x = φ (X, t) , (3.2)

then its inverse exists too
X = φ−1 (x, t) . (3.3)

From a physical perspective, an invertible mapping prohibits material interpenetration.
The presence of the original and the current configurations defines two different Lagrangian
formulations, these being the Total Lagrangian (TL) and the Updated Lagrangian (UL) for-
mulations. In Belytschko’s et al.’s [6] words

∗For the rest of this work, when not explicit stated, the Cartesian coincident base vectors are implied.
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3.1.2. Deformation gradient

‘‘... the major difference between the two formulations is in the

point of view: in the total Lagrangian formulation variables are

described in the original configuration, in the updated Lagrangian

formulation in the current configuration.’’

It must also be noted that, for the continuum case, the difference between the two formu-
lations is superficial∗, since they are both fully defined by the mapping φ, as it is presumed
for Lagrangian descriptions.

The introduction of the motion defining the position x of the particle initially in X allows
also the introduction of the displacement field, defined by the vector

u (X, t) := φ (X, t) − X. (3.4)

In turn, the velocity and acceleration of the particle initially in X are defined by the first and
second the material derivatives† of the displacement field, i.e.,

v (X, t) := du (X, t)
dt

; (3.5)

a (X, t) := d2u (X, t)
dt2

= dv (X, t)
dt

, (3.6)

where it is assumed that the vague assumption H.3.3 allows for the existence of the above
derivatives. In this chapter, the material derivatives d(•)

dt of the general quantity (•) are also
often concisely denoted as (•̇).

3.1.2 Deformation gradient

While the previous section dealt with the motion of a particle within a deformable body,
no quantity introduced so far actually describes the deformation of the body under con-
sideration. For this purpose, the most fundamental quantity is the deformation gradient F

(see Figure 3.1 for a condensed representation of the deformation gradient and some of the
related quantities of interest), defined as

F := ∂φ (X, t)
∂X

, (3.7)

where, once again, it is assumed that H.3.3 guarantees the existence of the above deriv-
ative. The deformation gradient is responsible for mapping infinitesimal line elements in
the original configuration dX to its current counterpart dx. This is performed by using
Eqs. (3.2) and (3.7) and ignoring higher order terms, i.e.,

dx = φ (X + dX, t) − φ (X, t) = F dX. (3.8)
∗In the discretised case for the MPM, as it will be shown in Section 3.6.2, the two formulations are still

communicating, even if the TL appear to be, in some sense, more artificial then the UL.
†Privileging a Lagrangian description, all the time derivatives appearing in this chapter arematerial derivatives,

in the sense that the time derivation is carried on with respect to all of the arguments of the considered function.
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3.1.3. Stretch and strain measures

Since the deformation gradient is responsible for mapping the infinitesimal line from one
configuration to the other, it can straightforwardly be used to compute the change of the
original infinitesimal volume dΩ into the current one dω

dω =
(

(dx(1))i (dx(2))j(dx(3))k

)
ϵijk

=
(
Fiα (dX(1))α Fjβ (dX(2))β Fkγ(dX(3))γ

)
ϵijk

= det(F )ϵαβγ(dX(1))α (dX(2))β(dX(3))γ

= det(F )︸ ︷︷ ︸
:=J>0

dΩ, (3.9)

where J defines the so-called Jacobian and ϵαβγ is the Levi-Civita symbol. From a mathem-
atical perspective, the Jacobian must differ from zero to allow the deformation gradient to
be invertible (as highlighted by Eq. (3.3)), while, physically speaking, the Jacobian defines
a relationship between two infinitesimal volumes, which excludes negative values.

The deformation gradient is also useful when computing the change between the original
and the current configuration of the outward normal attached to an infinitesimal surface.
Denoting n (N) and da (dA) the current (original) normal and infinitesimal area, it follows
that

ni da = (dx(1))j (dx(2))k ϵijk = Fjα (dX(1))α Fkβ(dX(2))β ϵijk, (3.10)

which, when rearranged, goes in the literature under the name of Nanson’s formula, i.e.,

Fiγ ni da = Fjα (dX(1))α Fkβ(dX(2))β ϵijk Fiγ

= J ϵαβγ (dX(1))α (dX(2))β

= J Nγ dA. (3.11)

3.1.3 Stretch and strain measures

3.1.3.1 Polar decompositions

The deformation gradient F include two pieces of information, i.e., it expresses how much
the infinitesimal line is stretched and how much it (rigidly) rotates with respect to its ori-
ginal configuration. These two different aspects can be captured by applying the polar
decomposition theorem∗ to the deformation gradient, i.e.,

F = R U = V R, (3.12)

where the rotation R is the proper orthogonal rotation tensor†, while U and V are the
symmetric right and left stretch tensors. It can be seen that the relationship between the left
and right stretch tensors is provided by Eq. (3.12) itself, i.e.,

V = R URT , U = RT V R. (3.13)
∗The existence of the polar decomposition theorem to the deformation gradient F is guaranteed by J > 0.
†The definition of an orthogonal tensor dictates that RT = R−1. From the definition of orthogonality it

follows that det R = ±1. A proper tensor in an orthogonal tensor defined by det R = +1.
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3.1.3.2. Strain tensors

Using the algebra introduced outlined in Appendix A, it can also be shown that U and V

share the same eigenvalues, named the principal stretches and denoted by (λ1, λ2, λ3), see
Eq. (A.4). The eigenvectors of U and V (named the principal directions) are related via
the rotation R, which can be straightforwardly shown. To this end, let N̂ i and n̂i denote
the eigenvectors of U and V , respectively. Pre-multiplying by R the eigen-decomposition
problem for U , the eigen-decomposition for V follows, i.e.,

R
(

U − λiI
(2)
)

N̂ i = (R U − λiR) N̂ i = (V R − λiR) N̂ i =

=
(

V − λiI
(2)
)

RN̂ i︸ ︷︷ ︸
=n̂i

= 0 (3.14)

The above equations show also that the rotation tensor is responsible for mapping the ori-
ginal principal axes to their current counterpart, i.e.,

n̂i = R N̂ i. (3.15)

The tensor product of the above equation with N̂ j gives

R = n̂i ⊗ N̂ j , (3.16)

which is justified if N̂ i ⊗ N̂ j = δij , i.e., the base vectors are orthogonal (compare with
Eq. (A.7)). Eqs. (3.14) and (3.16) yield to

F = RU = R

3∑

i=1
λiN̂ i ⊗ N̂ i =

3∑

i=1
λin̂i ⊗ N̂ i, (3.17)

meaning that, for both R and F , the asymmetric character of the tensor is driven by their
representation in different (original and current) base vectors. In the literature, this fea-
ture is often referred to as two-point character of a tensor (see, for instance, Marsden and
Hughes [7]), implying that the tensor is not entirely defined in one configuration.

3.1.3.2 Strain tensors

As stated above, the deformation gradient describes the change of a line segment in direction
and magnitude. If only this latter feature is considered (i.e., the magnitude), the change in
the length of the infinitesimal line element is given by

dl =
√
dxi dxi =

√
(FiαdXα) (FiβdXβ) =

(
dXα Fiα Fiβ︸ ︷︷ ︸

:=Cαβ

dXβ

) 1
2 (3.18)

where the symmetric right Cauchy-Green strain C naturally appears in the above equation.
This tensor possesses some useful properties. In particular, C (as well as the tensors ori-
ginating from it) is defined on the initial configuration, as it can be seen by making its base
vectors explicit, i.e.,

C = ∂xk

∂Xi

∂xk

∂Xj
Ei ⊗ Ej . (3.19)
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3.1.3.2. Strain tensors

It can also be demonstrated that C is symmetric and does not contain any rotation. For this
purpose, let us write the following chain of equations

C = F T F = UT RT R U = U U = U2, (3.20)

where the symmetry of U and the properties of the rotation R are exploited. The inde-
pendence of C from the rotations could also be physically understood by Eq. (3.18), as the
change in length of a line element cannot depend on rotations.

Since the deformation gradient can be inverted (as assumed in H.3.4), it could be worthy
of investigation considering also the inverse of Eq. (3.18), i.e.,

dL =
√
dXi dXi =

√(
F−1

iα dxα

) (
F−1

iβ dxβ

)
=
(
dxα F−1

iα F−1
iβ︸ ︷︷ ︸

:=b−1
αβ

dxβ

) 1
2 , (3.21)

where, in this case, the (inverse of the) left Cauchy-Green strain b := F F T appears naturally
in the above equation. Following the same steps taken for its right counterpart, it can be
seen that b is a defined in the current configuration

b = ∂xi

∂Xk

∂xj

∂Xk
ei ⊗ ej (3.22)

As for C, the left Cauchy-Green strain tensor b is symmetric and rotation free

b = V R RT V T = V V = V 2. (3.23)

Based on U and V , two families of strain tensors can be defined on the initial and the
current configuration, these being

E(m) :=





1
m

(
Um − I(2)

)
=
∑3

i=1
1
m (λm − 1) N̂ i ⊗ N̂ i if m ̸= 0;

ln (U) =
∑3

i=1 lnλi N̂ i ⊗ N̂ i if m = 0,
(3.24)

and

ϵ(m) :=





1
m

(
V m − I(2)

)
=
∑3

i=1
1
m (λm − 1) n̂i ⊗ n̂i if m ̸= 0;

ln (V ) =
∑3

i=1 lnλi n̂i ⊗ n̂i if m = 0,
(3.25)

where the notation ln (•) denotes the tensor logarithm of the second-order tensor (•). Hav-
ing used the spectral decomposition (A.8) on the Right-Hand Side (RHS) of the above
equations emphasises the collinearity among the tensors of the family E(m) (defined in
the original configuration). Similarly, the family of tensors ϵ(m), defined in the current
configuration, exhibits collinearity. On top of this, the polar decomposition on the RHS of
Eq. (3.25) highlights a very straightforward way to compute the tensor logarithm via the
logarithm of the principal stretches (i.e., by computing the logarithm of scalar values).

Among the above-defined strain tensors, worthy of particular attention is the logarithmic
strain ϵ stemming from Eq. (3.25), namely

ϵ := ϵ(0) = ln V = 1
2 ln b. (3.26)
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3.1.4. Analysis of motion

This measure of strain is particularly attractive since, as proven by Simo [8], it mimics
the small-strain additive decomposition of elastic and plastic strain in the case of isotropic
plasticity (see Section 3.5 for further details). As for any second-order tensor, the above
logarithmic strain can be decomposed into a spheric and a deviatoric part, i.e.,

ϵ = 1
3 ϵii︸︷︷︸

:=ϵv

I(2) + dev (ϵ)︸ ︷︷ ︸
:=e

(3.27)

where the notation dev (•) :=
(
•ij − 1

3 •ij δij

) is adopted. The above equation also defines
the volumetric logarithmic strain ϵv and the deviatoric part of the logarithmic strain e. The
volumetric logarithmic strain ϵv can be directly linked to the Jacobian J via a relationship
which will be widely used in this work (especially in Chapter 4). Owing to Eqs. (A.4), (3.12)
and (3.17), it can be seen that

det F = λ1λ2λ3 = det V . (3.28)

Considering the definitions (3.25) and (3.27), it also follows that

ln (det V ) = ln (λ1λ2λ3) = lnλ1 + lnλ2 + lnλ3 = ϵii = ϵv, (3.29)

which, combined with (3.28), results in

ϵv = ln J. (3.30)

3.1.4 Analysis of motion

While the deformation gradient introduced in the previous section describes the change in
space of the line segment, it provides no information on how fast this change is occurring.
To describe this, the quantity of interest is the velocity gradient, which is defined as

l := ∂v

∂x
. (3.31)

Applying the chain rule to the above equation, it follows that

l = ∂

∂X

(
dφ (X, t)

dt

)
∂X

∂x
= d

dt

(
∂φ (X, t)
∂X

)
∂X

∂x
= Ḟ F −1, (3.32)

which provides a relationship between the velocity gradient and the deformation gradient
(and its rate).

Further quantities of interest can be defined by decomposing the velocity gradient l into a
symmetric part, named the stretching tensor d, and a skew-symmetric part, the spin tensor
m, which is expressed by the following relationship

l = sym(l)︸ ︷︷ ︸
:=d

+ (l − sym(l))︸ ︷︷ ︸
:=m

, (3.33)

where the classical notation sym (•) =
(

(•) + (•)T
)
/2 applied to the generic second-order

tensor (•) is used.
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3.1.5. Kinematics for multiplicative plasticity

Another useful relationship relates the material derivative of the Jacobian J with dii (i.e.,
the trace of the stretching tensor). This can be seen by noticing that

J̇ = d

dt
(J (F )) = ∂J

∂F
: d

dt
(F ) = JF −T : Ḟ , (3.34)

where the last equation above follows from the property ∂ det(A)
∂A = det (A) A−T . Eqs. (3.32)

and (3.34) give

J̇ = JF−1
ji Ḟij = JḞij F

−1
ji = JḞij F

−1
jk δik = J lik δik = J

∂vi

∂xk
δik = J dik δik. (3.35)

The rate of the Jacobian can also be expressed via the rate of the volumetric logarithmic
strain. This is achieved by the time derivative of Eq. (3.30), which results in

J̇ = exp (ϵv) ϵ̇v = J ϵ̇v. (3.36)

3.1.5 Kinematics for multiplicative plasticity

As plasticity plays a big role in soil mechanical behaviour (especially if undergoing large
deformations), the basic equations useful to define finite strain plasticity are briefly sum-
marised. The reader interested in further details can refer to de Souza Neto et al. [5], which
presents details on the theory and implementations for finite strain elasto-plasticity.

Elasto-plastic kinematics is based on the local multiplicative decomposition of the deforma-
tion gradient∗, this being

F (X, t) = F e (X, t) F p (X, t) = ∂x

∂xp

∂xp

∂X
, (3.37)

where xp defines the position of the particle at the intermediate or stress-free configuration
(see Figure 3.2 for all the mappings involved in elasto-plasticity and their relative config-
urations). The polar decomposition theorem (Eq. (3.12)) can be applied separately to the
elastic and the plastic deformation gradients, resulting in

F e = V e Re, F p = V p Rp, (3.38)

where the definitions and properties of the quantity appearing above trivially follows those
introduced in Section 3.1.3. As for the fully elastic case explained above, the elastic left
Cauchy-Green strain tensor can be defined as

be := F e (F e)T := (V e)2
. (3.39)

The elastic part of the logarithmic strain is defined as a function of the above tensor as
follows

ϵe = ln V e = 1
2 ln be. (3.40)

∗The multiplicative decomposition of the deformation gradient into an elastic and plastic part has been pos-
tulated separately by Kröner [9], Lee [10] and Mandel [11]. This assumption is supported by micromechanical
observations of a single crystal in the case of metal plasticity (see, for instance, Rice [12] for a thorough explana-
tion).
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3.1.5.1. Analysis of elasto-plastic motion
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Figure 3.2: Illustration of configurations and relative mappings considered in the case of elasto-plastic
kinematics.

Using Eq. (3.37), it can also be appreciated that the elasto-plastic Jacobian is decomposed
as follows

J = det (F ) = det (F e F p) = det (F e)︸ ︷︷ ︸
:=Je

det (F p)︸ ︷︷ ︸
:=Jp

. (3.41)

Owing to the above formulae and to the definition of logarithmic strain (3.26), the following
equations hold separately for the elastic and plastic Jacobians

Je = exp ϵev, Jp = exp ϵpv. (3.42)

3.1.5.1 Analysis of elasto-plastic motion

Using Eqs. (3.32) and (3.37), the velocity gradient can be additively decomposed into an
elastic and a plastic part as follows

lij = ḞiαF
−1
αj

=
(
d

dt

(
F e

iβF
p
βα

))(
(F p)−1

αγ (F e)−1
γj

)

= Ḟ e
iβ (F e)−1

βj︸ ︷︷ ︸
:=le

ij

+F e
iβ Ḟ

p
βα (F p)−1

αγ︸ ︷︷ ︸
L̄p

βγ

(F e)−1
γj

= leij + F e
iβ L̄

p
βγ (F e)−1

γj︸ ︷︷ ︸
:=lp

ij
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3.2. Mass conservation

= leij + lpij

= de
ij +me

ij + dp
ij +mp

ij . (3.43)

In the above chain of formulae, the following quantities have been defined:

• the elastic velocity gradient le, divided into its symmetric de and skew-symmetric part
me;

• the plastic velocity gradient lp, with dp andmp being its symmetric and skew-symmetric
parts; and

• the velocity gradient in the intermediate configuration L̄
p. This last tensor can be, in

turn, additively decomposed into a symmetric and skew-symmetric part as follows

L̄
p = sym(L̄p)︸ ︷︷ ︸

:=D̄
p

+
(

L̄
p − sym(L̄p)

)

︸ ︷︷ ︸
:=M̄

p

. (3.44)

Eq. (3.44) is particularly important as the hypothesis of plastic isotropy (which will be in-
troduced in 3.5) implies that M̄

p = 0∗. From this assumption, it straightforwardly follows
that the skew-symmetric part of the plastic velocity gradient is null, i.e., mp = 0.

3.2 Mass conservation

While the previous section has discussed the motion and the deformation of a body, this
section briefly states one of the fundamental principles of continuum mechanics for solids.
To begin with, a first principle is

H.3.5 the postulate of conservation of mass, whose mathematical statement is as follows
d

dt

∫

ω

ρ dv = 0. (3.45)

with ρ (X, t) being the current density of the particle initially in X.

Using Eqs. (3.9) and (3.35), the above equation can be stated point-wisely as

0 = dρ

dt
+ ρ

∂vi

∂xi

= ρ̇+ ρ
J̇

J
.

Integrating the above rates over time leads to
ρ

ρ0
= 1
J
, (3.46)

where ρ0 = ρ (X, 0) is the initial density of the particle initially in X. Eq. (3.46) highlights
how a local increment in the density is compensated by a local decrease in the volume of
particle.

∗The extension of finite strain plasticity to the anistropic case has been provided by Dafalias [13].
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3.3. Momentum balance

3.3 Momentum balance

In this section, the type of forces acting on the considered body are described and their integ-
ration into Euler’s laws (sometimes referred to asmomentum principles, which are equivalent
to the first and second Newton’s laws of motion) are outlined.

To this end, let us assume the following statements to be valid:

H.3.6 let us consider a non-polar continuum, i.e., a Cauchy continuum, where only two types
of finite external forces can be applied to the body under consideration. These are the
body forces ρf (which are forces per unit volume) and the boundary forces t (forces
per unit area), defined as

df = ρfdω, dt = t da; (3.47)

H.3.7 let us also regard as valid Cauchy’s axiom, which states that that boundary forces at a
given position x at a given time t are only a function of the outward normal n to the
surface da, i.e.,

t = t (x, t,n) ; (3.48)

H.3.8 Euler’s laws, i.e., the balance of rate of linear and angular momentum are valid. When
applied to a body where H.3.6 is true, these become

d

dt

(∫

ω

ρvdv

)
=
∫

ω

ρfdv +
∫

γ

t da; (3.49)

d

dt

(∫

ω

x × ρv dv

)
=
∫

ω

x × ρfdv +
∫

γ

x × t da. (3.50)

The application of the above principles on the Cauchy tetrahedron∗ allows to state the Cauchy
theorem, i.e.,

σ n = t, with σ = σT , (3.51)

where σ is the symmetric second-order tensor defined as the Cauchy stress.

When applied to opposite sides of a single surface, it can be seen that Cauchy’s axiom H.3.7
and the balance of rate of linear momentum (3.49) implies action-reaction principle, this
being equivalent to Newton’s third law.

3.3.1 Local balances of rate of linear momentum

Some manipulations of the balance of rate of linear momentum is possible if mass conserva-
tion (3.45) and Cauchy’s stress theorem (3.51) are considered. When these equations are
substituted into the balance of rate of linear momentum (3.49), it yields

∫

ω

ρa dv =
∫

ω

ρfdv +
∫

γ

σn da. (3.52)

∗This proof is omitted in this work, but the interested reader is referred to Gurtin et al. [4], for instance.
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3.3.2. Stress measures and Total Lagrangian (TL) balance of rate of linear momentum

The divergence (or Gauss-Green) theorem can be applied on the outer surface, resulting in
∫

ω

ρ ai dv =
∫

ω

ρ fidv +
∫

ω

∂σij

∂xj
dv. (3.53)

Since all of the integrals in the above equation are evaluated on the (current) volume and
no particular assumptions have been made in this regard, it follows that the above equation
is valid locally (point-wisely) on the whole current volume ω, i.e.,

∂σij

∂xj
+ ρ fi = ρ ai. (3.54)

However, while the above equation is locally valid for the continuous body under consid-
eration, it will not be strictly satisfied by its discretised counterpart. This is due to the
choice of the equations discretised by, for instance, the MPM, which takes the weak form
(or variational form) of equations into account.

3.3.2 Stress measures and Total Lagrangian (TL) balance of rate of linear
momentum

As can be seen from Eqs. (3.52) or (3.53), the particular form of rate of linear momentum
is expressed in the current configuration, i.e., those equations are set in an UL descrip-
tion. However, the same equation can be stated in the original configuration, using a TL
framework.

For this purpose, let us consider, in the current configuration, a force t acting on an infinites-
imal area da. If the resultant force is the same between original and current configuration,
it implies that t da = t0 dA, where t0 and dA are the initial force and initial infinitesimal
area. If the Cauchy stress theorem (3.51) is considered, the above equality can be expanded
as follows

t da = t0 dA = σn da = JσF −T NdA, (3.55)
where Nanson’s formula (3.11) has been applied to obtain the RHS of the above chain of
formulae. Let us define the first Piola-Kirchhoff stress as the quantity appearing on the RHS
of the above equation, i.e.,

P := JσF −T . (3.56)
It is quite clear that this stress measure is not symmetric, i.e., this tensor exhibits a two-point
nature. Physically speaking, while the Cauchy stress is defined as the stress acting on the
current area da defined by the normal n, the first Piola-Kirchhoff stress acts on the original
area dA defined by the original normal N .

The second Piola-Kirchhoff stress can be regarded as the symmetrised version of its first
counterpart, namely

S := JF −1σF −T = ST . (3.57)
Another convenient measure of stress (which is particularly attractive for some problems,
see 3.5.1) is the Kirchhoff stress, this being given by

τ := Jσ. (3.58)
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3.4. Fundamental principles of thermodynamics

Following its definition, it can be seen that the Kirchhoff stress inherits symmetry from the
Cauchy stress.
Having introduced different measures of stress, it is possible to state the TL formulation of
the balance of rate of linear momentum. Using Eqs. (3.9), (3.46), (3.55) and the divergence
theorem, the balance of rate of linear momentum Eq. (3.52) can be expressed as follows

∫

Ω
ρ0 aidV −

∫

Ω
ρ0 fidV =

∫

γ

σijnj da =
∫

Γ
PijNj dA =

∫

Ω

∂

∂Xj
PijdV.

The local form of the above reads
∂

∂Xj
Pij + ρ0 fi = ρ0 ai. (3.59)

As already stated in Section 3.1.1 and highlighted by Eq. (3.59), the difference between
an UL and a TL approach is superficial. As such, the two forms of the same equation are
exploited depending on their convenience.

3.4 Fundamental principles of thermodynamics

The fundamental principles of continuum mechanics do not end with the principles of con-
servation of mass and momenta. While the former law states how mass redistributes spa-
tially in a given instant (but that its totality cannot change over time), the latter laws (in
the form of conservation of linear and angular momentum) state how loads applied to the
body are internally balanced. However, neither of these laws establishes what ties the dis-
placements (or strains) to internal body forces (or stresses). Describing this kind of rela-
tionships is the scope of constitutive laws. This is where the first and second principles of
thermodynamics come into play, allowing the conservation and/or dissipation of energy to
be established. In particular, the union of these two principles (called the Clausius-Duhem
inequality) makes it possible to establish when a transformation does not conform to these
laws. Hence, the Clausius-Duhem inequality acts as a watershed between constitutive laws
that comply with the laws of thermodynamics and those that violate them. In Feynman’s
words [14]

‘‘... we see that a substance’s properties must be limited in a

certain way; one cannot make up anything he wants, or he would be

able to invent a substance which he could use to produce more than

the maximum allowable work when he carried it around a reversible

cycle. This principle, this limitation, is the only real rule that

comes out of the thermodynamics.’’

In this sense, the laws of thermodynamics do not add any insight to the constitutive laws,
but only set specific boundaries for them.

3.4.1 First principle of thermodynamics

H.3.9 Feynman [14] defines the first principle of thermodynamics as
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3.4.1. First principle of thermodynamics

‘‘... the conservation of energy: if one has a system and puts

heat into it, and does work on it, then its energy is increased

by the heat put in and the work done.’’

In the continuous body of interest for this chapter, there are only two types of energy
that can be developed, i.e., the kinetic energy and the strain energy. IfK andU denote
the kinetic and the strain energies for the whole considered body, the first principle
takes the following form

d

dt
(K + U) = P ext +Q, (3.60)

where P ext is the externally supplied power and Q denotes the heat introduced in the
system.

Assumption H.3.6 implies also that the external power supplied to this particular kind of
body can only be performed by body forces ρf and boundary forces t. Integral definitions
of the quantities appearing in Eq. (3.60) are listed below

K := 1
2

∫

ω

ρv2 dv; (3.61)

U :=
∫

ω

ρ ě dv; (3.62)

P ext = P ext
f + P ext

t :=
∫

ω

ρf · v dv; +
∫

γ

t · v da (3.63)

Q := −
∫

γ

q(T ) · n da, (3.64)

where ě indicates the internal energy per unit current mass, while q(T ) is the heat flow
vector pointing outwards to the domain boundary. It can be seen from Eq. (3.64) that this
thesis does not take volume sources of heat into consideration as part of the heat power.
Mass conservation (3.45) allows expressing the time derivatives appearing in Eq. (3.60) as

dK

dt
= 1

2

∫

ω

d

dt

(
ρ J v2) dV =

∫

ω

ρa · v dv; (3.65)
dU

dt
=
∫

ω

d

dt
(ρ J ě) dV =

∫

ω

ρ
dě

dt
dv. (3.66)

Furthermore, applying the divergence theorem to the power externally supplied by the
boundary forces gives

P ext
t =

∫

γ

(σ n) · v da =
∫

ω

∂

∂x
· (σ v) dv =

∫

ω

(
∂σ

∂x
· v + σ : l

)
dv, (3.67)

where the gradient of velocity on the RHS of the above equality is expressed using Eq. (3.31).
If Eqs. (3.65)-(3.67) are substituted in the statement of the first principle of thermodynam-
ics (3.60), it follows that

∫

ω

(
ρ (a − f) − ∂σ

∂x

)

︸ ︷︷ ︸
=0

·v dv +
∫

ω

ρ
dě

dt
dv =

∫

ω

(σ : l) dv −
∫

γ

q(T ) · n da, (3.68)
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3.4.2. Second principle of thermodynamics

where the gathered terms are null due to the balance of rate of linear momentum Eq. (3.54).
Owing to the symmetry of the Cauchy stress tensor, the power performed by the stress and
the velocity gradient can also be expressed as σ : l = σ : d. The use of the divergence the-
orem on the heat flux term allows to express all of the terms in Eq. (3.68) on the considered
volume, which, in turn, can be eliminated to express the above equation locally as

ρ
dě

dt
= σ : l − ∂

∂x
· q(T ). (3.69)

Eq. (3.69) constitutes a local statement of the first principle of thermodynamics per unit
volume for the considered body under all of the hypotheses introduced so far.

3.4.2 Second principle of thermodynamics

Feynman [14] concisely states the second principle of thermodynamics as follows

‘‘... the entropy of the universe is always increasing.’’

H.3.10 The mathematical statement of the above idea is expressed, for the body under con-
sideration, by the following inequality

d

dt

∫

ω

ρ š dv ≥ −
∫

γ

1
T

(
q(T ) · n

)
da, (3.70)

where š denotes the entropy per unit current mass and T the absolute temperature∗.

Following similar steps to those adopted for the first principle, mass conservation Eq. (3.45)
and divergence theorem permits the following statement of the second principle of thermo-
dynamics ∫

ω

d

dt
(ρ J š) dV ≥ −

∫

ω

∂

∂x
·
(

1
T

q(T )
)
dv, (3.71)

or, in a local form,
ρ ˙̌s+ ∂

∂x
·
(

1
T

q(T )
)

≥ 0, (3.72)

From the above inequality, it can be seen that an increment of entropy produces a divergence
(i.e., a spatial variation) in temperature and heat flux.

3.4.3 Clausius-Duhem inequality

As will be detailed in Section 4.4.3, for the fluid part of a porous material, there is no unique
way to define energy in a system, as this can be described via different state variables.
Among the forms of interest describing the energy of a system, this thesis has introduced

∗It can be noted that the second principle of thermodynamics described by Eq. (3.70) does not give a de-
scription of what entropy is, but it describes how it changes. For a definition of entropy (and not its variation,
which appears in (3.70)) the so-called third law of thermodynamics is necessary (see, for instance, Feynman [14]).
Moreover, a definition of temperature independent from the definition of entropy is possible only if the zeroth law
of thermodynamics is introduced (see, again, Feynman [14]).
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3.5. Constitutive relationship

internal energy ě in the first principle of thermodynamics (see Eq. (3.62)). However, via the
Legendre transformation (see, for instance, Puzrin and Houlsby [15]), the Helmholtz free
energy ψ̌ can be introduced as follows

ψ̌ := ě− š T. (3.73)

If the rate of the above free energy is substituted into the second principle of thermodynam-
ics (3.72), it results in

ρ

T

(
˙̌e− šṪ − ˙̌

ψ
)

+ ∂

∂x

(
1
T

)
· q(T ) + 1

T

∂

∂x
· q(T ) ≥ 0. (3.74)

The rate of the internal energy ě can be expressed via the local form of the first principle
of thermodynamics, i.e., Eq. (3.69). Substituting this law into (3.74) (this being the local
form of the second principle) gives the Clausius-Duhem inequality, i.e.,

1
T

(
σ : l − ∂

∂x
· q(T )

)
− ρ

T

(
šṪ + ˙̌

ψ
)

− 1
T 2

∂

∂x
(T ) · q(T ) + 1

T

∂

∂x
· q(T ) ≥ 0. (3.75)

Since the absolute temperature is positive by definition, the above equation can be simplified
as follows

σ : l − ρ š Ṫ − ρ
˙̌
ψ − 1

T

∂T

∂x
· q(T ) ≥ 0. (3.76)

Expressing the power performed by the stress vector via Kirchhoff stress (3.58) and using
Eq. (3.46) to relate original and current density, the above inequality becomes

D := τ : l − ρ0 š Ṫ − ρ0
˙̌
ψ − J

T

∂T

∂x
· q(T ) ≥ 0, (3.77)

with D indicating the dissipation taking place in the considered body. From the above
formula, it can be seen how the power resulting from the stress and its conjugate variable (l
in the above formula, or, equally d) gives more than the sum of increase in temperature, heat
flux and strain (stored) energy function. Hence, it can be seen that including a Helmholtz
free energy function giving more power than that obtained by the couple τ : d is not only
physically questionable, but it would imply issues in the algorithmic stability too, as the
energy of the system would not be upper-bounded.

3.5 Constitutive relationship

So far, what has been described is how the continuous body of interest moves and deforms
(Section 3.1), how external loads are distributed and balanced (Section 3.3), and how ther-
modynamics allows only specific changes for the energy in the body (Section 3.4). However,
all of these pieces of information are not sufficient to characterise a constitutive behaviour.
To this end, the following general assumptions about constitutive modelling of the body
under consideration are introduced∗

∗ Constitutive modelling represents a study field which, for completeness, would require an entire treatise on
the argument itself. However, for reasons of brevity, only the ready-to-use hypotheses are considered in the above
list. Other basic rules or principles (such as the principle of equipresence or determinism), which this work takes
for granted, can be found, for instance, in Truesdell and Noll [16] or Oden [2].
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3.5.1. Free energy function

H.3.11 thermal effects do not give mechanical stress;

H.3.12 rate effects are excluded;

H.3.13 the material under consideration is elastically and plastically isotropic; and

H.3.14 the principle of maximum dissipation governs the evolution equations for plasticity.

Assumption H.3.11 excludes the role of temperature in the considered relationship. How-
ever, from a physical perspective, it must be accounted that the role of thermal effects cannot
be entirely ruled out (as stated by the second principle of thermodynamics 3.4.2), since the
irreversible changes taking place in the solid are transformed into heat. With the above as-
sumption, it is meant that the thermal effects are of secondary importance when compared
to the other phenomena taking place in the solid. This assumption allows simplification
of the Clausius-Duhem inequality (4.75) into the Clausius-Planck inequality (see Bennet et
al. [17], for instance, in regards to the use of these terms), this being

D := τ : l − Ψ̇ ≥ 0, (3.78)

having defined the Helmholtz free energy function per unit initial volume as Ψ := ρ0ψ̌.

Hypothesis H.3.12 permits a description of the classical rate-independent plasticity. Hence,
when rates are considered, these are regarded as increments with respect to a pseudo-time.

Assumption H.3.13 excludes anisotropic behaviour for the material under consideration,
i.e., the free energy function and the plastic flow rule can be entirely defined via invariants.

The principle of maximum dissipation H.3.14 implies a simplification for the direction of
the plastic flow, as detailed below in Section 3.5.2.

3.5.1 Free energy function

In (3.78), the free energy function has been kept as general∗ as possible so far. One of
the most fundamental requirements concerning the free energy function is that it must
be objective (see, in this regard, Simo [18]), meaning that the (scalar) free energy function
must remain constant under rotations and translations and rotations of the reference frame†.
Hence, while it makes physical sense that the free energy is a function of the deformation
gradient F , objectivity requires that this dependency must take place via the right Cauchy-
Green strain C. If, on top of this, assumption H.3.13 is considered too, the free energy
function can be equally expressed as a function of the left Cauchy-Green strain b.

∗Strictly speaking, deriving a constitutive stress-strain relationship from an energy function excludes another
type of materials, named hypo-elastic (see Simo [18] for a definition of these materials).

† The objectivity defined above is labelled objectivity for isometric transformations of the reference frame (see,
for instance, Truesdell and Noll [16]). However, there exists also another concept of objectivity under general
changes of the reference frame, named covariance (see, for instance, Marsden and Hughes [7]). For the purposes
of this work, the fist type of objectivity is sufficient.

46



3.5.1. Free energy function

To extend the characterisation of the material under consideration to the elasto-plastic case,
this work considers the free energy function to be dependent on the elastic left Cauchy-
Green strain be and on a set of internal variables, which are generically denoted as α. This
is expressed via the following formula, i.e.,

Ψ = Ψ̂ (be,α) . (3.79)

Furthermore, if a decoupledmaterial is considered (see discussion in Section 4.5.1 for coupled
materials), the above dependency simplifies into the sum

Ψ = Ψ̂1 (be) + Ψ̂2 (α) , (3.80)

i.e., it is assumed that hardening mechanisms are not coupled with the elastic strains.

In light of all the introduced considerations, the Clausius-Planck inequality (3.78) becomes

D = τ : l − ˙̂Ψ (be,α) ≥ 0, (3.81)

or, making explicit the rate of the free energy function and using (3.43) to additively de-
coupling the elastic and plastic parts of the velocity gradient, we have

D = τ : (le + lp) − ∂Ψ̂1

∂be ḃ
e − ∂Ψ̂2

∂α
∗ α̇ ≥ 0. (3.82)

In the above formula, ∗ denotes the appropriate operator between the conjugate powers
∂Ψ̂2
∂α and α̇. Following the definition of the elastic left Cauchy-Green strain (3.39), its rate
can be written as

ḃe = Ḟ
e (F e)T + F e

(
Ḟ

e
)T

= leF e (F e)T + F e (F e)T (le)T = lebe + be (le)T
, (3.83)

where the definition of le has been used. Acknowledging the symmetry of the tensors ap-
pearing in inequality (3.82), it becomes

D =
(

τ − 2∂Ψ̂1

∂be be

)
: de + τ : dp − ∂Ψ̂2

∂α
∗ α̇ ≥ 0. (3.84)

Since the above inequality should hold for any rate of strain internal variables, standard
arguments, which go under the name of the Coleman-Noll procedure (see, for instance,
Coleman and Noll [19], and Coleman and Gurtin [20]), allow rewriting as follows





τ = 2∂Ψ̂1

∂be be; (3.85a)
D = τ : dp + q ∗ α̇ ≥ 0, (3.85b)

where the thermodynamic forces
q := −∂Ψ̂1

∂α
(3.86)

have been introduced. Eq. (3.85a) describes a constitutive relationship between stress state
and elastic strain. Owing to the nature of elastic strain (i.e., entirely recoverable), it makes
sense that Eq. (3.85a) does not contribute to the system’s entropy increase (3.85b). This
growth of dissipation is purely given by the power that the stresses perform for the plastic
strains and the conjugate powers q ∗ α̇.
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3.5.2. Plastic evolution laws

The form of Ψ̂1 defined so far is still quite generic. This chapter considers a Henckymaterial
(see Hencky [21] for the original formulation or de Souza Neto et al. [5] for further details),
which is defined as follows

Ψ̂1
(
ϵev, ϵ

e
q

)
= K̄

2 (ϵev)2 + 3
2G
(
ϵeq
)2 (3.87)

with K̄ and G being the bulk and shear moduli, and the von Mises equivalent strain ϵq :=√
2
3 e : e, with e defined in Eq. (3.27). The reason why Hencky materials are adopted

in this chapter is that their energy is a function of the logarithmic strains, these defined
by Eq. (3.26). As described originally by Simo [8], the use of the logarithmic strain in
the context of finite strain elasto-plasticity reproduces the additive structure of the small
strain setting. Furthermore, it can be seen that, for this specific material, the constitutive
relationship Eq. (3.85a) becomes linear, i.e.,

τ = 2∂Ψ̂1

∂be be = 2∂Ψ̂1

∂ϵe

∂ϵe

∂be be = ∂Ψ̂1

∂ϵe
= De : ϵe. (3.88)

where the (constant) elastic moduli tensor De appearing in the above equation is given by

De := K̄ I(2) ⊗ I(2) + 2G I(4), dev. (3.89)

A definition of I(4), dev in Voigt notation is given by Eq. (C.8) in Appendix C.

3.5.2 Plastic evolution laws

While the elastic behaviour has been fully described in the previous section, plasticity still
needs to be characterised. In this regards, two items are necessary, namely the yield function
and the flow rule. The former assesses when the stresses (and the thermodynamic forces q,
as suggested by the inequality (3.85b)) are such that the material starts exhibiting incipient
plasticity (or not), while the latter describes the direction of plastic deformations dp and
internal variables α (when/if they occur). It is also well-known that the plastic behaviour
must obey the Karush-Kuhn-Tucker (KKT) conditions, these being





γ̇p ≥ 0;

Φ (τ , q) ≤ 0;

γ̇p Φ (τ , q) = 0,

(3.90)

where γp is the (scalar) plastic multiplier and Φ (τ , q) is the (scalar) yield function. The
plastic multiplier is responsible for describing the intensity of plastic deformations dp and
internal variables α, while further considerations should be made to compute their direc-
tions. Contrary to the description which is developed in Chapter 4 (where more complex
models will be introduced), this chapter considers assumption H.3.14, namely the principle
of maximum dissipation (see, for the original contributions, von Mises [22], Hill [23], and
Mandel [24]). Under this hypothesis, the yield function and the direction of the flow rule
are described by the same function Φ (τ , q). Hence, recalling the hypothesis of isotropic
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3.6. The discrete displacement-based formulations for the Material Point Method (MPM)

plasticity H.3.13 (implying mp = 0, as pointed out in Section 3.1.5.1), the plastic strains
and the internal variables are given by

dp = γ̇p ∂Φ
∂τ

; (3.91)

α̇ = γ̇p ∂Φ
∂q

. (3.92)

The above set of equations is particularly convenient since, as described by Simo [8], it
extends the small-strain additive decomposition for elasto-plasticity to the case of finite
strains when L̄

p is exponentially integrated.

3.6 The discrete displacement-based formulations for the Material
Point Method (MPM)

So far, all the introduced considerations and equations aimed at a description of the con-
tinuum. However, the continuum equations are not compatible with programming on finite
machines since, by definition, a continuum deformable body has infinite Degrees of Free-
dom (DoFs). On the other hand, discrete formulations are suitable for this purpose.
The standard formulation for simulating the dynamics of solids in the MPM consists of dis-
cretising the (weak form of) the balance of rate of linear momentum as the primary equa-
tion, with primary variables being the displacement field (or, equally, velocities or accelera-
tions). These displacements give rise to strains via the kinematic relationships explained in
Section 3.1. The strains, in turn, cause stresses according to the constitutive relationships
outlined in Section 3.5.
Discretising only the balance of rate of linear momentum implies that the discrete versions
of other conservation laws (i.e., balance of rate of angular momentum and Clausius-Planck
inequality) are not guaranteed to be conserved∗. The possible violation of these laws jus-
tifies the choice of appropriate time discretisation in Section 3.6.2.2 and the modification
of the internal force vector in Section 3.6.3. These modified algorithms are labelled as
Conservation Law Consistent (CLC) MPM formulations, as they guarantee mass, momenta
and energy conservation laws. The first TL MPM formulation of these algorithms was firstly
described in Love and Sulsky [25], while this work (drawn to Pretti et al. [26]) details its
UL version. To explain how the CLC UL internal forces vector is obtained from its TL coun-
terpart (provided by the existing literature), the strong forms of the balance of rate of linear
momentum for both of these two Lagrangian formulations are given below

∂σij

∂xj
+ ρ (bi − v̇i) = 0; (3.93)

∂Pij

∂Xj
+ ρ0 (bi − v̇i) = 0. (3.94)

In the following subsection 3.6.1, both of these strong forms are discretised, and more
details on the CLC UL formulation are given in the following parts of this chapter.

∗A separate discussion must be devoted to mass conservation, which, as it will be outlined in 3.6.2.1, is auto-
matically conserved for an MPM discretisation insofar as a solid material is considered.
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3.6.1. Weak forms

Current
configuration

γū

γ t̄u0

Original
configuration

Γt̄

Γū

Figure 3.3: Relationship between the BCs applied on the original and the current configuration.

3.6.1 Weak forms

To fully describe a boundary value problem and its weak formulation, the introduction of
conditions on the boundary (named Boundary Conditions (BCs)) is necessary. In the case
of displacement-based formulations, these BCs describe the displacements (Dirichlet) and
boundary forces (Neumann) prescribed on the body. For this purpose, let the current bound-
ary γ be partitioned as follows

γ = γū ∪ γ t̄; (3.95)
γū ∩ γ t̄ = ∅, (3.96)

and let the BCs defined on these surfaces be

u = ū on γū; (3.97)
σ n = t̄ on γ t̄. (3.98)

If it is desired to apply equivalent BCs on the initial boundary Γ, a few minor modifications
must be introduced. These consist in noticing that the current and the initial partitions of
the boundaries are related by the motion mapping, i.e.,

γ t̄ = φ
(

Γt̄, t
)

; (3.99)

γū = φ
(
Γū, t

)
. (3.100)

As assumed by hypothesis H.3.4 (i.e., one-to-one relationship for the motion mapping), the
initial boundaries Γt̄ and Γū inherit the same properties given by Eqs. (3.95) and (3.96)
from their current counterparts. BCs equivalent to (3.97) and (3.98) in the case of a TL
formulation are given by

u = ū0 = u0 + ū on Γū; (3.101)
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3.6.1. Weak forms

P N = t̄0 on Γt̄, (3.102)

where u0 are the applied displacements between the initial and the current configurations
(see Figure 3.3). Equivalence between current and initial tractions (expressed by Eq. (3.55))
has been used for Neumann BCs.

A further component necessary for weak formulations are the spaces of admissible trial and
weighting functions. In the case of a UL formulation, these are given by

V u =
{

u ∈
[
H1 (ω)

]ndim ∣∣ J > 0 ∧ u = ū on γū

}
; (3.103)

W w =
{

w ∈
[
H1 (ω)

]ndim ∣∣ w = 0 on γū

}
; (3.104)

with H1 (ω) denoting the Sobolev space of degree one on ω (see, for instance, Brenner and
Scott [27] for a rigorous definition of this space). To obtain the spaces necessary for the
TL formulation, the considered domain Ω, the Dirichlet boundary and the BCs should be
accommodated as described above.

The procedure to obtain the weak form consists in multiplying the equilibrium equation by
the weighting function w ∈ W w and integrating over the volumes (current in the case of UL
formulation, original for the TL case). The fundamental theorem of calculus, the divergence
theorem, and the Cauchy stress theorem (3.51) applied to the boundary γ t̄ (according to
the Neumann BC (3.98)) allow us to state the weak forms as follows: find u ∈ V u such
that, for t ∈ [0, T ],

∫

ω

∂wi

∂xj
σij dv −

∫

ω

wiρ (b− v̇i) dv −
∫

γt̄

wit̄i da = 0, ∀w ∈ W w; (3.105)

given the initial conditions u (t = 0) = u0 and u̇ (t = 0) = v0. For a TL case, a similar weak
formulation can be found by

∫

Ω

∂wi

∂Xj
Pij dV −

∫

Ω
ρ0wi (bi − v̇i) dV −

∫

Γt̄

wit̄
0
i dA = 0, ∀w ∈ W w, (3.106)

where the reader is asked to overlook the abuse of notation in the weighting and trial func-
tions in above TL formula, as their function spaces are, as explained above, slightly different.

It must also be noted that both Eqs. (3.105) and (3.106) make use of the zero value of the
weighting functions on their Dirichlet boundary, so that the only applied tractions are those
on the Neumann boundaries (i.e., reaction forces on the Dirichlet boundary are set as zero
owing to the weighting functions). While this information does not seem to be particularly
important at this stage, clarification is given in Section 3.6.2.

Some additional considerations can be made regarding the spaces for weighting and trial
functions. In a loose sense, the Sobolev space of degree one is linked to a space of functions
almost everywhere one time differentiable. While this (weak) one-time differentiability
guarantees the existence of quantities connected to the first derivatives of the displacement
field (such as the strain and stress), the first degree of the Sobolev space is not enough
to guarantee the continuity of these first derivatives. However, this continuity of the first
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3.6.2. Discretisation processes

derivatives is particularly valuable in the MPM, as Material Points (MPs) can move, across
different time-steps, from one mesh element to an adjacent one. Roughly speaking, if linear
polynomial function spaces are considered, MPs can experience positive (in one element)
and negative (in the adjacent element) derivatives along the normal to the elements’ faces
(see, in this regard, Figure 3.4). In the MPM literature, this phenomenon goes under the
name of cell-crossing instability (see, for instance, Bardenhagen and Kober [28] or González-
Acosta et al. [29]). Therefore, while Eqs. (3.105) and (3.106) do not require spaces that
provide greater continuity than H1 (ω), this greater continuity is desired to have results
that, in terms of the strain and stress state, are physically satisfactory, i.e., smoother. This is
the reason why this work considers both the original MPM basis functions (linear polynomi-
als), but also the Generalised Interpolation Material Point Method (GIMPM) basis functions.
Further details of these are given in Bardenhagen and Kober [28] or Charlton et al. [30],
while this work addresses these functions briefly in Section 3.6.2.

3.6.2 Discretisation processes

The scope of this section is three-fold: a spatial discretisation is introduced (for the mesh
and for the MPs), finite-dimensional spaces for weighting and trial functions are described,
and time-discretisation consistent with the conservation laws is motivated and introduced.

3.6.2.1 Space and field discretisation

Let a regular Cartesian grid (or mesh) discretise the Euclidean space E . This results in a
discretisation of the body B too, where, in particular, the discretised volume is given by
hω = ∪Nels

e=1 ω
e, with e = 1 . . . Nels indicating each active element of the grid. Let the global

nodes of these elements be denoted by A,B,C = 1 . . . Nnds and their relative (vectorial)
DoFs be I, J,K = 1 . . . ndim × Nnds. This work adopts the following linear polynomial
functions defined on the Cartesian grid for the one-dimensional case∗

N (ξ) =





1 + ξ/h, if − h < ξ ≤ 0;

1 − ξ/h, if 0 < ξ ≤ h,
(3.107)

where ξ ∈ (−h, h] denotes the local coordinate and h is the distance (constant) between
two nodes of the mesh. Higher-dimensional functions for the Cartesian mesh are built by
the tensor product of Eq. (3.107) in the different considered directions.

In the MPM, however, the mesh discretisation does not entirely define the body under
consideration. A second discretisation for the body B is given by a set of MPs so that
MPω = ∪Nmps

mp=1v
mp, where vmp is the current volume of a single MP. This second dis-

cretisation is pivotal in the MPM as it guarantees continuity between time-steps, when the
∗Higher-order functions are also available in the literature for the MPM, such as B-splines (see, for instance,

Gan et al. [31]) or Local Maximum-Entropy shape functions (see, for instance, Molinos et al. [32]). However, as
the GIMPM serves the purpose of having more continuity than H1 (ω) at the interfaces across the elements (see
Eq. (3.109)), these higher-order functions are not considered in this work.
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3.6.2.1. Space and field discretisation

grid is decommissioned. In the literature, the functions operating the MP-based discretisa-
tion are called the characteristic functions. The original MPM uses Dirac delta distributions
while the GIMPM adopts step functions (piecewise constant polynomials, defined over a
characteristic length whose length is 2 lp) for the same purposes.

Basis and shape functions discretising the finite-dimensional weighting and trial spaces and
the considered geometry are given by the convolution of the functions defined on the grid
with the characteristic functions described above∗. This results in the following basis func-
tions for the MPM (in 1D)

N (ξ) =





1 + ξ/h, if − h < ξ ≤ 0;

1 − ξ/h, if 0 < ξ ≤ h,
(3.108)

and for the GIMPM

S (ξ) =





(h+ lp + ξ)2
/ (4hlp) , if − h− lp < ξ ≤ −h+ lp;

1 + ξ/h, if − h+ lp < ξ ≤ −lp;

1 − ξ2/ (2hlp) + l2p/ (2hlp) , if − lp < ξ ≤ lp;

1 − ξ/h, if lp < ξ ≤ h− lp,

(h+ lp − ξ)2
/ (4hlp) , if h− lp < ξ ≤ h+ lp.

(3.109)

It can be seen that the convolution of Eq. (3.107) with the Dirac delta distribution leaves the
function defined on the Cartesian mesh unaffected, while the same procedure involving the
constant characteristic function produces second and first order piecewise polynomials (see
Figure 3.4 for a qualitative illustration of the basis functions and their stencils). The choice
to favour GIMPM basis functions over the original MPM ones is justified by the reasons given
above with the discussion on the Sobolev spaces.

In the vast majority of the cases, the grid-based discretisation is bigger than the MP-based
one, i.e., hω ⊇ MPω. This motivates another assumption which, although restrictive, proves
effective. Let us formulate that the grid-discretisation is conforming to the MP-based dis-
cretisation at least on the Dirichlet boundary, i.e., hγū = MP γū. Two major simplifications
come with this assumption: Dirichlet BCs can be applied directly on the mesh, and reaction
tractions arising on the Dirichlet boundary γū are not included in the weak formulation
thanks to the zero value of the weighting functions on that part of the grid (compare with
Eq. (3.104)). The reader is referred to the discussion in Section 3.8 for existing techniques
to apply non-conforming BCs.

The above assumption imposes some restrictions on the Dirichlet boundary, which is the
easiest boundary to track during a simulation, particularly if homogeneous Dirichlet BCs are
applied. If non-homogeneous Dirichlet BCs are prescribed, the grid can be moved to accom-
modate the above hypothesis of conforming Dirichlet boundary. However, displacement-free
(Neumann) boundaries are more challenging, as their shape is guided by their (unknown)
displacements. This leads to two challenges: tracking the MP-based Neumann boundary

∗The reader interested in this integration process can refer to Bardenhagen and Kober [28].
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h

ξ

N(ξ),
∂N(ξ)

∂ξ

AA− 1 A+ 1

(a) Linear polynomial basis function defined by
Eq. (3.108).

h
2 lp

ξ

S (ξ),
∂S (ξ)

∂ξ

AA− 1 A+ 1

(b) Convolution of linear polynomial function with step
characteristic function defined by Eq. (3.109).

(c) A MP (teal coloured) with relative active ele-
ments and nodes for the MPM.

2 (lp)x

2 (lp)y

(d) A MP (teal coloured) with relative active ele-
ments and nodes for the GIMPM. The character-
istic domain is also illustrated.

Figure 3.4: Top figures: Qualitative illustration of the different basis functions (and derivatives)used
in MPM and GIMPM formulations. Basis functions are centred at the A-th node of the mesh.
Bottom figures: illustration of the MPM and GIMPM stencils with relative active elements and nodes.

is non-trivial (see Bing et al. [33], Yamaguchi et al. [34] or Remmerswaal [35] for proced-
ures that serve this purpose), and boundary elements can be poorly populated by MPs. In
this latter scenario, the situation can be particularly exacerbated if the ratio between the
volumes of the MPs and the volume of the element is small. In the literature, this issue
goes under the name of the small-cut problem (see, for instance, Sticko et al. [36] for the
use of this nomenclature). Consequences of poorly-integrated elements are manifested by
ill-conditioned matrices, as the entries relative to these elements are small compared to
adequately-integrated elements. Since it is not possible to invert ill-conditioned matrices
without encountering numerical difficulties, Section 4.6.4.1 reports a possible solution to
this kind of issue.

Having introduced the basis functions, it is possible to define the finite-dimensional trial
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3.6.2.1. Space and field discretisation

and weighting function spaces as follows

hV u =
{

hui (X, t) = Nu
iI (X) uI (t)

∣∣ hui = ūi (xI) on hγū
}

; (3.110)
hW w =

{
hwi (X) = Nu

iI (X) wI

∣∣ hwi = 0 on hγū
} (3.111)

where the basis functionsNu can be either given by Eq. (3.108) for theMPMor by Eq. (3.109)
for the GIMPM.

The discrete weak form of the strong Eqs. (3.105) and (3.106) is given by finding hu ∈ hV u

such that, for t ∈ [0, T ],
∫

hω

∂Nu
Ii

∂xj
σij dv −

∫

hω

ρNu
Ii (bi − Nu

iK üK) dv −
∫

hγt̄

Nu
Ii t̄i da ≈ 0, (3.112)

or, equivalently,
∫

hΩ

∂Nu
Ii

∂Xj
FipSpj dV −

∫

hΩ
ρ0 Nu

Ii (bi − Nu
iK üK) dV −

∫

hΓt̄

Nu
Ii t̄

0
i dA ≈ 0, (3.113)

given the initial conditions hu (t = 0) = u0 and hu̇ (t = 0) = v0. It can be seen from the
above equation that the nodal values of the weighting functions have already eliminated.
The above equations can be concisely written in a matrix-vector system whose entries are
as follows

rI (u) = fint
I + MIK üK − fext

I ≈ 0; (3.114)
RI (u) = Fint

I + MIK üK − Fext
I ≈ 0, (3.115)

where the the internal force vector, the external force vector, the consistent mass matrix and
the nodal acceleration vector have been introduced. Detailed definitions of the above quant-
ities are given below

fint
I :=

∫

hω

∂Nu
Ii

∂xj
σijdv ≈

Nmps∑

mp

vmp ∂Nu
Ii (xmp)
∂xj

σij (xmp) ; (3.116)

Fint
I :=

∫

hΩ

∂Nu
Ii

∂Xj
FipSpj d

hV ≈
Nmps∑

mp

V mp ∂Nu
Ii (xmp)
∂Xj

Fip (xmp)Spj (xmp) ; (3.117)

MIK :=
∫

hω

ρNu
Ii Nu

iKdv =
∫

hΩ
ρ0 Nu

Ii Nu
iKdV ≈

Nmps∑

mp

m̄mpNu
Ii (xmp) Nu

iK (xmp) ; (3.118)

fext
I :=

∫

hω

ρNu
Ii bi dv +

∫

hγ t̄

Nu
Ii t̄i dA ≈

Nmps∑

mp

m̄mp Nu
Ii (xmp) bi +

∫

hγ t̄

Nu
Ii t̄i da; (3.119)

Fext
I :=

∫

hΩ
ρ0 Nu

Ii bi dV +
∫

hΓt̄

Nu
Ii t̄

0
i dA ≈

Nmps∑

mp

m̄mpNu
Ii (xmp) bi +

∫

hΓ0

Nu
Ii t̄

0
i dA,

(3.120)

where m̄ is the mass, while the other quantities have been previously defined in this chapter.
From the above set of equations, it can be seen that their RHSs represent the (approxim-
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ated) numerical integrals in the standard MPM, where MPs are used as quadrature points∗.
Quantities appearing in Eqs. (3.116)-(3.120) and denoted by the superscript (•)mp are
meant to be computed at the MPs’ locations.

Several other observations can be made from the above list of equations. First, Eqs. (3.119)
and (3.120) are not entirely numerically integrated. The reason underlying this missing ex-
plicit discretisation lies in the explanation provided above for tracking Neumann boundaries.
Second, the internal and external force vectors have been denoted differently depending on
the considered configuration (f int and fext in the UL formulation and Fint and Fext in the
TL one) to distinguish them more conveniently. However, as demonstrated for the case of
their strong formulations, there is a unique correspondence between these vectors. Third,
owing to the definition of the consistent mass matrix (3.118) and by its numerical integra-
tion via MPs, MPM algorithms inherently conserve mass in the case of solid dynamics insofar
as volume and densities are related via Eq. (3.46). Since MPs’ masses are constant, they are
algorithmically conserved across different time-steps. The summation of all of these MPs’
masses returns the total mass of the body B.

3.6.2.2 Time discretisation

So far, we have considered the continuum body of interest in a temporal interval [0, T ],
without any further characterisation. As standard in any temporal discretisation, the total
time is divided into smaller time-steps, whose generic length is ∆t. At any of these time-
steps, the solution (and all of the related variables) are known at the previously converged
time t (the n−th time-step), while the solution at the current time t+∆t (the n+1−th time-
step) remains unknown . Depending on the considered approach (implicit or explicit, or a
combination of these), this solution is calculated and the relevant variables updated so that
a new time-step can subsequently be undertaken. As previously mentioned in Chapter 2,
this work considers an implicit approach.

Subdividing the time under consideration in smaller time-steps is not sufficient when in-
troducing a time-dependent problem, as it is the case of solid dynamics. A further decision
must be taken on how to relate the temporal derivatives to each other. As Simo and Tar-
now [38] demonstrated, not all choices are equal if it is desired to respect the conservation
laws (linear and angular momenta, and Clausius-Planck inequality). Since the balance of
rate of linear momentum is the primary discretised equation, it can be understood that this
equation is always satisfied, independently from how time derivatives are related. However,
the same conclusion cannot be drawn for the conservation of angular momentum, as this
equation is not explicitly discretised. Among all the possible time discretisations available,
Simo and Tarnow [38] have shown that the mid-point rule is the only one that conserves
angular momentum for a solid body undergoing finite strains in the dynamic context. As

∗In the MPM literature, some other approximations of the integrals are available. Among these, it is worthy
of mention the improved MPM by Sulsky and Gong [37], where the integrals are approximated using a moving-
least-square procedure. Another method has been provided by Gan et al. [31], where MPs are used to guarantee
continuity among the time-steps, and integrand functions are moved from MPs’ positions (where they lie) to Gauss
Points locations via B-splines.
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ωñ
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∆F 1−ñ

Reference System
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xn
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xñ

∆uñ

∆u1−ñ

Figure 3.5: Configurations taken into account by the current MPM formulation. Grid nodal positions,
grid (incremental) displacements, and MP deformation gradients are shown in each configuration.
Colours relative to the different configuration has been removed for the sake of clarity. Figure modified
from Pretti et al. [26].

such, the mid-point rule is the adopted temporal discretisation in this chapter. This method
stipulates that a fourth configuration, denoted at the ñ−th, is added to the standard three∗
introduced so far, as illustrated in Figure 3.5. This mid-point configuration is defined by the
following displacement field

uñ := 1
2 (un + un+1)

= un+1

2
= ∆uñ, (3.121)

where the second and third lines of the above equation hold since the mesh is reset at each
time-step in the MPM, i.e., un = 0. Furthermore, it is assumed that the velocity and the
acceleration defined on the same configuration are given by

vñ := un+1 − un

∆t ; (3.122)

añ := vn+1 − vn

∆t . (3.123)

The total deformation gradient and its time-discrete versions follow the usual chain rule,
giving

F := ∂x

∂X
= ∂x

∂xñ

∂xñ

∂xn

∂xn

∂X
:= ∆F 1−ñ ∆F ñ F n, (3.124)

where, following Eq. (3.121), the mid-point position is given by

xñ = xn + uñ. (3.125)
∗For the sake of clarity, the three configurations introduced so far are the original (0 − th time-step), the

current (n + 1-th time-step), and the previously converged ones (n−th time-step).
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It should also be emphasised that, generally speaking, the notation ∆ (•) (without any fur-
ther subscript) implies (•)n+1−(•)n, with the exception of the deformation gradients, which
refers to the above relationship.

Simo and Tarnow [38] also proved that no time-discretisation in the context of finite strain
dynamics can implicitly satisfy the Clausius-Planck inequality. A modification of the internal
force vector is therefore required, this being detailed in Section 3.6.3 for the UL formulation.

It should also be noted that the UL formulation appears less artificial than its TL counterpart
in the MPM. As can be appreciated from Figure 3.5, the grid in the initial configuration
does not exist in any of the other three configurations. Conversely, the grid present in these
configurations (the previously converged, the mid-point and the current configurations) is
the same, which deforms progressively. Thus, while it is still possible tomap all the necessary
quantities back to the original configuration, it seems rather fictitious.

Adaptive time-step length base on the CFL condition Regardless of the type of tem-
poral discretisation and whether it is explicit or implicit, choosing the time-step size of a
simulation involves a compromise between stability and efficiency. In the explicit Finite Ele-
ment Method (FEM), the maximum time-step size is governed by the well-known Courant-
Friedrichs-Lewy (CFL) condition∗

∆tCF L = min
i

(
hh

i

)√ ρ

M
, (3.126)

where hh
i is the grid size in the i−th direction (∈ Rndim), while ρ and M are the density

and the P-wave modulus of the material being analysed. This equation is known to be true
under the hypothesis of small strain theory or for an undeformed Hencky materials in the
context of finite strain theory. While the adaptation of this formula to a deformed body
undergoing finite strain has been proposed by Sun et al. [40] (i.e., the change in material
properties is considered), it is here remarked (based on the work of Pretti et al. [26]) how
the CFL condition is not a steady quantity in the MPM due to geometrical reasons. As
the analysis proceeds, the way that the MP-based discretisation intersects the grid changes,
leading to differently partially filled elements. It can be understood that these partially filled
elements offer a different discretisation to entirely filled elements, both in terms of density
and mechanical properties (volumetric stiffness and density) of the material. In particular,
the grid-averaged values of these quantities coming from partially filled elements are smaller
than those coming from entirely filled elements, leading to different grid-averaged values
of the CFL condition. Similar considerations have already been recognised in the context of
cut-FEM† (see, for instance, Sticko et al. [36]), where partially filled elements reduce the
time-step size given by Eq. (3.126).

∗The original CFL contribution (see [39]) referred to the finite-difference method. However, it can be easily
extended to the FEM.

†The cut-FEM method is an embedded/immersed domain approach, combining the fictitious domain method
with finite elements. Its basic idea is to immerse the considered body into a simple unfitted structured mesh with
finite element basis functions. The reader interested in this subject is referred to, for instance, Schillinger and
Ruess [41].
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While Sun et al. [40] have considered the material variation and Sticko et al. [36] the
geometrical change in rigorous ways (these works both rely on explicit solution techniques),
this work suggests an approximation for the CFL condition which could act as a rule of
thumb, especially for implicit solvers, given by

∆tCF L ≈ min
i

(
hh

i

)
min

A

(√
mh

vh Mh

)

A

, (3.127)

where the above grid quantities are given by their sum over MPs as follows

mh
A =

Nmps∑

mp

Nu
A (xmp) mmp, vh

A =
Nmps∑

mp

Nu
A (xmp) vmp, Mh

A =
Nmps∑

mp

Nu
A (xmp) Mmp.

(3.128)
In particular, Eq. (3.127) considers the geometrical variability during a simulation in an
approximate way, and allows the evolving CFL condition to be efficiently approximated
throughout the analysis, thus providing time-step adaptability.
The CFL condition is not necessary to guarantee method stability for implicit temporal dis-
cretisations, but it can be employed to provide an adaptive time step length for efficiency
purposes. Quantifying (even approximately) how this condition varies spatially during the
simulation is therefore, if not necessary, at least helpful for adapting the time step length.
Overall, Eq. (3.127) has to be regarded as a rule of thumb more than as a stringent rule,
making it nonetheless helpful for adapting the time-step in implicit schemes.

3.6.3 Conservation Law Consistent (CLC) internal force vector

This section heavily draws on Pretti et al. [26], and considers the modification of the internal
force vector proposed by Simo and Tarnow [38] for a TL formulation, i.e.,

F̃int
ñ =

∫

Ω

∂ (Nu)T

∂X
: (F ñ Smp) dV, (3.129)

where the modified second Piola-Kirchhoff tensor Smp will be detailed below.
To write a UL formulation equivalent to the above internal force vector, the following rela-
tionships given by the chain rule are useful

∂N
∂X

= ∂N
∂x

∂x

∂X
; (3.130)

F ñ = ∂xñ

∂X
= ∂xñ

∂xn

∂xn

∂X
= ∆F ñ F n. (3.131)

According to Eqs. (3.56) and (3.58), the modified Kirchhoff stress relates to the modified
second Piola-Kirchhoff stress according to

Smp = (F )−1 τ mp (F )−T . (3.132)

Using Eqs. (3.130)-(3.132), the modified internal force vector (3.129) can be described in
an UL formulation as follows

f̃ int
ñ =

∫

Ω

∂ (Nu)T

∂x
∆F ñ F n (F )−1
︸ ︷︷ ︸

=(∆F 1−ñ)−1

τ mpdV. (3.133)
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It should be noted that the above internal force vector contains a non-symmetric measure of
stress, this being (∆F 1−ñ)−1 τ mp. This is the result of the discrepancy between where the
equilibrium is imposed (i.e., the intermediate configuration) and where the modified Kirch-
hoff stress is defined (the current configuration). In other words, the stress (∆F 1−ñ)−1 τ mp

is a two-point tensor. It should be also noted that nothing prevents Eq. (3.132) from refer-
ring to a Kirchhoff-type stress mapped to the mid-point configuration. However, the decision
to push the modified stress to the current configuration seems more streamlined, especially
since the linearisation of τ mp is independent from the considered intermediate configura-
tion, which, if time integration schemes different from the mid-point rule are considered,
can vary between the previously converged and the current one.

3.6.3.1 Stress-strain relationship modification

While Simo and Tarnow [38] proposed a specific stress-strain relationship for the modified
stress, this work adopts the more general definition proposed by Gonzalez [42], including a
term to include plasticity added by Meng and Laursen [43], which results in the following
formula∗

Smp = 1
2 (Sn + Sn+1) + ∆C

∥∆C∥2

(
2 (∆Ψ + ∆D) − 1

2 (Sn + Sn+1) : ∆C
︸ ︷︷ ︸

:=∆H int

)
, (3.134)

where it can be seen that the quantity ∆H int is built so that the power performed by the
stress-strain power conjugates is equal to the time-difference of plastic dissipation and free
energy function (compare with Eq. (3.78)).

While a relationship between the modified second Piola-Kirchhoff stress Smp and the mod-
ified Kirchhoff stress τ mp has been introduced by Eq. (3.132), a relationship between their
respective time-discrete conjugate kinematic quantities is missing. This can be accomplished
by recalling how the discrete powers over the time-step relates, i.e.,

1
2 Smp : ∆C = τ mp : d̄, (3.135)

where d̄ indicates the symmetric averaged (over the time-step) part of the velocity gradient.
The use of Eq. (3.132) defines d̄ as follows

d̄ := 1
2F −T ∆C F −1. (3.136)

The time-difference in internal dissipation ∆D is the time-discrete version of (3.85b). If
associative flow rules are considered (see Eqs. (3.91) and (3.92)), ∆D can be expressed by

∆D = ∆γp

(
τ n+1 : ∂Φ

∂τ n+1
+ qn+1 ∗ ∂Φ

∂qn+1

)
. (3.137)

∗The modified stress-strain relationship (3.134) fulfils the properties of directionality and consistency between
continuous and discrete derivatives. For the meaning and verification of these properties, the reader is referred to
Gonzalez [42], Armero and Romero [44], and Love and Sulsky [45].
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3.6.3.1. Stress-strain relationship modification

If Eq. (3.132) is substituted into Eq. (3.134), the modified Kirchhoff stress is given by

τ mp = F Smp F T

= 1
2F (Sn + Sn+1) F T + F ∆C F T

(
∆H int

∥∆C∥2

)

= 1
2 F Sn F T

︸ ︷︷ ︸
=∆F τ n ∆F T

+1
2 τ n+1 + F ∆C F T

(
∆H int

∥∆C∥2

)

= τ̄ + F ∆C F T

(
∆H int

∥∆C∥2

)
, (3.138)

where the trapezoidal stress τ̄ is defined by

τ̄ := 1
2F (Sn + Sn+1) F T = 1

2

(
∆F τ n ∆F T + τ n+1

)
= 1

2
(
τ P F

n + τ n+1
)
, (3.139)

with the stress τ P F
n (i.e., the previously converged Kirchhoff stress mapped into the refer-

ence configuration) given by
τ P F

n = ∆F τ n ∆F T . (3.140)
Another kinematic quantity of interest appearing in Eq. (3.138) can be further analysed

Fih (∆C)hk Fjk = Fih (Chk − (Cn)hk)Fjk

= Fih Fαh Fαk Fjk − ∆Fiβ (Fn)βh (Fn)αh (Fn)αk ∆Fjγ (Fn)γk

= biα bαj − ∆Fiβ (bn)βα (bn)αγ ∆Fjγ := ∆P F bij , (3.141)

where, when the reference configuration is omitted, the quantities are referred to the cur-
rent time t+∆t (n+1-th time-step). The above equation expresses the quantity F ∆C F T as
a difference between the squared current left Cauchy-Green strain tensor (b2) and the same
quantity evaluated at the previous step (b2

t ) which has been pushed forward to the current
configuration. Thus, the modified Kirchhoff stress can be concisely written as follows

τ mp = τ̄ + ∆P F b

(
∆H int

∥∆C∥2

)
. (3.142)

The above equation, when plugged into Eq. (3.133), provides a Conservation Law Consist-
ent (CLC) Updated Lagrangian (UL) formulation of the internal force vector.

It can also be proved that the modified stress-strain relationships respects the Clausius-
Planck inequality (3.81), whose time-discrete form is given by

1
2 Smp : ∆C = τ mp : d̄ = ∆Ψ + ∆D ≥ ∆D. (3.143)

From Eqs. (3.136) and (3.138), it can be obtained that

τ mp : d̄ =
(

1
2
(
τ P F

n + τ n+1
)

+ F ∆C F T

(
∆H int

∥∆C∥2

))
: 1

2

(
F −T ∆C F −1

)

= 1
4
(
τ P F

n + τ n+1
)

:
(

F −T ∆C F −1
)

+ 1
2

∆H int

∥∆C∥2

(
F ∆C F T : F −T ∆C F −1

)
.

(3.144)
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3.6.4. Linearisation

The following simplifications can be made

F ∆C F T : F −T ∆C F −1 = ∆C : ∆C, (3.145)

1
2 (Sn + Sn+1) : ∆C = (Sn + Sn+1) : F T d̄ F

=
(

∆F τ n ∆F T + τ n+1

)
: d̄

= 2 τ̄ : d̄. (3.146)

Therefore, the quantity ∆H int in the Eq. (3.142) can be rewritten as

∆H int = 2 (∆Ψ + ∆D) − 1
2 (Sn + Sn+1) : ∆C = 2 (∆Ψ + ∆D) − 2 τ̄ : d̄,

and inequality (3.144) can be proved

τ mp : d̄ = 1
2
(
τ P F

n + τ n+1
)

: d̄ + 1
2 ∥∆C∥2

(
2 (∆Ψ + ∆D) − 2 τ̄ : d̄

)
∆C : ∆C

= τ̄ : d̄ + (∆Ψ + ∆D) − τ̄ : d̄

= ∆Ψ + ∆D ≥ ∆Ψ. (3.147)

3.6.4 Linearisation

Since the (modified) internal force vector is non-linear in terms of displacements and the
mid-point is a (semi-)implicit discretisation, the grid displacement field un+1 must be com-
puted in an iterative way. For this purpose, let us recall the UL matrix-vector system (3.114)
where the modified internal force vector given by Eq. (3.133) has been used

(rñ)I (u) =
(
f̃int
ñ

)
I

+ MIK (añ)K −
(
fext
ñ

)
I

≈ 0. (3.148)

The Newton-Raphson (NR) method requires the writing of Taylor expansion of the above
residual rñ in correspondence with the previous iteration (denoted by (•)(k)) and to set that
approximation equal to zero, i.e.,

r(k+1)
ñ ≈ r(k)

ñ + ∂r(k)
ñ

∂un+1︸ ︷︷ ︸
:=J

(
u(k+1)

n+1 − u(k)
n+1

)

︸ ︷︷ ︸
:=δu

≈ 0, (3.149)

where J defines the Jacobian matrix of the system, which, for the mid-point rule, is given
by

J = 2
∆t2 M + K, (3.150)

with the stiffness matrix given by K := ∂ f̃ int
ñ

∂un+1
. The full expression of the stiffness mat-

rix for an (elasto-plastic) Hencky material described by the CLC stress-strain relationship
Eq. (3.142) is reported in Appendix B.1.

Eq. (3.148) is solved for u(k+1)
n+1 , which provides the new solution to compute a new residual.

This procedure is repeated until a certain measure of error is deemed satisfactory (see, in
this regard, Section 3.7).
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3.6.5. Boundary stabilisation

3.6.5 Boundary stabilisation

As previously discussed when introducing the space discretisations in Section 3.6.2.1, Neu-
mann boundaries are mostly non-matching between the MP-based and grid discretisations.
This non-conformity can lead to the small-cut problem, especially when the ratio between
the MP volumes to the volume of the element in which these MPs are in is small∗.

The literature offers a few techniques to mitigate this issue. The aggregated FEM (see Badia
et al. [46]) requires that partially filled boundary elements are agglomerated to fully popu-
lated elements in the interior of the material. In this fashion, partially filled elements cannot
contribute with extremely low entries in the matrices, avoiding ill-conditioning problems.
To the author’s best knowledge, this method has not been applied to the MPM. The gist of
the extended B-splines (originally proposed by Höllig et al. [47] and extended to the MPM
by Yamaguchi et al. [34]) is very similar to the one of aggregated FEM, in the sense that
degenerate basis functions arising in the proximity of the boundaries are replaced by linear
combinations of stable basis functions lying in the interior of the domain. The ghost penalty
stabilisation was first proposed by Burman [48] in the context of cut-FEM, and its face pen-
alty version† has been extended by Coombs [49] to the MPM. Since this last version of the
ghost method has already been adapted to linear polynomials and GIMPM shape functions
and has also already been tested in the MPM, this work adopts it.

The main idea of the face penalty ghost stabilisation method lies in the addition of a penalty
term on the faces shared between partially filled elements (lying on the boundary) and
fully populated elements in the interior of the material. This additional term penalises
the jump between normal gradients (up to the order of approximation) of weighting and
trial functions. In the case of MPM or GIMPM basis functions (defined by Eqs. (3.108)
and (3.109)), this penalisation is as follows

(JG)IK := h3

3

∫

γ(G)

(
∂Nu, +

Ii

∂ (xn)j

nh
j −

∂Nu, −
Ii

∂ (xn)j

nh
j

)(
∂Nu, +

iK

∂ (xn)k

nh
k −

∂Nu, −
iK

∂ (xn)k

nh
k

)
da, (3.151)

where the superscripts of the shape functions (•)± refer to different (positive or negative)
elements relative to a considered face and nh is the normal to the grid faces belonging to
γ(G). The selection of the boundary γ(G) for the above integral as well as other details are
thoroughly discussed in Coombs [49]. As it can be noticed from the gradient relative to the
previously converged position xn, this works consider the above matrix constant in a given
time-step‡.

The term expressed by Eq. (3.151), appropriately scaled, is usually multiplied by the nodal
displacements and added to the the discretised balance of rate of linear momentum Eq.

∗Since the small-cut problem is a situation which can occur, it is recommended to apply a boundary stabilisation
method in most scenarios. However, as it can be seen in the numerical analyses in Sections 3.7, 4.7 and 5.5, this
stabilisation is not applied to all of the cases, particularly those where displacements are relatively small and MPs
are not expected to migrate substantially from their original element.

†The original work by Burman [48] proposed a bulk penalty term and a face penalty term.
‡The normal to the considered grid face nh should also change direction, moving in compliance with the

displacement field. However, if ghost stabilisation is interpreted as an artifice for numerical purposes, it can be
considered constant in the time-step (see Coombs [49]).
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3.6.6. Mapping processes: PIC vs FLIP

(3.148), adding a stabilising stiffness-like component, defined as

KG := γK JG. (3.152)

The parameter γK is user-selected which, from the literature (see, again, Sticko et al. [36]
or Coombs [49]), can vary considerably.

However, other stabilisations than that expressed by Eq. (3.152) could be required for mul-
tiple reasons. As can be seen from the Jacobian matrix (3.150), stabilising the stiffness
parameter may not be sufficient, especially for low-frequency problems, where the mass
matrix plays a bigger role as term in the Jacobian matrix (see Eq. (3.150)). Furthermore,
an MPM algorithm describing the dynamic for a solid body requires mapping of the initial
velocity from MPs to the grid at the beginning of the step (as is more clearly expressed in
Section 3.6.6). This step requires inversion of the mass matrix which can suffer from the
same small-cut deficiency of the stiffness. Owing to these reasons, a stabilised mass-like
term must be considered too

MG := γM JG, (3.153)

with γM being a second user-defined parameter.

Given the stabilisations (3.152) and (3.153), balance of rate of linearmomentumEq. (3.148)
becomes

(r̃ñ)I (un+1) =
(
fint
ñ

)
I

+ (KG)IK (uñ)K + (MIK + (MG)IK) (añ)K −
(
fext
ñ

)
I

≈ 0. (3.154)

It must be considered that the addition of the ghost stabilisations to the equilibrium equa-
tion has consequences on its compliance with the principles of thermodynamics since the
equilibrium equation now includes energetically spurious terms. However, the coefficients
γK and γM can be chosen to be a few orders of magnitude below the elastic parameters
(in the case of γK) or the mass (in the case of γM). Hence, while an assessment of the
introduction of the stabilisations is not quantified, it is recognised that its role is marginal
due to the choice of the parameters.

3.6.6 Mapping processes: Particle In Cell (PIC) vs FLuid Implicit
Particle (FLIP)

While the previously illustrated CLC formulation conserves the quantity of interest during
the time-step, this is not sufficient to guarantee that these are preserved in an MPM al-
gorithm. This condition is due to the introduction and decommission of the computational
grid at each time-step. Thus, it is also necessary to check that the mapping processes at
each time-step’s beginning (Point-to-grid (P2G)) and end (Grid-to-point (G2P)) are equally
conservative. This section is aimed specifically at this purpose. The Einstein index notation
is suspended for this subsection to make the summations as clear as possible.

In the case of an elasto-plastic solid mechanics problem where kinetic energy plays a role,
there are two forms of energy which should be conserved (see, in this regard, the first prin-
ciple of thermodynamics, Eq. (3.60) and Clausius-Plank inequality (3.85)), i.e., the (elastic)
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3.6.6. Mapping processes: PIC vs FLIP

strain and the kinetic energies. As for the standard displacement-based MPM formulation,
the former is not moved from the MPs, while the latter is mapped back and forth from MPs
to the grid. Therefore, it is on kinetic energy that the calculations focus. However, this is
not sufficient to guarantee the compliance of the mapping processes with the underlying
continuum principles, as it is desired for linear and angular momentum to be conserved
according to their conservation laws. To perform the calculations, let us define all of the
above-mentioned quantities on the grid and the MPs, these being:

• grid linear momentum

Lh :=
Nnds∑

A




Nnds∑

B
M̃AB vB


 ; (3.155)

• MPs’ linear momentum
Lmp :=

Nmps∑

mp

m̄mp vmp; (3.156)

• grid angular momentum

Jh :=
Nnds∑

A
xA ×




Nnds∑

B
M̃AB vB


 ; (3.157)

• MPs’ angular momentum

Jmp :=
Nmps∑

mp

xmp × m̄mpvmp; (3.158)

• grid kinetic energy

Kh := 1
2

Nnds∑

A
vA ·




Nnds∑

B
M̃AB vB


 ; (3.159)

• MPs’ kinetic energy

Kmp := 1
2

Nmps∑

mp

m̄mp ∥vmp∥2
. (3.160)

The above equations use the effective mass matrix, given by

M̃ := (1 − ϵ) M + ϵ M̌ with ϵ = [0, 1], (3.161)

where the lumped mass matrix M̌ introduced above is defined as follows

M̌IK := diagI

(∫

hΩ
ρNu

K dv

)
≈ diagI

(
Nmps∑

mp=1
m̄mp Nu

K (xmp)
)
. (3.162)

Using Eq. (3.161) in lieu of Eq. (3.118) allows us to evaluate at the same time a wider
range of mass matrices (see, for instance, the orginal MPM paper [50] , which makes use
of a lumped mass matrix).
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3.6.6.1. Point-to-grid (P2G) mapping

3.6.6.1 Point-to-grid (P2G) mapping

The P2G mapping at the beginning of the step can be generalised by the following equation
(see Love and Sulsky [25] or Pretti et al. [26])

Nnds∑

B
M̃AB (vn)B =

Nmps∑

mp

m̄mp Nu
A (xmp) vmp

n . (3.163)

However, as detailed in Section 3.6.5, it is not always possible to numerically invert the mass
matrix∗, due to its poor condition number, caused by the small-cuts between MPs’ domain
and grid cells. Stabilisation (3.153) is usually added to the consistent mass matrix (3.118),
so that its inversion becomes possible. Nonetheless, for the sake of clarity, this stabilising
addition is not considered in this section, even though it is recognised that it would cause
some losses proportional to the user-defined value γM in Eq. (3.153).

Assessment of linear momentum conservation From definitions (3.155) and (3.156),
it can be seen that the mapping 3.163 conserves linear momentum

Lmp
n − Lh

n =
Nmps∑

mp

m̄mp vmp
n −

Nnds∑

A




Nnds∑

B
M̃AB (vn)B




=
Nmps∑

mp

m̄mp vmp
n −

Nnds∑

A

(
Nmps∑

mp

m̄mp Nu
A (xmp) vmp

n

)
= 0. (3.164)

Assessment of angular momentum conservation To compute the difference between
grid and MPs’ angular momentum, definitions (3.157) and (3.158) are re-called. It can be
seen that mapping (3.163) conserves angular momentum too

Jmp
n − Jh

n =
Nmps∑

mp

xmp
n × m̄mpvmp

n −
Nnds∑

A
(xn)A ×




Nnds∑

B
M̃AB (vn)B




=
Nmps∑

mp

xmp
n × m̄mpvmp

n −
Nnds∑

A
(xn)A ×

(
Nmps∑

mp

m̄mp Nu
A (xmp) vmp

n

)

=
Nmps∑

mp

xmp
n × m̄mpvmp

n −
Nmps∑

mp

Nnds∑

A
Nu

A (xmp) (xn)A × (m̄mp vmp
n ) = 0.

(3.165)

Assessment of kinetic energy conservation Using definitions (3.159) and (3.160), it can
be noted that, regardless of the considered mass matrix, the difference between MPs’ and
grid kinetic energy at the beginning of the step is given by

Kmp
n − Kh

n = 1
2

Nmps∑

mp

m̄mp vmp
n · vmp

n − 1
2

Nnds∑

A
(vn)A ·




Nnds∑

B
M̃AB (vn)B




∗While the lumped mass matrix is always invertible, the small cut problem causes other troubles. If Eq. (3.163)
is considered with a poorly-integrated lumped mass matrix, the grid velocity computed via this equation would
be incredibly high at the nodes of the poorly-integrated elements, undermining the whole simulation.
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3.6.6.1. Point-to-grid (P2G) mapping

= 1
2

Nmps∑

mp

m̄mp vmp
n · vmp

n − 1
2

Nnds∑

A
(vn)A ·

(
Nmps∑

mp

m̄mp Nu
A (xmp) vmp

n

)

= 1
2

Nmps∑

mp

m̄mp




vmp
n −

Nnds∑

A
Nu

A (xmp) (vn)A

︸ ︷︷ ︸
:=ṽmp

n




· vmp
n . (3.166)

In the above equation, the grid velocity directly mapped to the MPs has been denoted by
ṽmp

n , while the difference between this quantity and the MPs’ velocity is non-zero, i.e.,

vmp
n := ṽmp

n + (v′)mp
n . (3.167)

Substituting (v′)mp
n into Eq. (3.166) clearly shows how (v′)mp

n contributes to the energy of
the system. However, as this value of velocity does not appear in Eq. (3.164), its contribution
does not affect the linear momentum balance, i.e.,

Nmps∑

mp

m̄mp Nu
A (v′)mp

n = 0. (3.168)

The sign of this additive velocity (v′)mp
n in Eq. (3.167) is debatable, but it has no con-

sequence, since it is usually squared (as it will be shown below) due to its use in the com-
putation of the kinetic energy. In terms of physical meaning, as suggested by Burgess et
al. [51], the velocity (v′)mp

n is a velocity field which can be seen only at the particle level,
while, from the grid’s perspective, this velocity and the velocity vmp

n are the same. This dis-
crepancy is due to the number of MPs usually being higher than the number of grid nodes,
i.e., the grid filters some (high) frequency modes due to its coarseness as compared to the
MPs.
Using Eqs. (3.167) and (3.168), the MPs’ kinetic energy is given by

Kmp
n = 1

2

Nmps∑

mp

m̄mp vmp
n · vmp

n

= 1
2

Nmps∑

mp

m̄mp
(
ṽmp

n + (v′)mp
n

)
·
(
ṽmp

n + (v′)mp
n

)

= 1
2

Nmps∑

mp

m̄mp ṽmp
n · ṽmp

n + 1
2

Nmps∑

mp

m̄mp (v′)mp
n · (v′)mp

n +
Nmps∑

mp

m̄mp ṽmp
n · (v′)mp

n

= 1
2

Nnds∑

A
(vn)A ·




Nnds∑

B
MAB (vn)B


+ 1

2

Nmps∑

mp

m̄mp (v′)mp
n · (v′)mp

n

= Kh
n + ϵ

2

Nnds∑

A
(vn)A ·




Nnds∑

B

(
M̌AB − MAB

)
(vn)B


+ 1

2

Nmps∑

mp

m̄mp (v′)mp
n · (v′)mp

n ,

(3.169)
where definition (3.159) is employed too. Since it can be proved (see Love and Sulksy [25])
that the matrix

(
M̌AB − MAB

)
is positive semi-definite, it follows that

Kmp
n − Kh

n ≥ 0. (3.170)
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3.6.6.2. Grid-to-point (G2P) mapping

Another way to re-write the difference shown in Eq. (3.166) is as follows

Kmp
n − Kh

n = 1
2

Nmps∑

mp

m̄mp vmp
n · vmp

n − 1
2

Nnds∑

A
(vn)A ·




Nnds∑

B
MAB (vn)B




− ϵ

2

Nnds∑

A
(vn)A ·




Nnds∑

B

(
M̌AB − MAB

)
(vn)B


 . (3.171)

If Eqs. (3.169) and (3.171) are considered, it can be seen that the difference between MPs’
and grid kinetic energy decreases if the consistent mass matrix is used (i.e., setting ϵ =
0), even though it cannot be entirely cancelled out due to the energy contribution of the
velocities (v′)mp

n .

A summary of the differences between grid and MPs’ quantities at the beginning of the step
due to mapping (3.163) is given in Table 3.1.

Table 3.1: Summary of the differences between grid and MPs’ quantities of interest at the beginning
of the step using the mapping defined by Eq. (3.163). Table reproduced from Pretti et al. [26].

Quantities Difference
Linear momentum Lmp

n − Lh
n = 0

Angular momentum Jmp
n − Jh

n = 0

Kinetic energy Kmp
n − Kh

n ≥ 0

3.6.6.2 Grid-to-point (G2P) mapping

While in the literature the initial mappings available can be summarised by Eq. (3.163),
the G2P mappings have received much more attention, as evidenced by the profusion of
techniques on the topic. To the author’s best knowledge, these are PIC [52–55], FLIP [51,
56, 57], Affine Particle in Cell (APIC) [58], eXtended Particle In Cell (XPIC) [59], and
Polynomial Particle In Cell (PolyPIC) [60]. This work evaluates only PIC and FLIP, clarifying
why the former has been regarded as dissipative while the latter has not.

The PIC and FLIP mappings are defined by updating the MPs’ velocity at the end of the step
in the following manners

PIC: vmp
n+1 =

Nnds∑

A
Nu

A (xmp) (vn+1)A ; (3.172)

FLIP: vmp
n+1 = vmp

n +
Nnds∑

A
Nu

A (xmp) (vn+1 − vn)A . (3.173)

From the above formulae, it can be seen how the velocity at the end of the step is passed
from the grid to the MPs for the PIC procedure, while the difference in the velocity (i.e., an
acceleration over the given time step) is mapped in the case of FLIP.
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3.6.6.2. Grid-to-point (G2P) mapping

The update of the MP current position at the end of the step is unique and is given by

xmp
n+1 = xmp

n +
Nnds∑

A
Nu

A (xmp) (un+1)A =
Nnds∑

A
Nu

A (xmp) (xn+1)A . (3.174)

Assessment of linear momentum conservation Owing to Eq. (3.164) (which ensures
that no linear momentum is lost in the P2Gmapping), checking the time-difference of linear
momentum at the end of the steps corresponds to evaluating the MPs’ and grid difference
only at the end of the step.

This difference is first evaluated for PIC (3.172)

∆Lmp − ∆Lh = Lmp
n+1 − Lh

n+1

=
Nmps∑

mp

m̄mp vmp
n+1 −

Nnds∑

A




Nnds∑

B
M̃AB (vn+1)B




=
Nmps∑

mp

m̄mp




Nnds∑

A
Nu

A (xmp) (vn+1)A




− (1 − ϵ)
Nmps∑

mp

m̄mp
Nnds∑

A
Nu

A (xmp)

︸ ︷︷ ︸
=1

Nnds∑

B
Nu

B (xmp) (vn+1)B

− ϵ

Nmps∑

mp

m̄mp
Nnds∑

B
Nu

B (xmp) (vn+1)B = 0, (3.175)

which produces a linear momentum conserving mapping.

The same procedure can be carried on for FLIP (3.173)

∆Lmp − ∆Lh = Lmp
n+1 − Lh

n+1

=
Nmps∑

mp

m̄mp vmp
n+1 −

Nnds∑

A




Nnds∑

B
M̃AB (vn+1)B




=
Nmps∑

mp

m̄mp


vmp

n +
Nnds∑

A
Nu

A (xmp) (∆v)A


−

Nnds∑

A




Nnds∑

B
M̃AB (vn+1)B




=
Nmps∑

mp

m̄mp
Nnds∑

A
Nu

A (xmp) (vn+1)A −
Nnds∑

A




Nnds∑

B
M̃AB (vn+1)B


 = 0,

(3.176)

resulting in a linear momentum conserving algorithm for FLIP too.

Assessment of angular momentum conservation As for the linear momentum case, as-
sessing the time-difference in the angular momentum is the same as computing the MPs’
and grid difference at the end of the step. This was proved by Eq. (3.165).
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In the case of PIC (3.172), this difference gives

∆Jmp − ∆Jh = Jmp
n+1 − Jh

n+1

=
Nmps∑

mp

xmp
n+1 × m̄mpvmp

n+1 −
Nnds∑

A
(xn+1)A ×




Nnds∑

B
M̃AB (vn+1)B




=
Nmps∑

mp




Nnds∑

A
Nu

A (xmp) (xn+1)A


×


m̄mp

Nnds∑

B
Nu

B (xmp) (vn+1)B




−
Nnds∑

A
(xn+1)A ×




Nnds∑

B
M̃AB (vn+1)B




=
Nnds∑

A
(xn+1)A ×

Nnds∑

B

(
MAB − M̃AB

)
(vn+1)B

= −ϵ
Nnds∑

A
(xn+1)A ×

Nnds∑

B

(
M̌AB − MAB

)
(vn+1)B . (3.177)

The above equation describes two scenarios. If the consistent mass matrix is used (setting
ϵ = 0), PIC mapping conserves angular momentum. If, on the other hand, an effective mass
matrix is taken into account, this difference is non-zero and it is proportional to the grid
velocity at the end of the step vn+1. If the difference of the Euclidean norms is considered
(∥∆Jmp∥ −

∥∥∆Jh
∥∥), it can also be seen that there is no way to predict if it would result in

values bigger or lower than zero. This implies that the difference in magnitude of MPs’ and
grid angular momenta can be either decreasing or increasing.

Let us proceed to compute the difference of angular momenta in the case of FLIP map-
ping (3.173)

∆Jmp − ∆Jh = Jmp
n+1 − Jh

n+1

=
Nmps∑

mp

xmp
n+1 × m̄mpvmp

n+1 −
Nnds∑

A
(xn+1)A ×




Nnds∑

B
M̃AB (vn+1)B




=
Nmps∑

mp




Nnds∑

A
Nu

A (xmp) (xn+1)A


× m̄mp


vmp

n +
Nnds∑

A
Nu

A (xmp) (vn+1 − vn)A




−
Nnds∑

A
(xn+1)A ×




Nnds∑

B
M̃AB (vn+1)B




=
Nnds∑

A,B
(xn+1)A × M̃AB (vn)B +

Nnds∑

A,B
(xn+1)A × MAB (∆v)B

−
Nnds∑

A
(xn+1)A ×




Nnds∑

B
M̃AB (vn+1)B




= −ϵ
Nnds∑

A
(xn+1)A ×




Nnds∑

B

(
M̌AB − MAB

)
(∆v)B


 . (3.178)
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As for PIC, FLIP mapping conserves angular momentum if the consistent mass matrix is
considered. In the opposite case, (i.e., taking an effective mass matrix into account), the
error generated by FLIP is proportional to the time-step difference of grid velocity. Com-
paring this error with that computed for PIC (Eq. (3.177)), it can be appreciated that the
magnitude of ∆v should be, in the majority of cases, much smaller than the value of the
velocity at the end of the step vn+1. As a general rule, in the effective mass matrix case,
FLIP preserves more angular momentum than PIC. The discussion made in the case of PIC
regarding the norms of error in angular momentum also applies to the case of FLIP for the
same reasons.

Assessment of kinetic energy conservation The evaluation of the time difference in kin-
etic energy between MPs’ and grid values cannot take advantage of the same considera-
tions made for linear and angular momenta, as is clear from the error in the initial mapping
Eq. (3.171). Let us proceed then with the evaluation of the kinetic energy difference in the
case of PIC mapping (3.172)

Kmp
n+1 − Kh

n+1 = 1
2

Nmps∑

mp

m̄mp vmp
n+1 · vmp

n+1 − 1
2

Nnds∑

A
(vn+1)A ·

Nnds∑

B
M̃AB (vn+1)B

= 1
2

Nmps∑

mp

m̄mp




Nnds∑

A
Nu

A (xmp) (vn+1)A


 ·




Nnds∑

B
Nu

B (xmp) (vn+1)B




− 1
2

Nnds∑

A
(vn+1)A ·

Nnds∑

B
M̃AB (vn+1)B

= 1
2

Nnds∑

A
(vn+1)A ·

Nnds∑

B

(
MAB − M̃AB

)
(vn+1)B

= − ϵ

2

Nnds∑

A
(vn+1)A ·

Nnds∑

B

(
M̌AB − MAB

)
(vn+1)B ≤ 0, (3.179)

which results in a null difference at the end of the step if the consistent mass matrix is used.
Therefore, the above equation clearly states that PIC per se is not dissipative in the case of
a consistent mass matrix. However, the overall error is not only that given by the difference
at the end of the step, as the error in the initial mapping must be taken into account too.
Eqs. (3.179) and (3.171) are useful to compute this overall time-difference in MPs and grid
kinetic energy

∆Kmp − ∆Kh = Kmp
n+1 −Kh

n+1︸ ︷︷ ︸
≤0

−
(
Kmp

n − Kh
n

)
︸ ︷︷ ︸

≤0

= − ϵ

2

Nnds∑

A
(vn+1)A ·

Nnds∑

B

(
M̌AB − MAB

)
(vn+1)B − 1

2

Nmps∑

mp

m̄mp vmp
n · vmp

n

+ 1
2

Nnds∑

A
(vn)A ·




Nnds∑

B
MAB (vn)B



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+ ϵ

2

Nnds∑

A
(vn)A ·




Nnds∑

B

(
M̌AB − MAB

)
(vn)B




= − ϵ

2

Nnds∑

A
(∆v)A ·

Nnds∑

B

(
M̌AB − MAB

)
(vn+1 + vn)B −Kmp

n

+ 1
2

Nnds∑

A
(vn)A ·




Nnds∑

B
MAB (vn)B




= − ϵ

2
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A
(∆v)A ·

Nnds∑

B

(
M̌AB − MAB

)
(vn+1 + vn)B −

(
Kmp

n − Kh
n

)
.

(3.180)

Several conclusions can be drawn from the above chain of formulae. First of all, it can be
appreciated how the kinetic energy in the time-step should always decrease in the case of
PIC mapping. This mechanism is exacerbated if the effective mass matrix is considered, i.e.,
ϵ ̸= 0. Second, the error made in the initial mapping and expressed by Eq. (3.171) is not
cancelled out in this overall error. Hence, Eqs. (3.179) and (3.180) allow us to state that
PIC is not dissipative if used alone, but the combined use of initial mapping (3.163) and PIC
(this being defined by (3.172)) dissipates kinetic energy.

Let us now proceed in the same calculations for the case of FLIP mapping (3.173). If the
difference at the end of the step is considered, this is given by

Kmp
n+1 − Kh

n+1 = 1
2

Nmps∑

mp

m̄mp vmp
n+1 · vmp

n+1 − 1
2

Nnds∑

A
(vn+1)A ·

Nnds∑

B
M̃AB (vn+1)B

= 1
2

Nmps∑

mp

m̄mp


vmp

n +
Nnds∑

A
Nu

A (xmp) (∆v)A


 ·


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n +
Nnds∑

B
Nu

B (xmp) (∆vn+1)B




− 1
2

Nnds∑

A
(vn+1)A ·

Nnds∑

B
M̃AB (vn+1)B

= 1
2

Nmps∑

mp

m̄mp vmp
n · vmp

n + 1
2

Nnds∑

A,B
∆vAMAB∆vB + 1

2

Nnds∑

A,B
∆vAM̃AB (vn)B

− 1
2

Nnds∑

A
(vn+1)A ·

Nnds∑

B
M̃AB (vn+1)B

= Kmp
n − Kh

n + 1
2

Nnds∑

A,B
∆vA

(
MAB − M̃AB

)
︸ ︷︷ ︸
=−ϵ(M̌AB−MAB)

∆vB. (3.181)

However, as for the PIC mapping, the difference of interest is given by the accumulation of
this error with that coming from the initial mapping. Considering Eqs. (3.171) and (3.181)
results in an overall error for FLIP expressed by the following formula

∆Kmp − ∆Kh = Kmp
n+1 −Kh

n+1 −
(
Kmp

n − Kh
n

)
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= Kmp
n − Kh

n − ϵ

2

Nnds∑

A,B
∆vA

(
M̌AB − MAB

)
∆vB −

(
Kmp

n − Kh
n

)

= − ϵ

2

Nnds∑

A,B
∆vA

(
M̌AB − MAB

)
∆vB ≤ 0. (3.182)

The equation above yields conclusions for FLIP that are diametrically opposed to those
drawn in the PIC case: FLIP is dissipative per se as a standalone technique (Eq. (3.173)),
but FLIP cancels out the error inherited from the initial mapping (3.163).
These findings for PIC and FLIP mappings differ from those drawn in some of the literat-
ure (see, for instance, [59], which focuses exclusively on the G2P mapping): even when
the consistent mass matrix is employed, the energy bottleneck is represented by the initial
mapping, quantified by Eq. (3.166). However, the error in energy committed by the FLIP
mapping (quantified by Eq. (3.181)) compensates for the initial one, given zero net error
(see Eq. (3.182)). This cancellation does not happen with PIC, as the error energy for this
technique is null (see Eq. (3.179)), and the initial error accumulates (given by Eq. (3.180)).
These conclusions and those relative to the conservation of linear and angular momentum
over the step are summarised in Table 3.2.

Table 3.2: Résumé of time-step differences between and grid and MPs’ quantities of interest. Table
reproduced from Pretti et al. [26].

Differences Method Results

∆Lmp − ∆Lh
Eq. (3.163) + PIC: = 0

Eq. (3.163) + FLIP: = 0

∆Jmp − ∆Jh
Eq. (3.163) + PIC: = −ϵ

Nnds∑
A

(xn+1)A ×
Nnds∑

B

(
M̌ − M

)
AB

(vn+1)B

Eq. (3.163) + FLIP: = −ϵ
Nnds∑

A
(xn+1)A ×

Nnds∑
B

(
M̌ − M

)
AB

∆vB

∆Kmp − ∆Kh
Eq. (3.163) + FLIP: = − ϵ

2
Nnds∑

A
∆vA ·

Nnds∑
B

(
M̌ − M

)
AB

∆vB

Eq. (3.163) + PIC: = − ϵ

2
Nnds∑

A
∆vA ·

Nnds∑
B

(
M̌ − M

)
AB

(vn+1 + vn)B

−Kmp
n + 1

2
Nnds∑

A
(vn)A · MAB (vn)B.

3.6.7 Implementation details

Since the equations considered so far in the chapter are numerous, this section specifies
which play a greater part implementation-wise for developing the CLC UL implicit dynamic
code used for (most of) the examples in Section 3.7. This code stems from the base version of
AMPLE (see Coombs and Augarde [61]), expanded tomodel dynamic conditions. Figure 3.6
illustrates how these considered equations fit into the MPM algorithmic overview given in
Chapter 2 and graphically shown in Figure 2.1. From a comparison of Figure 2.1 with
Figure 3.6, it can be seen that only substeps from (B) to (E) are considered in the latter
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Figure 3.6: Main equations and relative use in the structure detailing the MPM algorithmic substeps.
The considered equations are employed to design the UL CLC implicit dynamic code and necessary
boundary stabilisations.

(and, consequently, in this section too). The initial setup, the grid introduction in substep
(A) and its disposal in (F), and the post-processing phase are not addressed below since
they are not specific to a code modelling solid dynamics.

The designed code constructs the consistent mass matrix, Eq. (3.118), as a first task in
substep (B). Conversely to the FEM, the MPM requires the assembly of this matrix at every
time-step, since the MPs move their position with respect to the newly introduced grid, and
they can also cross elements, thus changing the active nodes. Necessary for the construction
of this matrix is the presence of the shape functions, which can be computed only once per
time-step since there is no relative displacement between the MPs and the grid in a single
time-step∗. The P2G mapping via Eq. (3.163) is performed via the mass matrix. For those

∗The derivatives of the shape functions, conversely, must be updated at every iteration. This applies to the
derivatives of these functions both with respect to the initial (appearing in the TL formulation, Eq. (3.117)) and
current positions (necessary for the UL formulation, Eq. (3.116)). The main reason is that the continuous intro-
duction and disposal of the grid allows only the computation of the derivatives of the shape functions with respect
to the previously converged step (see Charlton et al. [30] or Coombs et al. [62] for more details).
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cases where the small-cut issue could give rise to problems in the inversion of Eq. (3.163),
the stabilisation for the mass matrix (3.153) should be assembled too. In this case, the
performed mapping is provided by the following equation (summation explicitly written)

Nnds∑

B
(MAB + (MG)AB) (vn)B =

Nmps∑

mp

m̄mp Nu
A (xmp) vmp

n , (3.183)

in place of Eq. (3.163). Since the penalty values γM in front of the ghost penalty (3.153)
are minimal, it is to be expected that the stabilisation affects energy conservation to a very
small degree. It is customary to compute the stabilisation of the mass matrix for the P2G
mapping at every time-step or to use it only when required (i.e., when the mass matrix is
significantly ill-conditioned). This work considers the latter option to have even less impact
on the conservation of kinetic energy. Selecting the time step using Eq. (3.127) shifts the
focus to what is happening on the grid, i.e., substep (C).

Outside of the NR loop, it is possible to build the stabilisationmatrices Eqs. (3.152) and (3.153)
(if not already assembled). The same applies to the part of the external force vector consid-
ering body forces, i.e., the first term in Eq. (3.119). The NR iterative scheme is then started,
using the following predictors as initial guess

uñ = vñ = añ = 0, (3.184)

which are in compliance with the P2G mapping (i.e., vn ̸= 0 and un = an = 0) and
the mid-point time-discretisation Eqs. (3.121)-(3.123). While Eq. (3.184) is not a unique
choice, the NR procedure can find the zeros of the considered function provided that the
above predictors are close enough to the solution (see, for instance, Quarteroni et al. [63]).
As standard for MPM implicit schemes (see, for a comparison, Coombs and Augarde [61]),
the first iteration is employed to assemble the Jacobian matrix, Eq. (3.150). The inversion of
the Jacobian matrix in Eq. (3.149) provides an updated displacement nodal solution (sub-
step (D)), which, in turn, updates the velocity and acceleration variables via Eqs. (3.121)-
(3.123). The nodal solution is thus used to update the terms in the residual Eq. (3.154),
where particular attention must be paid to the considered internal force vector, Eq. (3.133).
The computation of this vector is based on the considered stress-strain relationship, which,
in the case of the CLC formulation, is given by Eq. (3.142). The convergence of the NR pro-
cedure is checked based on the residual and the iterative solution, Eq. (3.185). The choice
of this equation as a convergence criterion is motivated in Section 3.7. If this condition is
not met, another Jacobian is computed, and the loop is repeated between substeps (C) and
(D).

When the convergence criterion is satisfied, the G2P mapping in substep (E) must be per-
formed before the grid disposal. This work adopts the FLIP mapping (3.173) for the same
reasons which justify the use of the consistent mass matrix and has been motivated by the
conclusions drawn in Section 3.6.6. Other MP-stored variables, such as deformation gradi-
ent, stress, and other variables necessary for post-processing, are also updated.
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3.7 Numerical simulations

This section presents six numerical examples, run (mostly) with the CLC method outlined
in Section 3.6.3 and the FLIP mapping at the end of the step. When not explicitly stated
otherwise, the stress-strain relationship used is that given by Eq. (3.142), where the Helm-
holtz free energy function describes a Hencky material (Eq. (3.87)). Example 3.7.1 com-
pares the CLC method with other kinds of time discretisations. Example 3.7.2 tests the
(small-strain) elasto-plastic implementation of Eq. (3.142) via the Method of Manufactured
Solutions (MMS). Example 3.7.3 compares the CLC MPM algorithm for compressible and
nearly-incompressible Hencky material. Example 3.7.4 and simulation (A) of Example 3.7.5
share the same set-up, with the difference that the former considers elasticity, while elasto-
plastic strains are analysed in the second. Plasticity play a role for simulations (A) and (B)
of Example 3.7.5 and Example 3.7.6. Examples 3.7.3-3.7.5 are plane-strain simulations,
while 3.7.6 is fully three-dimensional.
Each time-step in the analyses is considered converged when the tolerance tol = 10−11 at
the k−th current iteration satisfies the inequality

|r(k)| · |δu(k)|
|r(1)| · |δu(1)|

< tol, (3.185)

with | (•) | being the absolute value of the vector (•). The above error measure can be seen
as a good compromise to track at the same time the reduction in the nodal residual vector
r(k) and the progressive decrease of the nodal incremental displacements δu(k).

3.7.1 1D elastic column under self-weight
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(a) Illustration of the elastic column under self-weight.
5 10 15 20

2

4

6

8

10

t [s]

f y
[m

s−
2
]

(b) Applied load time variation.

Figure 3.7: The 1D elastic column under self-weight.

Example scope The goal of this example (illustrated in Figure 3.7(a)) is two-fold: on
the one hand, it compares the CLC formulation outlined in Section 3.6.3 with other time-
schemes; on the other, it is shown that the CLC shows good agreement with the analytical
stress distribution in very specific circumstances (detailed below).
As for the first goal, the generalised-αmethod [64] the Newmark scheme [65], the trapezoidal
rule and the mid-point rule (without the internal force modification) are compared with the
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Table 3.3: Résumé of the necessary equations for the generalised-α and CLC methods.

generalised-α
method (Family)

CLC
method

Equilibrium
Equations

(Unstabilised)

Man+αm + f int
n+αf

− fext
n+αf

= 0;

f int
n+αf

= f int
(

un+αf

)
;

fext
n+αf

= fext
n + αf

(
fext
n+1 − fext

n

)
;

Mañ + f̃ int
ñ − fext

ñ = 0;

f̃ int
ñ = f̃ int(τ mp);

fext
ñ = 1

2
(
fext
n+1 + fext

n

)
;

Kinematic
Variables

vn+1 =
γ̃

β̃ ∆t
un+1 + vn

(
1 −

γ̃

β̃

)
;

an+1 =
1

β̃ ∆t2
(un+1 − ∆t vn);

un+αf
= αf un+1;

an+αm = αm an+1;

vn+1 =
2

∆t
un+1 − vn;

an+1 =
4

∆t2 (un+1 − ∆t vn);

Constitutive
Relationship

Classical Hencky elastic material

τ define by Eq. (3.85a);

Modification of the

constituive relationship

τ mp defined by Eq. (3.142).

CLC formulation. Since the generalised-α method is more general, its balance of rate of lin-
ear momentum, the relationship among time-discretised kinematic variables and the used
(elastic) constitutive relationships are listed in in Table 3.3. The same table compares the
above-mentioned relationships to the equivalents used for the CLC formulation. The rela-
tionships among the coefficients for the different time schemes and the chosen values for
this particular simulation are reported in Table 3.4.

While a stress analytical solution to this problem exists for the quasi-static case (see Charlton
et al. [30] for its derivation), this can be extended to specific situations to the dynamic case
when the acceleration is close to zero, i.e.,

∂σij

∂xj
+ ρ bi = ρ v̇i ≈ 0. (3.186)

On top of this, the maximum value of the strain energy obtained from the dynamic case
should match the one for the quasi-static simulation, since the externally supplied power
(via the application of body forces) is the same for both simulations.

Setup A linear Hencky material constitutes the column, with an Young’s modulus of Ē = 1
MPa and a Poisson’s ratio of ν = 0. Similarly, the initial density of the material is ρ0 = 80
kg m−3. No boundary stabilisations (as the one suggested in Section 3.6.5) have been
considered (in this way the CLC method is expected not to dissipate), and the GIMPM
functions are adopted. The dimensions of the column are Hx = 0.5 m, Hy = 50 m, and it
is discretised by square elements of side length 0.5 m. Each element has initially two MPs
per direction, obtained by dividing the length of the cell into equal parts and positioning
each MP in the centre of these split parts. As the problem is de factomono-dimensional, this
number of MPs per cell can be regarded sufficient. The chosen time increment is ∆t = 0.05

77



3.7.1. 1D elastic column under self-weight

Table 3.4: Coefficient values for the different methods belonging to the generalised-α scheme.

Generalised-α
Method

Newmark
Method

Trapezoidal
Rule

Mid-point
Rule

Relationships among

Coefficients

αm = 2−ρ∞
1+ρ∞

;

αf = 1
1+ρ∞

;

β̃ = 1
4
(
1 + αm − αf

)2;

γ̃ = 1
2 + αm − αf ;

αm = 1;

αf = 1;

β̃, γ̃ free;

αm = 1;

αf = 1;

β̃ = 1
4 ;

γ̃ = 1
2 ;

αm = 1
2 ;

αf = 1
2 ;

β̃ = 1
4 ;

γ̃ = 1
2 ;

Choices for

the Analysis
‡ρ∞ = 0.818; †2β̃ = γ̃ = 1

3 ; — —

‡ Values taken from Kontoe et al. [66].
† The idea of considering a linear acceleration β̃ = 1

6 is taken from Nøst [67],
whereas the relationship 2β̃ = γ̃ comes from the need for algorithmic stability
(see, for instance, Géradin and Rixen [68]).

s so that the entire simulation consists of 400 time-steps. The parameters considered above
and the BCs follow those provided by Charlton et al. [30] for the quasi-static case.

The mono-dimensional column is subjected to an increase in self-weight (illustrated in Fig-
ure 3.7(b)), which is linearly ramped from zero at time t0 = 0 s to a value of f = fy = 10 m
s−2 at time t1 = 10 s. At this point (t1 = 10 s), the self-weight is suddenly removed and the
column is free to oscillate around its equilibrium position (which matches the undeformed
configuration) until the analysis is stopped at T = 20 s.
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Figure 3.8: Comparison of the different energy behaviours for the 1D column under self-weight.
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3.7.1. 1D elastic column under self-weight
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Figure 3.9: Comparison between analytical solution and numerical results for the Kirchhoff stresses
τyy plotted along depth of the column at t = 10 s.

Results discussion Figure 3.8 reports the results in terms of energy values for the differ-
ent considered time discretisations. It can be observed how using different time schemes
leads to different oscillations periods of the column. Comparison of the strain energy (Fig-
ure 3.8(a)) shows good agreement between the quasi-static solution (obtained via mono-
tonic increase of the loading) and the CLC dynamic formulation, with the difference (CLC
exhibits a little more strain energy) due to the time-sampling of the CLC method. From the
same figure it can observed how other methods start to dissipate during the loading phase,
while showing very similar dissipative trends when the load is removed.

Figure 3.8(b) highlights how the generalised-αmethod and the mid-point rule overestimate
substantially the kinetic energy. The ratio between the highest value of the kinetic energy of
the generalised-α method and the mid-point rule with the same value for the CLC analysis
is considerable ≈ 133% and ≈ 157%. On the other hand, the Newmark method and the
trapezoidal rule dissipate kinetic energy, with highest values of kinetic energy being ≈ 27%
and ≈ 42% of the highest value from the CLC analysis.

Figure 3.8(c) combines the energy trends coming from the previous two figures. It is in-
teresting to see how, even if the energy values differs quite substantially when the load
is removed, the final values of the total energy are similar, being in the interval between
≈ 12% (represented by generalised-α scheme) and ≈ 21% (in the case of the mid-point
rule) when compared to the CLC constant value. This is representative of the dissipative
behaviour shown by any method but the CLC, which make these methods questionable, as
their results can change significantly depending on when the simulation is stopped.

Figure 3.9 compares the values of the vertical stresses along the depth of the column ob-
tained by this numerical simulation at the time t = 10 s and with the analytical solution.
Good agreement is shown between the two sets of values, with the numerical results exhib-
iting slightly higher values of stresses. This is due to the time-sampling of the step, with the
accelerations marginally contributing as further body load to the equilibrium equations.
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3.7.2 Comparison with manufactured solution for the elasto-plastic
Conservation Law Consistent (CLC) material

Rollers appliedu1(t)

u2(t)

u3(t)

Figure 3.10: Illustration of the unit cube containing one MP and applied BCs for the MMS problem.

Example scope While the previous example has tested the validity of the elastic con-
stitutive relationship, the current example aims at verifying elasto-plastic behaviour. Moreover,
since the CLC formulation requires a non-trivial modification of the stress-strain relationship
(see Eq. (3.142)), it was decided to introduce an intermediate test to verify that the code
was truly capable of representing an elasto-plastic material. The MMS appears adequate
to comply with this purpose. This method consists (in brief) of assuming an infinitely dif-
ferentiable solution (i.e., a displacement field, in this case) and analytically computing the
source terms (i.e., the body forces or the applied tractions/stresses) by solving the partial
differential equation backwards. These terms are then used as input in the code to check
code results with the predefined solution.
In particular, one of the verification tests proposed by Kamojjala et al. [69] can verify the
implementation of an elasto-plastic material.

Setup This simulation (illustrated in Figure 3.10) considers a material whose shear mod-
ulus is G = 79 GPa and its Poisson’s ratio is ν = 1/3. Von Mises yield function is considered,
i.e.,∗

Φ (τ ) =
√

2 J2

ρy
− 1 ≤ 0, (3.187)

with J2 = sij sji

2 , sij = τij − τkk

3 δij .
This analysis consists in prescribing a (small) strain history to a single element populated
by one MP and to verify its Cauchy stress response. Since this example cannot suffer from
cell-crossing instability nor the small-cut issue, MPM shape functions and no boundary sta-
bilisation have been considered. To match the solution provided for this MMS example, the
inertia effects are neglected. The driving strains start from a null value at t = 0 and are
later prescribed as follows

ϵ11 =





−0.003 if 0 < t ≤ 1;

−0.0103923 if 1 < t ≤ 2;
(3.188)

∗No appreciable difference between Kirchhoff stress and Cauchy stress, since this example is set in the small
strain context.
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Figure 3.11: Stress paths comparison between results from the MMS (denoted by the superscript
(•)mms) and numerical simulation (with no superscript).

ϵ22 =





−0.003 if 0 < t ≤ 1;

0 if 1 < t ≤ 2;
(3.189)

ϵ33 =





0.006 if 0 < t ≤ 1;

0.0103923 if 1 < t ≤ 2,
(3.190)

where the time is expressed in seconds. The physical interpretation of this strain path and
the setup of the problem can be found in Kamojjala et al. [69]. Time-varying stresses un-
der constant strain rate (as described by Eqs. (3.188)-(3.190)) can be computed in corres-
pondence to constant strain rates (see, for instance, Krieg and Krieg [70] for the described
procedure), resulting in the following stress paths

σ11 =





−474 t if 0 < t ≤ 0.201;

−95.26 if 0.201 < t ≤ 1;
189.4+0.1704

√
a−0.003242 a

1+0.00001712 a if 1 < t ≤ 2;

189.4 if t > 2;

(3.191)

σ22 =





−474 t if 0 < t ≤ 0.201;

−95.26 if 0.201 < t ≤ 1;
76.87+1.443

√
a−0.001316 a

1+0.00001712 a if 1 < t ≤ 2;

76.87 if t > 2;

(3.192)

σ33 =





948 t if 0 < t ≤ 0.201;

190.5 if 0.201 < t ≤ 1;
−112.5+1.272

√
a−0.001926 a

1+0.00001712 a if 1 < t ≤ 2;

112.5 if t > 2,

(3.193)

where a = exp(12.33 t). The time is expressed in seconds, while the stresses are given in
MPa.
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3.7.3. 2D elastic cantilever beam

Results discussion Figure 3.11 shows that results coming from the numerical solutions
match those provided by Eqs. (3.191)-(3.193), confirming the correct implementation in the
case of (small strain) linear elasticity and a von Mises yield function. This example better
reproduces the solutions provided by Kamojjala et al. [69] (compared to Example 3.7.1,
particularly to Figure 3.9) because of the choice of selecting the inertia effects for this case.
Hence, while the internal force vector for this example follows the CLC implementation, the
inertia term in the equilibrium equations is set as zero.

3.7.3 2D elastic cantilever beam
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(a) Geometrical features and discretisation.
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(b) Applied load time variation.

Figure 3.12: The cantilever beam problem. Figures reproduced from Pretti et al. [26].

Example scope This example considers a bi-dimensional elastic beam represented in Fig-
ure 3.12(a), with the goal of assessing the periodic behaviour of a low-frequency structure
for a fully bi-dimensional example. On top of this, two analyses investigate the applicability
of the CLC to different materials: the former analysis, i.e., (A) considers a compressible
material, while the latter simulation, i.e., (B), takes a nearly-incompressible material into
account. Linearisation of the NR algorithm is also checked.

Setup The material parameters, beam geometry and discretisation for the current ana-
lyses (A) and (B) are summarised in Table 3.5. The mechanical parameters are arbitrary,
but Young’s moduli and Poisson’s ratios are thought to represent materials storing similar
amounts of strain energy.

The time increments ∆t shown in Table 3.5 correspond to 15 times the CFL time-step ap-
proximation defined at the beginning of the simulation by Eq. (3.126). From the same table
it can be noticed how the number of MPs per element is particularly high. The reason for
such an unusual number lies in the attempt to compensate the absence of the ghost stabil-
isation outlined in Section 3.6.5, which was not considered to fully assess the conservation
properties (see, in this regards, the discussion in Section 3.6.6). The ghost stabilisation
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3.7.3. 2D elastic cantilever beam

plays an essential role especially when a grid element is active only due to few misplaced
(from an integration position perspective) MPs. As one might predict, this situation is less
likely to occur if the mesh is sufficiently coarse and the number of MPs per element is high.
The chance of experiencing this issue increases with the order of the shape functions, as
their relative stencil is larger∗.

The analyses were run using GIMPM shape functions. As illustrated in Figure 3.12(b), the
load, applied at the end of the free edge, is monotonically increased from 0 to its highest
value P and then suddenly removed. The peak value of the load is reached at the time
t1 = 25 s, while the whole simulation carries on until time T = 150 s. The effects of gravity
were neglected. The external load vector is represented by the point load, which is split
between the two end MPs in the proximity of the x-axis (for a more detailed description of
this loading conditions, see Charlton et al. [30]).

Table 3.5: Summary of the parameters considered in the analyses of the 2D elastic cantilever beam.
Table reproduced from Pretti et al. [26].

Parameter Settings Analysis (A) Analysis (B)

Material
Parameters

Ē 109 Pa 3 · 108 Pa
ν 0.2 0.49

ρ0 ‡7750 · 103 kg/m3

Geometry,
Load and
Timings

lx, ly 10, 1 m
P 500 kN

t0, t1, T 0, 25, 150 s

Analysis
Parameters

Lx, Ly 11, 20 m
hx, hy 0.5 m
†mmp 12

∆t ≈ 0.6264 s ≈ 0.2194 s
‡ The density of the beam has been artificially increased
to create a low-frequency problem.
† mmp is the number of MPs per direction per element.

Results discussion The periodic behaviour of the structure’s energies is reported in Fig-
ure 3.13(a) for analysis (A), where total, MPs’ kinetic, and strain energies are considered.
The time-steps denoted by the letters A . . .D in the same figure correspond to sensitive
configurations: the last time-step where the load is applied before its removal (A ≈ 24.43
s, 39th time-step), the maximum value of the strain energy (B ≈ 29.44 s, 47th time-step,
and D ≈ 55.12 s, 88th time-step), and the maximum value of the kinetic energy (C ≈ 42.59
s, 68th time-step). As shown in Figures 3.13(b) and 3.13(c), after the load is removed
(just after time-step A), the beam continues to move downwards until the inertia is wholly

∗A qualitative description of the above idea can be understood comparing the domains of influence in Fig-
ures 3.4(c) and 3.4(d).
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3.7.3. 2D elastic cantilever beam
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(a) Time evolution of total, kinetic and strain energy for the cantilever
beam problem, analysis (A).

(b) Strain Energy, time-step A, analysis (A). (c) Kinetic Energy, time-step A, analysis (A).

(d) Strain Energy, time-step B, analysis (A). (e) Kinetic Energy, time-step B, analysis (A).

(f) Strain Energy, time-step C, analysis (A). (g) Kinetic Energy, time-step C, analysis (A).

(h) Strain Energy, time-step D, analysis (A). (i) Kinetic Energy, time-step D, analysis (A).

Figure 3.13: Time plot of the energies during the simulation (top row) and deflection shapes repres-
enting the strain (left) and kinetic (right) energies for time-steps A . . . D. Graphs refer all to analysis
(A). Figures reproduced from Pretti et al. [26].
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3.7.3. 2D elastic cantilever beam
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Figure 3.14: Time plot of the energies for simulation (B) (on the left-hand side), and convergence com-
parison for both the simulations (on the right-hand side). Figures reproduced from Pretti et al. [26].

converted into strain energy (Figures 3.13(d) and 3.13(e), time-step B). As expected, Fig-
ure 3.13(d) shows that a considerable amount of strain energy is located at the external
fibres in the fixed end. On the other hand, the beam is unstrained in its original configur-
ation at time-step C (Figure 3.13(f)), while the kinetic energy (Figure 3.13(g)) is distrib-
uted with a gradient along the x-axis, independent of the MPs’ position along the vertical
direction. Time-step D represents another maximum point of the strain energy, with D’s
deflection shape horizontally mirroring B’s. However, when comparing the strain energy
of the two configurations (Figure 3.13(h) and 3.13(d), respectively), it can be seen how
the external fibres in B are more heavily loaded than in D. With a closer look, it can be
noted how the displacements at the free end of the beam in pointsB andD do not coincide.
This inaccuracy is due to time sampling, which does not accurately capture the peak strain
energy. Therefore, points B and D are not temporally spaced as the proper period of the
beam would predict.

The energies time-response of simulation (B) is plotted in Figure 3.14(a). The structure
presents periodic behaviour with a lower frequency time compared to simulation (A). It
can be seen how the total energy for this simulation is slightly higher than for analysis (A),
which is due to a higher kinetic energy accumulated in the loading phase for simulation
(B). Comparing the behaviours in correspondence of the minimum values of strain energy
for simulation (A) (Figure 3.13(a)) and (B) (Figure 3.14(a)), it can be seen that this latter
simulation presents less smooth behaviour. This is due to the numerical errors accumulated
in the proximity of the boundaries of the body (and their likelihood of occurring or not, as
explained above) due to the absence of ghost stabilisation, which appear to be more evident
for simulation (B). This is possibly due to a slightly more stiff material for simulation (B),
as testified by the higher value of energy (compare Figure 3.13(a) with 3.14(a)), which
implies a material more capable of storing energy (and relative errors too), under the same
conditions.

Figure 3.14(b) shows the convergences of the NR algorithm for both the analyses, consider-
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3.7.4. Collision of elastic cylinders

ing the time-steps from ≈ 22 s to ≈ 32 s. Even though these steps take difficult stages of the
simulations into account (with the release of the load happening at t = 25 s), it can be seen
how the algorithms converge smoothly within three iterations for both the simulations.

3.7.4 Collision of elastic cylinders
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Figure 3.15: Illustration of the initial conditions of the cylinder impact problem. Figure reproduced
from Pretti et al. [26].

Example scope This fourth example considers the collision of two elastic cylinders, eval-
uating the energy conservation in the case of a low-frequency elastic collision. This example
bears similarities with the numerical examples in other MPM papers (see [25, 50, 71, 72]).

Table 3.6: Summary of the parameters considered in the analysis of the elastic cylinder collision. Table
reproduced from Pretti et al. [26].

Parameter Settings

Material
Parameters

Ē1, Ē2 100 Pa
ν1, ν2 0.3

(ρ0)1 , (ρ0)2 5 kg/m3

Geometry,
Velocities

and Timings

lx, ly 20, 12 m
r1, r2 2 m

(x1, y1), (x2, y2) (5.8, 5.5) m, (14.2, 6.5) m
∥v1∥ , ∥v2∥ 0.75 m/s

T 8 s

Analysis
Parameters

hx, hy 2 m
†mmp 35
∆t0 ≈ 0.0573 s

min (∆t), max (∆t) ≈ 0.0562, ≈ 0.0655 s
† mmp is the number of MPs per direction per element.
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(a) Time evolution of total, kinetic and strain energy for the
elastic cylinders collision.

(b) Strain Energy, time-step A. (c) Kinetic Energy, time-step A.

(d) Strain Energy, time-step B. (e) Kinetic Energy, time-step B.

(f) Strain Energy, time-step C. (g) Kinetic Energy, time-step C.

(h) Strain Energy, time-step D. (i) Kinetic Energy, time-step D.

Figure 3.16: Time plot of the energies during the simulation (top row) and deflection shapes repres-
enting the strain (left) and kinetic (right) energies for time-steps A . . . D. Figures reproduced from
Pretti et al. [26].
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3.7.5. Elasto-plastic impact of cylinders

Setup The parameters chosen for this simulation are listed in Table 3.6, and they are
selected to represent a low-frequency problem. As also shown in Table 3.6, the time-step
size was not constant during the simulation. The selected time-step length is computed
at every new step and is five times more than that defined by Eq. (3.127). This time-step
length (a few times above the CFL condition) has been selected as a compromise between
computational effort and NR algorithm stability. Nonetheless, the variation of such size is
minimal, and this is due to the grid size. As for the previous example, the grid lengths and
number of MPs per direction per element (mmp) are both significant, as ghost stabilisation
has also not been enforced in the simulation. The even higher numbermmp can be justified
by the collision occurring, which, compared to the previous example, might overlap the MPs
and the mesh in more unpredictable and small-cut prone ways. MPM shape functions are
used to run this example, and gravity effects are neglected.

Results discussion Figure 3.16(a) shows the time evolution of the energies for four se-
lected time-steps corresponding to A ≈ 1.89 s, 32nd time-step; B ≈ 2.7 s, 45th time-step;
C ≈ 3.51 s, 58th time-step; andD ≈ 4.9 s, 80th time-step. In particular, A and C correspond
to similar levels of energies (both kinetic and strain energy), with the former being more
uniformly spread onMPs (Figures 3.16(c), 3.16(g)), and the latter being more concentrated
on the MPs in the proximity of the nodes where contact∗ between cylinders is taking place
(Figures 3.16(b), 3.16(f)). However, even if the overall amount of strain and kinetic en-
ergies in A and C appear to be very similar, these steps present different distributions of
energies on MPs, as is clear from a comparison of Figures 3.16(b), and 3.16(c) for time-step
A, with Figures 3.16(f), and 3.16(g) for C. The minimum kinetic energy (Figure 3.16(e))
corresponding to a maximum of the strain energy (Figure 3.16(d)) occurs at time-step B.
From this point on, kinetic energy starts to be recovered until time-step D is reached. This
time-step marks the end of contact between cylinders. As expected from elastic bodies, the
deflection shapes of the cylinders (Figures 3.16(h), and 3.16(i)) recover circular sections,
even though some elastic waves slightly modify their shapes.

3.7.5 Elasto-plastic impact of cylinders

Example scope While extending the investigation of the results from the previous ex-
ample to an elasto-plastic impact, the following examples investigate the role of different
mesh sizes and shape function stencils. Similar simulations have been discussed by Meng
and Laursen [43], and Love and Sulsky [45].

Setup Analysis (A) (run using the original MPM functions) makes use of all of the para-
meters in Table 3.6, with the exception that the stress-strain relationship is elasto-plastic.
While elasticity is given by anHenckymodel (whose elastic moduli are available in Table 3.6),
the von Mises yield function (see Eq. (3.187)) governs the plasticity.

∗In this chapter and its relative simulations, by contact it is meant the no-slip standard automatic algorithm
in the MPM (see, for a more detailed explanation, Love and Sulsky [25]), which differs substantially in the imple-
mentation from the (frictional) contact outlined in Chapter 5.
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(a) Time evolution of total, kinetic and strain energy for the
elasto-plastic cylinders collision.
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step A, analysis (A).
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(i) Kinetic Energy, time-
step B, analysis (B).
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step C, analysis (B).
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step D, analysis (B).

(q) Kinetic Energy, time-
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Figure 3.17: Time plot of the energies during the simulation (top row) and deflection shapes repres-
enting the simulation (A) (first two columns) and (B) (last two columns). Strain energy (first and
third column) and kinetic energy (second and fourth) column are considered for time-steps A . . . D.
Physical dimension of contours are in Joule [J]. Figures reproduced from Pretti et al. [26].
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3.7.6. Impact of a Taylor bar

On the other hand, analysis (B) (run using the GIMPM functions) presents a mesh 4 times
finer than the one used for (A), with mmp = 8. The parameters (concerning both simula-
tions (A) and (B)) that differ from those used in Table 3.6 are presented below:

• (ρy)1 = (ρy)2 = 10 Pa, being the yield stress;

• min (∆t) ≈ 0.0571 s, and ≈ 0.06020 s for analyses (A) and (B), respectively (being 5
times the minimum time-step size defined by Eq. (3.127)); and

• max (∆t) ≈ 0.0666 s, and ≈ 0.06023 s for analyses (A) and (B), respectively (being 5
times the maximum time-step size defined by Eq. (3.127)).

Ghost stabilisation has not been considered for these simulations.

Results discussion Four time-steps were selected, and their relative deflection shapes and
energies are represented in Figures 3.17(b)-3.17(o): A at ≈ 2.9 s, B at 3.9 s, C at 4.4
s, and D at 6.7 s. From Figure 3.17(a), it can be noticed how the start of the collision,
governed by the mesh size and the different stencils of the shape functions, is delayed for
simulation (B). In this sense, it can be seen how time-step A, which corresponds to a
minimum for the kinetic energy for simulation (A) (see Figure 3.17(c)), defines instead
the initial stages of contact for analysis (B) (Figures 3.17(d) and 3.17(e)). In turn, time-
step B is representative of the same levels of kinetic and strain energies for simulation (A)
(Figures 3.17(f) and 3.17(g)), while it is particularly close to the peak of contact for analyses
(B) (maximum in strain energy, Figure 3.17(h)). A second yielding takes place starting from
time-stepC and, although with a decreasing trend, continues until the end of the simulation
(A). The cause beyond this second yielding can be found in the waves propagating through
the bodies after the collision, whose deviatoric part is progressively damped by the von
Mises yield function. Time-step D defines the end of contact for simulation (A) (constant
total energy, Figures 3.17(n) and 3.17(o)), while it can be appreciated from Figures 3.17(p)
and 3.17(q) how contact is still persistent for analysis (B) at this stage.
From a comparison of the strain energies distributions of analysis (A) (Figures 3.17(b),
3.17(f), 3.17(j), and 3.17(n)) with their counterparts of simulation (B) (Figures 3.17(d),
3.17(h), 3.17(l), and 3.17(p)), it is clear that the mesh refinement and the use of differ-
ent shape functions do not entirely eliminate the dependency of the strain energies from
the mesh. From a closer look, it can be appreciated how such strain energy localisations
take place in correspondence of element edges or corners. This can be explained by the
cell-crossing instability (moderated though in simulation (B) by the use of GIMPM shape
functions), which is also aggravated by the absence of the ghost stabilisation for the bound-
ary cells (see, for similar results, Coombs [49]).

3.7.6 Impact of a Taylor bar

Example scope This example (see Figure 3.18) is intended to compare the results ob-
tained from this three-dimensional analysis with those in the literature (for FEM analyses
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3.7.6. Impact of a Taylor bar

Table 3.7: Summary of the parameters considered in the analysis
of the Taylor bar impact. Table reproduced from Pretti et al. [26].

Parameter Settings
Material

Parameters
K̄, G 130, 43.3 GPa

ρ0 8930 kg/m3

Geometry,
Velocities

and Timings

h0, r0 32.2, 3.2 mm
Lx, Ly, Lz 7.2, 32.2, 7.2 mm
∥v∥ = vy, -227 m/s

T 80 µs

Analysis
Parameters

hx, hy, hz 0.8, 0.648, 0.8 mm
†mmp 2

∆t0 ≈ 0.375 µs
min (∆t), max (∆t) ≈ 0.371, ≈ 0.375 µs

† mmp is the number of MPs per direction per element.

Lz

Lx

Ly

hz hx

hy
y x

z

r0

h0

π/4

Figure 3.18: Illustration of the
initial conditions of the Taylor
bar problem. Figure reproduced
from Pretti et al. [26].

see [43, 73–76], while see [45] for MPM) for an elasto-plastic impact at high frequencies.
In this case, a hardening rule was also considered. This example constitutes a benchmark
for transient dynamic codes.

Setup The list of parameters (inherited from the literature) necessary to run the analysis
is presented in Table 3.7. GIMPM functions are used. To compare the results with the
literature, the von Mises yield function exhibiting linear hardening is considered, this being

Φ (τ , q) =
√

2 J2

σy
−
√

2
3

(
1 − q

σy

)
≤ 0, (3.194)

where the value of the yield stress is σy = 0.4 GPa. The assumed hardening parameter is
H = 0.1 GPa, which relates the power-conjugates for the linear isotropic hardening case as
follows, i.e., q = −H α. The time-step length is kept 15 times the value given by Eq. (3.127).
Given the lower number of MPs per element originally chosen, this simulation uses the
ghost stabilisation to avoid the problems described in the previous simulations. The chosen
parameters for stabilising the stiffness and the mass matrix are, respectively γK = 9 K̄ G

3 K̄+G
=

10−6 and γM = ρ0 · 10−6. As outlined by Coombs [49], the face ghost method is not
particularly sensitive to the penalty values. Thus, the values used in this analysis have been
chosen to modify the primary equations and the stabilised P2G mapping (3.183) as little as
possible.
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Figure 3.19: Time plots of energies and displacements for the Taylor bar problem. Results from Love
and Sulsky [45] are obtained via the MPM, while those from Meng and Laursen [43] via the FEM.
Figure adapted from Pretti et al. [26].

Results discussion The time-history of the energies is represented in Figure 3.19(a)),
and the values are compared with the results coming from the MPM analysis coming from
[45]. The results are mostly overlapping, with a slight difference in the initial values of the
energies. From a closer look, it can be appreciated how this dissimilar values possibly due
to initial different discretisations, as it can be seen from the value at time t = 0 s of the total
energies.

As for the displacement values illustrated in Figure 3.19(b), the results of the current ana-
lysis are compared with those coming from Love and Sulsky [45] for the MPM and Meng
and Laursen [43] for the FEM. Despite the initial different discretisations discussed above
between this analysis and that from [45], it can be seen that the radial displacements match
among the three simulations. As for the radial displacements, it can be seen that the cur-
rent analysis is more similar to the results coming from the FEM analysis [43] than those
from [45] for the MPM. This difference might be due to the initial discretisation error again.

The contours of the displacement along the y-direction and the quantity √
2J2 are repro-

duced in Figure 3.20. As can appreciated from Figure 3.20(a), the displacement field ap-
pears to be very regular, while cell-crossing instability partially affects the considered meas-
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(a) Deflection shape in the zy-plane. Contours represent the displacement along the y-direction (expressed in
[m]).

(b) Values of √
2J2 plotted in logarithmic scale in the zy-plane. Contours represent the stress values in [Pa].

Figure 3.20: Contour values for the Taylor bar problem plotted on the deflected shape at the end of
the simulation.

ure of stress (see Figure 3.20), despite the use of GIMPM shape functions.

3.8 Observations

Some final conclusions are now drawn based on the considerations raised during the chapter
and the provided examples.

The CLC method provides an effective formulation that complies with all of the underlying
principles of continuum mechanics, making the simulations not only physically meaningful
but energetically stable. In particular, this chapter has detailed the UL novel version of such
an algorithm. While attractive because of its compliance with the underlying continuum
laws, the method comes with the price of modifying the chosen constitutive relationship.
As the bulky linearisation in Appendix B.1 emphasises, these modifications come with a
particular burdensome cost regarding components appearing in the stiffness matrix (see
Eq. (B.34)). As for the mapping procedures, their sources of dissipation have been thor-
oughly investigated. It was concluded that the P2G initial mapping introduces an error
between the energy stored at the MPs’ location and the grid one. Contrary to a share of the
literature, it was proved that the PIC mapping as a standalone technique is not dissipative,
while the FLIP method per se is. However, the error introduced by the initial mapping is
cleverly cancelled by an equal and opposite error when the FLIP is employed. Since the PIC
procedure does not introduce any error, the initial error accumulates in this case. The rigor-
ous quantification of these phenomena in terms of energy (but also in terms of conservation
of momenta) and their induced conclusions constitute a novelty in the literature.

As for the numerical analyses, Example 3.7.5 shows how the cell-crossing instability is not
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entirely resolved (but certainly mitigated) by GIMPM functions. In this regard, using B-
splines (as proposed, for instance, by Yamaguchi et al. [34]) on the grid (in conjunction
with a Dirac delta distribution as a characteristic function) should be encouraged, since
it would increase the continuity of the functions above H1 (ω) spaces. However, this type
of approach has two disadvantages: the B-splines must be locally modified to directly en-
force the Dirichlet BCs on the grid (even in the case of a conforming grid), and the size
of stencil increases for these functions. The former issue could be treated with the use of
specific techniques developed in the context of mesh-free methods (see Fernández-Méndez
and Huerta [77], for instance). The latter issue entails a higher computational cost (larger
bandwidth of the matrices to be inverted), without unfortunately guaranteeing an improve-
ment in convergence as expected in the case of the FEM (see, in this regards, the examples
shown by Charlton et al. [30] and Coombs et al. [62]). An increase in the stencils would
also make boundary stabilisation more necessary. To avoid stabilising more layers of faces
in correspondence of the external boundaries, Yamaguchi et al. [34] has opted to modify
the basis functions when considering B-splines to mitigate the small-cut issue.

In this respect, the ghost method briefly described in Section 3.6.5 stabilises the small-cut
issue, proving its validity in challenging simulations as Example 3.7.6. However, it must
be considered that a specific technique must be employed to use the ghost method in the
case of higher-order shape functions, such as B-splines. Moreover, since the robustness of a
numerical method also lies in the existence of different ways of tackling the same problem
(an approach can be more or less effective depending on the situation), other techniques
already present in the context of the cut-FEM (see the discussion in Section 3.6.5) could be
incorporated into MPM in the future.

Insofar as the same rationale is applied to the application of non-conforming BCs (which is
beyond the scope of this work), only few techniques are available in the literature. To the
author’s best knowledge, the works describing the application of Dirichlet BCs are Cortis et
al. [78], and Liu and Sun [79]. While these papers provide a fundamental basis to tackle
the application of non-conforming essential BCs in the MPM, they present some limitations.
In particular, Cortis et al. [78] can be applied only to straight boundaries, while Liu and
Sun [79] use the penalty method, i.e., an approximated method. The reader is referred to
Section 5.4.3 for a discussion of the meaning of the term approximated in the context of the
penalty method. If Neumann BCs are considered, Liang et al. [80] presented an interesting
technique for the MPM. These authors offered a technique based on treating the stress on
the boundaries (i.e., the boundary forces, via Cauchy stress theorem Eq. (3.51)) as arising
from a virtual body exterior to the real discretised one. However, this technique can only
be applied in specific cases of virtual stress expressions. Another study on the application
of Neumann BCs was provided by Remmerswaal [35]. The gist of the method proposed by
Remmerswaal [35] consists in body-fitting the MP-based discretisation (based on level-sets)
via composite Bézier curve. Bing et al. [33] and Yamaguchi et al. [34] took both Dirichlet and
Neuman BCs into account. Bing et al. [33] proposed amethod similar to Remmerswaal [35],
but B-splines functions are used to model the boundaries which are tracked by boundary
points (these are progressively moved during the analysis with the displacement field). On

94



3.8. Observations

these reconstructed surfaces, Neumann BCs can be straightforwardly applied (using Gauss-
Legendre quadrature points), while a technique similar to that proposed by Cortis et al. [78]
and extended to the case of curved surfaces is employed for Dirichlet BCs. In this case, when
non-homogeneous conditions vary spatially, a global minimisation problem must be solved
to compute the nodal displacement values. Moreover, since this technique is adapted from
the implicit boundary method (see [81]), its convergence rate is sub-optimal, as documented
by the literature (see, for instance, [81] and [82]). Yamaguchi et al. [34] provided a method
for imposing both Dirichlet (using Nitsche’s weak imposition of non-conforming BCs) and
Neumann BCs via extended B-splines and tracking all surfaces via boundary points. While
the method presents some extremely interesting points (e.g., there is no need for boundary
stabilisations), it should be noted that none of the examples provided by these authors
considers non-conforming Dirichlet BCs. Moreover, the examples considering Neumann
BCs in both Bing et al. [33] and Yamaguchi et al. [34] do not present significant distortion
of these surfaces. This is due to the chosen technique for tracking the boundary, which
cannot cope with the creation of new surfaces for a body undergoing extreme distortion
conditions. Given the above, it is clear that there is still room for research to provide more
choices in the application of boundary conditions.

As standard for the MPM, the integration error associated with using MPs as integration
points remains an issue more significant than for standard FEM. A few attempts to solve
this issue have been made (see, for instance, Sulsky and Gong [37] and Gan et al. [31]), but
this issue is extremely challenging as it entails moving historical variables. The development
of versatile techniques to improve this type of error would be a significant shift in the future
growth of the MPM.

It should also be pointed out that the approximated CFL condition described by Eq. (3.127)
scales inversely proportional to the square of MPs in one cell. While this factor still falls in
favour of safety (as the time-step is always scaled down by it), it introduces an undesired
dependency which could be eliminated by setting

∆tCF L ≈ min
i

(
hh

i

)
min

A

(√
ρh

Mh

)

A

, (3.195)

with
ρh

A =
Nmps∑

mp

Nu
A (xmp) ρmp, Mh

A =
Nmps∑

mp

Nu
A (xmp) Mmp. (3.196)

In this fashion, the number of MPs in a cell appears at the numerator and denominator in
the square root of Eq. (3.195) and it cancels out.
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Chapter summary

This chapter has introduced the Lagrangian description of the kinematics necessary to describe
a solid material undergoing finite elasto-plastic strain. Other fundamental laws, such as mass
conservation, rate of momenta balances and the first two principles of thermodynamics, have
been described. The compliance of the considered constitutive law with the Clausis-Planck in-
equality via the Colemann-Noll procedure has been detailed. These underlying principles of
the continuum mechanics have also been integrated with a discrete MPM algorithm. Discus-
sions concerning where the MPM algorithm could present numerical dissipation have followed.
Numerical examples have backed up such discussions.
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Chapter 4

Dynamics of porous materials

While the interest of the previous chapter has lied in solid materials, this chapter extends
the previous theory to account for porous materials, i.e., it investigates how the presence
of a fluid constituent changes the material behaviour. As a matter of fact, in the process of
embedding in the seabed, the anchor encounters a material (i.e., the soil) that consists of a
solid phase (the very particles that constitute the soil skeleton) and a fluid phase (the water
present in the interstices among these particles).

The anchor installation process can occur in different conditions, depending on the soil’s
permeability and the anchor’s velocity. At the extreme of these circumstances are the fully
drained and undrained conditions, meaning that the water either can or cannot escape
from its original volume, and exceed pore pressures either instantly dissipate or accumu-
late. When the installation process can be regarded as an undrained process, this can be
simulated via incompressible solid dynamics. This can be representative for clays with a
particularly low values of permeability, especially if the installation process is quite fast.
Considering opposite values on the permeability spectrum (and/or slower anchor install-
ation too), the embedment process can take place in fully drained conditions. Soils em-
blematic of such a process can be well-sorted gravels or sands. From a modelling point of
view, this situation can be simulated by considering the dynamics of a compressible solid
body. As just mentioned, these extreme scenarios, i.e., with extremely low and very high
values of permeability, can be represented by solid dynamics, although the soil is physically
composed of two phases. This type of modelling can be explained with regard to how the
total stress tensor is balanced entirely by excess fluid pressures (in the case of extremely low
permeability) or entirely by effective stresses and hydrostatic pressure (in the case of ex-
tremely high permeability)†. All intermediate situations of permeability (causing partially
drained conditions), where the total stress tensor is partially balanced by fluid pressure and
partially by the effective stress, require considering the soil as a material composed of a
solid and a liquid phase, which is the subject of poromechanics. This study field has been

†The author recognises that the concepts of effective stress and fluid pressure have not been introduced yet, as
a detailed explanation of the total stress tensor decomposition is given in Section 4.5.1. However, for the readers
familiar with this basic ideas of geotechnics, this interpretation justifies from the very beginning the need of the
current chapter.
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4. Dynamics of porous materials

described at its best in the words of one of the most significant authors in the field; quoting
Coussy [1]

‘‘We define poromechanics as the study of porous materials whose

mechanical behaviour is significantly influenced by the pore fluid.’’

While the investigation of such a field study goes back to the 19-th century (see, in this
regards, the historical reconstruction proposed by de Boer and Ehlers [2]), the founda-
tions of poromechanics were laid by Biot in a series of seminal papers [3–5], extending
the work carried out by Terzaghi [6, 7] (see [8] for a collection of materials in English).
Since then, poromechanics has been applied in a plethora of engineering fields, which span
from environmental to bioengineering, from mining and petroleum to seismic engineering
(see [9–13] for examples of these applications). The reader interested in updated biblio-
graphies on poromechanics can refer to Selvadurai and Suvorov [14] and Zhang [15] and
references therein. Bowen [16], Zienkiewicz et al. [17], Lewis et al. [18], and Coussy [1]
constitute well-acknowledged and accepted state-of-the art books. As for the Material Point
Method (MPM) applied to porous materials, Nøst [19] and Zheng et al. [20, 21] provided a
thorough and updated list of references, categorising the published works according to the
sets of Material Points (MPs) used in the analyses and the primary equations considered
(see Section 4.6 of this work for a more detailed explanation on this subject).

The outline of the current chapter describing poromechanics consists of the introduction of
different ways to describe the kinematics of the two phases constituting the porous material
in Section 4.1. While the previous chapter on solid dynamics has required only to consider a
Lagrangian description for its kinematics, a porous material imposes a need of the Eulerian
description too. Mass conservation of both of the phases in different descriptions are ad-
dressed in Section 4.2. Some of the consequences of these conservation laws are unfolded
in Section 4.4, where the principles of thermodynamics applied to a porous material are
detailed. These are necessary to consider thermodynamically-consistent constitutive laws
governing different power-conjugates terms of the material under consideration. The statics
of the porous material are given in Section 4.3, in the form of balance of rates of linear and
angular momenta. Section 4.5 discusses the constitutive relationships necessary to describe
a porous material, accounting for both the constituents and their connection. In particu-
lar, the introduction of an effective stress-strain relationship to conserve the mass of the
solid constituent is introduced and is addressed in Section 4.5.1.1. This model constitutes
a novelty compared to those previously available in the literature and is aimed at making
the discretized equations more informed by its continuum physical formulation. While all
of the aspects considered so far takes the continuum formulation into account, Section 4.6
introduces an MPM discretisation of the necessary equations. The different stabilisations
required to run MPM simulations are outlined in the same section, as well as the employed
mapping processes. Numerical analyses are considered in Section 4.7, where a detailed dis-
cussion of the results is provided together. Section 4.8 reports observations on this chapter
and some plausible future work.

Due to the variety of possible assumptions which can be made with regards to porous ma-
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4.1. Kinematics of the porous medium

terials, this chapters introduces progressively the assumptions necessary to develop the con-
tinuum formulation and, consequently, the MPM algorithm. This choice was driven by the
intention to be as clear as possible in the evolving explanation so that the consequences of
the assumptions are revealed right after their introductions.

4.1 Kinematics of the porous medium

The porous material of interest is hereafter treated as a continuous body, in which both a
solid and a fluid phase are present. To define the former phase, the terms solid skeleton
or solid matrix are sometimes employed, while the latter is also referred to as the fluid
phase or interstitial fluid. In the context of geomechanics, if the voids of the porous body
are filled by a unique liquid phase, this is referred to as fully saturated conditions. In such
materials, it may happen that voids within the solid matrix may not be communicating with
each other. In this work, when the term porosity is used, it does not take unconnected
voids into account, but it is always assumed that fluid can pass from a certain portion of the
porous material to another.

To deal with the porous material under consideration by means of a continuous body de-
scription meeting the conditions of interest for this work, certain hypotheses are required:

H.4.1 the fully saturated porous material is treated as superposition of two continua, i.e.,
the solid and the fluid; and

H.4.2 as assumed in Chapter 3 for a solid material, the porous material undergoes finite
strains.

Hypothesis H.4.1 implies that the microscopic medium is ignored∗, and the analysis focuses
only on a macroscopic scale at which the physical phenomena of interest can be modelled.
This implies that any infinitesimal particle of the porous material contains at the same time
a solid and a fluid phase.

The simultaneous adoption of assumptions H.4.1 and H.4.2 has essential consequences on
the kinematics of the material considered (as detailed below in Sections 4.1.2 and 4.1.3).
The continuous superposition of the different phases implies that the fully saturated porous
material remains so during the evolution of the finite strains. However, this raises questions
on which phase (solid or fluid) should be kept track of (see Figure 4.1) and how to describe
it (in a Lagrangian or an Eulerian approach). As one of the most significant advantages
of the MPM is the use of a Lagrangian approach for the (hydro)-mechanical description,
tracking in a Lagrangian sense the solid phase is the ultimate desirable choice.

∗At a microscopic scale, a distinction can be drawn between a volume occupied by the solid skeleton or the
fluid phase (see, for instance, Coussy et al. [22]).
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4.1.1. Lagrangian and Eulerian descriptions

4.1.1 Lagrangian and Eulerian descriptions

In the previous chapter on the mechanics of solids there was no need to distinguish between
a Lagrangian and an Eulerian description, since solid mechanics is mostly described in the
former of the two ways. However, as motivated below, an Eulerian description will be un-
avoidable at several points in the following discussion of the chapter. To avoid any confusion,
it is for the best to define the two terms, since both descriptions will be helpful and used ac-
cording to need and convenience. As stated by Cengel and Cimbala [23] for the description
of fluid, a Lagrangian description

‘‘... requires us to track the position and velocity of each

individual fluid parcel, which we refer to as a fluid particle, and

take to be a parcel of fixed identity.’’

Quoting the same authors, in an Eulerian description

‘‘... of fluid flow, a finite volume called a flow domain or control

volume is defined, through which fluid flows in and out. Instead of

tracking individual fluid particles, we define field variables,

functions of space and time, within the control volume.’’

Details on the Lagrangian descriptions are given in Sections 4.1.2 and 4.1.3, while Eulerian
representation is discussed in Section 4.1.4. The relationships between these descriptions
are detailed in Section 4.1.5.

As demonstrated in the previous chapter, the distinction between Total Lagrangian (TL) and
Updated Lagrangian (UL) formulations is superficial. Hence, in this chapter, passing from
one formulation to the other is performed without further clarification. Ultimately, the UL
formulation is used in the current chapter for the same reasons provided in Section 3.6.2.2.

4.1.2 Lagrangian solid phase kinematics

To proceed with a Lagrangian description of kinematics relative to the solid constituent,
let the porous deformable body B occupy an initial volume Ω (at the time t = 0) of the
Euclidean space E . Let the original boundary of this body be denoted by Γ. According to
hypothesis H.4.1, an infinitesimal initial volume of the porous material dΩ is given by the
union of an infinitesimal solid part and and infinitesimal fluid part, i.e., dΩ = dΩ(sk)∪dΩ(f).

Let us now introduce the current configuration (at the generic time t) of the same body B,
which now occupies a volume ω whose boundaries are γ. As illustrated by Figure 4.1, phases
occupying fractions of the same initial volume dΩ evolve differently over time. Focusing only
on the solid fraction, let the solid skeleton dΩ(sk) partially occupy a position (in the same
initial configuration) defined by X. Let the same solid phase partially occupy a position
in the current configuration indicated by x = φ (X, t), where the motion of the solid phase
is defined via the mapping φ : Ω × [0, T ] → E (see Figure 4.2 for an illustration of the
mappings and the different involved quantities).
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4.1.2. Lagrangian solid phase kinematics

t = 0

Background
porous material

Initial infinitesimal volume
of porous material dΩ

t > 0

Current infinitesimal volume
of porous material dω

Same solid material in
different configurations

Same fluid material in
different configurations

Figure 4.1: Time evolution of initial porous volume dΩ and of its constituents. For the sake of simpli-
city, the infinitesimal volume taken into account do not present any deformation but only translates
over time.

Being the motion of the solid phase equal in all aspects to the same mapping introduced
in the Chapter 3 for the solid kinematics, all the measures of rotations, deformations and
strains introduced in that chapter are valid here to describe the Lagrangian kinematics of
the solid phase. Let us recall the deformation gradient relative to the solid phase be defined
as F := ∂φ(X,t)

∂X . It must be noted that the determinant of this deformation gradient (J :=
det F ), while following the motion of the solid phase, must describe, according to assump-
tion H.4.1, a whole porous infinitesimal volume, i.e., dω = J dΩ, with dω = dω(sk) ∪ dω(f).
Let us also list some helpful relationships relative to the transformations between current
and initial position of the solid phase, these being:

• Nanson’s formula (whose calculation follows the same steps given in Eqs. (3.10) and
(3.11)), to describe a change in the normal attached to a infinitesimal area:

n da = JF −1NdA, (4.1)

with N (or n) being the original (or current) normal outward vector, and dA (or da)
the original (or current) infinitesimal mixture area;

• if V is a generic vector defined in the original configuration and v its current coun-
terpart, related in this fashion v · n da = V · N dA, then, the following equation
holds

Vi = JF−1
ij vj ; (4.2)

• from Eq. (4.2), the so-called Piola transformation (see, for instance, Marsden and
Hughes [24]) follows, this being

∂Vi

∂Xi
= J

∂vi

∂xi
. (4.3)

To complete the set of Lagrangian kinematic variables, let the solid phase displacement be
given by

u (X, t) := φ (X, t) − X, (4.4)
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4.1.3. Lagrangian fluid phase kinematics

Mixture current configuration

dω = φ(dΩ)

Mixture initial
configuration

(φ(f))−1(dω)

φ

dΩ

φ(f)

X

x

X(f)

u

u(f)

Figure 4.2: Illustration of mixture configurations and relative Lagrangian mappings.

and its velocity being
v (X, t) := du (X, t)

dt

∣∣∣
X
. (4.5)

The acceleration of the solid phase particle is defined as the material derivative with respect
to the solid phase of the solid velocity, i.e.,

a (X, t) := dv (X, t)
dt

∣∣∣
X

= d2u (X, t)
dt2

∣∣∣
X
. (4.6)

As it can be deduced from the above equations, the notation for the material derivatives
with respect to the solid phase is given by d(•)

dt

∣∣
X

for the general quantity (•).

4.1.3 Lagrangian fluid phase kinematics

While the previous section introduced an unambiguous way to determine how the solid
phase evolves, nothing has been specified about the evolution of the liquid phase. In Sec-
tion 4.1.2, two fluid volumes have been introduced, namely an initial volume dΩ(f) and a
current volume dω(f). In the most general case, the fluid contained in these volumes does
not match, since the volumes dΩ(f) and dω(f) have been defined as fractions of the mixture
volumes dΩ and dω, these being defined via the mapping of the solid phase φ (X, t).

Owing to this difference in the considered fluid parts, it is legitimate to wonder which
fluid volumes to keep track of: on the one hand, as in the case of the solid constituent,
the evolution of the fluid occupying the initial volume dΩ(f) could be retained; on the
other hand, the fluid occupying the current volume dω(f) could be retroactively mapped
to its initial configuration. Since an Eulerian description (especially of the fluid phase)
will be required (see Section 4.1.4) and such description makes no reference to an initial
configuration, the latter volume dω(f) is considered.
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4.1.4. Eulerian kinematics

Thus, let this current fraction of fluid phase dω(f) be related to the initial configuration of
the whole porous material dΩ via the Lagrangian porosity ϕ (X, t) such that dω(f) = ϕdΩ,
with ϕ > 0. Let also the initial value of the Lagrangian porosity be denoted as ϕ0 := ϕ (X, 0).
However, it can be seen that is convenient to relate the current volume of fluid phase dω(f)

to the current porous material volume dω. In particular, this relationship is obtained by
introducing the Eulerian porosity n (x, t) such that dω(f) = ndω. This measure of porosity
is particularly attractive since its values are always bounded between zero and one, i.e.,
0 < n < 1∗. The initial value of the Eulerian porosity is given by n0 = n (x, 0). Owing to
their definitions, the two measures of porosity are related as follows

ϕ = J n, (4.7)

which, for the initial values (in the undeformed configuration), simplifies into ϕ0 = n0.

It can be noted that, e contrario, the introduced measures of porosities allow also to write
the fractions of the solid volume in the different configurations, i.e.,

dΩ(sk) = (1 − ϕ0) dΩ; (4.8)
dω(sk) = (1 − n) dω. (4.9)

Having decided to keep track of the current fluid volume in a Lagrangian sense, let the
infinitesimal fluid phase of volume dω(f) partially occupy the position x. This position is also
mapped via themotion of the fluid phase x = φ(f)

(
X(f), t

)
, with φ(f) : Ω× [0, T ] → E (see,

again, Figure 4.2). As for the solid constituent, the above mapping allows the introduction
of the displacement of the fluid phase as

u(f)
(

X(f), t
)

:= φ
(

X(f), t
)

− X(f), (4.10)

and its fluid velocity as

v(f)
(

X(f), t
)

:=
du(f)

(
X(f), t

)

dt

∣∣∣
X(f)

. (4.11)

The acceleration of the fluid phase particle is given by the material derivative of its velocity
with respect to the fluid phase, i.e.,

a(f)
(

X(f), t
)

:= dv(f) (X, t)
dt

∣∣∣
X(f)

=
d2u(f)

(
X(f), t

)

dt2

∣∣∣
X(f)

, (4.12)

where the notation for the fluid material derivatives of the general quantity (•) is given by
d(•)
dt

∣∣
X(f) .

4.1.4 Eulerian kinematics

As can be deduced from Figures 4.1 and 4.2, the Lagrangian descriptions of the solid and
liquid phases have been established, assuming both phases occupy the same volume dω in

∗According to the assumption H.4.1, porous materials present both a fluid and a solid component. Hence, the
extreme values of Eulerian porosity (n = 0 corresponding to only solid material, and n = 1 corresponding to only
fluid material) are excluded.
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Mixture current configuration

dω

x= φ (X, t)

u (X, t)

(a) (Updated) Lagrangian descrip-
tion relative to the solid phase.

Mixture current configuration

dω

x= φ(f)
(
X(f), t

)

u(f)
(
X(f), t

)

(b) (Updated) Lagrangian descrip-
tion relative to the fluid phase.

Mixture current configuration

∆ω

vf (x, t)

v (x, t)

vf (x+∆x, t)

v (x+∆x, t)

(c) Eulerian description. Reference
volume is highlighted in red.

Figure 4.3: Illustration of the different descriptions used in this chapter to model the time-evolution
of porous materials.

the current configuration at the time t. However, exactly as these phases come from initially
different positions (X the solid phase, X(f) the liquid phase), they can occupy positions that
are no longer overlapping at the infinitesimal instant following the current configuration,
this being t + dt. Thus, a Lagrangian description at instant t + dt must select whether to
keep track of the infinitesimal volume occupied at the time t by the solid phase dω(sk) or by
the liquid phase dω(f), leading to different descriptions of the kinematics.

However, there exists a way to have these descriptions communicating. This approach con-
sists in first describing in a Lagrangian manner and, therefore, separately, the solid and
liquid volumes at the instant t+ dt. These descriptions relate to a unique Eulerian descrip-
tion of the phenomenon via a finite control volume chosen to contain both of these phases.
This unique Eulerian description can finally be related back to the Lagrangian description
following the solid phase using a relationship inverse to the one just used (i.e., the one
that correlates the solid Lagrangian description to the unique Eulerian one). Therefore, it
can be understood how different descriptions and their relationships are essential require-
ment to complete this step. This idea dates back originally to Thorpe [25]. A graphical
representation of these descriptions and their relationships is sketched in Figure 4.3.

While a Lagrangian description refers to an initial configuration, an Eulerian approach has
no interest in tracking how the considered body evolves over time with respect to this ori-
ginal configuration, but focuses only on the current configuration at time t. This kind of
description focuses on a finite mixture volume ∆ω (the above-mentioned control volume).
The primary quantities of interest for the Eulerian description are the velocity fields flowing
through this volume at a given point x, at a given time t, i.e., v(ph) (x, t) for the generic
phase (ph) = (sk) or (ph) = (f). These velocities, although equal to the definitions intro-
duced by the Eqs. (4.5) and (4.11) for solid and fluid particles, do not imply the knowledge
of the different motions φ(ph)

(
X(ph), t

)
.
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4.1.5. Relationships between Lagrangian and Eulerian descriptions

4.1.5 Relationships between Lagrangian and Eulerian descriptions

Let us consider a generic field with Eulerian specifications (•) (x, t). This same field can be
given with Lagrangian specifications of the generic phase (ph), i.e., (•)

(
φ(ph)

(
X(ph), t

)
t
)
.

Using the chain rule (see, for instance, Batchelor [26]), the relationship between a Lag-
rangian (material) and and Eulerian description descriptions is given by

d (•)
(

φ(ph)
(

X(ph), t
)
t
)

dt

∣∣∣∣∣
X(ph)

= ∂ (•)
∂x

∂x

∂t︸︷︷︸
:=v(ph)

+∂ (•)
∂t

, (4.13)

where the notation ∂(•)
∂t indicates specifically the partial derivative of (•) with respect to

time (i.e., the position x is kept fixed), opposed to the material derivatives d(•)
dt

∣∣
X(ph) .

Derivatives of the current volume While the above relationship connects point-wisely
the Lagrangian and the Eulerian description, it would be also useful to express the same re-
lationship in an integral sense. For this scope, it is required to understand how the material
derivatives of the current mixture volume dω can be computed when following the solid or
fluid phase. This can be achieved considering a line element dx. The material velocity of
this element (following the phase (ph)) at any given time can be related via
d

dt

∣∣∣
X(ph)

(dx) = d

dt

∣∣∣
X(ph)

(x + dx − x) = v(ph) (x + dx, t) − v(ph) (x, t)

= v(ph) (x, t) +
(
∂

∂x
· v(ph)

)
dx − v(ph) (x, t) =

(
∂

∂x
· v(ph)

)
dx. (4.14)

Recalling the relationship between the current infinitesimal volume and infinitesimal vec-
tors describing it, i.e., dω =

(
dx(1) × dx(2))·dx(3), the above equation permits writing what

follows (in a similar fashion to Eq. (3.35))
dJ

dt

∣∣∣
X(ph)

dΩ = ∂

∂x
· v(ph)dω. (4.15)

Reynolds transportation theorem The introduction of Eqs. (4.13) and (4.15), allows to
relate the material time derivatives of integrated quantities to an integral Eulerian descrip-
tion. This procedure is named the Reynolds transportation theorem, this being

d

dt

∣∣∣
X(ph)

(∫

ω

(•) dv
)

=
∫

ω

d

dt

∣∣∣
X(ph)

((•) dv)

=
∫

ω

(
∂ (•)
∂x

· v(ph) + ∂ (•)
∂t

)
dv +

∫

ω

(
(•) ∂

∂x
· v(ph)

)
dv

=
∫

ω

(
∂ (•)
∂t

+ ∂

∂x
·
(

(•) v(ph)
))

dv

=
∫

ω

∂ (•)
∂t

dv +
∫

γ

(
(•) v(ph)

)
· n da, (4.16)

with n being the outward normal to the surface γ. To obtain the above formula, the di-
vergence theorem has also been applied. The first term on the last Right-Hand Side (RHS)
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of Eq. (4.16) is the time rate of change of the (•) within the control volume ω (fixed, as
assumed in Eulerian descriptions), while the second term represents the flux of (•) flowing
through the surface γ of the control volume ω.

4.2 Mass conservation

Up to this point, several relationships involving the kinematic behaviour of the porous ma-
terial have been introduced and detailed. However, to proceed in considering the mass
balance equations, two further hypotheses are necessary:

H.4.3 the postulate of conservation of mass is valid for the porous material. Moreover, the
fluid and solid phases do not exchange mass; and

H.4.4 the porosity network across the porous medium is considered to be homogeneous
from a geometrical point of view.

While the former of the above assumptions implies that the mass conservation can be writ-
ten separately on the two phases, assumption H.4.4 allows the treatment of the hydraulic
phenomena in the porous material in an unified manner. Physically speaking, this latter
hypothesis excludes those natural materials (such as rocks, for instance) whose porosity
can vary in diameter and shape (rounded or flat pores) across the sample.

Let ρ(sk) (x, t) and ρ(f) (x, t) be the current mesoscopic (or intrisic) densities of the solid and
fluid phases, so that ρ(f)ndω and ρ(sk) (1 − n) dω are the fluid and solid mass contained in
the current volume dω. According to the notation used so far, let the initial values of these
densities being denoted as ρ(ph)

0 := ρ(ph) (x, 0).

4.2.1 Continuity equation

According to hypothesis H.4.3, the mass balance can be written separately on each phases
in the current configuration as follows

d

dt

∣∣∣
X

(∫

ω

ρ(sk) (1 − n) dv
)

= 0; (4.17)

d

dt

∣∣∣
X(f)

(∫

ω

ρ(f)ndv

)
= 0. (4.18)

Having made no assumption on the current volume ω, Eq. (4.17) can also be expressed
locally as

d

dt

∣∣∣
X

(
ρ(sk) (1 − n) dv

)
= 0, (4.19)

which implies
n = 1 − 1

J
(1 − n0) ρ

(sk)
0
ρ(sk) . (4.20)

This equation provides a kinematic relationship between the Eulerian porosity and the Jac-
obian, which constitutes the basis for some detailed discussions in Section 4.5.1.1.
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4.3. Momentum balance

The Eulerian counterpart of Eq. (4.18) can be expressed using Eq. (4.13) and considering
that the control volume is generic. Thus, the mass balance also holds in a point-wise sense
as follows

∂

∂t

(
ρ(f)n

)
+ ∂

∂x
·
(
ρ(f) nv(f)

)
= 0. (4.21)

Following the procedure described in Section 4.1.4, the mass conservation equation for the
fluid phase in the above Eulerian form can be expressed more concisely in a Lagrangian
description of the solid skeleton by introducing the relative flow of fluid mass vector q(f)

q(f) := nρ(f)
(

v(f) − v
)
, (4.22)

and the fluid mass content m(f) per unit of initial mixture volume dΩ

m(f) := ρ(f) ϕ. (4.23)

Using the above-introduced definitions and Eqs. (4.13) and (4.15), the Eulerian fluid mass
conservation Eq. (4.21) can be expressed in the Lagrangian solid description as follows

∂

∂t

(
ρ(f)n

)
+ ∂

∂x
·
(
ρ(f) nv(f)

)
± ∂

∂x
·
(
ρ(f) nv

)
= 0;

d

dt

∣∣∣
X

(
ρ(f) n

)
+ ∂

∂x
· q(f) + ρ(f) n

∂

∂x
· v = 0;

d

dt

∣∣∣
X

(
m(f)

)
+ ∂

∂X
· Q(f) = 0, (4.24)

where Q(f) is the material counterpart of qf , which follows the Piola identity (4.3) and it
is defined as

Q(f) := ϕ ρ(f)F −1
(

v(f) − v
)
. (4.25)

Eq. (4.24) thus describes the fluid mass (per unit original volume dΩ) flowing through the
porous particle described in a Lagrangian frame following the solid phase.

4.3 Momentum balance

While previous sections have focused on the kinematics of deformable porous materials and
the conservation of mass of both their phases, this one focuses on discussing the forces that
cause the motion (and deformations) and how applied forces are distributed in the porous
body.

Similarly to the deformable solid case, to fully characterise which and how external loads
distribute in the porous material under consideration, further assumptions are required:

H.4.5 the non-polar case is considered, i.e., a Cauchy continuum, where only two types of
external forces can be applied to porous bodies, namely, the body forces ρf and the
boundary forces t, such that

df = ρfdω; (4.26)
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4.3. Momentum balance

dt = t da, (4.27)

where the (current) density of the porous material is defined as

ρ := ρ(sk) (1 − n) + ρ(f) n; (4.28)

H.4.6 Cauchy’s axiom holds, i.e., implying that contact forces at a given position x at a given
time t are only a function of the outward normal n to the surface da, i.e.,

t = t (x, t,n) ; (4.29)

H.4.7 Euler’s laws, i.e., the balance of rate of linear and angular momenta are valid on
the mixture material. When the forces described in H.4.5 are applied on the porous
material considered so far, these laws become
d

dt

∣∣∣
X

(∫

ω

ρ(sk) (1 − n) v dv

)
+ d

dt

∣∣∣
X(f)

(∫

ω

ρ(f) nv(f) dv

)
=
∫

ω

ρfdv +
∫

γ

t da,

(4.30)

d

dt

∣∣∣
X

(∫

ω

x × ρ(sk) (1 − n) v dv

)
+ d

dt

∣∣∣
X(f)

(∫

ω

x × ρ(f) nv(f) dv

)

=
∫

ω

x × ρfdv +
∫

γ

x × t da; (4.31)

and

H.4.8 viscous effects are not considered for both the constituents.

Owing to the above hypotheses, the Cauchy stress theorem holds, i.e.,

σ n = t, with σ = σT . (4.32)

Cauchy’s axiom and balance of rate of linear momentum implies, in turn, the action reaction
principle on two infinitesimal surfaces da defined by opposite normals, i.e.,

t (x, t,n) da = −t (x, t,−n) da (4.33)

It can be seen that none of the above assumptions considers any decomposition between
the phases of the Cauchy stress, even though some information is provided by H.4.8. This
hypothesis plays two roles: on the one hand, it allows to consider the stress tensor relative to
the fluid phase to be constituted only by a spherical part (i.e., implying that a perfect fluid
is considered); on the other hand, it excludes rate effects for the (effective) stress-strain
relationship (this will be detailed in Section 4.5). From a technical point of view, this dual
role would suggest decoupling the hypothesis H.4.8 (between a part relative to the statics
and a part concerning constitutive relationships). However, for the sake of simplicity, this
work considers it as a single hypothesis, while recognising its double role.
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4.3.1. Mixture local balance of rate of linear momentum

4.3.1 Mixture local balance of rate of linear momentum

The material derivatives appearing in Eq. (4.30) can be moved into the integrals and sim-
plified via the mass balances Eqs. (4.17) and (4.18). Owing to these and to the definition
of accelerations for each phase, Eq. (4.30) can be rewritten as

∫

ω

ρ(sk) (1 − n) a dv +
∫

ω

ρ(f) na(f) dv =
∫

ω

ρfdv +
∫

γ

t da. (4.34)

Making use of the Cauchy stress theorem (4.32) and the divergence theorem, it follows that
Eq. (4.34) can be stated in a local form, i.e.,

∂

∂xj
σij + ρ(sk) (1 − n) (fi − ai) + ρ(f) n

(
fi − a

(f)
i

)
= 0. (4.35)

The above equationwill constitute one of the two primary equations underlying the so-called
u − pf formulation presented in Section 4.6, which also addresses the diverse possibilities
available for modelling poromechanical problems in the MPM.

The local form of Eq. (4.31) is not reported since, as already mentioned in the previous
Chapter, its local form ensures only the symmetry of the Cauchy stress tensor σ = σT .

4.3.2 Local balances of rate of linear momentum for the phases

The balance equations introduced above have been stated for the porousmaterial as a whole,
making no distinction between what happens in the solid skeleton and what in the intersti-
tial fluid. To do so, it is necessary to introduce an assumption about how the total Cauchy
stress is distributed between the solid and fluid phases. However, there is no agreed con-
sensus in the literature (see, for instance, Karrech et al. [12]) on how the total stress tensor
should be partitioned. One way could be to consider the total (Cauchy) stress as a sum of
the average stresses acting on the solid matrix and on the fluid. Thus, let us assume that

H.4.9 the total stress tensor can be given by a part relative to the solid skeleton σ(sk) and a
part relative to the interstitial fluid σ(f)∗, i.e.,

σ = (1 − n) σ(sk) + nσ(f). (4.36)

In compliance with neglecting the viscous effect (assumption H.4.8), the fluid cannot bear
any deviatoric stress, i.e.,

σ(f) = −p(f)I(2). (4.37)
It also can be seen that Eq. (4.36) implies the additive decomposition of the tractions vector

t = t(sk) + t(f) (4.38)

via the Cauchy theorem (4.32) applied to each phase, i.e.,

t(sk) = (1 − n) σ(sk) n; (4.39)
∗While the decomposition given by Eq. (4.36) helps write the rates of linear momenta separately for the phases,

this work adopts a different stress decomposition (see Section 4.5.1).
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4.4. Fundamental principles of thermodynamics

t(f) = nσ(f) n. (4.40)

The decomposition (4.36) allows to write the rate of linear momentum equation on each
phase separately as follows

∂

∂xj

(
(1 − n)σ(sk)

ij

)
+ ρ(sk) (1 − n) (fi − ai) + f

→(sk)
i = 0; (4.41)

∂

∂xj

(
nσ

(f)
ij

)
+ ρ(f) n

(
fi − a

(f)
i

)
+ f

→(f)
i = 0, (4.42)

where the forces of one phase acting on the other one obey to the action-reaction principle,
i.e.,

f→(sk) = −f→(f). (4.43)

It can also be noticed that this principle is necessary so that the sum of Eq. (4.41) with
Eq. (4.42) returns Eq. (4.35).

If Eq. (4.37) is considered, the rate of linear momentum of the fluid phases (4.42) can also
be written as

− ∂

∂xi

(
n p(f)

)
+ ρ(f) n

(
fi − a

(f)
i

)
+ f

→(f)
i = 0. (4.44)

4.4 Fundamental principles of thermodynamics

As for solid mechanics in Chapter 3, the thermodynamics principles allow us to understand
how transformations of different forms of energy can occur in porous materials. Hence, this
knowledge enables the exclusion of the constitutive relationships violating the permitted
transformations.

4.4.1 First principle of thermodynamics

The first principle of thermodynamics deals with the conservation of energy. In the porous
material under consideration, letK denote the kinetic energy and U the internal energy for
the whole body. Let also the power supplied by the external forces (body forces and applied
tractions) be P ext, and the heat Q.

H.4.10 The first principle of thermodynamics states that the time variation of kinetic and
internal energy must be equal to sum of power supplied by external forces and heat,
i.e.,

d

dt
(K + U) = P ext +Q (4.45)

In particular, for a porous material, the above quantities are given by (compare with Eqs.
(3.61)-(3.64) for a solid material)

K = K(sk) +K(f) := 1
2

∫

ω

ρ(sk) (1 − n) v2 dv + 1
2

∫

ω

ρ(f) n
(

v(f)
)2

dv; (4.46)
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U = U (sk) + U (f) :=
∫

ω

ρ(sk) (1 − n) ě(sk) dv +
∫

ω

ρ(f) ně(f) dv; (4.47)

P ext = P ext
f + P ext

t :=
∫

ω

ρ(sk) (1 − n) f · v dv +
∫

ω

ρ(f) nf · v(f)dv

+
∫

γ

t(sk) · v da+
∫

γ

t(f) · v(f)da; (4.48)

Q := −
∫

γ

q(T ) · n da. (4.49)

In particular, ě(ph) represents the density of internal energy per unit current mass of the
considered phase, while q(T ) is the outward heat flux through the domain boundary. In the
definition of the thermal power externally supplied, the volume sources of heat have been
neglected.

Owing to mass conservation (Eqs. (4.17) and (4.18)) and using the definitions of acceler-
ation for each phase (Eqs. (4.6) and (4.12)), the time derivatives of the kinetic energies in
their respective frames can be written as

dK(sk)

dt

∣∣∣
X

=
∫

ω

ρ(sk) (1 − n) a · v dv; (4.50)

dK(f)

dt

∣∣∣
X(f)

=
∫

ω

ρ(f) na(f) · v(f) dv. (4.51)

On the other hand, the power supplied by the applied tractions becomes (via the divergence
theorem and the Fundamental Theorem of Calculus)

P ext
t =

∫

γ

(1 − n)
(

σ(sk) n
)

· v da+
∫

γ

n
(

σ(f) n
)

· v(f)da

=
∫

ω

∂

∂x
·
(

(1 − n) σ(sk) v
)
dv +

∫

ω

∂

∂x
·
(
nσ(f) v(f)

)
dv

=
∫

ω

(
∂

∂x

(
(1 − n) σ(sk)

))
· v dv +

∫

ω

(1 − n) σ(sk) : ∂v

∂x
dv

+
∫

ω

(
∂

∂x

(
nσ(f)

))
· v(f)dv +

∫

ω

nσ(f) : ∂v(f)

∂x
dv. (4.52)

In the above equation, the velocity gradient of each phase has been concisely denoted (as in
Eq. (3.31) for a solid material) as l(ph)

ij := ∂v
(ph)
i

∂xj
. Using the symmetry of the Cauchy stress

tensor, it also follows that the stress power can be written as σ(ph) : l(ph) = σ(ph) : d(ph),
with d(ph) := 1

2

(
l(ph) +

(
l(ph)

)T
)
.

Using balance of rate of linear momentum on each phase (Eqs. (4.41) and (4.42)) the
power supplied by the external forces Eq. (4.52) minus the time derivatives of the kinetic
energies Eqs. (4.50) and (4.51), becomes

P ext − dK

dt
=
∫

ω

(
(1 − n) σ(sk) : ∂v

∂x
+ nσ(f) : ∂v(f)

∂x
+ f→(f) ·

(
v − v(f)

))
dv

=
∫

ω

(
(1 − n) σ(sk) : ∂v

∂x
+ nσ(f) : ∂v(f)

∂x
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+
(
∂

∂x

(
n p(f)I(2)

)
− ρ(f) n

(
f − a(f)

))
·
(

v − v(f)
))

dv

=
∫

ω

((
(1 − n) σ(sk) − n p(f)

)

︸ ︷︷ ︸
=σ

: d − ∂

∂x
·
(
p(f)

ρ(f) q(f)
)

+ q(f) ·
(

f − a(f)
))

dv,

(4.53)

where also Eq. (4.44) has been used to express the force f→(f) which the solid phase applied
to the fluid one.

To proceed in the process of re-writing the first principle of thermodynamics for porous ma-
terials, it is convenient to introduce the density of internal energy per unit mixture current
volume e as follows

e := ρ(sk) (1 − n) ě(sk) + ρ(f) n ě(f). (4.54)

In this fashion, the time derivatives of the internal energies becomes
dU

dt
= d

dt

∣∣∣
X

∫

ω

ρ(sk) (1 − n) ě(sk) dv + d

dt

∣∣∣
X(f)

∫

ω

ρ(f) ně(f) dv

=
∫

ω

d

dt

∣∣∣
X

(
ρ(sk) (1 − n)

)
ě(sk) dv +

∫

Ω
ρ(sk) (1 − n) ě(sk) dJ

dt

∣∣∣
X
dV

︸ ︷︷ ︸
=0

+
∫

ω

ρ(sk) (1 − n) dě
(sk)

dt

∣∣∣
X
dv +

∫

ω

ρ(f) n
dě(f)

dt

∣∣∣
X(f)

dv

+
∫

Ω
ě(f) dρ

(f) nJ

dt

∣∣∣
X(f)︸ ︷︷ ︸

=0

dv, (4.55)

where the above-introduced zero quantities are exploited to properly develop the calcula-
tions. As qualitatively described in Section 4.1.4, the time derivative of the fluid density of
internal energy with respect to the fluid Lagrangian description can be moved to the solid
Lagrangian description using twice Eq. (4.13), i.e.,

dě(f)

dt

∣∣∣
X(f)

= ∂ě(f)

∂t
+ ∂ě(f)

∂x
· v(f) = dě(f)

dt

∣∣∣
X

−∂ě(f)

∂x
· v + ∂ě(f)

∂x
· v(f). (4.56)

Fluid mass conservation, which is part of the null last term in Eq. (4.55), can be also ex-
pressed in the solid reference frame by making use of Eq. (4.24) . Thus, if the volume
material time derivative (Eq. (4.15)) is used with Eq. (4.56), then Eq. (4.55) becomes

dU

dt
= d

dt

∣∣∣
X

∫

ω

ρ(sk) (1 − n) ě(sk) dv +
∫

ω

ρ(sk) (1 − n) dě
(sk)

dt

∣∣∣
X
dv

+
∫

ω

ρ(f) n

(
dě(f)

dt

∣∣∣
X

−∂ě(f)

∂x
· v + ∂ě(f)

∂x
· v(f)

)
dv

+
∫

ω

ρ(sk) (1 − n) ě(sk) ∂

∂x
· v dv

+
∫

ω

ě(f)
(
d

dt

∣∣∣
X

(
ρ(f) n

)
+ ∂

∂x
· q(f) + ρ(f) n

∂

∂x
· v

)
dv

=
∫

ω

(
de

dt

∣∣∣
X

+ e
∂

∂x
· v + ∂

∂x
·
(
ě(f)q(f)

))
dv (4.57)
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4.4.2. Second principle of thermodynamics

Given all the introduced Eqs. (4.49), (4.53), and (4.57), the first principle of thermodynam-
ics generically expressed by Eq. (4.45) can particularised to a porous material as follows
∫

ω

(
de

dt

∣∣∣
X

+ e
∂

∂x
· v + ∂

∂x
·
(
ě(f)q(f)

))
dv

=
∫

ω

(
σ : d − ∂

∂x
·
(
p(f)

ρ(f) q(f)
)

+ q(f) ·
(

f − a(f)
))

dv −
∫

γ

q(T ) · n da, (4.58)

or, since no assumption has beenmade on the considered volume, this equation holds locally,
i.e.,

de

dt

∣∣∣
X

+ e
∂

∂x
· v

= σ : d − ∂

∂x
·
((

ě(f) + p(f)

ρ(f)

)
q(f) + q(T )

)
+ q(f) ·

(
f − a(f)

)
. (4.59)

For general purposes, it can be convenient to express the first principle of thermodynamics
of a porous material in the original solid configuration. If we consider the density of energy
per unit reference volume E to obeys to the law

E := e J, (4.60)

then Eq. (4.59) reads

dE

dt

∣∣∣
X

= 1
2S : Ċ − ∂

∂X
·
((

ě(f) + p(f)

ρ(f)

)
Q(f) + Q(T )

)
+ F Q(f) ·

(
f − a(f)

)
, (4.61)

with Q(T ) being the outward heat flux in the original configuration, which transforms ac-
cording to Eq. (4.2).

4.4.2 Second principle of thermodynamics

Depending on the different statements, the second principle of thermodynamics deals with
irreversibility of some changes, or, from a different perspective, with the work which can
be extracted from a certain system.

H.4.11 For a porous material, the mathematical statement of the second principle of thermo-
dynamics is given by
d

dt

∣∣∣
X

∫

ω

ρ(sk) (1 − n) š(sk) dv + d

dt

∣∣∣
X(f)

∫

ω

ρ(f) nš(f) dv ≥ −
∫

γ

1
T

(
q(T ) · n

)
da,

(4.62)
with š(ph) being the specific entropy per unit current mass of the specific phase and T
the absolute temperature.

Let the entropy per unit mixture volume as

s := ρ(sk) (1 − n) š(sk) + ρ(f) nš(f); (4.63)
S := s J. (4.64)
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Having introduced the above definitions and following steps similar to those for the first
principle of thermodynamics, the local form of the second principle can be stated both per
unit current volume

ds

dt

∣∣∣
X

+ s
∂

∂x
· v ≥ − ∂

∂x
·
(

q(T )

T
+ š(f)q(f)

)
, (4.65)

and per unit original volume

dS

dt

∣∣∣
X

≥ − ∂

∂X
·

(
Q(T )

T
+ š(f)Q(f)

)
. (4.66)

4.4.3 Fluid state variables

To deal with the thermodynamics of the fluid phase in an efficient manner, it is advantageous
to express the internal energy in a fluid as a function of different state variables, i.e., of other
independent variables describing the fluid state.

By definition (see, for instance, Karrech et al. [12]) the rate of fluid internal energy is defined
as

dě(f) := −p(f) d

(
1
ρ(f)

)
+ T dš(f), (4.67)

with, clearly, ě(f)
(

1
ρ(f) , š

(f)
)
. Hence, the increment of ě(f)

(
1

ρ(f) , š
(f)
)
can be written as

dě(f)
(

1
ρ(f) , š

(f)
)

= ∂ě(f)

∂
(

1
ρ(f)

)d
(

1
ρ(f)

)
+ ∂ě(f)

∂š(f) dš
(f), (4.68)

so that, from the above equations, it follows immediately that

p(f) = − ∂ě(f)

∂
(

1
ρ(f)

) ; (4.69)

T = ∂ě(f)

∂š(f) . (4.70)

Other forms of fluid specific energy, named enthalpy ȟ(f), Helmholtz free energy ψ̌(f), and
free enthalpy µ̌(f) can be introduced by a series of Legendre transformation (see Hously and
Puzrin [27] for further details). These are defined, respectively, as

ȟ(f)
(
p, š(f)

)
= ě(f) + p(f)

ρ(f) ; (4.71)

ψ̌(f)
(

1
ρ(f) , T

)
= ě(f) − T š(f); (4.72)

µ̌(f)
(
p(f), T

)
= ψ̌(f) + p(f)

ρ(f) = ȟ(f) − T š(f). (4.73)

Which of the quantities listed above should be taken into account depends on the context,
provided that these forms of energy are all related to each other.
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4.4.4. Clausius-Duhem inequality

4.4.4 Clausius-Duhem inequality

To determinewhich constitutivemodels are thermodynamically admissible, it is necessary to
plug the first principle of thermodynamics into the second principle. When thermal effects
are not excluded, this inequality goes under the name of the Clausius-Duhem inequality,
while it is called Clausius-Planck when the temperature is treated as constant (see assump-
tion H.3.11 in Chapter 3).
To proceed with this substitution, the material time derivative in the solid frame of the
internal energy (per unit reference volume) E can be expressed as a function of the Helm-
holtz free energy function, temperature and entropy (using a definition similar to Eq. (4.72)
extended to the whole porous material). This gives

dE

dt

∣∣∣
X

= dΨ
dt

∣∣∣
X

+S dT
dt

∣∣∣
X

+T dS

dt

∣∣∣
X
. (4.74)

The term on the Left-Hand Side (LHS) of the above equation can be computed via the first
principle of thermodynamics Eq. (4.61), while the last term on the RHS can be re-written
using the second principle of thermodynamics (4.66). In this way, Eq. (4.74) can be written
in the following form

1
2S : Ċ − ∂

∂X
·
((

ě(f) + p(f)

ρ(f)

)
Q(f) + Q(T )

)
+ F Q(f) ·

(
f − a(f)

)
− dΨ
dt

∣∣∣
X

−S dT
dt

∣∣∣
X

≥ −T ∂

∂X
·

(
Q(T )

T
+ š(f)Q(f)

)
. (4.75)

Owing to the definition of free enthalpy Eq. (4.73), the following equation holds

− ∂

∂X
·
((

ě(f) + p(f)

ρ(f)

)
Q(f)

)
+T

∂

∂X
·
(
š(f)Q(f)

)
= −Q(f) · ∂µ̌

(f)

∂X

∣∣∣
T

−µ̌(f) ∂

∂X

∣∣∣
T

·Q(f),

(4.76)
where ∂(•)

∂X

∣∣∣
T
is the spatial gradient of (•) with respect to the solid original configuration

keeping the temperature T as constant.
Let also the following definitions of dissipations D be introduced

D(sk) := 1
2S : Ċ − µ̌(f) ∂

∂X

∣∣∣
T

·Q(f) − dΨ
dt

∣∣∣
X

−S dT
dt

∣∣∣
X

; (4.77)

D(f) :=
(

−∂µ̌(f)

∂X

∣∣∣
T

+
(

f − a(f)
)

F

)
· Q(f); (4.78)

D(th) := −Q(T )

T
· ∂T
∂X

. (4.79)
Hence, (4.75) can be concisely written as

D(sk) + D(f) + D(th) ≥ 0. (4.80)
Since it has been possible to identify and separate which mechanisms underlie the different
forms of dissipation, it makes sense to decouple the single Clausius-Duhem inequality into
three different inequalities, i.e., 




D(sk) ≥ 0;

D(f) ≥ 0;

D(th) ≥ 0.

(4.81)
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4.4.4.1. Solid skeleton dissipation

The sections below are based on the introduced decomposition of the dissipation into differ-
ent inequalities and aim to write these dissipations so that the introduction of the necessary
constitutive relations is facilitated.

4.4.4.1 Solid skeleton dissipation

Since the Helmholtz free energy in the solid skeleton dissipation in Eq. (4.77) refers to the
whole porous material, it can be additively decomposed into parts relative to each phase as
follows

Ψ = Ψ(sk) +m(f) ψ̌(f). (4.82)
The same rationale can be applied to the entropy, i.e.,

S = S(sk) +m(f) š(f). (4.83)

Owing to the above decompositions and making use of the fluid state variables introduced
Section 4.4.3, the RHS of Eq. (4.77) can be re-written as

D(sk) =1
2S : Ċ +

(
ψ̌(f) + p(f)

ρ(f)

)
dm(f)

dt

∣∣∣
X

− d

dt

∣∣∣
X

(
Ψ(sk) +m(f) ψ̌(f)

)

−
(
S(sk) +m(f) š(f)

) dT
dt

∣∣∣
X

=1
2S : Ċ + p(f)

ρ(f)
dm(f)

dt

∣∣∣
X

−dΨ(sk)

dt

∣∣∣
X

−S(sk) dT

dt

∣∣∣
X

−m(f) dě
(f)

dt

∣∣∣
X

−m(f) T
dš(f)

dt

∣∣∣
X

=1
2S : Ċ + p(f) dϕ

dt

∣∣∣
X

−dΨ(sk)

dt

∣∣∣
X

−S(sk) dT

dt

∣∣∣
X
. (4.84)

It can be seen that the first term on the last RHS of the above chain of formula is the ex-
pression of (total) stress-(rate of) strain power conjugates per unit reference volume. Very
similar to the case of a solid material are also the last two terms on the last RHS of Eq. (4.84)
(compare with (3.77)). It is clear that the only term that differs substantially from the same
principle applied to purely solid bodies is the second term, which links fluid pressure to the
Lagrangian porosity variation. How this term also interrelates with the power developed by
the total stress (and its strain rate) depends on the assumption of compressibility or incom-
pressibility of the solid phase. This topic, and how to obtain a Helmholtz energy functions
respectful of bounded values of the Eulerian porosity, have been extensively addressed in
Nedjar [28, 29] for the compressible case. This work (based on Pretti et al. [30], where the
reader is referred for further details) briefly describes the same topic for the incompressible
case. In this work, only the second case (i.e., an incompressible solid matrix) is discussed,
which (as explained below in Section 4.5.1.1) allows for an exceptionally convenient de-
composition of the total stress tensor.
However, Eq. (4.84) implicitly carries information about the fluid part not only through the
term p(f) dϕ

dt

∣∣
X
. To visualise this more efficiently, a quantity giving null contribution in

terms of power can be subtracted from Eq. (4.84), giving

D(sk) =1
2S : Ċ + p(f) dϕ

dt

∣∣∣
X

−dΨ(sk)

dt

∣∣∣
X

−S(sk) dT

dt

∣∣∣
X
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−m(f)

(
dψ̌(f)

dt

∣∣∣
X

+p(f) d

dt

∣∣∣
X

1
ρ(f) + š(f) dT

dt

∣∣∣
X

)

=1
2S : Ċ + p(f) dϕ

dt

∣∣∣
X

−dΨ(sk)

dt

∣∣∣
X

−m(f)
(
dµ̌(f)

dt

∣∣∣
X

− 1
ρ(f)

dp(f)

dt

∣∣∣
X

)
− S

dT

dt

∣∣∣
X
.

(4.85)

While the first three terms on the RHS of Eqs. (4.84) and (4.85) are equal, the mixture
entropy S in Eq. (4.85) is considered in lieu of the solid one S(sk) in Eq. (4.84). This change
allows to explicitly show an extra term (i.e., the fourth on the RHS of Eq. (4.85)). Needless
to say, the use of Eq. (4.84) rather than Eq. (4.85) is merely a matter of convenience as
these equation are identical.

4.4.4.2 Fluid dissipation

Before introducing a constitutive relationship for the fluid flow, it is convenient to express
the dissipation of the fluid part Eq. (4.78) per unit mixed current volume, making use again
of the state variables for the fluid phase (described in Section 4.4.3). Using also Eqs. (4.2)
and (4.3), Eq. (4.78) becomes

1
J

D(f) = 1
J

(
− ∂

∂X

∣∣∣
T

(
ě(f) − T š(f) + p(f)

ρ(f)

)
+
(

f − a(f)
)

F

)
· Q(f)

=
(

− 1
ρ(f)

∂p(f)

∂x

∣∣∣
T

+
(

f − a(f)
))

· q(f) (4.86)

As mentioned above for the solid skeleton, how the power conjugates appearing on the RHS
of the above equations are related depends on further constitutive assumptions, given below
in Section 4.5.2.

4.4.4.3 Thermal dissipation

Thermal dissipation can be also expressed per unit current mixed volume (using Eqs. (4.2)
and (4.3)) as follows

1
J

D(th) := −q(T )

T
· ∂T
∂x

. (4.87)

4.5 Constitutive laws

At this stage, it is not possible to further characterise the material without making further
assumptions concerning how power conjugates appearing in the dissipations (4.85), (4.86)
and (4.87) are related. Some general assumptions on the material behaviour are reported
here∗:

H.4.12 thermal effects are neglected;
∗As in Chapter 3, the above list of assumptions follows the same rationale explained in the footnote at page 45.
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4.5.1. Effective constitutive equation and fluid constitutive equation

H.4.13 the porous body is considered to be an isotropic medium;

H.4.14 the solid phase (i.e., the particles constituting the solid matrix) is considered incom-
pressible;

H.4.15 multiplicative decomposition of the deformation gradient (proposed separately by
Kröner [31], Lee [32] and Mandel [33]) into an elastic and a plastic part; and

H.4.16 the fluid flow in the porous medium can be seen as laminar.

Further assumptions of a more specific nature are given below when required by the dis-
cussion.

The reason why the discussion of heat dissipation has been particularly compact lies in
assumption H.4.12. By this, it is still intended to recognise that irreversible dissipations
occurring in both the solid matrix and the fluid phase lead to a change in temperature, but
this variation is considered irrelevant for modelling purposes. As already mentioned above,
when this assumption is considered, the Clausius-Duhem inequality (4.81) is replaced by
the Clausius-Planck inequality, becoming





D(sk) = 1
2S : Ċ + p(f)ϕ̇− Ψ̇(sk) −m(f)

(
˙̌µ(f) − 1

ρ(f) ṗ
(f)
)

≥ 0 (4.88a)

D(f) = J

(
− 1
ρ(f)

∂p(f)

∂x
+
(

f − a(f)
))

· q(f) ≥ 0; (4.88b)

D(th) = J
q(T )

T
· ∂T
∂x

= 0, (4.88c)

where the compact form (•̇) = d(•)
dt

∣∣
X

for the material derivative with respect to the solid
phase has been used. As all equations are expressed in the solid phase Lagrangian reference
frame, this notation (•̇) replaces the more cumbersome d(•)

dt

∣∣
X

from here to the end of the
current chapter.

It must be highlighted that, strictly speaking, H.4.15 is a kinematic assumption, which has
consequences on the constitutive relationship of the material under consideration. However,
since the kinematics relative to the solid phase is inherited from Chapter 3 (as assumed by
Eq. 3.37), it was chosen to recall this hypothesis at this stage for this chapter.

4.5.1 Effective constitutive equation and fluid constitutive equation

The content of the this section heavily draws on the discussion available in Pretti et al. [30].
The reader interested in deepening the discussion about how the compressibility or incom-
pressibility (this latter assumed byH.4.14) of the solid phase combines with bounded values
of the Eulerian porosity is referred to Pretti et al. [30].

Generally speaking, when considering a volume of mixed material, three mechanisms allow
the volume of such a sample to vary (see, in this regard, Figure 4.4): the compressibility of
the two constituents and the net flow of fluid across the volume’s surfaces (this most general
case is represented in Figure 4.4(b)). While varying fluid flow depends on the boundary
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4.5.1. Effective constitutive equation and fluid constitutive equation

Ωsk

(a) Initial sample

Ω(sk) > ω(sk)

∆Ω

ω
Ω = ω(sk)

Ω(sk) ∪ ω(f )

Ω(f )

(b) Option 1: Compressible solid
matrix

Ω(sk) = ωsk

∆Ω

ω
Ω = ω(f )

Ω(f )

(c) Option 2: Incompressible solid
matrix

Figure 4.4: Comparison of drained volumetric compression in three dimensions with grains (top row)
and idealised bi-dimensional boxes (bottom row). From the initial configuration (a), the same drained
volumetric compression is applied to a compressible solid matrix sample (b) and to an incompressible
solid matrix sample (c). Figure adapted from Pretti et al. [30].

conditions of the problem under consideration (i.e., drained or undrained cases), choosing
between the compressibility or incompressibility of the phases is up to the analyst, informed
by the physics of the problem. As assumed above in H.4.14, this work considers the solid
phase as incompressible (case illustrated in Figure 4.4(c)), thus excluding one of the three
possibilities mentioned above. This assumption is generally accepted in the context of soil
mechanics, especially when the soils under consideration are particularly loose, and the
volume change is primary due to water exchange.

If the assumption of incompressibility of the solid constituent is introduced, it can appreci-
ated that the solid mass conservation in the form of Eq. (4.20) becomes

n = 1 − 1
J

(1 − n0) . (4.89)

The above equation introduces a one-to-one kinematic relationship between the Jacobian
J and the Eulerian porosity n, provided that the initial porosity n0 is a constant value.
Knowing the relationship between the Eulerian and Lagrangian porosities, and also recalling
Eq. (3.30) from the previous chapter, Eq. (4.89) can also be expressed as

J = exp (ϵv) = 1 + ϕ− ϕ0, (4.90)

where ϕ0 = n0 has also been employed. The introduction of incompressibility of the solid
matrix (expressed either via Eq. (4.89) or Eq. (4.90)) has implications on the treatment
of porous materials. In particular, the physical constraints on the values of the Eulerian
porosity between (0, 1) become, in turn, constraints on the Jacobian J (or, equally, on the
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4.5.1. Effective constitutive equation and fluid constitutive equation

volumetric part of the logarithmic strain). Thus, inequalities



n > 0;

n < 1,
(4.91)

become, respectively,




ϵv > ln (1 − n0) ; (4.92a)
1

exp (ϵv) (1 − n0) > 0. (4.92b)

While the second of the above is always satisfied by J > 0 (see Eq. (3.9)), the same cannot be
said for the first. Inequality (4.92a) expresses a constraint on the negative (in compression)
volumetric part of the logarithmic strain. This inequality is inherited from the constraint n >
0. Physically speaking, it implies that, when the fluid constituent is progressively expelled
from the considered mixture volume (i.e., the porous material becomes closer and closer to
be constituted only by its solid phase), the porous material shows increasing incompressible
behaviour. Another consequence of the assumed incompressibility of the solid phase is that
the free energy function of the solid matrix Ψ(sk) cannot be a function depending separately
on the deformation gradientF (or one of its related strainmeasures, as objectivity requires∗)
and the porosity, as these are not independent variables.

Furthermore, as assumed by hypothesis H.4.15, the multiplicative decomposition of the
deformation gradient into an elastic and a plastic part implies J = Je Jp. Considering the
rate of Eq. (4.90), this gives (using also Eqs. (3.35) and (3.36))

J̇ = J ϵ̇v = ϕ̇ = J I(2) : d, (4.93)

i.e., a change in (infinitesimal) volume of mixed material must correspond to a change in
the fluid phase, regardless of this being due to a compression of the fluid constituent or to its
flow through the infinitesimal particle of volume dω. However, Eqs. (4.90) and (4.93) do not
imply any one-to-one correspondence between elastic or plastic Jacobian and Lagrangian
porosity counterparts, either in terms of finite quantities or in their rate forms, i.e.,

ϕe ̸= Je, ϕp ̸= Jp; (4.94)
ϕ̇e ̸= J̇e, ϕ̇p ̸= J̇p, (4.95)

meaning that the porosity cannot be decomposed into an elastic and plastic part. Hence,
to take the kinematic relationship Eq. (4.89) (or, equally, Eq. (4.90)) between the Jacobian
and the Eulerian porosity and the impossibility of decomposing the latter into an elastic and
plastic part into account, the free Helmholtz free energy function cannot depend only from
F e. A possible form of this energy function respectful of the above considerations can be ex-
pressed as a function of the whole left Cauchy-Green strain tensor b (thus, assumingH.4.13,
i.e., isotropy) as follows

Ψ(sk) = Ψ̂(sk)
inc (be, bp,α) , (4.96)

∗The importance and the meaning of objectivity have already been introduced and explained in Section 3.5.1.
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4.5.1. Effective constitutive equation and fluid constitutive equation

with α being the set of internal state variables. Eq. (4.96) shows how the dependency from
the whole deformation gradient F (via b) is necessary to describe a material respectful of
the kinematic relationship Eq. (4.89).

If the rate of Eq. (4.96), the power conjugate equation 1
2 S : Ċ = τ : d and the relationship

Eq. (4.93) are substituted into (4.88a), it leads to

D(sk) = τ : d + p(f)J̇ − ˙̂Ψ(sk)
inc (be, bp,α) −m(f)

(
˙̌µ(f) − 1

ρ(f) ṗ
(f)
)

≥ 0. (4.97)

Introducing the multiplicative decomposition of the deformation gradient, allows one to
re-write the above inequality as

D(sk) =
(

τ + J p(f)I(2) − 2∂Ψ̂sk
inc

∂be be

)
: de +

(
τ + J p(f)I(2)

)
: dp − 2∂Ψ̂sk

inc

∂bp ḃ
p

− ∂Ψ̂sk
inc

∂α
∗ α̇ −m(f)

(
∂µ̌(f)

∂p(f) − 1
ρ(f)

)
ṗ(f) ≥ 0, (4.98)

with ∗ being the appropriate product operator between the (rate of) set of internal variables
α̇ and their power conjugates ∂Ψ̂sk

inc

∂α . In the above equation, accordingly with the assumption
of neglecting the thermal effects, the free enthalpy of the fluid part µ̌(f) has been only
expressed as a function of the fluid pressure (see Eq. (4.73)). The above equation also
makes use of the relationship ḃ

e = lebe + be (le)T (see Eq. (3.83)), with le := Ḟ
e (F e)−1

and de :=
(

le + (le)T
)
/2 (both defined in Eq. (3.43)).

The so-called Coleman-Noll procedure (Coleman and Noll [34], and Coleman and Gurtin
[35]) permits the constitutive equations to be written, excluding the parts of the above
inequality that do not contribute to the dissipation. This procedure is usually considered
valid for any rate of measure of the elastic strain (de, in this case) and for any rate of fluid
pressure p(f). However, especially in regards to the former of these rates, it can be seen
that the increment of the elastic strain cannot be random, but (4.92a) must be taken into
account. Hence, if the Coleman-Noll procedure and (4.92a) are together applied, (4.98)
becomes





τ ′ = 2∂Ψ̂sk
inc

∂be be; (4.99a)
∂µ̌(f)

∂p(f) = 1
ρ(f) ; (4.99b)

D(sk) = τ ′ : dp − 2∂Ψ̂sk
inc

∂bp ḃ
p − ∂Ψ̂sk

inc

∂α
∗ α̇ ≥ 0; (4.99c)

ϵv > ln (1 − n0) ,

where it has been convenient to introduce the effective stress tensor, defined as

τ ′ := τ + J p(f)I(2). (4.100)

This decomposition of the total stress tensor into an effective part (depending only on the
elastic strain) and a fluid pressure part is attributed to Terzaghi [8], and it was derived
under the same incompressibility assumption by Borja and Alarcón [36] in the context of
finite strain theory.
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4.5.1.1. Skeleton free energy function

Eq. (4.99a) expresses a constitutive relationship relative to the effective part of the stress
which retains multiple similarities with that computed for non-porous materials (see Eq.
(3.85a)). Constitutive relationship Eq. (4.99b) can either describe a barotropic fluid, i.e., a
fluid whose density depends only on the fluid pressure, or an incompressible fluid, i.e., a fluid
whose density is constant. The residual part of the dissipation (4.99c) can be described in a
thermodynamically consistent way via the framework of hyperplasticity (see, for instance,
Collins and Houlsby [37] or Houlsby and Puzrin [27]). A brief discussion on this subject is
given in Section 4.5.1.2, where hyperplasticity is considered in the context of finite strain
mechanics. The last of the above-written inequalities is a repetition of (4.92a) (and, as such,
is not numbered above). However, it must to be included in the considered formulation as
strains (and, consequently, their rates) are constrained. One possible way of considering
this constraint could be its inclusion in the weak form of the primary equations, via meth-
ods such as the Penalty Method (PM) and the Lagrange Multiplier Method (LMM) (which
are addressed in detail in Chapter 5 for the contact problem). However, these methods
add terms to the primary equations (and primary unknowns too, in the case of the LMM),
which make them less attractive especially in the case where the primary equations are lin-
earised and implicitly solved, as for this work. A more appealing way to include (4.92a)
consists in modifying the free energy function (and, as a consequence, the effective stress-
strain relationship). This solution is particularly easy to apply to those materials whose free
energy function can be decomposed into a volumetric and deviatoric part (these materials
being first described by Flory [38]). In this case, including the considered constraint can be
ensured if the volumetric part of the free energy function satisfies the following features:

• it presents a vertical asymptote for volumetric strain approaching (from above) the
values excluded by (4.92a), i.e., limϵv→ln(1−n0)+ Ψ̂sk

inc (ϵv) = +∞; and

• for the values of the volumetric strain excluded by (4.92a), the free energy function
is not defined, i.e., Ψ̂sk

inc (ϵv) : ϵv ∈ (ln (1 − n0) ,+∞) → R.

In some aspects, the need to explicitly enforce solid mass conservation presents similar-
ities to the discussion in Section 3.6.2.2 about conservation laws. All of the relationships
which are not unequivocally discretised cannot be expected to inherit the properties of their
continuum counterpart automatically. Owing to this, discrete algorithms should (must?) be
designed for this purpose. With this in mind, the considerations covered in Sections 3.6.2.2,
3.6.3 and 3.6.6 of Chapter 3, Section 4.5.1.1 of this chapter and Section 5.4 of Chapter 5
become even more important.

4.5.1.1 Skeleton free energy function

This section presents a free energy function satisfying the features described in Section 4.5.1,
while preserving the elasto-plastic setting derived for small-strain theory. Giving these two
features, the new material is named improved Hencky material, and its free energy function
is as follows

Ψ̂sk
inc (ϵ,α) = K̃

2n (ϵev)2 + 3
2G
(
ϵeq
)2 + Ψ̃sk

inc (α) , (4.101)
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(a) Volumetric part of the free energy function.
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Figure 4.5: Bi-dimensional plots for the elastic case. Grey-shaded areas indicate where (4.92a) is not
respected. Figure reproduced from Pretti et al. [30].

where the inequalities K̃ > 0 and G > 0 hold as for the case of original Hencky material
(firstly proposed in [39]). However, in contrast to Hencky’s original material, K̃ is here
defined as the bulk parameter (different from the tangent bulk modulus, described below).
On the other hand, G is the shear modulus. Figures 4.5 and 4.6 provide a graphical illus-
tration of the free energy function (Figures 4.5(a) and 4.6(a)), the effective pressure (Fig-
ures 4.5(b) and 4.6(b)) and the tangent elastic bulk modulus (Figures 4.5(c) and 4.6(c))
as a function of volumetric logarithmic strain, comparing the elastic (Figure 4.5) and the
elasto-plastic (Figure 4.6) cases. Figure 4.5 also marks with a grey area the values of the
volumetric logarithmic strain (elastic part) violated by the constraint (4.92a). As can be
appreciated, the functions are not defined over that part of their domains. Some observa-
tions can be made of these figures and on Eq. (4.101) describing by the relative free energy
function:

• as also suggested by keeping the same name for the shear modulus, there is no dif-
ference between the deviatoric behaviour of the original Hencky material and the im-
proved one, which is constant in both models. However, in the literature, it has been
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4.5.1.1. Skeleton free energy function

debated whether to keep the shear modulus constant rather than other elastic mod-
uli constant while maintaining a variable bulk modulus. As pointed out by Zytinsky et
al. [40] though, a material presenting a varying bulk modulus and a constant Poisson’s
ratio is non-conservative. Furthermore, in the case of the improved Hencky material,
this material would fail to express the asymptotic behaviour when νe tan → 0.5, i.e.,
when approaching incompressible behaviour (as represented in Figure 4.5(d));

• since the improved Hencky material is a volumetric modification of the original one, it
suffers from the same issues. In particular, both materials present a convex free energy
function (which can be appreciated from Figures 4.5(a) and 4.6(a) for the improved
case), and not poly-convex as required (see, for instance, Simo [41] for a discussion
in this regard). However, as in the application for geo-materials, it is expected that
plastic strains play a more dominant role with respect to elastic counterparts, so that
issues in the elastic regime are mostly contained;

• the improved Hencky material described by Eq. (4.101) cannot be written in the form
usually attributed to decoupled (or uncoupled, first described by Lubliner [42]) ma-
terials, these being Ψsk = Ψsk

1 (be) + Ψsk
2 (bp). In particular, the improved Hencky

material exhibits what in the literature is usually referred to as modulus coupling
(see Collins [43]). In the context of hyperplasticity, these materials require a non-
associated flow rule. Further details about the compliance of the improved Hencky
material with hyperplasticity are given in Section 4.5.1.2. Given Eq. (4.101) for the
improved Hencky material, it is expected that the material, in the elasto-plastic case,
exhibits a non-zero effective stress under purely plastic strains (see Figure 4.6). This
can clearly understood considering that Eq. (4.101) includes the dependency on the
Eulerian porosity n, this being, in turn, a function of the total Jacobian, as demon-
strated by Eq. (4.89);

• the improved Hencky material presents an interesting analogy with free energy func-
tions used in the context of damage mechanics (see, for instance, Houlsby and Puzrin
for the thermodynamical background [27] and Murakami [44] for detailed explana-
tion). For this category of materials, there exists a dependency of the elastic moduli
from the so-called damage parameter, varying between 0 and 1, covering the range
from totally undamaged to totally damaged material; and

• from a physical perspective, the improved Hencky material provides a stiffening be-
haviour when compressed, i.e., when water is progressively ejected from the decreas-
ing pore volume. As such, the compressed material becomes gradually more similar
to its solid constituent, this being incompressible by assumption. Most of the pro-
posed geo-mechanics materials (see, for instance, Yamakawa [45] for an extension of
previously-available models to the context of finite strain for solids) present stiffen-
ing behaviour when compressed. However, this is not sufficient to enforce (4.92a),
which, as previously motivated, requires an asymptote, i.e., a very particular kind of
stiffening.
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Figure 4.6: Three-dimensional plots of the volumetric parts described by Eq. (4.101), and its first and
second derivatives with respect to ϵe

v. Figure reproduced from Pretti et al. [30].

Stress and elastic moduli computations are detailed in Appendix C.1 for the elastic case.
Linearisation necessary to compute the stresses in correspondence with elasto-plastic strain
as well as the tangent matrix Dalg := dτ ′

dϵe,tr for the Newton-Raphson (NR) procedure applied
to the primary equations are given in Appendix C.2.

4.5.1.2 Dissipation function

If the part relative to the increment in fluid pressure is neglected, the Clausius-Planck in-
equality (4.98) can be concisely written as

τ ′ : d = ˙̂Ψ(sk)
inc + D(sk), (4.102)

which constitutes the standard starting equation for hyperplastic formulations in the finite
strain context. The reader can refer to Oliynyk and Tamagnini [46] or Pretti et al. [30] for
further details on the subject.

In the case where no further dissipativemechanism is considered in the free energy function,
i.e., ˜̂Ψ(sk)

inc (α) = 0, the rate of the Helmholtz free energy function can be written as

˙̂Ψsk
inc (be, bp) = ∂Ψ̂sk

inc

∂be
ij

ḃe
ij + ∂Ψ̂sk

inc

∂bp
ij

ḃp
ij = 2∂Ψ̂sk

inc

∂be
ij

be
jk d

e
ki︸ ︷︷ ︸

=ḃe
ij

+2∂Ψ̂sk
inc

∂bp
ij

bp
jk (F e)−1

il dp
lm F e

mk︸ ︷︷ ︸
=ḃp

ij

,

(4.103)
where the right-hand side of the above equation uses the kinematic relationships ḃ

p =
L̄

p
bp+bp

(
L̄

p
)T

, with L̄
p := Ḟ

p (F p)−1 and lp := F eL̄
p (F e)−1 (both have been previously

defined in Eq. (3.43)). While Eq. (4.99a) gives the effective stress for a porous material,
the same equation defines, in the context of hyperplasticity, what are referred to as true
stresses. Two other measures of stress can be defined based on the quantities appearing in
Eq. (4.102), these being the shift stress and the dissipative stress, defined respectively as

χ′
lm := 2∂Ψ̂sk

inc

∂bp
ij

bp
jk (F e)−1

il F e
mk; (4.104)

φ′
ij :=

∂
(
Dsk

)

∂dp
ij

. (4.105)
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Having excluded further dissipations, inequality (4.99c) suggests the dissipation mechan-
ism being dependent only on the plastic stretching tensor dp. According to hypothesisH.4.8
(rate effects are excluded), it can be postulated (see Oliynyk and Tamagnini [46]) that the
dissipation is homogeneous of degree one in the plastic stretching tensor. Euler’s theorem
for this kind of functions leads to

Dsk =
∂
(
Dsk

)

∂dp
ij

dp
ij = φ′

ij d
p
ij , (4.106)

where definition (4.105) has been used on the RHS.

Eq. (4.102) can be re-written as (using Eqs. (4.103)-(4.106))

τ ′
ij dij = φ′

ij d
p
ij + τ ′

ij d
e
ij + χ′

ij d
p
ij , (4.107)

or, alternatively,
τ ′

ij = φ′
ij + χ′

ij . (4.108)

The above set of equations allows description of hyperplastic behaviour of a body, provided
that the dissipation function D(sk) ≥ 0 is given as a function of the plastic stretching tensor.
In particular, if all of the terms of Eq. (4.106) are moved to one side, it gives the dissipative
yield condition

Φφ′ := Dsk − φ′
ij d

p
ij = 0. (4.109)

The shift of the dissipative yield condition to the true stress space (via Eq. (4.108)) allows
expression of the yield function

Φφ′ := Φτ ′
≤ 0, (4.110)

as well as the direction of the plastic flow, this being

∂Φφ′

∂φ′ := ∂gτ ′

∂τ ′
ij

. (4.111)

From the above equations, it can be understood how prescribing a Helmholtz free energy
function and a dissipation function is sufficient to establish the (non-associated) elasto-
plastic behaviour of the skeleton.

4.5.1.3 Fluid free energy function

As previously mentioned in Section 4.5.1, the exclusion of thermal effects makes the fluid
density ρ(f) exclusively a function of the pressure p(f). Even if (4.99b) does not exclude in-
compressible fluids, these are not considered in this work to keep the formulation as general
as possible.

The fluid free enthalpy of a barotropic fluid µ̌(f) can be given by (see, for instance, Armero
[47] or Gajo [48])

µ̌(f)
(

1
ρ(f)

)
= K(f)

ρ
(f)
atm

(
1 − ρ

(f)
atm

ρ(f)

)
, (4.112)
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4.5.2. Fluid flux law

with K(f) being the fluid bulk modulus and ρ(f)
atm the density of the fluid at atmospheric

pressure. In the case where water is considered (as for anchors embedding in the seabed),
setting a particularly high value of K(f) makes the fluid slightly-compressible, thus achiev-
ing a good approximation of incompressible fluid. From the above equation and Eq. (4.99b),
if follows that

˙̌µ(f) = ṗ(f)

ρ(f) = K(f)
(
ρ(f)

)2 ρ̇
(f), (4.113)

where a linear relationship between the ratio of density and the rate of pressure can be
identified

ρ̇(f) = ρ(f)

K(f) ṗ
(f). (4.114)

If finite quantities are considered, the above equation becomes

ρ(f) = ρ
(f)
atm exp

(
p(f)

K(f)

)
. (4.115)

4.5.2 Fluid flux law

While the fluid constitutive equation has been introduced in the previous section, the fluid
flow dissipation defined by (4.88b) still needs to be discussed. One simple way to satisfy
inequality (4.88b) is to express the dissipation D(f) as a quadratic in terms the flux q(f),
i.e.

1
J

D(f) = 1
ρ(f) k(f) q(f) · q(f) ≥ 0, (4.116)

which implies the assumption of the so-called Darcy-Weissbach law, this being (for the case
of isotropic permeability)

q(f) = −ρ(f) k(f)
(
∂ p(f)

∂x
− ρ(f)

(
f − a(f)

))
, (4.117)

where k(f) ≥ 0 is the mobility of the sample.

From a physical perspective, the Darcy-Weissbach law expresses fluid flows with low Reyn-
olds numbers∗, i.e., laminar flow (as assumed by H.4.16). As restrictive as this assumption
may seem, it can be considered valid at least to a certain degree (depending on the per-
meability values and fluid velocity), especially distant from where the anchor interacts with
the ground. Thus, it was the author’s choice not to introduce a further non-linearity into
this work (and, consequently, into the code inspired by it), nevertheless recognising its lim-
itations.

As for the mobility k(f), this value is both a function of the fluid under consideration and the
void network characterising the porosity. In the literature, there exist several other meas-
ures to account for the permeability of the sample. Among these, it is worth mentioning the
hydraulic conductivity κ(f) := ρ(f) g k(f), with g being the gravity acceleration (used, for in-
stance, by Bandara and Soga [49]), and the absolute porosity κ := η(f) k(f) (with η(f) being

∗For the sake of keeping a clear and compact discussion, basic subjects of the fluid dynamics such as the
Reynolds number are not introduced and discussed in this work. The reader interested in this topic can refer to,
for instance, Cengel and Cimbala [23].
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4.6. The u − p(f) formulation for the Material Point Method (MPM)

the dynamic viscosity of the fluid phase) (see, for instance, Coussy [1]). The introduction
of the former is justified in the text below, while the latter considers the permeability of
the sample as dependent only the void network (i.e., excluding its dependency from the
fluid under consideration). However, since data in the geotechnical literature (see, for in-
stance, [50]) often make use of the hydraulic conductivity κ(f) and implicitly assume water
filling the voids, this measure is considered throughout this work.

The above-mentioned dependency of the porosity network from the void network can be ex-
pressed via the Kozeny–Carman law. Following Bandara and Soga [49], the Kozeny–Carman
law can be expressed by

κ(f) = c1
n3

(1 − n)2 , (4.118)

with c1 being a constant parameter. As can be seen, this particular formula considers a
relationship between the Eulerian value of the porosity n (and, in turn, of the Jacobian J
via Eq. (4.89)) and the hydraulic conductivity κ(f).

The introduction of the fluid flux constitutive equation, such as the Darcy-Weissbach equa-
tion, allows one to compute the contribution of the force which one phase applies to the
other, i.e., when equilibrium equations are written separately. If Eq. (4.44) is considered,
via the use of Eq. (4.117), it follows that

f
→(f)
i = p(f) ∂n

∂xi
− n

k(f) ρ(f) q
(f)
i . (4.119)

While this equation is not particularly useful in the current work, it is here reported as its
substitution into Eq. (4.44) constitutes the strong form of one of the primary equations for
v − w formulations, i.e., the fluid balance of rate of linear momentum.

4.6 The u − p(f) formulation for the Material Point Method (MPM)

Having introduced so far all the necessary features (i.e., kinematics in Section 4.1, mass and
momentum conservation in Sections 4.2 and 4.3, and the constitutive laws in Section 4.5
informed by the thermodynamics outlined in Section 4.4), it is now possible to model in
all aspects a poromechanical problem. However, some further choices are available in the
literature when considering MPM applied to this area.

Leaving aside the hybridisation of the MPM with other numerical methods, the literature
offers possibilities regarding the primary equations to discretise and how this discretisation
can be carried out in terms of set numbers of MPs. As for the former option, two possibilities
are available, these being the u−p(f) and the v−w∗ formulations, where the names of these
methods are labelled after their primary variables. As expected, different primary values
come with different discretised primary equations; both methods share the mixture balance

∗While it is quite clear what u − p(f) stands for, according to the notation used so far, v − w refers to the
velocities of the solid and fluid phase, respectively. In this work, the notation referring to these quantities (i.e.,
velocity of the solid and fluid phases) is different, these being v and v(f). However, the above names are retained
when referred to the methods to keep consistency with the published literature (see, for instance, Nøst [19]).
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Table 4.1: Critical summary of the MPM formulations available in the literature.

One set of MPs Two sets of MPs

u − p(f)

formulation

Conserving

fluid mass
a ≈ a(f)

Conserving

fluid mass

a ≈ a(f)

Consistent integration

error between phases

Inconsistent integration

between phases

v − w

formulation

No restricted

assumption on a Not conserving

fluid mass

No restricted

assumption on a

Inconsistent integration

between phasesConsistent integration

error between phases

PROS CONS PROS CONS

equation (whose integral form is given by Eq. (4.35)) as one of the primary equations.
The second primary equation is given by the fluid mass balance (integral form given by
Eq. (4.24)) for the u − p(f) formulation and by the fluid balance equation (expressed by
Eq. (4.44) in strong form) for the v − w method.

With regards to the second option available in the literature (i.e., the set numbers of MPs),
the spatial discretisation within the MPM can be performed either by one or two sets of MPs.
In the former case, MPs are considered as carrying information relative to both the phases,
while the latter case (namely two set of MPs) separates the phases and their relative data.

Table 4.1 reports an overview of the methods obtained combining the described options,
considering strengths and weaknesses for each of them. In particular, u − p(f) formulations
are computationally less expensive compared to the v − w counterpart, as there are less
Degrees of Freedom (DoFs) per node (these are 4 and 6 for the three-dimensional case,
respectively). However, this benefit for the u−p(f) method comes with the price of assuming
the acceleration of the solid phase to be very close to the fluid, i.e., a ≈ a(f). In the
literature (see Zhao and Choo [51] and references therein), this assumption is regarded as
true when the porous material undergoes low frequency loading conditions, i.e., the applied
loads do not induce a significant separation between the phases. Similarly, less expensive
are methods using one set of MPs with respect to formulations using two, as these latter
usually double the number of MPs to model consistently each phase.

Furthermore, when two sets of MPs are considered, the well-known integration error (see,
for instance, Gan et al. [52] and the discussion is Section 3.8) afflicting the standard for-
mulation of the MPM is exacerbated by the discrepancy of this error between the phases.
This error inconsistency is due to the different position that the two sets of MPs may take
within the mesh elements. As a hypothetical example, it may happen that the solid phase
results are over-integrated due to the presence of multiple MPs representing this solid con-
stituent, while the fluid part, in the same element, can be extremely poorly-integrated for
the opposite reason.

Another feature in Table 4.1 concerns the fluid mass conservation for the u − p(f) formu-
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4.6.1. Weak form

lations, satisfied via the considered primary equations. It is worth mentioning that this
sentence differs from the conclusions drawn by Soga et al. [53], where it is stated that for-
mulations discretised by one set of MPs do not conserve fluid mass. However, this sentence
is not backed by further discussion on the topic. Owing to the above-mentioned presence of
the fluid mass in the set of primary equations and given that there exists three-field mixed
formulations u − w − pf enforcing fluid mass conservation to methods in which a ̸= a(f)

(see, for instance, Noda and Toyoda [54] for the Finite Element Method (FEM) and Zheng
et al. [55] for the MPM), the author reserves the right to disagree with Soga et al. [53]
about this matter.

Thus, given all of the merits and drawbacks of each formulation, it was decided in this
work to opt for a u − p(f) formulation with one set of MPs. This formulation assumes that
a ≈ a(f), so that the mixture balance of rate of linear momentum Eq. (4.35) becomes

∂

∂xj
σij + ρ (fi − ai) = 0, (4.120)

where the density of the porous material ρ (introduced by Eq. (4.28)) has been used.

On the other hand, the fluidmass conservation expressed in the Lagrangian solid description
Eq. (4.24) is given by

ṁ(f) − J
∂

∂xi

(
ρ(f) k(f)

(
∂ p(f)

∂xi
− ρ(f) (fi − ai)

))
= 0, (4.121)

where Darcy-Weissbach Eq. (4.117) has been substituted in the above equation. The defin-
ition of fluid mass content m(f) Eq. (4.23) and the introduction of the incremental linear
relationship between pressure and density for barotropic fluids Eq. (4.114) leads to

ṁ(f)

ρ(f) = ϕ̇+ ϕ

ρ(f)
˙ρ(f) = ϕ̇+ ϕ

K(f) ṗ
(f) = J ϵ̇v + ϕ

K(f) ṗ
(f), (4.122)

which, plugged into Eq. (4.121), gives

ρ(f) ϵ̇v + ρ(f) n

K(f) ṗ
(f) − ∂

∂xi

(
ρ(f) k(f)

(
∂ p(f)

∂xi
− ρ(f) (fi − ai)

))
= 0. (4.123)

From a physical perspective, the above equation reproduces the two mechanisms (both
relative to the fluid part) to change volume of the porous material illustrated in Figure 4.4(c)
and discursively described in Section 4.5.1. In particular, the volume change of the porous
material (first term in Eq. (4.123)) is given by sum of the compressibility of the fluid phase
(second term) with the relative fluid flow (third term).. This latter term is clearly allowed
or not depending on the boundary conditions applied on the sample.

4.6.1 Weak form

Before moving to the weak form of the equations, it is necessary to fully introduce a proper
description of the boundary γ of the porous material. Let us introduce a partition of the
boundary (illustrated in Figure 4.7) given either by the Dirichlet (prescribed displacements
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ū

t̄

q̄n

p̄(f)

γū

γ t̄

γp̄

γ q̄

Figure 4.7: Partitioning of the boundary of the porous material according to Eqs. (4.124) and (4.125).
Displacements and pressures are prescribed on the Dirichlet boundaries γū and γp̄. Applied tractions
force vectors and fluxes (these latter plotted with the help of the local normal direction vectors) are
applied on the Neumann boundaries γ t̄ and γ q̄.

and pressure) and Neumann (applied tractions and fluxes) Boundary Conditions (BCs) as
follows

γ = γū ∪ γ t̄ = γp̄ ∪ γ q̄; (4.124)
γū ∩ γ t̄ = ∅ = γp̄ ∩ γ q̄, (4.125)

so that the applied BCs are

u = ū on γū; (4.126)
σ n = t̄ on γ t̄; (4.127)
p(f) = p̄ on γp̄; (4.128)

q(f) · n = q̄ on γ q̄, (4.129)

with n being the outward normal to the surface in the current configuration.
In addition, the introduction of the spaces of admissible trial functions and weighting func-
tions is necessary, these being

V u =
{

u ∈
[
H1 (ω)

]ndim ∣∣ J > 0 ∧ u = ū on γū

}
; (4.130)

V p(f)
=
{
p(f) ∈

[
H1 (ω)

] ∣∣ p(f) = p̄ on γp̄
}

; (4.131)

W w =
{

w ∈
[
H1 (ω)

]ndim ∣∣ w = 0 on γū

}
; (4.132)

W η =
{
η ∈

[
H1 (ω)

] ∣∣ η = 0 on γp̄
}
, (4.133)

with H1 (ω) denoting the Sobolev space of degree one over ω∗.
∗On the limitations of the H1 (ω) space to compute fields related to the spatial gradients of the primary

variables (e.g., stress or strain), the reader can refer to the discussion made in Section 3.6.1. In the case of porous
material, the same discussion can be made for the derivatives of the pressure field.
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While it is quite natural to integrate the mixture equilibrium equation on the whole current
domain ω, the most natural choice about the fluid mass conservation would be to integrate
over the fluid current domain ω(f). However, given the relationship between the infinites-
imal parts of these two volumes via the Eulerian porosity (i.e., ω(f) = nω), there is no
difference between integrating Eq. (4.123) over these different volumes. As such, it fol-
lows that the integration of Eqs. (4.120) and (4.123) and their multiplication with relative
weighting functions gives

∫

ω

wi

(
∂σij

∂xj
+ ρ (fi − ai)

)
dv = 0, ∀w ∈ W w; (4.134)

∫

ω

η

(
ρ(f) ϵ̇v + ρ(f) n

K(f) ṗ
(f) − ∂

∂xi

(
ρ(f) k(f)

(
∂ p(f)

∂xi
− ρ(f) (fi − ai)

)))
dv = 0,

∀η ∈ W η. (4.135)

Using the Fundamental Theorem of Calculus, the divergence theorem and applying Neu-
mann BCs (4.127) and (4.129), the standard weak form for the above equations can be
stated. This consists in finding (u, pf

)
∈
(
V u,V p(f)

)
such that, for t ∈ [0, T ],

∫

ω

∂wi

∂xj
σij dv −

∫

ω

ρwi (fi − ai) dv −
∫

γ t̄

wi t̄i da = 0, ∀w ∈ W w; (4.136)

∫

ω

η
(
ρ(f) ϵ̇v + ρ(f) n

K(f) ṗ
(f)
)
dv +

∫

ω

∂η

∂xi

(
ρ(f) k(f)

(
∂ p(f)

∂xi
− ρ(f) (fi − ai)

))
dv

+
∫

γq̄

η q̄ da = 0, ∀η ∈ W η, (4.137)

given the initial conditions u (t = 0) = u0, u̇ (t = 0) = v0, and p(f) (t = 0) = p
(f)
0 . It must

also be noted that the above equations exploit the properties of the weighting functions to
be zero on their Dirichlet boundary, as given by their spaces (4.132) and (4.133).

4.6.2 Discretisation processes

Section 4.6.2.1 introduces geometrical and primary field discretisations for the u − p(f)

formulation. Section 4.6.2.2 deals with temporal discretisation. Contrary to Chapter 3,
the discussion of this latter section does not go into the details of compliance with the
underlying continuum conservation laws. The reason for this choice is twofold: on the
one hand, to the author’s best knowledge, there are no studies in the literature that have
discussed this subject; on the other hand, as evidenced by the discussion in Section 4.5.1,
solid mass conservation is not automatically guaranteed for the current poromechanical
problem, but must be explicitly enforced. Therefore, the author could not devote more time
to the compliance of the discretised algorithm with its continuum formulation.
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h

1

2

ξ

N0 (ξ)

AA− 1 A+ 1

(a) Constant polynomial basis function defined by
Eq. (4.138).

h

ξ

N(ξ)

AA− 1 A+ 1

(b) Linear polynomial basis function defined by
Eq. (4.139).

h

2 lp

1

2

ξ

S0 (ξ)

AA− 1 A+ 1

(c) Convolution of constant polynomial function with
step characteristic function defined by Eq. (4.140).

h

2 lp

ξ

S (ξ)

AA− 1 A+ 1

(d) Convolution of linear polynomial function with
step characteristic function defined by Eq. (4.141).

Figure 4.8: Qualitative illustration of the different basis functions used in u−p(f) formulations. Shape
functions are centred at the A-th node of the mesh.

4.6.2.1 Space and fields discretisation

As in Section 3.6.2.1 of Chapter 3, let us introduce a regular Cartesian grid, discretising the
Euclidean space E and, consequently, the porous body B too in this fashion hω = ∪Nels

e=1 ω
e

(with e = 1 . . . Nels indicating each active element of the grid). Let the nodes of this mesh
be denoted A,B,C = 1 . . . Nnds and the vectorial DoFs be I, J,K = 1 . . . ndim × Nnds.
For purposes that will be clarified in Section 4.6.4.2, let the following constant and linear
polynomial function be defined on the grid for the one-dimensional case, i.e.,

N0 (ξ) = 1/2, if − h < ξ ≤ h; (4.138)

N (ξ) =





1 + ξ/h, if − h < ξ ≤ 0;

1 − ξ/h, if 0 < ξ ≤ h,
(4.139)
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4.6.2.1. Space and fields discretisation

where ξ denotes the local coordinate and h is the mesh size.

Let the porous body B be discretised by one set of MPs, i.e., MPω = ∪Nmps

mp=1v
mp, where vmp is

the current total volume of a single MP. As for the solid case, let the characteristic functions
(the functions defining the MP-based discretisation), to be the Dirac delta distribution for
the MPM and the step functions (see details given in Section 3.6.2.1) for the Generalised
Interpolation Material Point Method (GIMPM). The convolution of the grid functions with
the characteristic ones gives basis and shape functions. In the case of MPM, the convolutions
of Eqs. (4.138) and (4.139) with Dirac delta distribution leave these functions unaltered
(as illustrated by Figures 4.8(a) and 4.8(b)). In the case of GIMPM, the convolutions of
Eqs. (4.138) and (4.139) with the GIMPM characteristic function gives∗

S0 (ξ) =





(h+ lp + ξ) / (4lp) , if − h− lp < ξ ≤ −h+ lp;

1/2, if − h+ lp < ξ ≤ h− lp;

(h+ lp − ξ) / (4lp) , if h− lp < ξ ≤ h+ lp;

(4.140)

S (ξ) =





(h+ lp + ξ)2
/ (4hlp) , if − h− lp < ξ ≤ −h+ lp;

1 + ξ/h, if − h+ lp < ξ ≤ −lp;

1 − ξ2/ (2hlp) + l2p/ (2hlp) , if − lp < ξ ≤ lp;

1 − ξ/h, if lp < ξ ≤ h− lp,

(h+ lp − ξ)2
/ (4hlp) , if h− lp < ξ ≤ h+ lp.

(4.141)

The above functions are represented in Figures 4.8(c) and 4.8(d).

Since the cloud of MPs is immersed in a new computational grid at every-time step, the two
discretisations can be non-matching, i.e., hω ⊇ MPω. In Section 3.6.2.1 for the solid case,
the choice of selecting the Dirichlet boundaries to be conforming (between the MP-based
and the grid-based discretisations) and the use of boundary stabilisation for homogeneous
Neumann boundaries was a good compromise between numerical effort and results. How-
ever, in the case of u − p(f) formulations, the Dirichlet boundary (as can be seen from
Eqs. (4.124) and (4.125) and Figure 4.7) is not unique as prescribed displacements and
prescribed pressures boundaries exist. If these boundaries overlap, it is possible to return
to assumptions similar to those made in Section 3.6.2.1 for a solid body. In the opposite
scenario, it is necessary to choose which boundary should be conforming. The author’s
choice consisted of selecting the prescribed displacements boundary to be conforming, i.e.,
hγū =MP γū. Following this decision, the resulting reaction forces on this boundary can be
correctly neglected, i.e., ∫

γū

wi σij njda = 0. (4.142)

However, as a result of the same decision, the contribution from fluxes arising on the pre-
scribed pressure boundary cannot be set as zero. On this prescribed pressures boundary,

∗The procedure to compute the convolution integrals resulting in Eqs. (4.140) was firstly given in Coombs et
al. [56], while Eq. (4.141) in Bardenhagen et al. [57].
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the zero value weighting function cannot be exploited, giving a non-null contribution
∫

γp̄

η q(f) · n da ̸= 0. (4.143)

For the same reasons described in Section 3.6.2.1 for tracking a Neumann boundary, this
term is nonetheless neglected in what follows and pressure BCs, when prescribed, are en-
forced on the grid for simplicity. As will be clear from Example 4.7.2, the choice of prescrib-
ing displacement boundaries to be conforming and applying approximately the pressure on
the grid is not always satisfactory and can be disadvantageous.

Following the introduced discretisations, let the finite-dimensional spaces of the trial and
weighting functions be given by

hV u =
{

hui = Nu
iI uI

∣∣ hui = ūi (xI) on hγū
}

; (4.144)
hV p(f)

=
{

hp(f) = np
A pA

∣∣ hp(f) = p̄ (xI) on hγp̄
}

; (4.145)
hW w =

{
hwi = Nu

iI wI

∣∣ hwi = 0 on hγū
}

; (4.146)
hW η =

{
hη = np

A ηA
∣∣ hη = 0 on hγp̄

}
. (4.147)

De facto, unless otherwise specified (as in Section 4.6.4.2), the functions Nu and np are
both given by Eq. (4.139) for the MPM, and by Eq. (4.141) for the GIMPM.

It must be highlighted that these spaces are not balanced, as expected by the so-called
inf-sup or Ladyzhenskaya-Babuška-Brezzi (LBB) condition (see, for instance, White and
Borja [58]). For this particular case of unbalanced spaces, some techniques are required
(as addressed in Section 4.6.4.2). This work does not consider elements belonging to the
Taylor-Hood family (see, for a detailed discussion of these, Brezzi and Fortin [59]), which
are stable by design.

Owing to the above-introduced spaces, the finite-dimensional weighting and trial functions
are given by

hui (x, t) = Nu
iI (x) uI (t) ; (4.148)

hp(f) (x, t) = np
A (x) pA (t) ; (4.149)

hwi (x) = Nu
iI (x) wI ; (4.150)

hη (x) = np
A (x) ηA. (4.151)

The notation in the above equations highlights the different dependency from space and
time of the trial functions, which are distributed between nodal time-dependent values and
space-dependent shape functions. However, for the rest of this work, these dependencies
are dropped to keep the notation as clear as possible.

It is now possible to write the discretised weak form for the u−p(f) formulation, this consists
in finding (hu, hpf

)
∈
(

hV u, hV p(f)
)
such that, for t ∈ [0, T ],

∫

hω

∂Nu
Ii

∂xj

(
σ′

ij − δij np
A pA

)
dv −

∫

hω

ρNu
Ii (fi − Nu

iJ üJ) dv −
∫

hγ t̄

Nu
Ii t̄i da ≈ 0; (4.152)
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∫

hω

ρ(f)np
A

(
δij

∂Nu
iJ

∂xj
u̇J + n

K(f) np
B ṗB

)
dv

+
∫

hω

ρ(f) k(f) ∂np
A

∂xi

(
∂np

B
∂xi

pB − ρ(f) (fi − Nu
iI üI)

)
dv +

∫

hγq̄

np
A q̄ da ≈ 0, (4.153)

given the initial conditions hu (t = 0) = u0, hu̇ (t = 0) = v0, and hp(f) (t = 0) = p
(f)
0 .

Comparing the above equations with their continuum counterparts given by Eqs. (4.134)
and (4.135), it can be seen that Terzaghi effective stress decomposition (4.100) and the
kinematic relationship ϵ̇v = δij

∂vi

∂xj
(compare with Eqs. (3.35) and (3.36)) have been ap-

plied. It can also be noticed that the independence of the Eqs. (4.152) and (4.153) from the
weighting functions has been taken into account, simplifying their forms. These equations
can be expressed in more concise ways by the matrix-vector system with entries

eI (u,p) := f
′,int
I +

(
Q(1)

∇u,p

)
IC

pC + fext
I + MIK üK ≈ 0; (4.154)

dA (u,p) := (Cp,p)AC ṗC + (Pp,∇u)AK u̇K + (T∇p,∇p)AC pA

+ ff,ext
A +

(
Q(2)

∇p,u

)
AK

üK ≈ 0, (4.155)

having set

f
′,int
I (u) =

∫

hω

∂Nu
Ii

∂xj
σ′

ij dv ≈
Nmps∑

mp

vmp ∂Nu
Ii (xmp)
∂xj

σ′
ij (xmp) ; (4.156)

(
Q(1)

∇u,p

)
IC

= −
∫

hω

∂Nu
Ii

∂xj
δij np

A dv ≈ −
Nmps∑

mp

vmp ∂Nu
Ii (xmp)
∂xj

δij np
A (xmp) ; (4.157)

fext
I (u,p) = −

∫

hω

ρNu
Iifi dv −

∫

hγ t̄

Nu
Ii t̄i da ≈ −

Nmps∑

mp

m̄mp Nu
Ii (xmp) fi −

∫

hγ t̄

Nu
Ii t̄i da;

(4.158)

MIK (u,p) =
∫

hω

ρNu
Ii Nu

iK dv ≈
Nmps∑

mp

m̄mp Nu
Ii (xmp) Nu

iK (xmp) ; (4.159)

(Cp,p)AC (u,p) =
∫

hω

ρ(f) n

K(f) np
A np

C dv ≈
Nmps∑

mp

(
m̄(f))mp

K(f) np
A (xmp) np

C (xmp) ; (4.160)

(Pp,∇u)AK (u,p) =
∫

hω

ρ(f)np
A δij

∂Nu
iK

∂xj
dv ≈

Nmps∑

mp

(
ρ(f)

)mp

vmp np
A δij

∂Nu
iK (xmp)
∂xj

;

(4.161)

(T∇p,∇p)AC (u) =
∫

hω

ρ(f) k(f) ∂np
A

∂xi

∂np
C

∂xi
dv

≈
Nmps∑

mp

(
ρ(f)

)mp (
k(f)

)mp

vmp ∂np
A (xmp)
∂xi

∂np
C (xmp)
∂xi

; (4.162)

ff,ext
A (u,p) = −

∫

hω

(
ρ(f)

)2
k(f) ∂np

A
∂xi

fi dv +
∫

hγq̄

np
A q̄ da
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4.6.2.2. Time discretisation

≈ −
Nmps∑

mp

((
ρ(f)

)mp)2 (
k(f)

)mp

vmp ∂np
A (xmp)
∂xi

fi +
∫

hγq̄

np
A q̄ da; (4.163)

(
Q(2)

∇p,u

)
AK

(u,p) =
∫

hω

(
ρ(f)

)2
k(f) ∂np

A
∂xi

Nu
iK dv

≈
Nmps∑

mp

((
ρ(f)

)mp)2 (
k(f)

)mp

vmp ∂np
A (xmp)
∂xi

Nu
iK (xmp) . (4.164)

The RHSs of Eqs. (4.156)-(4.164) report the numerical approximations of the volume in-
tegrals, which, as standard in the MPM, are carried out via the MPs. Quantities denoted
by the superscript (•)(mp) are computed at the MP location and have all been previously
defined, with the exclusion of m̄(f) = ρ(f)v(f) = ρ(f)nv, and m̄ = m̄(sk) + m̄(f), with
m̄(sk) = ρ(sk)v(sk) = ρ(sk) (1 − n) v for consistency.
As for the solid case, it can also be seen that the surface integrals on the RHSs of Eqs. (4.158)
and (4.163) highlight again the above-discussed issue in the MPM, namely tracking and
applying Neumann BCs.

4.6.2.2 Time discretisation

To fully discretise the weak form given by Eqs. (4.152) and (4.153), a temporal discret-
isation is required too. As in Section 3.6.2.2, the total time [0, T ] under consideration is
divided into smaller fractions ∆t := tn+1 − tn. For the sake of clarity, let us also drop the
subscript for the current time-step discretised quantities, i.e., (•) = (•)n+1. Differently from
Chapter 3 for the solid dynamic case∗, let us relate the time-discretised variables accord-
ing to the Newmark time-discretisation. If the primary variables are gathered in an unique
vector as follows

x :=




u

p


 , (4.165)

then the Newmark time-discretisation assumes these relationships among time derivatives

x = xn + ∆t ẋn + ∆t2

2
(
1 − 2 β̃

)
ẍn + ∆t2 β̃ẍ; (4.166)

ẋ = ẋn + ∆t (1 − γ̃) ẍn + ∆t γ̃ ẍ, (4.167)

with γ̃ and β̃ being fixed coefficients.

4.6.3 Linearisation

Introducing the above Newmark time-discretisation in Eqs. (4.154) and (4.155) provides
the primary discrete equations for the u−p(f) formulation considered in this work. As these

∗While for the solid dynamic case themid-point rule permits to inherit the conservation of angular momentum
within the time-step from the continuum formulation (as proved by Simo and Tarnow [60]), no proof is available in
the literature for the porous dynamics counterpart. The lack of such formulation, as well as the lack of techniques
to map the fluid pressure from MPs to the grid and back minimising energy losses (see 4.6.5), motivates the use
of the Newmark time-discretisation for this u − p(f) formulation.
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4.6.4. Stabilisation techniques

equations are non-linear, the NR algorithm is applied to find iteratively the solution for the
primary unknowns. If the primary unknowns are denoted in a unique vector as follows

r :=




e

d


 , (4.168)

the linearisation of these equations can be set to zero according to the NR iterative scheme

r(k) ≈ r(k−1) + ∂r
∂x

∣∣∣∣
(k−1)

δx ≈ 0, (4.169)

with (•)(k) being the current k-th iteration. The full expression of the Jacobian matrix
appearing in the above equation is given by

∂r
∂x

∣∣∣∣
(k−1)

=




∂e
∂u

∣∣(k−1) ∂e
∂p

∣∣(k−1)

∂d
∂u

∣∣(k−1) ∂d
∂p

∣∣(k−1)


 :=




A(1)
IJ B(1)

IB

B(2)
AJ A(2)

AB


 . (4.170)

To improve the readability of the text, computations of the sub-matrices appearing in the
Jacobian above are reported in Appendix B.2.

4.6.4 Stabilisation techniques

The primary Eqs. (4.154) and (4.155) are not stable for two different reasons. The first
source of instability lies in the small-cut issue, which, as the MPM simulation evolves, is
practically unavoidable. For a discussion on the small-cut issue and possible solutions, the
reader is referred to Section 3.6.5. The application of the face penalty version of the ghost
method to a u − p(f) formulation has been proposed by Liu et al. [61] in the context of
cut-FEM. This work adapts this stabilisation to the MPM, as detailed in Section 4.6.4.1.

On the other hand, the second instability is caused by the choice of the finite-dimensional
space of functions for the displacement and fluid pressure fields. As well-recognised in the
literature (see, for instance, White and Borja [58] for the FEM and Zhao and Choo [51] for
the MPM), using polynomial linear shape function for both the primary unknowns violates
the inf-sup conditions. An assessment of the different techniques available in the literature
to stabilise inf-sup unstable methods has been carried out by Preisig and Prevost [62] for
FEM. Among the proposed techniques, the Polynomial Pressure Projection (PPP) has been
selected for this work, as its application to the MPM has already been proposed (see Zhao
and Choo [51]). This technique is briefly discussed in Section 4.6.4.2.

4.6.4.1 Ghost stabilisation(s)

Following the proposal of Liu et al. [61], four different ghost stabilisations are here applied,
two per each primary equation. In the case of linear polynomial functions or GIMPM func-
tions (Eqs. (4.139) and (4.141), respectively), the matrix relative to the ghost stabilisations
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4.6.4.2. Polynomial Pressure Projection stabilisation

of the mixture equilibrium equation is given by (similarly to Eq. (3.151))

(JG)IK := h3

3

∫

γ(G)

(
∂Nu, +

Ii

∂ (xn)j

nh
j −

∂Nu, −
Ii

∂ (xn)j

nh
j

)(
∂Nu, +

iK

∂ (xn)k

nh
k −

∂Nu, −
iK

∂ (xn)k

nh
k

)
da, (4.171)

The meaning of the terms appearing in the above equation follows the same explanation
given in Section 3.6.5. The introduction of the above matrix allows a stable mixture equi-
librium equation via the stabilisation of the mass matrix

(MG)IK := γM (JG)IK , (4.172)

and the stiffness matrix
(KG)IK := γK (JG)IK , (4.173)

with γM and γK being user-selected parameters. When incorporating both the above sta-
bilisations, Eq. (4.154) becomes

ẽI (u,p) := f
′,int
I +(KG)IK uK +

(
Q(1)

∇u,p

)
IC

pC+fext
I +(MIK + (MG)IK) üK ≈ 0. (4.174)

It can be noted that, in quasi-static conditions, the stabilisation (4.172) is not required in
Eq. (4.174).
Since this work uses the same basis functions interpolating the pressure field as those used
for the displacement field, a term similar to (4.171) must be considered to stabilise the fluid
mass conservation (4.155), this being

(iG)AC := h3

3

∫

γ(G)

(
∂np, +

A
∂ (xn)j

nh
j −

∂np, −
A

∂ (xn)j

nh
j

)(
∂np, +

C
∂ (xn)j

nh
j −

∂np, −
C

∂ (xn)j

nh
j

)
da. (4.175)

Specifically, the above term is used to stabilise a part relative to the pressure time derivative
ṗ (

M(f)
G

)
AC

:= γM(f)
(iG)AC , (4.176)

and a part relative to pressure p itself
(

K(f)
G

)
AC

:= γK(f)
(iG)AC , (4.177)

with the parameters γM(f) and γK(f) being selected by the user. The stabilised version of
Eq. (4.155) becomes

d̃A := dA +
(

M(f)
G

)
AC

ṗC +
(

K(f)
G

)
AC

pC ≈ 0. (4.178)

4.6.4.2 Polynomial Pressure Projection stabilisation

When the same order of shape functions are considered for the displacement and pressure
fields, the inf-sup condition is violated. As such, additional treatment of the primary equa-
tions is required. If the PPP (firstly proposed by Dohrmann and Bochev et al. [63] and
adapted to u − p(f) formulations by White and Borja [58]) is considered, the stabilising
term must be added to Eq. (4.178), this being given by

Rstab
A =

∫

hω

ρ(f) τ
(

np
A − np, 0

A

)(
np

C − np, 0
C

)
ṗC dv, (4.179)
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4.6.5. Mapping processes

where the local expression for the shape functions np, 0 is given by Eq. (4.138) for the ori-
ginal MPM and Eq. (4.140) for the GIMPM. The parameter τ and its selection have been
discussed widely in the literature (see, for instance, Zhao and Choo [51]).

4.6.5 Mapping processes

This section extends the discussion reported in Section 3.6.6, in the sense that a porous
material requires considering which values should be mapped between the different load
steps. For a solid dynamic problem, two forms of energies have been considered, namely
the kinetic and the solid strain energy. In particular, only the assessment of the mappings
involving the former energy has been carried out, as strain energy is stored entirely at the
MPs. When it comes to a porous material, the fluid part can store energy too if this phase is
compressible. This form of stored energy is expressed, for instance, by Eq. (4.99b), which
particularises into (4.112) for a barotropic fluid. Hence, an assessment of this fluid stored
energy for both the Point-to-grid (P2G) and Grid-to-point (G2P) mappings should be car-
ried out. However, this evaluation is more complicated than the assessment of the kinetic
energy. While this latter form of energy has the same form independently from the body
under consideration (i.e., linearly proportional to the mass of the body and to the square
of the velocity), the strain energy depends on the assumed constitutive relationship. From
this perspective, it can be observed how fluid pressure mappings present all the typical dif-
ficulties of reconstructing the stress state. This is possibly the reason why, to the author’s
best knowledge, the few publications considering these mapping processes do not discuss
them thoroughly in terms of energy loss. Zheng et al. [20, 64] move the nodal pressure
value to central Gauss points and, in turn, use a Moving Least Square approximation to
compute the pressure values at the MPs. However, no information is provided on the P2G
mapping. Zhang et al. [65] and Zheng et al. [66] update the MP fluid pressure in a FLuid
Implicit Particle (FLIP)-alike procedure for the G2P mapping, while the P2G mapping is not
assessed. Zabala and Alonso [67] use the same FLIP-alike mapping from the G2P process,
while mapping the pressure from MPs to grid nodes by averaging it over the volume.

From the lack of consistency across the literature, it can be seen howmapping processes in a
u−pf formulation are not trivial and require a rigorous assessment in terms of conservation
laws, similar to that performed in Section 3.6.6 for the solid dynamic case. Acknowledging
this intricacy, the mapping processes carried on below are not thoroughly evaluated, but
are rooted in empirical considerations.

Nonetheless, some quite interesting observations can be made about the necessity of map-
ping in the first place when considering an incompressible fluid. From a physical perspect-
ive, such a fluid cannot store any strain energy. Mathematically, the fluid pressure acts as
Lagrange Multiplier (LM) by shifting the dependency of the stresses on strains (i.e., the
concept of effective stress). This shift depends on the drained/undrained/partially drained
conditions. As such, it does not contribute to the internal energy of the body, and there is
no need to map the fluid pressure under an energetic perspective.
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4.6.5.1. Point-to-grid (P2G) mapping

If the case of incompressible fluid and quasi-static conditions, it can be seen that no need
to perform the P2G mapping is required. However, this mapping can be performed to have
better predictors (which influence the NR convergence, but do not affect the energy present
in the body).

For a better explanation, the following parts regarding mapping techniques suspends the
use of index notation and shows explicit sums of the saturated indices.

4.6.5.1 Point-to-grid (P2G) mapping

Velocity mapping Following Section 3.6.6.1 for the solid dynamic case, the P2G mapping
is performed as follows

Nnds∑

B
(MAB)n (vB)n =

Nmps∑

mp

m̄mp
n Nu

A (xmp) vmp
n , (4.180)

where the mass matrices are defined by Eq. (4.159) and (4.172). For the porous material
under consideration, the evaluation of the use of effective mass matrices instead of the
consistent mass matrix follows the explanation in Section 3.6.6.

Pressure mapping As explained above, the P2G mapping of the fluid pressure for a baro-
tropic fluid requires an assessment of the difference between the energy computed on the
grid and the one stored at the MPs. As this is not available in the literature, this work con-
siders to average the fluid pressure over the current volume as follows (following Zabala
and Alonso’s proposal [67])

Nnds∑

A
(ΩAB)n (pA)n =

Nmps∑

mp

vmp
n np

B(xmp)
(
p(f)

)mp

n
, (4.181)

where the matrix ΩAB is defined as

(ΩAB)n := diagA

(
Nmps∑

mp

vmp
n np

B(xmp)
)
. (4.182)

The choice of a lumped matrix for the P2G pressure mapping is a decision based on a lower
computational cost, since the advantages of using a consistent one are not demonstrated.

4.6.5.2 Grid-to-point (G2P) mapping

Velocity mapping This follows Section 3.6.6.2 for the solid dynamic part, favouring the
FLIP procedure over Particle In Cell (PIC), i.e.,

vmp = vmp
n +

Nnds∑

A
Nu

A (xmp) ∆vA. (4.183)

It must be recognised that the energy conservation proof for the FLIP mapping explained
in Section 3.6.6.2 for the solid dynamic case is entirely based on cancelling the error of
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Table 4.2: Relationships between MP-stored primary variables
(

u, p(f)
)

and secondary variables.
Superscript (•)mp is omitted.

Secondary
variables

Solid u fluid p(f) mixture

Volumes and
related
variables

Ω(sk) = ω(sk) ω(f)

ω

J

n

Densities ρ
(sk)
0 = ρ(sk) ρ(f) ρ

Masses m̄
(sk)
0 = m̄(sk) m̄(f) m̄

the initial mapping (4.180). This deletion was possible thanks to the mass conservation
inherited by the discretisation process. However, in a u − p(f) formulation with one set of
MPs, a porous material can exchange mass based on the drainage at boundary conditions
(Eq. (4.128) and (4.129)). Therefore, it can deduced that the proof of energy conservation
for the initial mapping (4.180) together with FLIP (4.183) does not stand for the u − p(f)

case.

Pressure mapping The G2P mapping of the fluid pressure is not only necessary before
resetting the grid at the end of the step, but also required to update the different (sec-
ondary) variables stored at the MPs and necessary to compute the integrals appearing in
Eqs. (4.156)-(4.164) at every iteration.

Since in some components of the Jacobian matrix (as in Eq. (B.46), which is part of the
submatrix (B.44)) the nodal updated fluid pressure is moved at the MP location directly via
the shape functions, this same procedure is adopted to map the fluid pressure in general

(
p(f)

)mp

=
Nnds∑

A

np
A(xmp) pA. (4.184)

In this fashion, fluid pressure is moved consistently from grid nodes to the MPs at every
iteration.

Once this procedure is completed via Eqs. (4.183) and (4.184), other (secondary) variables
at the same location follow. A graphical representation of the flow of relationships between
the primary and the secondary variables at MP locations is shown in Table 4.2. This table
shows the updating order (illustrated by the arrows) of the different considered variables
stemming from the converged values of displacements and pressures, and based on the
hypothesis of incompressibility of the solid skeleton.

4.6.6 Implementation details

As for Section 3.6.7, a few points on implementing the illustrated u − p(f) formulation and
their relative collocation in theMPM algorithm are provided in the following text. AMaterial
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MPs-based Grid-based

B

- Compute mass
matrix, Eq. (4.159);

- Compute volume
matrix, Eq. (4.182);

- Map P2G
Eqs. (4.180)-(4.181);

- Time-step selection;

C

-Boundary Stabs.,
Eqs. (4.172)-(4.173),
Eqs. (4.176)-(4.177);

- PPP Stab.
Eq. (4.179);

- Vectors & matrices
Eqs. (4.156)-(4.164);
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D

- Solve Eq. (4.169);

- Update
grid variables

Eqs. (4.166)-(4.167);

- Check conver-
gence Eq. (4.189);E

- Map G2P,
Eqs. (4.183)-(4.184);

- Update
MP-stored variables,

Table 4.2;
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New iteration

Time-step loop

Figure 4.9: Main equations and relative use in the structure detailing the MPM algorithmic substeps.
The considered equations are employed to design the u − p(f) implicit dynamic code for porous
materials and necessary stabilisations.

Point Learning Environment (AMPLE) (see Coombs and Augarde [68]) constitutes the basis
code also for this formulation, modelling the dynamics of porous material. Again, only
substeps from (B) to (E) are included in Figure 4.9 (compare with Figure 2.1 in Chapter 2).

Substep (B) starts with assembling the consistent mass matrix, Eq. (4.159) and the diagonal
volume matrix, Eq. (4.182). These matrices are essential in performing the P2G mappings
given by Eqs. (4.180) and (4.181) to reconstruct the velocity and fluid pressure at the grid
nodes. In contrast to the solid dynamic case where the mass matrix can straightforwardly
be used for the equilibrium equation, the presence of permeable boundaries allows drain-
age conditions. Hence, while the contribution of the solid constituent is constant during
a simulation, the fluid phase can exchange mass. This implies that the mass matrix as a
whole (or its fluid part, at least) must be recomputed at every iteration of the NR scheme.
Moreover, the small cut issue can affect the P2G mappings, causing an ill-conditioned mass
matrix or extremely low entries in the diagonal volume matrix. As both these situations are
undesired, the stabilisations given by Eqs. (4.172) and (4.177) are added to the mass and
volume matrices when required. The time-step selection, mostly non-adaptive during the
simulation and based on a trial and error process, terminates substep (B).
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4.7. Validation tests and numerical analyses

Further stabilisations of the boundaries described by Eqs. (4.173) and (4.176), in addition
to those that might already have been calculated (i.e., Eqs. (4.172) and (4.177)), are as-
sembled out of the NR loop in substep (C). The NR iterations are then initiated using the
following predictors:

a = − 1
β̃∆t

vn, v = vn

(
1 − γ̃

β̃

)
; (4.185)

p = pn, ṗ = 0, (4.186)

which stem from the following assumptions relative to the displacement field




vn ̸= 0;

un = an = ∆u = 0,
(4.187)

and to the pressure field 



pn ̸= 0;

ṗn = p̈n = ∆p = 0.
(4.188)

It must be noted that the above assumptions are compatible with the mapping processes
(4.180) and (4.181) and with the Newmark time discretisation Eqs. (4.166) and (4.167).
These predictors are used to compute the Jacobian matrix in Eq. (4.170) (entries are given
in detail in Appendix B.2) for the first iteration. The inversion of the Jacobian matrix in
Eq. (4.169) (substep (D)), leads to a new grid solution for the displacement and pres-
sure field. These nodal variables are updated according to the Newmark time scheme
given in Eqs. (4.166) and (4.167). The updated values permit the computation of vec-
tors and matrices from Eq. (4.156) to Eq. (4.164) appearing in the primary equations and
the PPP stabilisation, Eq. (4.179), necessary to mitigate the LBB condition. To inform the
primary equations, the constitutive relationships for the effective stress-strain relationship
is provided by the free energy function of the improved Hencky material (Eq. (4.101)) for
the elastic part and the dissipation function D(sk) (see, for instance, Eq. (4.194)) for the
plastic regime. The elastic and the elasto-plastic subroutines for this material are detailed
in Appendix C. Other relationships, i.e., the fluid free energy function (4.112) and the
Darcy-Weissbach law (4.117), complete the sets of the constitutive laws. NR convergence is
checked (criterion in Eq. (4.189)) using the residuals (4.168) and the incremental solutions.
If this criterion is not met, another NR iteration is taken.

The G2Pmappings in substep (E) are performed via Eqs. (4.183) for the velocity and (4.184)
for the pressure. These converged quantities, now stored at the MPs’ location, are employed
to update other variables, according to the flow illustrated in Table 4.2.

4.7 Validation tests and numerical analyses

This section reports four different examples, exploring different aspects of the formula-
tion(s) explained above. Depending on the considered example, quasi-static or dynamic
conditions are assumed.
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4.7.1. Terzaghi mono-dimensional consolidation

The mono-dimensional consolidation Example 4.7.1 compares the numerical results with
the analytical solution proposed by Terzaghi in the context of small strain theory. This ex-
ample is straightforward but contains all the modelling difficulties for a porous material, the
effects of different (spatial and time) discretisations and the validity of the PPP to address
the inf-sup unstable spaces are explored.
Example 4.7.2 is intended to emphasise the invalidating effect of applying pressure Dirichlet
BCs to the mesh even when the MPs’ boundaries are non-conforming. While it can be
expected that applying displacement Dirichlet BCs incorrectly would give some error which
does not alter too significantly the simulations, this is not the case for the pressure BCs, as
demonstrated in this case.
A variation of the Terzaghi mono-dimensional consolidation is explored in Example 4.7.3,
where a column of elastic material is subjected to self-weight. It is shown that, even for
moderate strains, the original Hencky material [39] (which is usually used to model finite
strain elasto-plasticity, see Simo [69]) fails in considering the assumption of incompress-
ibility of the solid phase∗. The violation of this assumption leads to negative values of the
Eulerian porosity and, simultaneously, to the violation of solid phase mass conservation.
On the other hand, the improved Hencky material firstly proposed in Pretti et al. [30] (de-
scribed by Eq. (4.101)) can reproduce physically meaningful results, retaining bounded
values of the porosity and respecting the solid mass conservation.
The same comparison is carried out for the 3D flexible footing problem in the elasto-plastic
regime, where it is shown the need to include the kinematic relationship (4.89) even for
routine geotechnical analyses.
In all these analyses, the NR iterative process is considered as complete when the tolerance
tol = 10−11 at the k−th current iteration satisfies

|r(k)| · |δx(k)|
|r(1)| · |δx(1)|

< tol, (4.189)

with | (•) | being the absolute value of the vector (•). The vectors r and x have been defined
by Eqs. (4.168) and (4.165), respectively. The above equation can bewritten in an expanded
form as follows

|e(k)| · |δu(k)| + |d(k)| · |δp(k)|
|e(1)| · |δu(1)| + |d(1)| · |δp(1)|

< tol. (4.190)

It is expected that the contribution coming from |e(k)| · |δu(k)| weights usually less than the
one provided by |d(k)| · |δp(k)| because of their different physical units. However, since both
these contributions are expected to decrease with the iterations progressing, Eq. (4.189)
can still operate as a global measure of the NR error.

4.7.1 Terzaghi mono-dimensional consolidation

Example scope The Terzaghi mono-dimensional problem [8] (illustrated in Figure 4.10)
is considered to test results of the quasi-static u − p(f) code against the analytical values

∗The stress-strain relationship for an Hencky material can be obtained if, in Eq. (3.88), the stress on its LHS
is the effective stress in lieu of the total one.
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4.7.1. Terzaghi mono-dimensional consolidation

Table 4.3: Summary of the parameters con-
sidered in the analysis of the Terzaghi mono-
dimensional consolidation.

Parameter Settings

Material Parameters
K̄, G 6, 3 MPa
K(f) 2.2 GPa
κ

(f)
0 10−5 m s−1

Geometry and
loading

H 1 m
w 100 kPa

H

z

w

Figure 4.10: Illustration of the Terzaghi mono-
dimensional problem. Dashed line means per-
meable surface.

of pressure. Furthermore, this example is designed to assess adapt time-step lengths and
spatial discretisations necessary to approximate the analytical values. This solution for the
pressure field is well-known (see, for instance, [8]) for the small strain regime and is given
by the following equation:

P (Z, T ) =
∞∑

m=0

2
M

sin (MZ) exp
(
−M2 T

)
, with M = π

2 (2m+ 1) , (4.191)

where the non-dimensional quantities in the above equation are defined as

P := p(f)

w
; Z := z

H
; T := cv

H2 t. (4.192)

Moreover, the relationship between the coefficient of consolidation and other hydro-mech-
anical parameters is given by

cv =
(
K̄ + 4

3G
)

ρ(f) g
κ(f). (4.193)

Setup The example consists of a column of porous saturated material with a load applied
at its top. The column is fixed at the bottom, free at the top, and roller displacement BCs
are applied on both sides. All of the boundaries are impermeable, except for the top, where
fluid flux is allowed, and zero (atmospheric) fluid pressures are applied as Dirichlet BCs
directly on the grid. The column is loaded with the overburden w at the first time-step and
hold constant for the rest of the analysis. The settlement of the column is allowed until the
non-dimensional time T is equal to one.

The parameters considered in this simulation are listed in Table 4.3. Those mechanical ele-
ments are assigned so the column does not deform significantly (mimicking the small strain
setting). At the same time, the hydraulic parameters are designed so that consolidation
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4.7.1. Terzaghi mono-dimensional consolidation
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Figure 4.11: Results for the Terzaghi mono-dimensional consolidation problem.

should occur in a reasonable (not instantaneous nor too long) time-scale. Further features
of the simulation are as follows:

• GIMPM is considered;

• quasi-static code;

• gravity effects are neglected;

• PPP stabilisation is on, with τ = 1
2G ;

• ghost stabilisations are off; and

• the material is the original Hencky;

Different time-step lenghts and spatial (vertical) discretisations are introduced and dis-
cussed below.

Results discussion As it can be noticed from Figures 4.11(a) and 4.11(b), the numerical
isochrones tend to slightly overestimate excess pore pressure over time if compared to the
analytical solutions, especially from T = 0.2 to T = 1. This behaviour can be explained
by two features influencing each other, which the code takes into account while Terzaghi’s
theory of consolidation does not. First, the code takes into account finite strain theory, and
second, the hydraulic conductivity considered in the numerical analyses is dependent on
the Eulerian porosity (via Eq. (4.118)), which, in turn, is a function of the finite volumetric
strain (Eq. (4.89)). Hence, due to increasing strains allowed by the drainage at the top of
the column, the hydraulic conductivity decreases, leading to a slower settlement modelled
by numerical simulations.
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4.7.2. Strip flexible footing under harmonic loading conditions

As for different time-step lengths, numerical results in Figure 4.11(a) are very close to the
analytical solution in both of the considered cases, with the time-steps being ∆t = 0.1 in one
analysis and ∆t = 0.01 s in the other. The only exception lies in correspondence at zero non-
dimensional time. The sharp gradient at the top of the column is more accurately followed
along the z−coordinate by the lower time step discretisation. However, this advantage is
balanced by the unnatural spike, which shows an increase in the fluid pressure, leading to a
value bigger than the applied vertical stress. This peak is documented in the literature (see
Preisig and Prevost [62]) and is due to the use of the PPP as stabilisation method which fails
to completely remove pressure oscillation near the draining boundary. At the same time,
however, PPP can smooth the gradient in pressure for the analysis with larger time-steps,
even though it slightly underestimates the fluid pressure at the top MPs. This effectiveness
of the PPP in the case of larger time-steps is not surprising as the PPP was originally (see
Dohrmann and Bochev [63]) designed to stabilise Stokes problems, where the pressure is
required to be only in H0 (ω) (conversely to the current problem, where hp ∈ H1 (ω) is
necessary, see Eq. (4.131)). As the numerical curves for the non-dimensional time T = 0
in Figure 4.11(a) are computed in correspondence of the first time-step (i.e., T ≈ 0), the
simulation with a smaller time-step is expected to show a sharper gradient of pressure.
However, the PPP fails to stabilise the kind of components which include the gradients of
pressure (such as T∇p,∇p). With larger time-steps and less sharp expected gradient, these
components which incorporate the gradients of pressure play a lesser role, and the PPP
stabilisation proves its effectiveness.

In regards to different spatial discretisations, it can be noticed from Figure 4.11(b) how
the 10-element discretisation can be regarded as a poor choice: this behaviour is shown in
particular for lower values of the non-dimensional times, between T = 0 and T = 0.05,
where the gradient of the pressure is more pronounced. This trend becomes less and less
significant over time. No relevant difference can be seen between the 20-element and 40-
element discretisations, both of which can model the analytical behaviour. The difference
between these two numerical analyses and the analytical solution at T = 0 can be attributed
to the selected time-discretisation (equal to ∆t = 0.1 s), as above detailed.

4.7.2 Strip flexible footing under harmonic loading conditions

Example scope The scope of this example is to investigate how the hypothesis, introduced
in Section 4.6.2.1 of conforming pressure BCs affects the results of the simulation.

Setup A fully saturated soil undergoes a vertical loading whose magnitude varies with the
time according to the equation shown in Figure 4.12, which is w (t) = 3 − 3 cos (100 t) MPa
(with the time t expressed in seconds).

As illustrated by Figure 4.12, only half of the problem has been simulated. The bottom
and lateral boundaries are subject to roller boundary conditions, and are considered as
impermeable surfaces. On the other hand, the top boundary is subdivided into two parts:
the former, whose length is 1 m, is impermeable and subject to the vertical loading, whereas
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4.7.2. Strip flexible footing under harmonic loading conditions
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w (t)

w (t) = 3− 3 cos (100 t) MPa

Figure 4.12: Planar section of half of the footing problem: geometry, boundary conditions and applied
time-dependent load. Dashed line means permeable surface.

Table 4.4: Summary of the parameters considered in the analysis of the elastic flexible strip.

Parameter Settings

Material Parameters

K̄, G 12.13, 5.6 MPa
K(f) 2.2 GPa

ρ(sk), ρ
(f)
0 2500, 1000 kg/m3

n0 0.33

κ
(f)
0 10−10 m s−1

Geometry,
and Timings

H 10 m
h 1 m
T 0.4 s

Analysis Parameters
hx, hy ≈ 0.33 m
†mmp 4

∆t 0.004 s
† mmp is the number of MPs per direction per ele-
ment.

the latter, which is the remaining part, is free to move and permeable. Moreover, zero
fluid pressure is applied as a Dirichlet boundary condition over this latter top part. This
atmospheric pressure has been applied on the fixed grid, which does not follow the moving
MPs surface. The initial conditions considered (displacements, velocities and fluid pressure)
are all null. For this analysis, parameters are given in Table 4.4. While these parameters are
arbitrarily chosen (with the exclusion of the fluid bulk modulus, which represents water),
the mechanical values are selected so that the column undergoes finite deformation and
low values of hydraulic conductivity are considered to model nearly undrained conditions.
These choices are designed to violate the hypothesis of conforming BCs so that the extent
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4.7.2. Strip flexible footing under harmonic loading conditions
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(b) Time evolution of the Eulerian porosity at points
A, B and C. The qualitative behaviour of the applied
load is shown for the sake of greater clarity.

Figure 4.13: Time behaviour of the MPs initially located at A (z = 0.5417 m), B (z = 5.0417 m) and
C (z = 9.9583 m).

of this assumption can be tested. Other features of the simulation are as follows:

• GIMPM is used;

• the code includes inertia effects. In particular, the chosen coefficients for the Newmark
time scheme (see Section 4.6.2.2) are for the so-called trapezoidal rule, these being
γ̃ = 1

2 , β̃ = 1
4 ;

• gravity is not considered;

• PPP stabilisation is on, with τ = 1
2G ;

• ghost stabilisations are off; and

• the material is the original Hencky.

Results discussion The graphs in Figure 4.13 illustrate the behaviour of the fluid pressure
and the Eulerian porosity for the considered points in Figure 4.12 over time. In both of the
graphs, the sinusoidal time evolution of the load has been reported to facilitate reading.

If Figure 4.13(a) is considered, it can be seen how the peaks of the fluid pressure do not
coincide with those of the applied load, but they are slightly delayed with respect to the
loading curve, in particular, for points B and C. Moreover, it can be seen how point A,
which is the closest to a draining surface, does not experience negative (traction) fluid
pressure, whereas points B and C exhibit negative fluid pressures. The reason for this
non-physical values at the points B and C stems from having applied zero pressures as
BCs on the fixed grid, without keeping track of the real surface of the body. This can be
appreciated in Figure 4.14, where it can be seen how negative values of pressure on a few
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4.7.2. Strip flexible footing under harmonic loading conditions

(a) Fluid pressure contours at the time t̃ = 0.04 s.

(b) Fluid pressure contours at the time t = 0.052 s.

Figure 4.14: Fluid pressure contours for the strip footing under harmonic loading. Dashed line means
permeable surface.

MPs (illustrated in Figure 4.14(a) for the time t̃ = 0.04 s) spread, within a few time-steps,
to a very large portion of the material (Figure 4.14(b) for t = 0.052 s). The code is not
equipped to reproduce this situation, which would physically imply the presence of air, i.e.,
a second fluid in the void volumes of the material. As such, results should not be considered
after time t̃.

Considering only the time before t̃ in Figure 4.13(b), it can be seen that points B and C
practically experience undrained conditions, while the change in porosity of A follows the
periodic behaviour of the load. This different behaviour can be explained with the proximity
(for the point A) or the distance (for points B and C) from the draining surface, together
with low value of hydraulic conductivity κ(f).
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4.7.3. Elastic column under self-weight

4.7.3 Elastic column under self-weight
Table 4.5: Summary of the parameters con-
sidered in the analyses of the elastic column
under self-weight.

Parameter Settings

Material
Parameters

‡K̃, K̄ 500 kPa
G 300 kPa

Kf 2.2 GPa
ρ(sk) 2650 kg m−3

ρ
(f)
0 1000 kg m−3

κ
(f)
0 10−5 m s−1

Geometry,
Loading

and Timings

H 1 m
fz 1000 m s−2

T 3000 s

Analysis
Parameters

hz, hy 0.05 m
§mmp 4

∆t 0.04 s
‡ K̃ refers to the parameter used in
Eq. (4.101), while K̄ is the bulk modu-
lus of the Hencky material.
§ mmp is the number of MPs per direc-
tion per element.

H

z

f

Figure 4.15: Illustration of the elastic column under self-
weight. Dashed line means permeable surface.
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Figure 4.16: Applied load time variation.

Example scope This mono-dimensional numerical test (illustrated in Figure 4.15) is de-
signed to emphasise the differences between the original and improved Hencky material in
the case of elastic finite deformations.

Setup The column consists of an elastic material subjected to gravitational load whose
time-dependency is given in Figure 4.16. Roller boundary conditions are applied to the
upper and lower sides of the column, with the right surface being fixed and the left surface
free. In addition, the entire external surface is impermeable, except for the right part, where
zero atmospheric pressure is prescribed. The two simulations are run using a quasi-static
formulation for 3, 000 pseudo time-steps, and the gravitational load is increased linearly for
the first 1, 000 steps and kept constant for the remaining time. The selected gravitation∗

reaches f = 1, 000 m s−2. Other (arbitrarily chosen) parameters of the problems are given
in Table 4.5†, and the following have been used for the analyses:

∗The reason for selecting such a substantial gravitational load lies in the drastic reduction of simulation time,
especially in correspondence with low hydraulic conductivity values such as the one considered in this example
(see Table 4.5). The difference between the modified and the original Hencky model concerns the effective stress,
whose increase occurs with the sample draining, i.e., with the time passing.

†The bulk modulus for the linear Hencky material K̄ has been set so that it matches the initial elastic tangent
bulk modulus Ke,tan

0 defined by Eq. (C.7) and has been computed in correspondence of initial porosity n0 and
zero elastic volumetric strain, i.e., K̃ = K̄ n0 = 5 · 105 Pa. In this fashion, the stiffness of the two materials is
initially the same.
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4.7.3. Elastic column under self-weight
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(c) Horizontal displacement at the left-hand side of the
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(d) Fluid pressure at the left-hand side of the column.

Figure 4.17: Time-plots of different quantities calculated at the right-hand side (top row) and left-
hand side (bottom row) of the column under self-weight. Grey-shaded areas indicate the physically
unfeasible regions. Figure reproduced from Pretti et al. [30].

• GIMPM is used;

• PPP stabilisation is on, with τ = 1
2G ; and

• ghost stabilisations are off;

Results discussion Figure 4.17 shows time-plots for different quantities comparing the
two simulations. In particular, for the analysis where the original Hencky material is con-
sidered, time t̃ (corresponding to the 157th pseudo time-step) highlights the watershed
between positive and negative values of the Eulerian porosity (see Figure 4.17(a), but also
Figure 4.18(a)). From a physical perspective, it is clear that the simulation using the original
Hencky material cannot be regarded as valid after t̃. Nonetheless, it can be noticed from
Figures 4.17(c) and 4.17(d) how the values of primary variables, i.e., displacement u and
fluid pressure pf , differ consistently even for pseudo time-steps lower than t̃ and far from
where more significant values of the deformation gradient are expected between the linear
Hencky material and the current model. Thus, it can be seen how imposing constrained
porosity values affects the entire simulation, leading to very different behaviour even for
those parts of the body where such constraints are not expected to be violated (such as the
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4.7.4. 3D flexible footing

−0.10.00.10.20.30.40.5
n
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(b) Eulerian porosity for the improved Hencky material,
t̃ = 157th time-step.
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(c) Eulerian porosity for the linear Hencky material, final
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(d) Eulerian porosity for the improved Hencky material,
final time-step.

Figure 4.18: Deflection shapes of the columns at t̃ = 157th time-step and the end of each simulation.

left-hand side of the column). This idea is further illustrated in Figures 4.17(c) and 4.18(c):
when the simulation continues even for the original Hencky material, it begins to swell to
the left (in a direction opposite to gravity). This leads the simulation itself to abort at the
2948th pseudo time-step. On the contrary, the new model behaves in accordance with the
bounded porosity values and results in smoother transitions on both sides of the column,
as highlighted by all of the time-plots of the different quantities in Figure 4.17.

A more uniform deformation state also emerges when comparing the Eulerian porosity
values (and thus the Jacobian via Eq. (4.89)) between Figures 4.18(a)-4.18(b) at the 157th

pseudo time-step, and Figures 4.18(c)-4.18(d) at the end of the simulations.

4.7.4 3D flexible footing

Example scope This example (illustrated in Figure 4.19) aims to assess the difference
between the original and improved Hencky material in the case of a 3D routine geotechnical
analysis (flexible footing) in the finite elasto-plastic regime for different material mechanical
parameters.

Setup Since the problem presents two symmetry planes, only a quarter of the whole setup
(as represented in Figure 4.19) is considered. All planes defining the soil boundaries have
rollers and no-flux conditions applied, except for the top surface, which is free to move and
with zero atmospheric pressure applied. The simulations are run considering quasi-static
conditions, where the load w linearly ramps from zero to a value of 5 · 105 Pa during 10
pseudo time-steps (see Figure 4.20), while gravity effects are neglected. Eight MPs per cell
initially populate each mesh element.

The chosen dissipation function is that proposed by Collins andHilder [70] (see Coombs and
Crouch [71] for derivation and implementation details) and it describes a two-parameter
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4.7.4. 3D flexible footing

Table 4.6: Summary of the shared parameters
considered in the analyses of the elasto-plastic
flexible footing under large deformations.

Parameter Setting

Material

Parameters

G 28 · 106 Pa

Kf 2.2 · 109 Pa

ρ(sk), ρ
(f)
0 2650, 1000 kg m−3

κ
(f)
0 1 · 10−2 m s−1

pc ‡250 · 105 Pa

α, γ, M 0.3, 0.9, 0.964

Geometry,

Loading

and Timings

Lx, Ly , Lz 10, 14, 10 m

a, ly 2.5, 10 m

w 5 · 105 Pa

T 10 s

Analysis

Parameters

hx, hy , hz 0.5, 0.5, 0.5 m

†mmp 2

∆t 1 s
‡ Geotechnical convention on signs is assumed.
† mmp is the number of MPs per direction per element.
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Figure 4.19: Initial setup for the 3D flexible footing
problem. Figure reproduced from Pretti et al. [30].

family of critical state [72]∗

Dsk =
√(

dp
v Ã
)2 +

(
dp

γ B̃
)2 ≥ 0, (4.194)

where the invariants are given by

dv := dijδij (4.195)

dγ :=

√(
dij − dv

3 δij

)
:
(
dij − dv

3 δij

)
, (4.196)

while the pressure-dependent parameters Ã and B̃ are defined as

Ã := (1 − γ) p′ + γ

2 pc B̃ := M
(

(1 − α) p′ + α
γ

2 pc

)
. (4.197)

For the case under consideration, pc is a constant prescribed value, while M indicates the
slope of the critical state line. Following the procedure described in Section 4.5.1.2, it can
be seen that the flow rule is non-associated for the improved Hencky material, due to the
non-zero value of the shift stress (see definition (4.104)). On the other hand, the original
Hencky material exhibits an associated flow rule.

Four simulations have been run: two analyses consider the elastic part described by the ori-
ginal linear Hencky material, while the other two use the improved Hencky material defined

∗Since the dissipation function proposed by Collins and Hilder [70] comes from the field of geotechnics, it
follows its convention, i.e., compressive state are denoted as positive. However, the current work employed the
notation more commonly used in mechanics, i.e., compressive states are negative. As such, volumetric components
appearing in Eq. (4.194) and related equations must change sign to be in compliance with the rest of this work.
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Figure 4.20: Applied load time variation.

Table 4.7: Summary of the different para-
meters considered in the analyses of the
elasto-plastic flexible footing under large
deformations.

Case (A) Case (B)

Ke,tan
0 / K̄ [Pa] 30 · 106 50 · 106

n0 0.2 0.1
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Figure 4.21: Time-plot of the porosity computed at the
MP initially located at (0.125, 9.625, 0.125) m for the
different simulations. Figure reproduced from Pretti et
al. [30].

by Eq. (4.101). All of the shared parameters of the simulations are listed in Table 4.6. These
parameters are arbitrarily chosen, with the exception of those related to plastic behaviour,
which are taken from Coombs and Crouch [71]. Different initial values of the Eulerian
porosity and bulk modulus (or its tangent value) are enumerated in Table 4.7. Nonetheless,
the reason why initial values of these parameters are considered lies in the direct implication
of the Eulerian porosity and the bulk modulus on the volumetric behaviour. Moreover, as
reported in Table 4.6, the hydraulic conductivity value is relatively low to quickly dissipate
the excess pore pressure. Other choices used are:

• GIMPM is used;

• PPP stabilisation is on, with τ = 1
2G ; and

• ghost stabilisations are on, with γK = Ē · 10−6∗, γM(f) = 0, and γK(f) = κ
(f)
0 · 10−3.

Results discussion As can be seen from Figure 4.21, all analyses considering the original
Hencky material fail within the 10th pseudo time-step, regardless of their initial value of
Eulerian porosity or bulk modulus. Moreover, Figure 4.21 emphasises a strict correlation
between negative values of the Eulerian porosity and failure of the analyses, with this latter
phenomenon occurring a few time-steps after the former. The improved Hencky material
permits all the considered simulations to be completed.

Contours of the Eulerian porosity plotted in Figure 4.22 show where the negative values
of the original Hencky material occur, i.e., in the proximity of the applied load. Excluding
a load disturbance zone (corresponding to the upper rows of MPs), the zone below the

∗The constant Young’s modulus used for stabilisation purposes is defined as Ē = 9K G
3K+G

, with K = K̄ for the
original Hencky material, and K = Ke,tan

0 for its improved counterpart.
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(a) Original Hencky, Analysis (A). (b) Improved Hencky, Analysis (A).

(c) Original Hencky, Analysis (B). (d) Improved Hencky, Analysis (B).

Figure 4.22: Contours of the Eulerian porosity values applied to the final deflection shapes of the
flexible footing problem. Figure reproduced from Pretti et al. [30].

foundation is the area where, as expected, inequality (4.92a) is violated by the original
Hencky material.

4.8 Observations

From the above examples and the narrative of this chapter describing porous materials and
their application to the MPM, some conclusions can be drawn. In general, the main novelty
of this chapter is given by the improved Hencky material, i.e., a material designed to comply
with the conservation of the solid mass constituent when Terzaghi effective stress decom-
position is considered. While the contribution of this novelty has few implications away
from the limit dictated by (4.92a), it becomes essential when approaching such deforma-
tion states. Moreover, since this free energy function only affects constitutive modelling, its
application is broader than the MPM.

Other novel contributions regard some aspects of the u − p(f) formulations. The required
boundary stabilisations outlined in Section 4.6.4.1 have been adapted from the cut-FEM
community, but their role is fundamental to guarantee the stability of MPM numerical
simulations. The adopted PPP stabilisation to account for the LBB conditions has shown
some limitations when the pressure discretised field is H1 (ω). To the authors’ best know-
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ledge, this information is not available in the literature concerning the MPM, whereas it
is for FEMs. Section 4.6.5 provides only some observations on the mappings required in a
u − p(f) formulation, which nonetheless constitute a small step forward compared to the
existing literature. Some other discussions about applying non-conforming Neumann and
Dirichlet BCs and the necessity to apply these consistently are made below.

As for the examples, Example 4.7.1 shows how the approach can match results in compli-
ance with the literature for the case of small strains. However, when finite strains start to
play a dominant role, the picture becomes more complicated, as seen in Example 4.7.2.
Non-conforming atmospheric pressure can play an important role in the results, under-
mining the whole simulation when approximately applied on the grid. Ergo, techniques to
apply non-conforming Dirichlet BCs are crucial in MPM simulations representing a porous
material.

While this is not explored in this chapter, u − p(f) formulations hide another issue. As
illustrated by Figure 4.7 and reported in Eqs. (4.124) and (4.125), tractions can be applied
on a portion of the body which might overlap with a portion where fluid pressures are
prescribed, i.e., γ t̄ ∩ γp̄ ̸= ∅ (this is the case, for instance, of top boundary of the Terzaghi
column in Example 4.7.1). In this case, using the Cauchy stress theorem Eq. (4.32) and
Terzaghi effective stress decomposition (4.100), it follows that

∫

γ t̄∩γp̄

w · t̄ da =
∫

γ t̄∩γp̄

w · (σ · n) da =
∫

γ t̄∩γp̄

w ·


σ′ − p(f)

︸︷︷︸
=p̄

I(2)


 · n da, (4.198)

i.e., fluid pressure (which is a Dirichlet BC) can appear as part of a natural BC for themixture
balance of rate of linear momentum Eq. (4.154), while being an essential BC for the fluid
mass conservation Eq. (4.155)∗. In the case where these BCs are applied to non-conforming
boundaries, the contemporary presence of pressure as (part of) a natural and a essential BC
requires that surface tracking and application of these BCs must be performed consistently.
To the author’s best knowledge, no technique satisfying this criterion is available in the
literature for both kinds of BCs for the MPM†.

The use of different time-steps in Example 4.7.1 highlighted that, when sharp pressure
gradients are expected, the PPP fails to stabilise the proposed formulation. Stabilisation

∗At this stage, it is necessary to distinguish among the terminologies employed above. Dirichlet BCs specify the
values of the solution field (primary unknown) along the domain’s boundary. Conversely, Neumann BCs select the
values of the spatial derivatives of the solution field applied at the domain’s boundary. In irreducible formulations
(as the displacement-based outlined in Section 3.6), Dirichlet BCs are satisfied in the variational statement by
selecting appropriate space solutions and, as such, they are defined as essential. In these same irreducible formula-
tions, Neumann BCs are satisfied by the weak form after applying the fundamental theorem of calculus, i.e., they
appear naturally in the formulation. However, in mixed formulations (such as the u − p(f)), things can be more
blurred. Therefore, the definitions of Dirichlet and Neumann BCs are kept as the ones above: the former specify
the value of the solution and the latter the values of the derivatives of the solution. However, we define as essential
BCs the ones satisfied by the variational statement via adequate space solutions, while natural BCs appear in the
weak statement of equations. This nomenclature is consistent with the literature (see, for instance, Brezzi and
Fortin [59]).

†Yamaguchi et al.’s [73] technique could resolve the above explained problem, even though using a different
approach. This work adopts the Nitsche’s method, requiring that also Dirichlet BCs are satisfied by the weak
formulation.
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alternatives, such as the fluid pressure Laplacian (see Brezzi and Pitkäranta [74]) or Vari-
ational multiscale methods (whose general idea was proposed by Hughes [75]), are avail-
able in the FEM literature, but, to the author’s knowledge, have not been extended to the
MPM. Same conclusions can be drawn for stable elements belonging to the Taylor-Hood
family (see, for instance, Brezzi and Fortin [59]), whose application to the MPM has not
been explored yet.

As indicated by Examples 4.7.3 and 4.7.4, the improved Hencky material Eq. 4.101 ap-
pears to be necessary for simulations whose strains can be close to the incompressible limit
defined by (4.92a). As in the most general scenario it is not possible to establish a priori
whether (4.92a) is satisfied or not, considering a material such as the improved Hencky
or implementing strategies to satisfy the porosity constraints seems to be ineluctable. This
aspect becomes quite urgent especially for the MPM, which is designed to deal with large
deformation mechanics.

Moreover, to be sure that the MPM discretisation can mimic the conservation properties of
its continuous underlying formulation, a rigorous assessment of the mappings (as the one
proposed in Section 3.6.6 for the solid dynamic case) should be explored.

Chapter summary

Following a structure similar to Chapter 3, this chapter has discussed the underlying mechanics
necessary to describe a porous body undergoing finite strain. The difference between Eulerian
and Lagrangian descriptions has appeared necessary to describe the kinematics of such a ma-
terial. The presence of two phases has consequences on the principles of mass conservation,
balance of rate of momenta, and the principles of thermodynamics. The different phases have
demanded different constitutive relationships. Among these, modifying the constitutive rela-
tionship describing the effective behaviour has been motivated by the mass conservation of the
solid phase. The discretisation steps and the necessary stabilisations for a u − p(f) MPM al-
gorithm have been detailed, while a brief discussion has been reserved for the mapping processes.
Numerical tests have shown the ability of the algorithm to reproduce analytical solutions and
uncovered undesirable situations when pressure BCs are treated as conforming even when they
are not. A discussion on using the PPP as a stabiliser for the poromechanical equations has
been covered. The advancement of the newly introduced improved Hencky material over the
standard one has been confirmed confirmed by two numerical tests.
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Chapter 5

Frictional contact

In the problem of focus of this thesis, i.e., anchor embedment, the role of the chain can
be regarded as secondary in the inertial dissipation taking place during the embedment
process. If this is the case, the anchor is expected to be slowed down principally by two
mechanisms: the dissipation due to the plastic strains accumulating in the soil surrounding
the anchor†, and the frictional dissipation between the anchor surface and the soil. While
the former mechanism can be represented via the usual plasticity theory (see Chapter 3),
the latter needs its own treatment, which is what the current chapter deals with.

In particular, Section 5.1 considers the treatment of contact kinematics, statics, power-
conjugation between them and necessary constitutive relationships of interest. These equa-
tions are primarily stated in a strong (point-wise) form, while Section 5.2 state them in
an integral (weak) form and incorporate the contact power in a more general functional.
Space and time discretisations follow in Section 5.3. Different ways of computing the con-
tact forces are included in Section 5.4, while Section 5.5 is about numerical applications
and relative discussions of the techniques introduced throughout Chapter 5.

Frictional contact is perhaps one of the most complicated challenges in computational mech-
anics, as demonstrated by the plethora of books and articles about it. Because of this extent,
the current work does not attempt to present a complete account of all the previous results
in this area‡, but it provides the references that most significantly influenced this work.
As further proof of this complexity, the following quote from a very recent publication by
Andrews et al. [4] in the computer graphics community can be exemplifying

‘‘... despite its extensive use in modern computer graphics, contact

simulation remains of the most challenging problems in physics-based

animation.’’

†Since the soil is treated as elasto-plastic, a small part of the kinetic energy of the anchor is converted into
elastic strain energy. However, the above-mentioned plastic dissipation is expected to play a more dominant role.

‡The reader interested in an overview and a reasonably recent state-of-the-art presentation of contact mechan-
ics applied to the Finite Element Method (FEM) can refer to De Lorenzis et al. [1]. For a rigorous treatment of the
same subject and its implementations within the FEM, Laursen [2] and Wriggers and Laursen [3] are considered
to be excellent references.
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The intricacies of treating frictional contact stem from multiple reasons, which can be
grouped into three main categories:

1. the treatment of the finite contact kinematics;

2. the position where the contact conditions are imposed; and

3. the way contact forces are computed.

Regarding the kinematics (to which Sections 5.1.1 and 5.1.2 are dedicated), non-linearity
of the finite strain theory must be added to the treatment of (usually curvilinear) surfaces,
which, in turn, interact with each other. The description of the surfaces and their interaction
usually rely on surface coordinates (see, for instance, Laursen [2]), whose mathematical
treatment requires the use of curvilinear (non-orthonormal) local coordinates. In contrast
with this approach, this work follows that proposed by Curnier et al. [5], Pietrzak and
Curnier [6] and Poulios and Renard [7], where Cartesian coordinates are employed. In
this fashion, frictional contact can be included in the finite strain mechanics of solid bodies
previously described in Chapter 3 without further coordinate systems.

Nonetheless, the interaction between the surfaces cannot be entirely separated from the
second challenge, i.e. where the contact conditions are applied, which is, in turn, a function
of the surface discretisation process. Within the Material Point Method (MPM) community,
the vast majority of publications (see [8–25]) apply contact conditions on the nodes of the
background mesh. In this work, this approach is referred to as the node-to-node formula-
tion, which is detailed in Section 5.3.1.1. Most publications adopt this simplified approach
because of the lack of an explicit built-in representation of the body boundaries in the MPM
(see, in this regard, the discussion developed in Section 3.6.2.1), in contrast to, for in-
stance, the FEM. In the literature, techniques exist to reconstruct these boundaries (see
Bing et al. [26], or Liu and Sun [27], or Chandra et al. [28], to name a few), but their gen-
eral implementation is not straightforward. This work introduces another technique used
for the FEM (see Poulios and Renard [7]) and adapted to the MPMwith a compromise. This
method, named point-to-surface, is outlined in Section 5.3.1.2.

The computation of the (frictional) contact forces, i.e. the forces taking place between the
bodies which come into contact, represents the last (third) challenge. In this work, two
main groups of methods were considered. In the first family of techniques, the interaction
between bodies in contact is taken into account by adding the (real) power generated by
contact forces (see Section 5.1.3) to the functionals describing the individual behaviour of
each distinct body. As mentioned, it is clear how a treatment of the virtual power (see Sec-
tion 5.1.4) generated by contact forces becomes necessary to develop this kind of methods.
The same applies to constitutive relationships (see Section 5.1.5). Since any method be-
longing to this class of techniques can be recast in an Augmented Lagrangian framework,
they are named the Augmented Lagrangian method(s). The penalty (Penalty Method (PM)),
the Lagrange multiplier (Lagrange Multiplier Method (LMM)), the (proper) Augmented Lag-
rangian (Augmented Lagrangian method (ALM)), and Nitsche’s method are all part of this
group. This chapter considers all except Nitsche (see Sections from 5.4.1 to 5.4.3). To
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Figure 5.1: Main and secondary deformable bodies, represented in the initial and current configura-
tion.

the author’s knowledge, in the literature, the second class of techniques is restricted to
MPM only (see [8–17, 19–24, 29]). The contact forces are calculated for these methods
based on the (nodal) impulses exchanged between the contacting bodies. Owing to this
behaviour, this group was named the contact velocity-based method (Contact Velocity-based
Method (CVM)). In particular, this work considers the original version of this technique from
Bardenhagen et al. [8], with some measures borrowed from González-Acosta et al. [23] to
adapt this technique to the implicit MPM (see Section 5.4.4). As this kind of method does
not rely on a weak formulation (contact forces are added to an already discretised version
of the equilibrium equations), Sections 5.1-5.3 appear to be unnecessary to understand this
method. From this perspective, Section 5.4.4 can be read almost entirely separately from
the rest of the chapter.

The development of a single framework to describe the above-mentioned different methods
for computing contact conditions (node-to-node and point-to-segment) and contact forces
(ALM, LMM, PM and CVM) constitutes a novel contribution. Owing to this unique struc-
ture, the treatment and the consequential implementation of the different techniques are
less onerous and error-prone. The single framework also allows the thorough assessment of
these techniques regarding numerical dissipation. This examination complies with the big-
ger purpose designing MPM analyses more in compliance with their underlying continuum
formulations.
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5.1. Large deformation contact

5.1 Large deformation contact

Let first consider two deformable solids B(s) and B(m) (see Figure 5.1) occupying an initial
volume Ω(s) and Ω(m) of the Euclidean space E , where (•)(s) stands for secondary and (•)(m)

for main body∗. In order to keep the notation as simple as possible and without any loss
of generality, the boundaries of main and secondary bodies are not partitioned into further
parts to include Dirichlet or Neumann boundary conditions.

Let the motion mappings for each particle in the initial configuration be defined by the
(sufficiently regular) bijection such that φ(s) : Ω(s) × [0, T ] → E and x = φ(s) (X, t) =
x (X, t) for the secondary body, and the (sufficiently regular) bijection such that φ(m) :
Ω(m) × [0, T ] → E and y = φ(m) (Y , t) = y (Y , t) for the main body, with t ∈ [0, T ]
being the time. The above mappings allow describing the displacement of each particle, i.e.,
u (X, t) = x (X, t) − X and u (Y , t) = y (Y , t) − Y . The deformations of the particles are
expressed via the deformation gradients (similarly to Eq. (3.7)), i.e.,

F (X, t) := ∂x

∂X
, with det (F (X, t)) > 0; (5.1)

F (Y , t) := ∂y

∂Y
, with det (F (Y , t)) > 0. (5.2)

Let the current regions occupied by the bodies be given by ω(s) = φ(s) (Ω(s), t
) and ω(m) =

φ(m) (Ω(m), t
). While the current surfaces not in contact follow trivially the logic dictated

by the diverse motion mappings, the current surfaces in contact, which are denoted by
γ(m) (originally Γ(m)) and γ(s) (originally Γ(s)), are identified via the selected projection
procedure. The next subsection is devoted to the description of one of these projection
techniques.

5.1.1 Solid surfaces interaction

To fully address the contact problem, some other quantities must be introduced. To this
end, let the current normal direction to the secondary body be denoted by n (X, t) (see
Figure 5.1), which is related to its initial counterpart N (X) via Nanson’s formula (compare
with Eq. (3.11)), i.e.,

ñ (X, t) da = JF −T (X, t) N (X) dA, with ∥N (X)∥ = 1, (5.3)

with da and dA indicating the current and reference infinitesimal surfaces. Since there is
no guarantee that ∥ñ∥ = 1, this vector can be normalised as follows

n (X, t) = F −T (X, t) N∥∥∥F −T (X, t) N
∥∥∥

= ñ

∥ñ∥
= nx (X, t) , (5.4)

∗Classically, the standard labels in the contact mechanics literature were designated by the words slave and
master. However, this work adopts less controversial definitions, without changing the initial letters, so that the
mathematical notation undergoes no changes.
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5.1.1. Solid surfaces interaction

where the superscript (•)x is specified to highlight that this normal is computed on the
current secondary surface. Having introduced the normal direction at the current secondary
surface, the plane tangential to the same surface at the same point can be identified by the
second-order tensor

T nx

:= I(2) − nx (X, t) ⊗ nx (X, t) . (5.5)
A similar procedure can be performed to compute the normal direction to the main body,
which is indicated by ny (Y , t).
As previously mentioned, it is necessary to establish a projection strategy, i.e., a bijection∗

that unambiguously defines the contact points on both current surfaces. In particular, in
this work, the so-called ray-tracing projection is introduced†, where the points y on the
current main surface γ(m) are identified by the projection of points x along the normal
to the current secondary surface nx. These points on the current main surface γ(m) are
denoted by y (Y (X, t) , t) (with a slight further abuse of notation). However, it can be
appreciated how the difference between points obtained via this mapping and points that
happen to belong to the current main body lies in the dependencies of the functions, the
former being represented by y (Y (X, t) , t) and the latter by y (Y , t).
Having defined the kind of projection between any contact point on the current secondary
surface to its main counterpart, the gap vector function, which defines the vector distance
(along nx) between the related points on the different surfaces, can be introduced as

g := y (Y (X, t) , t) − x (X, t) = gnx (X, t) , (5.6)

where it can be seen that the magnitude g describes three different scenarios, that is




g < 0, overlap;

g = 0, contact;
g > 0, gap.

(5.7)

Since the above definition of the gap function requires that the distance between the two
bodies has non-zero component only along the normal direction nx, it can be noticed that
the body are in contact if

T nx

g = 0. (5.8)
If the above equation has a solution (see Curnier et al. [5] for existence of uniquess of this
solution), this can also be found by the stationarity of the functional‡

y (Y (X, t) , t) = argminY∈Γ(m)

{
1
2y ·

(
T nx

y
)

− y ·
(

T nx

x
)}

, (5.9)
∗Even if main and secondary surfaces are regular, a one-to-one correspondence between these surfaces is not

always guaranteed (see, in this regard, Curnier et al. [5]). However, this issue is not further discussed in this work.
†In the literature, there exist other strategies to relate points on the secondary surface with points on the

main one. Among all, it is worth mentioning the closest-point projection (see, for instance, Curnier et al. [5]).
Differences between the ray-tracing and the closest-point projection are assessed by Poulios and Renard [7]. As
pointed out by the same authors, the main advantage of the ray-tracing strategy over the closest-point projection
lies in a simpler dependency of the normal nx (whose position is known on the secondary surface) compared to
ny (whose position, being a function of the projection strategy, is unknown). The reader is referred to Poulios and
Renard [7] for further details on the projection strategies.

‡If the solution exists and is unique, the solution of Eq. (5.8) and stationarity of the functional introduced in
Eq. (5.9) are guaranteed to be the same if T nx is positive semi-definite.
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which is given via the variational derivative of the above functional, i.e.,

T nx

(y (Y (X, t) , t) − x (X, t)) ·



∂y (Y (X, t) , t)

∂Y︸ ︷︷ ︸
:=F Y

δY (X, t)


 = 0, ∀δY (X, t) .

(5.10)
As the variation δY belongs by definition to the plane tangent to the initial main surface
Γ(m), it follows that the vector F Y δY belongs to the plane tangent to the current main
surface γ(m), i.e., (

F Y δY
)

· ny (y (Y , t) , t) = 0. (5.11)
Even though at this stage the above orthogonality appears to have little practical applica-
tions, it will be useful in the development of the kinematics in the following.

5.1.2 Solid surfaces motions

To develop the complete kinematics defining how any point x (X, t) on the current second-
ary surface moves with respect to its projection y (Y (X, t) , t) on the current main surface,
the following notational simplifications for the rates are introduced

˙(•) = d (•)
dt

∣∣∣
X

; (5.12)

(•)′ = d (•)
dt

∣∣∣
Y
. (5.13)

A first attempt to define the relative velocity between the related points on different surfaces
can be the rate of the gap vector in the secondary reference frame, i.e.,

ġ = ẏ (Y (X, t) , t) − ẋ (X, t) = ġnx + g ṅx, (5.14)

where it can be seen that the above equation can be decomposed into a normal and a
tangential part according to the Frenet–Serret formulae [30]

ġn := nx (ġ · nx) = ġnx; (5.15)
ġt := ġ − ġn = g ṅx. (5.16)

Moreover, it is convenient to express the rate of the projection y also in the secondary
relative frame, this being

ẏ (Y (X, t) , t) = y′ (Y (X, t) , t) + F YẎ (X, t) . (5.17)

From Eqs. (5.14) and (5.17), the rate of the projected position on the main surface can be
isolated

ẏ (Y (X, t) , t) = ẋ (X, t) + ġnx + g ṅx = y′ (Y (X, t) , t) + F YẎ (X, t) . (5.18)

Taking advantage of the orthogonality between F Y and ny (see Eq. (5.11)), the projection
of the above equation along ny gives

ny · (ẋ (X, t) + ġnx + g ṅx) = ny · y′ (Y (X, t) , t) . (5.19)
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γ(m)

γ(s)

xy

g

nx

ġnx

gṅx
ġ

ẋ

ẏ

Figure 5.2: Illustration of current main and secondary surfaces (lying on their respective grey-shaded
bodies). The considered material derivatives are computed with respect to the secondary body.

It hence follows that ġ can be computed as

ġ = − 1
ny · nx

ny · (ẋ (X, t) − y′ (Y (X, t) , t) + g ṅx) . (5.20)

Given the above result, Eq. (5.18) becomes

ẏ (Y (X, t) , t) = y′ +
(

I(2) − nx ⊗ ny

nx · ny

)
(ẋ (X, t) − y′ (Y (X, t) , t) + g ṅx) , (5.21)

and, from the RHS of Eq. (5.17), the rate of the reference position can be computed as

Ẏ (X, t) =
(

F Y
)−1

(
I(2) − nx ⊗ ny

nx · ny

)
(ẋ (X, t) − y′ (Y (X, t) , t) + g ṅx) . (5.22)

Even though Eqs. (5.21) and (5.22) are not essential to develop the kinematics between the
bodies, they will constitute the starting point in the linearisation (necessary for the Newton-
Raphson (NR) solution scheme) with respect to the displacement field (see Appendix B.3).

If Eq. (5.16) is considered, it can be seen how the tangential component of the rate of the
gap function cannot be a measure of slip rate, as this quantity entirely vanishes when the
gap function is zero (i.e., when contact occurs).

Another quantity which could be seen as an adequate candidate to describe the slip rate is
the relative velocity, i.e., the difference in velocity of the points x and y in their reference
frame. This is given by the formula

vr := y′ (Y (X, t) , t) − ẋ (X, t) . (5.23)

Nonetheless, even this candidate measure of the slip rate must be ruled out. As pointed
out by Curnier et al. [5], this quantity happens to be non-objective (see, for a discussion
about objectivity, page 46). This is demonstrated by considering a rotation Q applied to the
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quantities appearing in the above equations, where it can be observed that

ṽr = Qvr ̸= Qy′ + Q′y︸ ︷︷ ︸
=ỹ′

− Qẋ − Q̇x︸ ︷︷ ︸
=˜̇x

= Q̇g + Qvr. (5.24)

Thus, a modification of the relative velocity, named the contact velocity, is introduced, this
being

vc := ẋ (X, t) − y′ (Y (X, t) , t) + g ṅx = F YẎ (X, t) − ġnx, (5.25)

where Eqs. (5.14) and (5.17) are used to compute the RHS of the above equation. It can
also be easily demonstrated that this quantity is objective, since

ṽc = Qvc = −Q̇g − Qvr + g


Q ṅx + Q̇nx

︸ ︷︷ ︸
=˜̇nx


 =

= Q̇ (gnx − g) + Q (g ṅx − vr) = Qvc. (5.26)

From an objectivity perspective, the contact velocity can be seen as a possible measure of
slip. However, some consideration on the physical meaning of this quantity can be made by
projecting it along the normal and the tangential directions as follows

vc
n := nx (vc · nx) = −ġnx = −ġn; (5.27)
vc

t := vc − vc
n = F YẎ = vc

t ty, (5.28)

with ty being a vector belonging to the plane orthogonal to ny. It can be observed that
the contact velocity has a normal component along −nx, while its tangential part is along
the plane tangent to the current main surface defined by the normal vector ny. This dis-
crepancy is due to the chosen projection strategy (i.e., ray-tracing), which considers the gap
vector function along the current secondary surface nx. Hence, in the case of ray-tracing
projection, the contact velocity is quite an artificial measure of slip rate, which loses its
physical meaning when contact does not occur, i.e., g ̸= 0. Nonetheless, as will be shown
in Section 5.1.5, since the contact velocity plays a role only in case of contact, i.e., g = 0, it
can be overall seen as a physical meaningful measure of the slip rate. Indeed, in the case of
contact, the two related points belonging to different body must have the same and opposite
normal vector, i.e., if g = 0 then nx = −ny, so that the projection along uniquely-defined
normal and tangential directions of the contact velocity is restored.

5.1.3 Contact statics

Since in the most general scenario the main and secondary contact surfaces can be in non-
contact conditions (g ̸= 0), it is not possible to use the action-reaction principle of stresses
acting on the same areas (with opposite outward normal direction) as is conventionally
done when cutting a continuous solid along an interface. Owing to this discontinuity in
the involved areas, the action-reaction principle can nevertheless be formulated for distant
particles in terms of both forces and angular momentum. If the first Piola-Kirchhoff stress
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vector p = P N is introduced, this principle can be stated as balance of linear and angular
forces in the following way

∫

Γ(s)
p (X, t,N (X)) dA(s) +

∫

Γ(m)
p (Y , t,N (Y)) dA(m) = 0; (5.29)

∫

Γ(s)
x (X, t) × p (X, t,N (X)) dA(s) +

∫

Γ(m)
y (Y (X, t) , t) × p (Y , t,N (Y)) dA(m) = 0.

(5.30)

Because of the mapping between the points on the secondary surfaces x and its main coun-
terparts y, it is possible to express the infinitesimal area of the main surface as a function
of the (infinitesimal) secondary one, i.e., dA(m) = J (m) dA(s). Owing to this relationship
and assuming sufficient regularity (so that the above integral equations can be considered
to be true point-wise), it can be found from Eq. (5.29) that

p (X, t,N (X)) = −J (m) p (Y , t,N (Y)) . (5.31)

If this equation is plugged into Eq. (5.30), it follows that

x (X, t) − y (Y (X, t) , t)︸ ︷︷ ︸

=−g


× p (X, t,N (X)) = 0. (5.32)

It can be observed how the above equation can be zero either in a trivial way (being the
magnitude of gap function zero) or in the case where the gap vector function is coaxial with
the stress vector p (or in both of the cases), i.e.,

g × p = 0 ⇐⇒




g = 0, ∀p;

p = pnx, ∀g.
(5.33)

It can hence be appreciated how, when contact occurs (i.e., g = 0), the stress vector can be
decomposed into a normal and a tangential part along the normal to the current secondary
surface

pn := nx (pn · nx) = pnx; (5.34)
pt := p − pn = pt tx, (5.35)

with tx being a vector belonging to the plane orthogonal to nx.

Since no limitations have been introduced so far, the magnitude of the stress vector defines
these conditions 




p < 0, compression;

p = 0, zero value;

p > 0, tension.
(5.36)

5.1.4 Contact power

Here it is investigated how the (virtual) power-conjugate of the first Piola-Kirchhoff stress
vector can be related to the contact velocity given by Eq. (5.25). As will be shown in Sec-
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tion 5.2, the computation of this quantity is pivotal to compute the weak form via a func-
tional including the power of two bodies coming into contact. This quantity is

Pc =
∫

Γ(s)
p (X, t,N (X)) · ẋ (X, t) dA(s) +

∫

Γ(m)
p (Y , t,N (Y)) · y′ (Y (X, t) , t) dA(m)

=
∫

Γ(s)
p (X, t,N (X)) · (ẋ (X, t) − y′ (Y (X, t) , t)) dA(s)

=
∫

Γ(s)
p (X, t,N (X)) · (vc − gṅx) dA(s)

=
∫

Γ(s)
p (X, t,N (X)) · (vc) dA(s), (5.37)

where Eqs. (5.31), (5.25), and (5.32) have been used in the above chain of equations.
Hence, any RHS of Eq. (5.37) defines a potential power-conjugate of the first Piola-Kirchhoff
stress vector computed on the original secondary surface. As no constitutive relationship
between the stress vector and their power-conjugates has been introduced, Eq. (5.37) ex-
presses the virtual power.
In can be noticed how the quantities appearing in the RHS of Eq. (5.37) are all defined
in the original configuration. These quantities can be mapped to the current configura-
tion according to the usual rules, i.e., passing from a Total Lagrangian (TL) to an Updated
Lagrangian (UL) description. However, as this step would not provide any additional inform-
ation in terms of the knowledge of the described problem, this is not done in the current
work.

5.1.5 Tribological laws

The introduction of all kinematic and static quantities of interest is, however, not a sufficient
condition to describe the mechanical behaviour. In particular, it is necessary to relate the
kinematic quantities to static quantities, i.e., it is necessary to introduce a constitutive rela-
tionship between these variables to describe the behaviour of materials at interfaces. When
it comes to contact mechanics, these constitutive relationships are named tribological laws.
In particular, this work focuses on a normal contact law which does not allow penetration
between the bodies in contact and which cannot sustain tension (adhesion behaviour is
excluded) at the interface between the materials. This kind of behaviour is described by
the Signorini-Hertz-Moreau conditions (see Section 5.1.5.1). Furthermore, it is of interest
how the tangential behaviour governing twomaterials in contact can often be described by a
slip/stick condition which can be triggered depending on the pressure acting at the interface
between the bodies. Coulomb’s friction law (sometimes referred to as Amontons-Coulomb,
see Section 5.1.5.2) describes this kind of relationship between normal and tangential be-
haviour.

5.1.5.1 Normal contact law

As previously mentioned, the normal contact law which describes no-penetration and no-
tension between the bodies in contact is described by the Signorini-Hertz-Moreau conditions
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(see also Subfigure 5.3(a)), these being

g





= 0, contact;
> 0, gap;

︸ ︷︷ ︸
no-penetration

p




< 0, compression;

= 0, zero value;
︸ ︷︷ ︸

no-tension

g p = 0︸ ︷︷ ︸
complementary condition

, (5.38)

and represents the classical Karush-Kuhn-Tucker (KKT) conditions between the magnitude
of the normal gap and the magnitude of the normal stress vector.
To have a more compact notation, it is also convenient to introduce the negative part oper-
ator on the generic quantity (•)

[(•)]− =





− (•) , if (•) ≤ 0;

0, if (•) > 0,
(5.39)

so that the no-tension condition p ≤ 0 can be stated as [p]− ≥ 0.

5.1.5.2 Coulomb’s friction law

Coulomb’s friction law describes the tangential behaviour, presenting stick or slip conditions
depending on the applied normal pressure. When it is also assumed that the contact velocity
is collinear with the tangent stress vector, this is usually referred to as the isotropic case of
Coulomb’s law. In terms of KKT conditions (see also Subfigure 5.3(b)), this law can be
expressed as

vc
t = − ∥vc

t∥ pt

∥pt∥





∥vc
t∥ = 0, stick;

∥vc
t∥ ≥ 0, slip;

︸ ︷︷ ︸
slip rule

∥pt∥ + µ p




< 0, shear;
= 0, friction;

︸ ︷︷ ︸
Coulomb’s criterion

∥vc
t∥ (∥pt∥ + µ p) = 0︸ ︷︷ ︸
complementarity

, (5.40)

where µ is called the friction coefficient.
To easily describe the shear/friction inequality, the projection operator P B(n,s) (x) can be
defined by making use of the tangential projection operator in Eq. (5.5)

P B(n,s) (x) =





T nx, if ∥T nx∥ ≤ s;

s
T nx

∥T nx∥
, if ∥T nx∥ > s.

(5.41)

In this way, the Coulomb shear/friction stress vector can be described by P B(nx,µp) (p).
The minus sign in the description of the isotropic Coulomb’s friction law is again due to the
ray-projection strategy: the stress vector p is decomposed along a normal and a tangen-
tial component defined by the normal direction nx, while the contact velocity is projected
along the coordinates defined by ny, as expressed by Eqs. (5.27) and (5.28). This implies
that, when considering the power defined by Eq. (5.37) with the above introduced con-
stitutive relationships (i.e., when that power is not virtual, but underlies the constitutive
relationships), the sign of Eq. (5.37) must be changed to keep it positive.
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g

p

(a) Signorini-Hertz-Moreau conditions.

vct

pt

(b) Coulomb’s friction law.

Figure 5.3: Graphical representation of the normal (a) and tangential (b) constitutive behaviour.

5.2 Contact functional

Now that the statics, kinematics and constitutive relationships have been stated, the weak
form, which will constitute the basis for the MPM discretisations, is introduced and in-
vestigated. When dealing with such weak formulations, the introduction of the spaces of
weighting and trial functions is also necessary. However, as the investigation of spaces de-
pends on the chosen formulation and adds even more complexity to the problem under
consideration, no hypotheses about the mentioned spaces are made at this stage. This will
be considered later, in Section 5.3.1, where the discretised spaces of weighting and trial
functions are introduced.

To proceed with the investigation of a weak form including contact and friction, let us first
start by introducing the total functional of the union of the two separated bodies, which is
given by the sum of their functionals, i.e.,

Uu (ẋ,y′) = U (s) (ẋ) + U (m) (y′) . (5.42)

The quantities constituting the functionals (such as the rate of internal energy or of kinetic
energy, for instance) are not introduced for now, so that the treatment of the equations
focuses only on the contact part and it can also be as general as possible.

When no interaction is happening between the two bodies, the stationarity is given by
finding (ẋ,y′) such that∗

δUu (ẋ,y′) =




δU (s) (ẋ) = 0, ∀δu|X ;

δU (m) (y′) = 0, ∀δu|Y .
(5.43)

As previously stated in Section 5.1.1, it must be highlighted that the points belonging to
the secondary surface defined by the variations δu|Y are obtained via the mapping (5.6).

∗For the sake of clarity, spaces of weighting and trial functions relative to the (real and virtual) displacements
are not further characterised in this chapter. While, strictly speaking, they should satisfy some conditions on the
Dirichlet boundaries (compare with spaces defined by Eqs. (3.103) and (3.104)), this is not explicitly stated in the
above description that intends to keep the explanation as concise as possible.
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Points belonging to the secondary body not subject to the considered mapping are instead
defined by the variations δu|Y .

When interaction obeying Eqs. (5.38) and (5.40) and defined by the ray-tracing strategy (5.6)
takes place, the stationarity of the functional (5.42) gives a constrained problem

δUu (ẋ,y′) = 0, ∀δu|X , δu|Y :
{
δg ≥ 0 ∧ ∥δ (vc

t t)∥ ≥ 0 ∧ δ (vc
t t)

∥δ (vc
t t)∥

= − pt

∥pt∥

}
, (5.44)

where the variations of the gap function and the tangential contact velocity are computed
via the directional derivatives (see Laursen [2] for this discussion). As such, these variations
can be calculated in the same fashion as proposed by their rate in Eq. (5.25), i.e.,

δg = nx · (δu|Y − δu|X) ; (5.45)
δ (vc

t t) = T ny

(δu|X − δu|Y) . (5.46)

It is emphasised that the second of the above equations is simplified to the case when contact
occurs, i.e., g = 0. Moreover, the time t ̸= 0 is added to the variation of the contact velocity
to keep its dimensions consistent with the variation of the gap function.

As demonstrated by Pietrzak and Curnier [6], the constrained stationary problem (5.44) can
be converted to an unconstrained one by considering the power generated during contact by
the stress vector and its work-conjugate (Eq. (5.37)). In turn, if it is required that contact
obeys the constitutive relationships (5.38) and (5.40), the power has to be modified as
follows

−
∫

Γ(s)
p · vc dA(s) = −

∫

Γ(s)

(
pnx + P B(nx,µp) (p)

)
·
(

−ġnx + T ny

vc
)
dA(s) =

= −
∫

Γ(s)

(
[p]− ġ + P B(nx,µp) (p) · vc

t

)
dA(s), (5.47)

where contact is considered to occur, which implies T nx

=
(
I(2) − nx ⊗ nx

)
=
(
I(2) −

(−ny) ⊗ (−ny)
)

= T ny and g = 0. Hence, the unconstrained functional which considers
the normal and tangential tribological laws introduced in Section 5.1.5 becomes

Usys (ẋ,y′,p) = Uu (ẋ,y′) −
∫

Γ(s)

(
[p]− ġ + P B(nx,s) (p) · vc

t

)
dA(s), (5.48)

with its stationarity given by finding (ẋ,y′) such that

δUsys (ẋ,y′,p) = 0, ∀δu|X , δu|Y . (5.49)

As pointed out by Poulios and Renard [7] and by Navarro-Jiménez et al. [31], it is not
possible to obtain Coulomb’s friction law via the stationarity expressed by Eq. (5.49). This
is the reason why, in Eq. (5.48), the projector operator is written in terms of Tresca slip/stick
conditions P B(nx,s) (p) (with s being a constant threshold, leading the tangential part of the
function to be pressure-independent) in lieu of Coulomb’s P B(nx,µp) (p). Nonetheless, to
obtain a weak form considering Coulomb’s friction law, the Coulomb projection operator is
substituted directly in Eq. (5.49), while it is not used for the functional defined by Eq. (5.48).

Moreover, it can be observed that Eq. (5.49) can be directly used (providing an appropriate
space for the Lagrange Multiplier (LM) and its weighting function is used) for the LMM or
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5.2. Contact functional

for the PM (provided an appropriate penalty parameter r and penalty-type constitutive rela-
tionships). As the aim of the current work is to present a more general (and also smoother)
scenario, the functional described by Eq. (5.48) is augmented to obtain an ALM, i.e.,

Uaug (ẋ,y′,p) = Uu (ẋ,y′)

+ 1
2 r

∫

Γ(s)

(
[λ · nx + r g]2− − ∥λ∥2 +

∥∥P B(nx,s) (λ − rvc)
∥∥2
)
dA(s), (5.50)

where λ is the LM vector. It is worth noticing that, owing to the KKT conditions (5.38)
and (5.40) for normal and Coulomb constitutive laws, functionals (5.48) and (5.50) are
the same and the LM vector plays the role of the stress vector p. Stationarity of (5.50) is
given by finding (ẋ,y′,λ) such that∗




δUu (ẋ,y′) −
∫

Γ(s)

(
[λ · nx + r g]− δg + P B(nx,µp) (λ − rvc) · δ (vc

t t)
)
dA(s) = 0,

∀δu|X , δu|Y ;

− 1
r

∫
Γ(s)

(
[λ · nx + r g]− nx + λ − P B(nx,µp) (λ − rvc)

)
· δλ dA(s) = 0, ∀δλ.

(5.51)
Eq. (5.51) can also be recast in an unsymmetrical way by substituting the second equation
into the first, leading to




δUu (ẋ,y′) −

∫
Γ(s) λ · (δu|X − δu|Y) dA(s) = 0, ∀δu|X , δu|Y ;

− 1
r

∫
Γ(s) C (λ,nx,vc, g) · δλ dA(s) = 0, ∀δλ,

(5.52)

having defined the Coulomb constraint as

C (λ,nx,vc, g) := [λ · nx + r g]− nx + λ − P B(nx,µp) (λ − rvc) . (5.53)

It can be noticed how Eq. (5.52) (or, equally, (5.51)) describes a biased formulation, i.e.,
one where the projection happens from the secondary surface onto the main. Indeed, it
can be seen how contact forces are integrated over the secondary surface, while there is no
information on the stress vector on the main surface. Thus, in this kind of formulation, the
local action-reaction principle described by Eq. (5.31) is violated. This violation, in turn,
leads to the loss of coaxiality between the first Piola-Kirchhoff stress vector and the gap
vector in case of contact, which is used in the computation of the power generated by two
surfaces in contact (see Eq. (5.37)). Following this rationale, it can be expected that some
energy will be dissipated during the simulation for biased formulations. This drawback of
biased formulations is well-known in the literature (see Curnier et al. [5] or Mlika et al. [32],
among others). On the other hand, unbiased formulations do not only rely on the secondary
surface, thus eliminating the asymmetry generated by the one-way secondary onto main
bijection. Among others, one way to achieve this kind of formulation is presented by Mlika
et al. [32], and is based on a double mapping procedure (from secondary to main and in the
opposite way), so that the stress vectors are computed on both of the surfaces. Since the
current formulation is not based on the actual representation of contact surfaces, a biased

∗It can be noticed that the projector operator obeying to Coulomb’s friction law has been already substituted
in Eq. (5.51).
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formulation is preferred in this work, although the limitations introduced by this further
approximation are recognised.

The reason why two versions of the same equations are considered, i.e., Eq. (5.51) and
Eq. (5.52), is that Eq. (5.51), which represents the most general case, is used as a starting
point for the LMM or the PM, while Eq. (5.52) is used only for the ALM. Even though this
use of Eqs. (5.51) and (5.52) seems counter-intuitive (the ALM is indeed the most general
formulation), considering Eq. (5.52) for the ALM stems from a simplified (thus, easier to
compute) Jacobianmatrix in the NR iterative method (this will be detailed in Section 5.4.1).
Since the LMM and the PM are particularisations of the ALM with less information (i.e., no
augmentation for the LMM and no LM for the PM), the simplified Jacobian matrix cannot
be used as it lacks some components. This justifies the use of Eq. (5.51) in lieu of Eq. (5.52)
for the LMM and the PM.

As already mentioned in Section 5.1.4, the LM λ appearing in the above formulations is a
first-Piola Kirchhoff measure of stress vector (p in the following equation), which can be
related to a Cauchy measure of stress vector as follows

∫

Γ(s)
p dA(s) =

∫

Γ(s)
P N dA(s) =

∫

γ(s)

1
J

P F T ñ das =
∫

γ(s)
∥ñ∥ σn das, (5.54)

where Eq. (5.3) and the definition of the Cauchy stress vector have been used. The quantity
appearing in the last integral is the Cauchy stress vector.

5.3 Discretisation processes

As already mentioned in Section 3.6.2.1 when discussing the tracking of Neumann bound-
aries, keeping track of and representing the surface is not a trivial challenge within the
MPM, since this method retains no explicit boundary representation.

For the sake of simplicity, this work considers the integrals on the secondary surface ap-
pearing in Eqs. (5.51) and (5.52) as integrals on the grid faces, even for those cases where
this assumption is not valid. The reason for such an assumption stems from the goal of
the current research work, which is to assess different techniques to decide which can be
considered the most suitable candidate to be later extended with a proper boundary rep-
resentation for the MPM.

Given this assumption, both the methods evaluated in the following pages consider the
contact on the mesh, in particular mesh nodes for the node-to-node technique and mesh
faces for the point-to-surface procedure. Notwithstanding the extreme difference between
the methods, they can be cast in a unique framework, as Figure 5.4 suggests. The node-to-
node method relies on the Dirac delta distribution as shape and basis functions to cluster the
information at the grid nodes so that the LM or the penalty-related quantities are computed
only node-wise. On the other hand, the point-to-surface employs linear polynomial shape
and basis functions to map information from the mesh faces to their relative nodes. As such,
it can be understood how the point-to-surface formulation allows a proper mapping (such
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as the ray-tracing technique, explained in Section 5.1.1) between the integration points
on the secondary mesh and their relative projected positions on the main meshes. Dirac
delta distributions as shape and basis functions for the node-to-node formulation makes
any proper projection impracticable since information cannot be moved elsewhere from the
node’s position, as this is the only place where this distribution is non-zero. Therefore,
given the impossibility of a proper mapping procedure for the node-to-node method, nodes
of the main and secondary meshes occupying the same initial position at the beginning of
the step are coupled a priori. This coupling leads to a considerable simplification of the
kinematics explained in Section 5.1, which is based upon the assumption of the definition
of the main surface via a mapping technique from the secondary one. Details are given in
Section 5.3.1.1.

Given all of the differences in the contact discretisations, general space discretisation is
introduced in Section 5.3.1, and particularised in Section 5.3.1.1 for the node-to-node and
in Section 5.3.1.2 for the point-to-surface method. Time discretisation, which appears to be
standard for the considered contact formulations, is introduced in Section 5.3.2.

5.3.1 Space and fields discretisations

Following the same procedure as the space discretisation performed for the dynamic for-
mulation in Chapter 3, MP-based and (Cartesian) grid-based discretisations of the con-
tinuum bodies are introduced. To distinguish among the Degrees of Freedom (DoFs) re-
lative to different bodies, let the indices I,H, P = 1 . . . ndim × Nnds, (s) express the grid
DoFs for the secondary body (with ndim being the considered Euclidean dimensions and
Nnds, (s) the number of grid nodes relative to the secondary body), while indices J,K,Q =
1 . . . ndim ×Nnds, (m) are used for the main body grid DoFs (with Nnds, (m) being the num-
ber of grid nodes relative to the main body). As in Section 3.6.2.1, let the linear polynomial
piecewise functions be defined on the grid, while characteristic functions (different depend-
ing on whether original MPM or Generalised Interpolation Material Point Method (GIMPM)
are considered) are established on the Material Points (MPs). Let convolution integrals
of these two sets of functions give shape and basis functions for the two bodies. Finite-
dimensional spaces for weighting and trial functions relative to the displacement fields are
similar to those defined by Eqs. (3.110) and (3.111).

As previously mentioned, the considered contact surfaces are discretised by the mesh faces
and a mapping from the secondary surface onto the main (i.e., a biased formulation) is
assumed. Hence, on faces hΓ(s) of the mesh defined by the DoFs I,J = 1 . . . ndim ×(
Nnds, (s) ∩Nnds, (m)) withNnds, (s) ∩Nnds, (m) ̸= ∅, let us introduce the finite-dimensional
space for the LM functions and of their relative weighting function, this being

hV λ = hW δλ =
{

hλ : dom
(

hΓ(s))}
, (5.55)

where dom
(

hΓ(s)
)

highlights that the Lagrange multiplier is defined only on the con-
tact faces of the mesh hΓ(s). Owing to the introduction of the above spaces, the finite-

186



5.3.1. Space and fields discretisations

dimensional weighting and trial functions can be expressed as follows

δuh|X = Nu (X) δu|X ; uh|X = Nu (X) u|X ; (5.56)
δuh|Y = Nu (Y ) δu|Y ; uh|Y = Nu (Y ) u|Y ; (5.57)
δuh|Y = Nu (Y) δu|Y ; uh|Y = Nu (Y) u|Y ; (5.58)

δλh = Nλ (X) δλ; λh = Nλ (X)λ, (5.59)

where superscripts (•)u and (•)λ highlight the difference between the functions interpol-
ating the displacement and the LM fields. Since different functions Nλ will be used de-
pending on the selected projection strategy, the space hV λ given by the combinations of
these functions is not further characterised at this stage. As in Sections 3.6.2.1 and 4.6.2.1,
the dependency of the nodal displacement values with time is dropped for notation clarity
(compare, for instance, with Eqs. (4.148)-(4.151)).
Given the introduced discretisations, the following notations are defined to make the equa-
tions more compact

λ̂n :=
[
Nλ

jJ (X) λJ nx
j + rg

]
− ; (5.60)

λ̂t, tr
i := Tnx

ij

(
Nλ

jJ (X) λJ − rvc
j

)
; (5.61)

(
PB(nx,µλ̂n)

)
i
(λ − rvc) =





λ̂t, tr
i , if ||λ̂

t, tr
|| ≤ µλ̂n stick;

µλ̂n λ̂t, tr
i

||λ̂
t, tr

||
, otherwise slip.

(5.62)

Moreover, the discretised gap function and the contact velocity are given by

g = nx
j

(
Nu

jK (Y) yK − Nu
jH (X) xH

)
; (5.63)

vc
i = Nu (X)iH ẋH − Nu (Y)IK y′

K + g ṅx
i . (5.64)

Owing to the discretisations and the use of the more compact notations introduced above,
Eqs. (5.51) can be simplified into

R :=





r(s)
I := Nu

Ii (X) ∂U(s)

∂ui|X

−
∫

hΓ(s) Nu
Ii (X)

(
−λ̂n nx

i +
(
PB(nx,µλ̂n)

)
i
(λ − rvc)

)
dA(s) ≈ 0;

r(m)
J := Nu

Ji (Y ) ∂U(m)

∂ui|Y

+
∫

hΓ(s) Nu
Ji (Y)

(
−λ̂n nx

i +
(
PB(nx,µλ̂n)

)
i
(λ − rvc)

)
dA(s) ≈ 0;

χI := − 1
r

∫
hΓ(s) Nλ

Ii (X)Ci (λ,vc,nx, g) dA(s) ≈ 0.
(5.65)

with the constraint being

Ci := Nλ
iJ λJ + λ̂n nx

i −
(
PB(nx,µλ̂n)

)
i
(λ − rvc) . (5.66)

If, on the other hand, non-symmetric Eq. (5.52) is considered, it follows that

R̃ :=





r̃(s)
I := Nu

Ii (X) ∂U(s)

∂ui|X
−
∫

hΓ(s) Nu
Ii (X) Nλ

iI (X) λI dA
(s) ≈ 0;

r̃(m)
J := Nu

Ji (Y ) ∂U(m)

∂ui|Y
+
∫

hΓ(s) Nu
Ji (Y) Nλ

iI (X) λI dA
(s) ≈ 0;

χ̃I := − 1
r

∫
hΓ(s) Nλ

Ii (X)Ci (λ,vc,nx, g) dA(s) ≈ 0.

(5.67)
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Contact nodes

Body boundaries
Active elements

(a) Representation of bodies coming into contact, with proper contact boundary rep-
resentation (dashdotted), active contact nodes and active elements (highlighted by
different colours on the undeformed mesh). In this work, the mesh is considered to
be fitting the body surfaces, even for cases as the one in the picture.

Deformed

main mesh

Deformed

secondary

mesh

Undeformed mesh

δ (X)

(b) Node-to-node representation: nodes from the sec-
ondarymesh are tied to their respectivemainmesh. The
coupling is established by matching the nodes occupy-
ing the same position at the beginning of each time-
step.

Deformed

main mesh

Deformed

secondary

mesh

Undeformed mesh

N(X)

(c) Point-to-surface representation: integration points
on the secondary deformed mesh project onto points on
the deformed main mesh. Mappings to establish a re-
lationship between these points are necessary and they
affect the description of the kinematics involved.

Figure 5.4: Representation of considered quantities and different strategies adopted for the MPM
formulations.

While the integrations over the volumes (contained in the variations ofU (s) andU (m)) follow
the same procedure described in Chapter 3, the quadrature rule to approximate the surface
integrals in Eqs. (5.65) and (5.67) must still be specified. Since these surface integrators
are different in the different formulations, their explanation is given in Sections 5.3.1.1
and 5.3.1.2.

5.3.1.1 Node-to-node formulation

As previously mentioned, the node-to-node formulation considers the space of the Lagrange
multiplier trial functions (and their relative weighting functions) to be given by the com-
bination of Dirac delta distributions, i.e.,

hV λ = hW δλ =
{

hλ : dom
(

hΓ(s)) ∧ hλi =
∑

J
δλ

iJ (X) λJ

}
, (5.68)
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where the heuristic definition of the Dirac delta distribution is given by (assuming Xh is the
initial position of the secondary grid node in contact)

δ (X) ≃





+∞ if X = Xh;

0 otherwise,
(5.69)

and completed by the following property (particularised to the discretised secondary sur-
face) ∫

hΓ(s)
δ (X) dA(s) = 1. (5.70)

Since the LM is defined only at the grid nodes where contact is detected according to the
space defined by (5.68), the augmentations, i.e., the gap function and the contact velocity,
must be computed at the same position for consistency, i.e.,

λ̂n =
[
δλ

iJ (X) λJ ni + rg
]

− ; (5.71)
λ̂t, tr

i = Tn
ij

(
δλ

jJ (X) λJ − rvc
j

)
, (5.72)

where the definitions (5.63) and (5.64) are particularised to node-to-node formulation as
follows

g = nj

(
Nu

jK (Y) yK − Nu
jH (X) xH

)
= nj (yj − xj) ; (5.73)

vc
i = Nu

iH (X) ẋH − Nu
iK (Y) y′

K + g ṅi = ẋi − y′
i + g ṅi. (5.74)

It is essential to highlight that the dependency of the quantities computed on the main sur-
face and defined by the ray-tracing mapping (denoted by the dependency Y ) is lost in the
above definitions. This applies not only to the gap function and the contact velocity but,
more generally, to the whole node-to-node formulation. This is the reason why a simplific-
ation of the kinematics occurs for this method. In this case, owing to the lack of a proper
mapping, the current position of the (nodal) points on the main surface depends only on
its initial position and on time, i.e., y = y (Y, t). Therefore, there is no difference in the
dependencies between the nodal position involved in the contact mechanics and any other
position of the nodes belonging to the main body.

It can be noticed that the normal directionsn computed at the grid nodes (and, subsequently,
the tangential planes defined by such normal vectors Tn) are not specified in Eqs. (5.73)
and (5.74). Moreover, since the mapping between surfaces causes the biased formulations
and since no proper mapping occurs for the node-to-node formulation, a sound choice of
the normal direction can restore Newton’s 3rd law. Following González-Acosta et al. [23],
this can be done by defining the normal to each body at the A-th contact node as follows

nx
Ai := 1∥∥∥∥∥

∑
mp(s) mmp(s) ∂Nu

A(Xmp(s)
)

∂x

∥∥∥∥∥

∑

mp(s)

mmp(s) ∂Nu
A(Xmp(s)

)
∂xi

; (5.75)

ny
Ai := 1∥∥∥∥∥

∑
mp(m) mmp(m) ∂Nu

A(Y mp(m)
)

∂y

∥∥∥∥∥

∑

mp(m)

mmp(m) ∂Nu
A(Y mp(m)

)
∂yi

, (5.76)
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where mmp(m) and mmp(s) are the MPs belonging to the grid element of the main and sec-
ondary bodies (which are in contact). The above-defined normals are then used to compute
the unbiased normal to the secondary surface

n := nx − ny

∥nx − ny∥
. (5.77)

The tangent plane to the above-defined direction is defined according to Eq. (5.5), where
Eq. (5.77) is substituted to compute the normal to the secondary surface.
Having introduced all of the above quantities and considering that the I-th DoF is given
by the A-th node in the i-th dimension (i.e., I = A × i), Eq. (5.65) particularised to the
node-to-node formulation reads

R =





r(s)
I = Nu

Ii (X) ∂U(s)

∂ui|X
−
(

−λ̂n nx
I +

(
PB(n,µλ̂n)

)
I

(λ − rvc)
)

≈ 0;

r(m)
J = Nu

Ji (Y ) ∂U(m)

∂ui|Y
+
(

−λ̂n nx
J +

(
PB(n,µλ̂n)

)
J

(λ − rvc)
)

≈ 0;

χI = − 1
r C (λ,vc,n, g) ≈ 0,

(5.78)

or, equivalently, using Eq. (5.67),

R̃ :=





r̃(s)
I = Nu

Ii (X) ∂U(s)

∂ui|X
− λI ≈ 0;

r̃(m)
J = Nu

Ji (Y ) ∂U(m)

∂ui|Y
+ λJ ≈ 0;

χI = − 1
r CI (λ,vc,n, g) ≈ 0,

(5.79)

where, in both of the above systems of equations, the constraint becomes nodal, i.e.,
C (λ,vc,n, g) = λ + λ̂n n −

(
PB(n,µλ̂n)

)
(λ − rvc) . (5.80)

As it appears from the equations, the integration rule is superfluous for the node-to-node
formulation, as all of the quantities are nodal, in compliance with the use of the Dirac delta
distribution.
The assembling of all the quantities introduced in the node-to-node formulation is given by
each individual contact node contribution, except for the normals defined in Eqs. (5.75) and
(5.76). These values are calculated by assembling the contribution of each element whose
nodes (or at least one among them) are contact nodes.

5.3.1.2 Point-to-surface formulation

In the case of the point-to-surface formulation, the following discrete space for the LMs and
their weighting functions is introduced

hV λ = hW δλ =
{

hλ : dom
(

hΓ(s)) ∧ hλi =
∑

J
Nλ,1

iJ (X) λJ

}
, (5.81)

with Nλ,1 (X) being the piecewise linear polynomial functions. For the mono-dimensional
case, these are defined as

Nλ,1 (X) =





1 + X−Xh

h if − h < X − Xh ≤ 0;

1 − X−Xh

h if 0 < X − Xh ≤ h;

0 otherwise,
(5.82)
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Deformed

main mesh

Deformed

secondary

mesh

Undeformed

meshes

Gauss

points

Projected

pointu|X
u|Y

u|X

u|Y
gnx

xgp

ygp

Figure 5.5: Illustration of the ray-tracing strategy (ndim = 2) applied to the contact mesh faces. The
position of the projected Gauss point on the main surface ygp is computed via Eqs. (5.83) and (5.84).
The original position Ygp is then computed via the interpolated main displacement field on the face,
i.e., Nu (Ygp) u|Y .

with h being the mesh size.

As there is no appreciable simplification of Eqs. (5.65) and (5.67), these are not repeated
here.

Since the point-to-surface formulation retains the integrals in Eqs. (5.65) and (5.67), a
quadrature rule for these integrals on the secondary surface is required. In this work, the
Gauss-Legendre quadrature rule is employed. For the integrands referring to the secondary
surface, the computation of the weights and positions for the quadrature rule follows the
classical procedure for the Gauss-Legendre method. For these quantities, the positions are
selected as the appropriate positions of the Gauss points on the parent domain. These posi-
tions in the parent domain are straightforwardly mapped to the physical domain following
the standard rules, due to the assumption that the mesh faces fit the physical surfaces. How-
ever, the other integrands appearing in Eqs. (5.65) and (5.67) refer to the main surface, and
their positions cannot be selected according to the quadrature rule, as can be appreciated
in Figure 5.5. To determine the position of these quantities, a proper bijection is required.
As described in Section 5.1.1 for the ray-tracing strategy, the gap vector function definition
(Eq. (5.6)) can be used to determine the projected position on the main surface ygp of the
integration points belonging to the secondary surface (defined by the global current position
by xgp), i.e.,

gnx − ygp + xgp = 0, (5.83)

where the gap distance g and the projected position of the Gauss point on the main surface
ygp are unknown. Hence, another equation is necessary to determine these unknowns,
which is given by the requirement that the projected position of the Gauss point belongs to
one of the main faces of the mesh. This additive requirement is represented by the equation
of the plane passing through 3 points, i.e.,

a ygp
1 + b ygp

2 + c ygp
3 + d = 0, (5.84)

where ygp = [ygp
1 , ygp

2 , ygp
3 ]T and the coefficients a, b, c, d are given by 3 non-collinear mesh
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nodes of the main surface∗. Once ygp is known, its initial position Ygp can be computed
via the displacement field of the main surface u|Y . The relationship between the initial
position Ygp in the physical domain and its relative position in the parent domain follows
the standard rules.

From the above descriptions of the positions of the secondary integration points and their
projection onto the main surface, it can be appreciated how the assumption of mesh faces
fitting the physical surfaces significantly simplifies the above calculations. If this assumption
is neglected, it can be seen that an explicit parametrisation (such as the one proposed by
Bing et al. [26], for instance) of the considered surfaces would be necessary.

Despite these complications in the case where proper boundary representations are per-
formed, these difficulties concern only the treatment of the surfaces while adding no com-
plexity to the basic equations described by the kinematics in Section 5.1.2, the statics in
Section 5.1.3, and the tribological law in Section 5.1.5. Therefore, it can be deduced that
the introduced simplification changes the overall level of algorithmic complexity for surfaces
description, but it does not introduce any simplification in the underlying mathematics of
the problem.

5.3.2 Time discretisation

From the definition of the tribological laws in Eqs. (5.38) and (5.40), it can be noted that
these relationships are rate-independent. It follows that time discretisation does not affect
the part of the functional dealing with friction. However, there are two exceptions to this,
which are due to the presence of augmentations (especially the one which considers the
tangential contact velocity), and the possible time-dependency of the rest of the functional.
According to the hypothesis of finite strain, the configuration must be specified in which
the equilibrium and the constraint equations are computed. Since the Conservation Law
Consistent (CLC) dynamic formulation described in Chapter 3 provides a sound basis, the
mid-point rule is also considered for this chapter. Plugging the frictional contact formula-
tion into the CLC dynamic formulation allows the assessment of the numerical dissipation
dealing only with the contact formulation, as no numerical dissipation takes place in the
CLC formulation (see Chapter 3).

The mid-point rule follows these time relationships between the generic variable (•) and its
time derivatives (compare with Eqs. (3.121)-(3.123))

(•)ñ = 1
2
(
(•)n + (•)n+1

)
; (5.85)

(•̇)ñ =
(•)n+1 − (•)n

∆t ; (5.86)

(•̈)ñ =
(•̇)n+1 − (•̇)n

∆t . (5.87)

∗In the case of ndim = 2, Eq. (5.84) is particularised to the straight line passing through 2 points a ygp
1 +

b ygp
2 + c = 0, with the coefficients similarly given by the mesh nodes of the main surface.
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5.4. Contact force computation

Applying the above equation to the stationarity of the functional (5.52) leads to



δUu (ẋñ,y

′
ñ) −

∫
hΓ(s) λñ · (δu|X − δu|Y) dA(s) = 0, ∀δu|X , δu|Y ;

− 1
r

∫
hΓ(s) Cñ (λñ,n

x
ñ,v

c
ñ, gñ) · δλ dA(s) = 0, ∀δλ,

(5.88)

with the constraint being

Cñ (λñ,n
x
ñ,v

c
ñ, gñ) = [λñ · nx

ñ + r gñ]− nx
ñ + λñ − P B(nx

ñ,µpñ) (λñ − rvc
ñ) . (5.89)

Moreover, the mid-point rule must be applied to the rate quantities appearing in the above
equations, i.e.,

vc
ñ = ẋñ − y′

ñ + gñ ṅx
ñ; (5.90)

ṅx
ñ =

nx
(

F X
n+1

)
−

:=NX

︷ ︸︸ ︷
nx
(

F X
n

)

∆t . (5.91)
Since specifying the notation relative to the mid-point configuration can make the expres-
sions particularly cumbersome, the subscript (•)ñ is dropped in the following equations,
with few exceptions where time-related quantities are specified to avoid misunderstanding.

5.4 Contact force computation

This section focuses on explaining different methods to compute the contact forces, having
introduced the discretisations explained in Section 5.3. Since spatial discretisation can be
deployed in a node-to-node or point-to-surface formulation, in this section the considered
technique is not specified (unless expressly stated otherwise) so that the discussion is gen-
eral. Therefore, the interpolant functions for the LM will be generally denoted by Nλ, the
normal direction to the secondary surface by n, and the plane orthogonal to such a direc-
tion by T n. In this fashion, node-to-node or point-to-surface formulations can be obtained
following the explanations in Sections 5.3.1.1 and 5.3.1.2.

As detailed in the introduction to this chapter, there are various ways of calculating the con-
tact forces, which can be grouped into two broad categories. In the first class of techniques,
the interaction between bodies in contact is taken into account by adding the power gen-
erated by the contact forces to the functionals describing the individual behaviour of each
distinct body. Hence, this family of methods relies on the weak formulation outlined in Sec-
tion 5.2. The ALM constitutes the most general formulation available which, depending on
the assumptions made, can be particularised to the LMM, as detailed in Section 5.4.2 and
to the PM, as presented in Section 5.4.3. The PM is further diversified into a linear vari-
ant, explained in Section 5.4.3.1 and classically available in the literature (see, for instance,
Ding and Schroeder [33]), and a non-linear one, outlined in Section 5.4.3.2.

In the second group of methods, named CVMs and discussed in Section 5.4.4, local forces
are calculated based on the local (nodal) impulses exchanged between the bodies in contact.
As presented in the literature, this method has no weak formulation. Therefore, this tech-
nique deviates from the outline in Sections 5.2 and 5.3, but is rather applied to an already
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5.4.1. Augmented Lagrangian method (ALM)

discretised form of the equilibrium equations. Moreover, since all the necessary quantities
for this method are calculated at the mesh nodes, it does not introduce a mapping between
the main and secondary surfaces. From this perspective, this method presents some simil-
arities to the node-to-node approach, in the sense that the mesh nodes are coupled a priori.
As with the node-to-node formulation, it follows that the kinematics is simplified, losing
the proper projection between the points on the secondary surface and those on the main
surface.

5.4.1 Augmented Lagrangian method (ALM)

As stated in Section 5.2, the ALM constitutes the most general form of the functional,
Eq. (5.50), and, consequently, of its first variation, i.e., the weak form, Eq. (5.65) or (5.67).
Therefore, the equations required for the ALM have already been expressed and are given
by Eq. (5.67) (or (5.65)) for spatial discretisation and Eq. (5.88) for time discretisation.

Since Eq. (5.65) is solved using an implicit method, it is convenient to define only its parts
dealing with contact as follows

Rc :=





r(s),c
I := −

∫
hΓ(s) Nu

Ii (X)
(

−λ̂n ni +
(
PB(n,µλ̂n)

)
i
(λ − rvc)

)
dA(s) ≈ 0;

r(m),c
J := +

∫
hΓ(s) Nu

Ji (Y)
(

−λ̂n ni +
(
PB(n,µλ̂n)

)
i
(λ − rvc)

)
dA(s) ≈ 0;

χI := − 1
r

∫
hΓ(s) Nλ

Ii (X)Ci (λ,vc,n, g) dA(s) ≈ 0,
(5.92)

or, equivalently, for Eq. (5.67)

R̃c :=





r̃(s),c
I := −

∫
hΓ(s) Nu

Ii (X) Nλ
iI (X) λI dA

(s) ≈ 0;

r̃(m),c
J := Nu

Ji (Y ) ∂U(m)

∂ui|Y
+
∫

hΓ(s) Nu
Ji (Y) Nλ

iI (X) λI dA
(s) ≈ 0;

χI := − 1
r

∫
hΓ(s) Nλ

Ii (X)Ci (λ,vc,n, g) dA(s) ≈ 0.

(5.93)

If the NR procedure is considered, the linearisation of the equations requires that

R(k+1) ≈ R(k) + ∂R(k)

∂x︸ ︷︷ ︸
:=J

(
x(k+1) − x(k)

)

︸ ︷︷ ︸
:=δx

≈ 0, (5.94)

where J defines the Jacobian matrix of the system, and δx its incremental solution (having
assumed x := [u|X , u|Y , λ]T ). As a result of the introduction of the parts that only involve
contact, it is possible to consider the equilibrium equations R as the sum of a part given by
the contact Rc and the remaining (R − Rc). In this way, the Jacobian matrix can also be
written as

J = Jc + (J − Jc) , (5.95)
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5.4.2. Lagrange Multiplier Method (LMM)

where the entries of the Jacobian relative to frictional contact are given by

Jc =




∂r(s),c
I

∂uH |X
∂r(s),c

I

∂uK |Y
∂r(s),c

I

∂λJ

∂r(m),c
J

∂uH |X
∂r(m),c

J

∂uK |Y
∂r(m),c

J

∂λJ

∂χI

∂uH |X
∂χI

∂uK |Y
∂χI

∂λJ




, (5.96)

The terms (J − Jc) are left unknown for general purposes, as these parts of the Jacobian
matrix deals with the unexpressed remaining part of the stationarity of the functional (i.e.,
the balances of rate of linear momentum on each bodies excluded the linearisation of contact
forces). Equally, the same procedure can be applied when considering Eq. (5.93), resulting
in

J = J̃c +
(
J − J̃c

)
, (5.97)

with

J̃c =




0 0 ∂r̃(s),c
I

∂λJ

∂r̃(m),c
J

∂uH |X
∂r̃(m),c

J

∂uK |Y
∂r̃(m),c

J

∂λJ

∂χI

∂uH |X
∂χI

∂uK |Y
∂χI

∂λJ




. (5.98)

Entries of the Jacobian matrices (5.96) are listed in Appendix B.3. It can be now fully appre-
ciated how the null entries in (5.98) justify why the reduced version defined by Eq. (5.67)
cannot be used for the LMM and the PM. For the former method, there is no certainty that
the derivatives of χ with respect to displacements are null (they are non-zero in the Jac-
obian matrix (5.96) often due only to the augmentations). For the latter, i.e., the PM, the
Jacobian matrix is reduced to the first I +J -th rows and the first H +K-th columns, which
makes the equilibrium equations for the secondary body uncoupled from those of the main
body.

5.4.2 Lagrange Multiplier Method (LMM)

The functional for the LMM can be obtained either by vanishing the augmentations of the
functional defined by (5.65) for the ALM or, equally, by introducing the LM as a stress
vector, i.e., p = λ into functional Eq. (5.48). Consequently, the space of functions defined
by (5.55) for this quantity must be specified as well. In both of the described cases, by
applying the discretisations described in Section 5.3, the stationarity of these potentials is
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5.4.3. Penalty Method (PM)

given by finding the displacement fields for each body, u|X ,u|Y ∈ hV u, and the Lagrange
multiplier λ ∈ hV λ such that

R =





r(s)
I = Nu

Ii (X) ∂U(s)

∂ui|X
−
∫

hΓ(s) Nu
Ii (X)

(
−λn ni +

(
PB(n,µλn)

)
i
(λ)
)
dA(s) ≈ 0;

r(m)
I = Nu

Ji (Y ) ∂U(m)

∂ui|Y
+
∫

hΓ(s) Nu
Ji (Y)

(
−λn ni +

(
PB(n,µλn)

)
i
(λ)
)
dA(s) ≈ 0;

χI = − 1
r

∫
hΓ(s) Nλ

Ii (X) Ci (λ,n) dA(s) ≈ 0,
(5.99)

with

λn :=
[
Nλ

jJ (X) λJ nj

]
− ; (5.100)

λ̂t, tr
i := Tn

ij

(
Nλ

jJ (X) λJ
)

; (5.101)

P B(nx,µλn) (λ) =





λt, tr, if ||λt, tr|| ≤ µλn stick;

µλn λt, tr

||λ̂
t, tr

||
, otherwise slip;

(5.102)

Ci = Nλ
iJ λJ + λn ni −

(
PB(n,µλn)

)
i
(λ) . (5.103)

It is well-known that, while satisfying the KKT conditions for the normal and the tangen-
tial behaviour, the LMM can struggle to converge, especially in correspondence of the loss
of strong convexity of the functional (see Chen et al. [18]). As underlined by Burman and
Hansbo [34], the augmentations present in Eqs. (5.60) and (5.61) but absent in Eqs. (5.100)
and (5.101) strengthen the contact conditions, even though this does not imply a stabilisa-
tion of the method.

Since the Jacobian matrix for the LMM can be deduced by vanishing the augmentations in
the entries of matrix (5.96), this is not explicitly reported here.

5.4.3 Penalty Method (PM)

As with the LMM, the functional for the PM can be obtained by not considering the LM in
Eq. (5.65) or by considering the penalty constitutive relations for the stress vector in the
functional (5.48). Introducing the discretisations described in Section 5.3, the stationarity
of these potentials is given by finding the displacement fields for each body, u|X ,u|Y ∈ hV u,
such that

R =





r(s)
I = Nu

Ii (X) ∂U(s)

∂ui|X

−
∫

hΓ(s) Nu
Ii (X)

(
−[p (g)]− ni +

(
PB(n,µ[p(g)]−)

)
i
(p (g,vc))

)
dA(s) ≈ 0;

r(m)
J = Nu

Ji (Y ) ∂U(m)

∂ui|Y

+
∫

hΓ(s) Nu
Ji (X)

(
−[p (g)]− ni +

(
PB(n,µ[p(g)]−)

)
i
(p (g,vc))

)
dA(s) ≈ 0.

(5.104)
As can be noticed from the above equations, the PM is a an irreducible approach, where only
the displacement fields are primary variables. This feature can be particularly attractive not
only because it reduces the number of unknowns, but also because it removes the non-trivial
discussion about the inf-sup condition to satisfy for mixed formulations.
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5.4.3.1. Linear Penalty Method (PM)

Since the constitutive relationships of the penalty kind considered in this work are different,
they are not reported here, but are specified for the linear case in Section 5.4.3.1 and the
non-linear case in Section 5.4.3.2.

5.4.3.1 Linear Penalty Method (PM)

If the constitutive equations between the stress vector and the associated kinematic vari-
ables imitating the behaviour of Eqs. (5.38) and (5.40) are of the linear spring type (see
Figure 5.6), they are expressed by the following equations

[p (g)]− = −r g; (5.105)
pt,tr

i = −r Tn
ij v

c
j = −r (vc

t )i ; (5.106)

(
PB(nx,−µ r g)

)
i
(p (g,vc)) =





pt,tr
i , if ||pt,tr|| ≤ −µ r g stick;

−µ r g p
t,tr
i

||pt,tr
, otherwise slip.

(5.107)

g

p(g)

r

(a) Linear PM: normal behaviour.

−µrg

µg

µrg

−µg

vct

pt(v
c
t )

r

(b) Linear PM: tangential behaviour.

Figure 5.6: Linear PM approximating the no-penetration no-tension normal behaviour, and the Cou-
lomb’s friction law.

From a visual comparison between Figures 5.3 and 5.6, it can also be seen that the compat-
ibility conditions cannot be fulfilled for the introduced penalty-type equations. Mathem-
atically, this can be seen by substituting Eqs. (5.105) and (5.106) into (5.38) and (5.40).
By doing so, it is clear how the compatibility conditions can only be approximately close to
zero, but not strictly zero (see, for further discussion, Laursen and Chawla [35]).

From a physical point of view, the violation of the compatibility conditions allows bodies
to overlap (violation in the normal direction) and slip for values of tangential forces lower
than those allowed by a Coulomb-type condition (violation in the tangential direction).

For both cases, the violation is proportional to the penalty parameter r: the higher r, the
lower the violation of the compatibility conditions. It would therefore be quite tempting
to set high values for the penalty parameter. However, as extensively documented in the
literature (see Chen et al. [18], or Laursen [2], for instance), excessively high values for
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5.4.3.2. Non-linear Penalty Method (PM)

the penalty parameter can lead to excessively high values in some entries of the Jacobian
and, thus, to an ill-conditioned Jacobian. In conclusion, it is necessary to take both of
these opposite tendencies into account; on the one hand, setting high values to violate the
compatibility conditions as little as possible, and, on the other hand, moderating the same
value to achieve convergence.

The Jacobian matrix for the linear PM can again be obtained via (5.96), neglecting the
influence of the LM (third column) and the rows occupied by χ (third row).

5.4.3.2 Non-linear Penalty Method (PM)

The introduction of a PM more complex than the linear one presented in Section 5.4.3.2
can be justified by multiple reasons. Firstly, it is intended to make the transition of on/off
conditions gentler, as is the case with contact/separation or slip/stick (see Figure 5.7). This
modification should allow, in turn, a smoother convergence of the NR algorithm. In addition,
having a non-linear PM allows further adaptation with regard to the normal behaviour.
As pointed out by Zavarise et al. [36], selecting high penalty parameters to violate KKT
conditions as little as possible can lead not only to ill-conditioned Jacobian matrices, as
previously reported in Section 5.4.3.1. Indeed, it may also happen that the predictor forces
in the normal direction are overestimated, especially in the first iterations, where the overlap
between bodies may be pronounced. This overestimation can cause the NR not to converge,
as these predictors are too far from the exact solution. A non-linear formulation, on the
other hand, allows for a harder material in correspondence with small overlaps, and a softer
material for larger values, i.e., rin

n > rfin
n . In this fashion, predictors (which can end up in

the less stiff region, since the initial overlap is usually considerable) are not overestimated.
At the same time, KKT conditions are enforced more strictly in the successive iterations
(with the overlap decreasing) in the part where stiffer behaviour is considered.

g

p(g) c0c1c2

rinn

rfinn

(a) Non-linear PM: normal behaviour.

vct

pt(v
c
t )

−c4(p)−c3(p)

c3(p) c4(p)

rint

rfint

(b) Non-linear PM: tangential behaviour.

Figure 5.7: Non-linear PM approximating the no-penetration no-tension normal behaviour, and the
Coulomb’s friction law.

In this work, it is assumed that the normal constitutive behaviour for the non-linear PM is
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5.4.3.2. Non-linear Penalty Method (PM)

given by

p (g) =





0, if g > c0

rin
n (−c0 + g) , if c0 ≥ g > c1;

α0 + α1 g + α2 g
2 + α3 g

3 + α4g
4, if c1 ≥ g > c2;

rin
n c0 − 1

2
(
rfin

n − rin
n

)
(c1 + c2) + rfin

n g, otherwise,

(5.108)

where values of the gap functions c0, c1 and c2 are user-selected, while the coefficients
for the 4th order polynomial are computed to allow up to second-order derivatives to be
continuous with the piecewise linear parts, i.e.,

α0 =
(rfin

n − rin
n )c4

1 + 2c3
1
(
c2
(
−rfin

n + rin
n

)
+ c0 r

in
n

)
− 2 c0 c2 r

in
n

(
3 c2

1 + 3 c1 c2 − c2
2
)

2(c2 − c1)3 ;

(5.109)

α1 = c3
2 r

in
n − 3 c1 c

2
2 r

in
n + 3 c2

1 c2 r
fin
n − c3

1 r
fin
n

(c2 − c1)3 ; (5.110)

α2 = −3 c1 c2(rfin
n − rin

n )
(c2 − c1)3 ; (5.111)

α3 = (rfin
n − rin

n )(c1 + c2)
(c2 − c1)3 ; (5.112)

α4 = − rfin
n − rin

n

2(c2 − c1)3 . (5.113)

It can also be noticed that setting c0 > 0 allows for some interaction at a distance between
bodies.

For the tangential behaviour of the non-linear PM, it is assumed that

pt =





−1
2

(
rfin

t − rin
t

)
(c3(p) + c4(p)) − rfin

t vc
t , if vc

t ≤ −c4(p);

−β0(p) + β1(p)vc
t − β2(p) (vc

t )2 + β3(p) (vc
t )3 − β4(p) (vc

t )4
, if − c4(p) < vc

t ≤ −c3(p);

−rin
t v

c
t , if − c3(p) < vc

t ≤ c3(p);

β0(p) + β1(p)vc
t + β2(p) (vc

t )2 + β3(p) (vc
t )3 + β4(p) (vc

t )4
, if c3(p) < vc

t ≤ −c4(p);
1
2

(
rfin

t − rin
t

)
(c3(p) + c4(p)) − rfin

t vc
t , if vc

t > c4(p),

(5.114)

where

β0(p) =
c3(p)3

(
rfin

t − rin
t

)
(c3 − 2 c4)

2 (c3(p) − c4(p))3 ; (5.115)

β1(p) =
−c3(p)3 rfin

t + 3c3(p) c4(p)
(
c3(p) rfin

t − c4(p) rin
t

)
+ c4(p)3 rin

t

(c3(p) − c4(p))3 ; (5.116)

β2(p) = −
−c3(p) c4(p)

(
rfin

t − rin
t

)

(c3(p) − c4(p))3 ; (5.117)

β3(p) =

(
rfin

t − rin
t

)
(c3(p) + c4(p))

(c3(p) − c4(p))3 ; (5.118)
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β4(p) = −

(
rfin

t − rin
t

)

2 (c3(p) − c4(p))3 . (5.119)

The coefficients of the above polynomials follow the same rationale explained for their nor-
mal counterparts. As this formulation is a PM and, as such, it constitutes an approximation
of the KKT conditions, it is debatable whether the slip conditions begin at c3(p) or c4(p). In
this paper, the former option is chosen, which implies that c3(p) = −µ p(g)/rin

t . The value
of c4(p) is then chosen as a multiple of c3(p).

5.4.4 Contact Velocity-based Method (CVM)

As this method belongs to a family of techniques entirely different form the Augmented
Lagrangian group, the CVM is not based on the stationarity of any functional. Thus, it
differs from the presentations made so far in Sections 5.2 and 5.3, as the contact forces
are added to a previously discretised version of the stationarity of the functionals of the
two separate bodies. Furthermore, to the author’s best knowledge, this method has only
been applied in the MPM (see [8–17, 19–24, 29]), referring to the grid for applying both
contact and friction conditions. As it is based on nodal values, it has similarities with node-
to-node formulations in the sense that no mapping between contact surfaces takes place
properly, but the mesh nodes are coupled a priori. This method can also become unbiased
by following the same steps as for the node-to-node formulation (uniquely defined normal
and tangent plane). The CVM is a formulation in which the primary variables are only
given by the displacement field, thus differing in this respect from mixed formulations such
as ALM and LMM.

This kind of method is based on the calculation of the following quantity at the A-th node

ṽc
Ai := 1(

M̄(s) + M̄(m)
)

|AA

(
M̄(s)|AA (u̇|X) |Ai + M̄(m)|AA (u′|Y ) |Ai

)
=

=





(u̇|X) |Ai , if A ∈ hω(s);

(u′|Y ) |Ai , if A ∈ hω(m);

̸= (u̇|X) |Ai ∧ ≠ (u′|Y ) |Ai , if A ∈ hω(s) ∩ hω(m),

(no sum over A)

(5.120)

with M̄(m) and M̄(s) being themain and secondary lumpedmatrices (see Eq. (3.162) for the
definition of the lumped mass matrix). In the literature, Eq. (5.120) is often called contact
velocity (or, similarly, average velocity) but, as noticeable, it is defined very differently from
that introduced in Eq. (5.25). It can be seen that this velocity is a proxy for identifying
the nodes at which contact dynamics may occur, since it differs from the nodal velocities of
individual bodies only at the nodes where both bodies are mapped.

Nevertheless, a further step is necessary to establish whether this velocity is properly a
contact velocity or a separation one. For instance, if the secondary body is considered, this
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is performed by checking the following inequality

(
(u̇|X) |Ai − (ṽc) |Ai

)
n|Ai




> 0, contact;
otherwise, separation.

(no sum over A) (5.121)

The contact forces added directly to the separate bodies equilibrium equations are computed
proportionally to the difference between the velocity of the body and the contact velocity
defined by (5.120). If, again, the secondary body is taken into account, it gives

(
f(s)
c

)
I

:=
(

f(s),n
c

)
I

+
(

P
B
(

n,
∥∥∥(f (s),n

c

)∥∥∥)
)

I

(
f (s)
c

)
; (5.122)

(
f(s),n
c

)
J

:= 1
∆t M̃JI︸︷︷︸

M̃BjAi

nI︸︷︷︸
=nAi

(
n|Ah
(

(u̇|X) |Ah − (ṽc) |Ah
))

; (5.123)
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AiBj
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f(s)
c

)
J︸ ︷︷ ︸(

f(s)
c

)
Bj

; (5.124)
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)
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)
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∥∥∥ , otherwise slip,

(5.125)

where, in particular, equilibrium equations take the form




r(s)
I = Nu

Ii (X) ∂U(s)

∂ui|X
−
(

f(s)
c

)
I

;

r(m)
J = Nu

Ji (Y ) ∂U(m)

∂ui|Y
+
(

f(s)
c

)
J
.

(5.126)

In the equations above, it can be seen that there are global indices relative to the DoFs of
the mesh (I, J), indices relative to the nodes of the mesh (A,B), and indices relative to the
dimension of the Euclidean space (i, j). This non-standard use of indices occurs because this
work made an attempt to generalise the contact forces to the case where the consistent mass
matrix is also considered. This generalisation was attempted because of the motivations
given in Chapter 3 regarding the violation of conservation laws when the lumped mass
matrix is taken into account. While there is no way to generalise the contact velocity (5.120)
using the consistent mass matrix (the inversion of the matrix M(s) + M(m) would lead to
contact velocities different from the velocities of the individual bodies everywhere on the
mesh), this generalisation is instead feasible in the calculation of the contact forces (which is
why they make use of the effective mass matrix M̃ in Eq. (5.123)). The mixed use of indices
is therefore due to the necessity of relating global indices (as those relative to the effective
mass matrix) to nodal ones (as the ones used in the definition of contact velcity (5.120)).

These two variations of the same method (i.e., with a consistent mass matrix or lumped for
calculating contact forces) will be critically assessed in Section 5.5.

Even though it is difficult to notice via the equations, this method violates the KKT con-
ditions, making it inconsistent with the underlying thermodynamics. Owing to the lack
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5.5. Numerical simulations

of definition of the gap function and the contact velocity defined in Eq. (5.74)∗, it is not
possible to plug this method into the normal and tangential compatibility equations. Non-
etheless, it can be observed how the contact forces are computed proportionally to a con-
straint violation, i.e., Eq. (5.121). Due to this proportionality, it can be understood how the
compatibility equation cannot be exactly satisfied.

5.5 Numerical simulations

This section includes numerical examples of the previously detailed formulations, distin-
guishing among those to which a node-to-node or a point-to-surface discretisation have
been applied. In particular, since the implementations of node-to-node formulations are
more straightforward, it was first considered in Section 5.5.1 to evaluate all of the different
formulations to compute the contact forces reported in Section 5.4. Some details on the
implementations for the node-to-node techniques are illustrated in Section 5.5.1.1. The
numerical analyses were evaluated from a thermodynamic point of view (conservation of
energy), from the point of view of the convergence (of the NR scheme) and, lastly, from the
compliance with some analytical examples. Point-to-surface type formulation is considered
in Section 5.5.2. Instead of implementing all the methods previously explained, it was con-
sidered to implement only the most numerically robust and physically consistent among
those compared in Section 5.5.1, which appeared to the ALM. An algorithmic overview of
the point-to-surface implementation for the ALM is given in Section 5.5.2.1. Observations
and comments on all the above methods and their numerical results are finally given in
Section 5.6.

The tolerance tol = 10−11 is compared to the (k + 1)-th NR error computed as follows

|R(k+1)| · |δx(k+1)|
|R(1)| · |δx1|

< tol ∨
(

(k + 1) > 5 ∧

∣∣∣∣∣

[(
r(s)
)(k+1)

,
(

r(m)
)(k+1)

]T
∣∣∣∣∣ ·

∣∣∣∣∣
[
δu|(k+1)

X , δu|(k+1)
Y

] ∣∣∣∣∣< tol2/3

)
,

(5.127)

with | (•) | being the absolute value of (•). While the criterion on the Left-Hand Side (LHS)
is standard to compare how both the residual and the iterative variable decrease, the one on
the Right-Hand Side (RHS) is mainly due to the stagnation discussed in Example 5.5.2.3.

∗The contact velocity projected along the normal direction Eq. (5.121) acts as a constraint equation, but its
definition and role are quite different from the gap function (5.73). The same rationale can be applied to the
projection of such quantity along the tangential direction and its differences with the contact velocity defined in
Eq. (5.74) for the node-to-node case.
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Figure 5.8: Main equations and relative use in the structure detailing the MPM algorithmic substeps.
The considered equations are employed to design the node-to-node formulation combined with all
the explained techniques to compute contact forces.

5.5.1 Node-to-node implementations

5.5.1.1 Implementation details

This section illustrates an overview of the node-to-node implementation integrated with the
different techniques to compute contact forces, i.e., the ALM, LMM, PM and CVMs. From
a technical point of view, the contact functional described by Eq. (5.50) can be coupled
with a functional describing a general material, i.e., a solid or a porous one, for this work.
This explains why Figure 5.8 focuses only on substeps (C) and (D), i.e., the ones dealing
with the assemblage of the grid primary equations and their solution. Substeps (B) and
(E) (as some parts of substep (C), in the box with diagonal line pattern) follow the ones
provided by Figures 3.6 for a solid material and 4.9 for a porous one, and will not be
treated below∗. The first action in substep (C) determines the (plausible) contact nodes

∗Nonetheless, the examples provided below consider only the coupling with a solid material. This was motiv-
ated by the intention to obtain preliminary results for the friction contact algorithm.
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5.5.1.2. Collision of elastic rectangular prisms

shared between the bodies under consideration, i.e., those active for both bodies. This
selection is performed outside of the NR loop, and it is followed by the box mentioned above
describing other steps relative to the selected material. This box is voluntarily positioned
to partially overlap with the NR loop since the included steps may be in or out of this
cycle. The node-to-node formulation considers the grid’s normal directions on both bodies,
i.e., Eqs. (5.75) and (5.76), to have an unbiased normal direction, Eq. (5.77). This vector
allows the calculation of the contact forces, distinguishing between the normal (contact or
separation) and the tangential directions (slip or stick). As the curly bracket indicates, these
forces are computed differently according to the selected method.

The linearised form of the chosen contact forces is added to the linearised form of the equi-
librium equations (and to other sets of primary equations, if these are present) to assemble
the Jacobian matrix in the first iteration of substep (D). The inversion of this matrix per-
mits the calculation of the primary unknowns. In the case of the ALM and LMM, this set
of unknowns includes the LM too. The incremental solution of the unknowns permits the
computation of the residuals, whose values, in turn, are checked using the criterion (5.127)
to establish whether or not the NR solution has converged.

If the condition (5.127) is met, solutions are converged, and substep (E) follows.

5.5.1.2 Collision of elastic rectangular prisms

v

hx

hy

Lx

lx

ly

d

Figure 5.9: Illustration of the collision problem between elastic rectangular prisms.

Example scope This low-frequency elastic collision test is designed to assess the energet-
ical behaviour of the different formulations discussed in the chapter, these being:

• the ALM;

• the LMM;

• the PM (with its linear and non-linear variations); and

• the CVM (used with the consistent mass matrix M and the lumped mass matrix M̄).
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5.5.1.2. Collision of elastic rectangular prisms

Table 5.1: Summary of the parameters considered in the analysis of the elastic prism collision, where
the subscripts (•)1 and (•)2 denote the two bodies.

Parameter Settings

Material Parameters Ē(1), Ē(2) 1000 Pa
ν(1), ν(2) 0.3

ρ
(1)
0 , ρ

(2)
0 50 kg/m3

Geometry, Velocities
and Timings

Lx 10 m
lx × ly 2.5 m ×1 m

d 2 m
∥v∥ 1 m/s
T 2.5 s

Analysis Parameters hx, hy 1 m
mmp 16

† mmp is the number of MPs per direction per
element.

Setup Two sections of rectangular prisms (see Figure 5.9) are initially separated by a
distance d and with opposite velocity v applied at the beginning of the simulation. The
bodies can only move horizontally since roller boundary conditions are prescribed both on
the top and bottom of the domain. The stress-strain relationship for the consideredmaterials
is taken as the elastic CLC Hencky model (see Section 3.6.3 or Pretti et al. [37]). Most of
the features concerning the analysis and the discretisations are listed in Table 5.1. Further
features useful to reproduce the results are:

• the standard MPM is considered;

• the time-step length is five time more the approximated Courant-Friedrichs-Lewy
(CFL) condition (see Eq. (3.127) in Section 3.6.2.2 or Pretti et al. [37]);

• the Ghost stabilisation method is employed, with γK = 0 and γM = ρ
(1)
0 · 10−6 (see

Eqs. (3.152) and (3.153));

• gravity effects are neglected; and

• the parameters used are

– ALM: r = 5 (Ē(1) + Ē(2));
– linear PM: r = 5 (Ē(1) + Ē(2)) ; and
– non-linear PM∗: rin

n = 5 (Ē(1) + Ē(2)) with c0 = 0, c1 = −0.01d;
rfin

n = 100 rin
n

† with c2 = −0.03d where d ∈
√
h2

x + h2
y.

∗The tangent parameter is not stated as no tangential behaviour is expected for these analyses.
†It is worth mentioning that even the case where rfin

n < rin
n was considered, in compliance to the explanation

given in Section 5.4.4 about predictors and correctors strategy. However, this option is not included here as the
method stagnates at the first time-step where contact is detected.
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Figure 5.10: Time plot of energies obtained using different techniques.

While the elastic parameters and the velocities of the bodies are chosen to represent a low-
frequency problem, the estimation of the penalty parameters is informed by the elastic
moduli. However, this choice is ultimately based on some arbitrariness.

Results discussion - Energy comparison The choice of the constitutive model described
in Section 3.6.3.1 and in Pretti et al. [37] allows the assessment of the validity of the differ-
ent methods in terms of energy conservation when simulating the contact between bodies.
As a matter of fact, the normal contact expected in this problem should not dissipate any
energy since dissipation can only take place in the tangential direction according to the Cou-
lomb friction law. Therefore, whenever it occurs, energy loss has to be seen as algorithmic
dissipation.

Figure 5.10 shows the total energy trend (given by the sum of strain and kinetic energies)
over time. Three particular time-steps are highlighted: A 9th step, B 21st step, and C 22nd

step. As observed in the same figure, all the calculation methods complete the simulation in
30 time-steps, except for the LMM, which stops at the 21st step. As is well-known, the LMM
struggles to cope with contact release, as also highlighted by Figure 5.11, representing
the kinetic energies for the considered methods. Back to Figure 5.10, as far as energy
evolution is concerned, it can be noticed that the CVM, independently of the mass matrix
considered, dissipates substantial amounts of energy from the first contact moments. When
the lumped matrix method is used a 95.73% of the total initial energy is observed, compared
to a dissipation of 99.57% in the consistent mass matrix case. As mentioned in Section 5.4.4,
the most dissipative method between the two variations is expected to be the one with the
lumped mass matrix, as the numerical dissipation due to contact forces is added to the
numerical dissipation due to the use of the lumped mass matrix. On the other hand, only
the former dissipation is expected when the consistent mass matrix is used, i.e., the one
relative to the contact algorithm. However, the nodal masses participating in the calculation
of the contact velocity (and, in turn, of the contact forces) are bigger for the consistent
mass matrix case. Thus, it appears that the sole dissipation for the consistent mass matrix
overcomes the sums of the two mentioned above for the lumped mass matrix case. Owing
to the considerable amount of energy dissipated by the extreme scenarios (lumped and
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Figure 5.11: Time plot of kinetic energies obtained using different techniques.

consistent mass matrices), intermediate values for the effective mass matrix have not been
studied.

To see the amount of dissipation for the other methods considered, it is necessary to observe
the magnification on the right-hand side of Figure 5.10. As predicted, it can be seen that
both the ALM and LMM do not dissipate energy. In contrast, the PM (both linear and
non-linear) dissipates around 2.12% of the initial total energy. The reason why both these
variations dissipate the same amount of energy lies in the choice of the penalty parameter.
The parameter for the linear case has been chosen equal to the initial value for the non-
linear case, i.e., r = rin

n . As the converged values of the overlaps are small, these overlaps
lie in the range where the slope is rin

n , leading to the same results in terms of violation of the
normal KKT conditions. As far as the ALM is concerned, although this method has a force
part proportional to the overlapping bodies, it satisfies the KKT conditions as successive
iterations proceed and the normal augmentation vanishes (see, for a discussion, Laursen
and Chawla [35]).

However, it is legitimate to ponder why the results obtained here in terms of energy con-
servation are drastically different from those obtained by González-Acosta et al. [23] for
a similar example using the CVM. As those authors underline, the energy dissipated also
depends on the length of the load step (the longer the time-step, the greater the violation
of the KKT conditions). Therefore, a shorter time-step length could have led to less marked
dissipations for the CVM. Moreover, the method proposed by González-Acosta et al. [23] in-
troduces a proximity rule (not included in this work) which activates contact only when the
distance between the MPs from different bodies is lower than a chosen distance (typically
less than the mesh size). This procedure reduces the interaction distance and, consequently,
the time when the two bodies are considered to be in contact. Hence, if this proximity rule
is applied, the time of the simulation when KKT conditions are violated is shorter, leading to
a more energy-conservative algorithm compared to the one adopted in this work and repor-
ted in Figure 5.10. Although this arrangement is useful, it does not change the underlying
strongly dissipative nature of the CVM.

Figure 5.11 compares the kinetic energies relative to the selected methods over time. Two
interesting trends can be seen from this figure. First, the decrease in kinetic energy when
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Figure 5.12: Time plot of the NR algorithmic convergences obtained using different techniques.

contact occurs in the CVMs presents gentler slopes than the steeper ones of the other meth-
ods. However, this softer decrease represents entirely numerical dissipation, as CVMs cannot
recover these kinetic energies. A second pattern is highlighted if the kinetic energies in Fig-
ure 5.11 are compared with their total in Figure 5.10. The CVM using the consistent mass
matrix exhibits higher values of the kinetic energies for most of the simulation compared to
the CVM using the lumped mass matrix, thus showing a trend reversal from Figure 5.10.
This difference implies that the CVM using the lumped mass matrix can convert kinetic en-
ergy more efficiently into strain energy during the initial phases of contact. Nonetheless,
when times higher than ≈ 1.5 s are considered, low values of kinetic energies can be seen
for both the CVMs.

Results discussion - Convergence comparison In order to compare the NR algorithmic
convergence of the primary equations among the different methods, time-steps from the
9th to the 26th (i.e., the most salient ones in terms of contact and subsequent release) are
considered in Figure 5.12. In the same figure, it was decided to exclude the CVM graphs
since the substantial energy dissipation made the convergence smooth. In addition, Fig-
ure 5.13(a) shows the energy evolution (calculated using the ALM). Figures 5.13(b)-5.13(g)
present the deformed shapes of steps A, B, and C, with their respective strain and kinetic
energies distributions. In step A, both the deformation and kinetic energy have an opposite
gradient, with a smooth horizontal transition (see Figures 5.13(b) and 5.13(c)). This gradi-
ent is not as smooth for B and C when considering the strain energy (see Figures 5.13(d)
and 5.13(f)). This behaviour is predictable since B marks the end of the contact between
the bodies, leaving them to oscillate according to the propagation of elastic waves inside
the bodies themselves. This separation and the consequent wave propagation are the cause
of the difficult convergence that can be found for all methods for steps B and C.

In Figure 5.12, the ALM and PM are the approaches with smoother convergence. The only
time steps that allow these techniques to be distinguished are B and C. In these steps, the
ALM converges, albeit with a gentler slope in B, and requires 5 iterations in C compared
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Figure 5.13: Time plot of the energies during the simulation (top row) and deflection shapes repres-
enting the strain and kinetic energies for time-steps A, B, and C. Plots are obtained using the ALM.

to the 3 iterations required in the rest of the simulation. On the other hand the LMM
cannot converge in B, where the simulation ends due to an ill-conditioned Jacobian. These
results are in agreement with the theory (see, e.g., Chen et al. [18]), which, as mentioned
in Section 5.4.2, requires a strictly convex functional for the LM. When this is not the case,
convergence is expected to be more difficult or even not achievable. It is also known that the
ALM does not require the functional to be convex, and this allows for greater robustness in
convergence. Both linear and non-linear PMs struggle converging at step A, using 8 and 6
iterations, respectively. Going forward, the non-linear PM presents some sharp behaviours
from approximatively 1.3 s to time-step C. This response is illustrative of the additional
non-linearity introduced by the method, which does not provide the hoped-for results in
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terms of convergence∗. In contrast, linear PM struggles only at time-steps B and C.

5.5.1.3 Cylinder rolling on an inclined surface

g
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hy
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r

Figure 5.14: Illustration of the cylinder rolling over an inclined surface problem.

Example scope The scope of the example illustrated in Figure 5.14 consists in testing the
displacements resulting from the node-to-node ALM with the analytical solution (obtained
in the case of rigid bodies). Two scenarios are considered in the simulations since different
behaviours are expected when varying the ratio between the tangent to the inclined plane,
tan (ϑ), and the frictional coefficient, µ. These are expressed by the following equations
(see, for instance, Bardenhagen et al. [8])

ux (t) =





1
3g t

2 sin (ϑ) if tan (ϑ)
µ

≤ 3 (rolling without slipping);
1
2g t

2 (sin (ϑ) − µ cos (ϑ)) otherwise (rolling and slipping).
(5.128)

Setup This example considers an elastic cylinder rolling by gravity on an inclined elastic
surface, which is simulated by the application of an inclined gravity to a level surface, as
illustrated in Figure 5.14. The cylinder is free to move, and its initial velocity and displace-
ment values are null. The surface has rollers on its left and right edges, while it is fixed on
the bottom. The first group of simulations present a value of µ = 0.4, while in the second
the value is changed to µ = 0.2. Hence, given an inclination of the surface of π/4, it is
expected that the cylinder will roll without slip in the first group of simulations, while it
will roll and slip at the same time in the second ones, according to the analytical solution
for the rigid bodies The other parameters of the simulations are outlined in Table 5.2 and
the features are:

• standard MPM is considered;
∗From these analyses, it appears that the non-linear PM does not give the results for which it was conceived,

especially a smoother NR convergence. Possibly, this is due to the introduction of a further non-linearity in the
system of equations, which, instead of smoothening the algorithm, introduces an additional degree of complication.
Besides, this method was intended as a simplification of the work of Zavarise et al. [36], who proposed a much
more sophisticated algorithm.
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Table 5.2: Summary of the parameters considered in the analysis of the elastic cylinder, (•)(c), rolling
over an elastic inclined surface, (•)(s).

Parameter Settings

Material Parameters
and Gravity

Ē(c), Ē(s) 107 Pa
ν(c), ν(s) 0.3

ρ
(c)
0 , ρ

(s)
0 103, 104 kg/m3

g† 0.141 m/s2

Geometry and Timings

Lx × Ly 10 m ×0.2 m
r 2 m
ϑ π

4

T 2.5 s
Analyses Parameters mmp 2

† The gravity effects have been applied only on the
cylinder.

Table 5.3: Relative errors of the centre of cylinder displacements with respect to the analytical solution
given by Eq. (5.128) for different mesh resolutions.

Case time [s] 40 × 40 50 × 50 60 × 60 70 × 70 80 × 80

Rolling without
slipping

1.25 ≈ 45.03% ≈ 33.33% ≈ 22.66% ≈ 38.92% ≈ 31.95%

2.5 ≈ 49.84% ≈ 38.39% ≈ 26.32% ≈ 43.35% ≈ 36.14%

Rolling &
slipping

1.25 ≈ 26.38% ≈ 28.55% ≈ 26.96% ≈ 36.47% ≈ 28.13%

2.5 ≈ 30.99% ≈ 32.67% ≈ 33.70% ≈ 37.92% ≈ 26.89%

• the time-step length is five time more the approximated CFL condition, and an elastic
constitutive model is considered (for details of both, see Section 3.6.3.1 or Pretti et
al. [37]);

• the Ghost stabilisation method is employed, with γK = 0 and γM = ρ
(c)
0 · 10−6 (see

Eqs. (3.152) and (3.153)); and

• ALM is used with the penalty parameters being r = 5 (Ē(c) + Ē(s)).

While elastic parameters were selected to approximate a rigid body without incurring tech-
nical difficulties, penalty parameters are (as in the previous example) approximatively based
on the elastic moduli values.

As the mesh dependency of this implementation has been highlighted in the literature by
several authors (see Bardenhagen et al. [8] and Chandra et al. [28]), five different meshes
have been considered. Moreover, it must be emphasised that the analytical solution is given
for undeformable bodies, while some compliance has been considered for the two bodies
here. Hence, some (minor) deviation from the analytical solution must be expected.
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Figure 5.15: Comparisons of the nodal representation results between different contact conditions for
different mesh resolutions. Analytical solution is given by Eq. (5.128).

Results discussion Time trends of the centre of cylinder displacements are reported in
Figure 5.15 for both rolling without slipping and rolling with slipping (see Figures 5.15(a)
and 5.15(b), respectively). Moreover, to quantify the difference between the numerical res-
ults and the analytical solution, relative errors for all of the meshes computed at half way
through the simulations (1.25 s) and at the end (2.5 s) are given in Table 5.3. Figure 5.15
shows that widespread results are obtained for the case of rolling without slipping (Fig-
ure 5.15(a)). In this case, particularly unexpected is the worsening of the relative errors
with finer meshes for the former case, as happens in the case of the 70 × 70 and 80 × 80
meshes, with relative errors (for 2.5 s) of ≈ 43.35% and ≈ 36.14%, respectively. A plausible
explanation can be found when comparing the results of the current work with those from
Chandra et al. [28] for a similar example. To achieve better results for the case of the rolling
without slipping case, these authors considered amesh 6 times finer than the one considered
here. Since the computational effort available to the author of this work is not able to cope
with such accuracy, a different approach has been used to investigate the spread of results
for the rolling without slipping case. In particular, the goal of this further investigation is
to understand if the initial set-up of the MPs with respect to the grid position plays a role.
This would indeed explain why coarser meshes can sometimes produce results closer to
the analytical solution. The results of this investigation are reported in Figure 5.16, where
different initial positioning (quantified by the shift with respect to the mesh size) has been
tried for the 40 × 40 grid with shorter simulations (T = 0.5 s). In particular, Figure 5.16(a)
reports the displacement of the centre of the cylinder for the 10 case studies of shift at time
T = 0.5 s. Figure 5.16(a) shows that no symmetry with respect to the normalised shift
0.5 is observed, as the highest and lowest values of displacements are given by 0.5 and 0.7
normalised shifts, respectively. Nonetheless, it should be considered that the relative error
difference in displacements between these simulations is not particularly considerable, i.e.,
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Figure 5.16: Graphs refer to the roll without slip case for a mesh with 40 × 40 elements.

slightly more than ≈ 3%. These two simulations (being the maximum and minimum values
of displacements at t = 0.5 s) are then allowed to run for the whole analysis time (2.5 s),
thus checking if these differences increase over time. As reported in Figure 5.16(b), dis-
placements at the end of the simulation are inverted compared to 0.5 s, with the 0.7 shift
displacement being larger than the 0.5. The relative errors of these two simulations com-
pared to the analytical solution are ≈ 50.68% for the 0.5 shift and ≈ 48.12% for the 0.7
one. It is noteworthy how these errors are considerable, even though they are close to each
other. Due to these results, the dependency of the initial set-up of MPs with respect to the
mesh position can be considered as a secondary effect, even though not entirely negligible
in explaining the results of Figure 5.15(a) and Table 5.3. Hence, in the absence of further
explanations (also lacking in Chawla et al. [28]), it is concluded that the mesh lengths of
the considered simulations need to be finer to capture analytical behaviour in the case of
the rolling without slipping.

In the case of rolling and slipping, results are more clustered together, and closer to the
analytical solution, with the best- and worst-case scenario represented by 80×80 and 70×70
grid, with relative errors of ≈ 26.89% and ≈ 37.92%, respectively. The fact that these results
are close to the analytical solution (compared to the rolling without slipping case) for coarser
meshes is also reported in Chandra et al. [28]. Nonetheless, it is noteworthy that the mesh
lengths are not a proxy for closeness to the analytical solution, as the errors are not sorted
according to the mesh scale. Again, a plausible explanation of this phenomenon could be
found in the set-ups of the different simulations, as proved for the rolling without slipping
case.
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Figure 5.17: Main equations and relative use in the structure detailing the MPM algorithmic substeps.
The considered equations are employed to design the point-to-surface formulation using the ALM to
compute contact forces.

5.5.2 Point-to-surface implementation

5.5.2.1 Implementation details

Similarly to Section 5.5.1.1 for the node-to-node method, the point-to-surface formulation
combined with the ALM to compute the contact forces is detailed below. The reason for
selecting only the ALM lies in the demonstrated robustness in Example 5.5.1.2 over the other
methods. Figure 5.17 focuses on substeps (C) and (D) for the same reasons of generality
explained in Section 5.5.1.1.

The selection of the contact faces (and relative nodes) is employed in substep (C) to avoid
tracking the boundaries∗. The faces on the secondary surface are then seeded by Gauss
Points (as explained in Section 5.3.1.2 and illustrated in Figure 5.5) for integration pur-
poses. Other actions between in and out of the NR loop from substep (C) in Figures 3.6 or 4.9

∗If a technique to reconstruct the boundaries were to be operated (see, for instance, Bing et al. [26]), proximity
detection between bodies should be performed at this stage.
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5.5.2.2. Collision of elastic rectangular prisms

follow. The biased normal vector is computed inside the NR cycle. The first computation
of this quantity at every Gauss Point is performed using the face direction, while its update
follows the normalised Nanson’s formula (5.4). Ray-tracing projection (5.83) is performed
for every Gauss Point, which allows the computation of the gap function (5.6), the current
position of the projection on the main surface (5.9), and the contact velocity (5.25). Based
(also) on these quantities, contact forces are assembled according to the ALM described by
Eq. (5.93).
The solution to Eq. (5.94) is given by the inversion of the Jacobian matrix (linearisation
of the ALM method for the point-to-surface formulation is given in Appendix B.3) and it
provides updated incremental values at the grid nodes in substep (D). The considered
time-discretisation (Eqs. (5.85)-(5.87), if the mid-point rule is considered) informs the cal-
culation of the vector and matrices appearing in the primary grid equations. The residual
and the incremental solution are then tested against criterion (5.127). Failing this condition
implies the assembly of a new Jacobian, looping again between substeps (C) and (D).
On the other hand, the satisfaction of criterion (5.127) defines the grid converged values,
and substep (E) follows to map these solutions to the MPs.

5.5.2.2 Collision of elastic rectangular prisms

Example scope The same problem considered in Section 5.5.1.2 (and illustrated in Fig-
ure 5.9) is here analysed to assess the point-to-surface method (in lieu of the node-to-node
technique) with the ALM. The selection of the ALM is justified by the results given in Sec-
tion 5.5.1.2, where it seems that this technique provided the most robust results.

Setup To compare the results obtained for the node-to-node implementation, this simula-
tion is run with the same parameters given in Section 5.5.1.2 for the ALM and in Table 5.1,
with the additional use of 4 Gauss points per element face to integrate the contact surface.
Despite 4 Gauss points per element face can be seen as a high number of Gauss points to
integrate values described by linear polynomial functions, this number is still considerably
lower than the mmp, i.e., the number of MPs per direction per elements, which is used to
integrate over the mesh volume. Thus, 4 Gauss points per element face can be regarded
as a compromise between these two opposite considerations. Even though it is not partic-
ularly significant for this example, the secondary body is the one on the left-hand side of
Figure 5.9.

Results discussion As already anticipated in 5.2, biased formulations lead to numerical
dissipation, due to the violation of Newton’s 3rd action-reaction principle, both in terms of
linear and angular momentum and, consequently, of energy conservation. This is confirmed
by the current analysis, as it can be observed in Figure 5.18(a), where the total dissipation
at the end of the simulation is ≈ 3.93%.
However, as it can be appreciated from Figure 5.18(b), convergence of the NR algorithm is
particularly smooth. No issues are encountered even at difficult time-steps, which makes the
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Figure 5.18: Graphs refer to the point-to-surface ALM.

current method stabler than the node-to-node technique (see Figure 5.12 for comparison).
In particular, the current method works better in proximity of the release case, where the
discontinuity in contact does not affect the algorithmic convergence. In the author’s opinion,
this smoother convergence is mostly due to the point-to-surface formulation more than the
slight dissipation of energy occurring for biased formulations. Indeed, the dissipation is
not too different (≈ 96.07% of the total energy is retained) from the value reported in
Example 5.5.1.2 for the PM (≈ 97, 88%), whose convergence is nonetheless more difficult
(see Figure 5.12, particularly time-steps B and C).

5.5.2.3 Frictionless sliding prism over inclined surface

g
ϑ

hx

hy

ly

ly
Ly

Lx

lx

Figure 5.19: Illustration of the frictionless prism sliding over an inclined surface problem.

Example scope Despite retaining all of the complexities necessary to describe a large
deformation contact formulation, the considered point-to-surface method still relies on the
(Cartesian) mesh, as assumed for this methodology in Section 5.5.2. This is the reason
why the example presented here, represented in Figure 5.19, takes a prism (in lieu of a
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5.5.2.3. Frictionless sliding prism over inclined surface

Table 5.4: Summary of the parameters considered in the analysis of the elastic prism, (•)(p), sliding
over an elastic inclined surface, (•)(s).

Parameter Settings

Material Parameters Ē(p), Ē(s) 5 · 105 Pa, 105 Pa
ν(p), ν(s) 0.35

& Gravity ρ
(p)
0 , ρ

(s)
0 2000 kg/m3

g† 10 m/s2

Geometry and Timings

Lx × Ly 6 × 6 m
lx, ly 3 m, 1.5 m

ϑ 15
180 π

T 1 s

Analysis Parameters

mmp 3
fGp‡ 3
hx, hy 0.5 m

c 100/h
(

E(p) + E(s)
)

† The gravity effects have been applied only on the sliding
prism.
‡ In this case, fGp are the number of Gauss points per
face per dimension.

cylinder, as in Section 5.5.1.3) sliding over an inclined surface into account. In this fashion,
the representation of the contact surfaces via the meshes should provide enough accuracy
(even in the presence of coarse meshes) to describe the real surface of the bodies coming
into contact. The results of the analysis can be then compared with the analytical solution
for the rigid body cases, this being (see, for instance, Jiang and Yang [38])

ux = 1
2 (g sinϑ) .

Setup For this analysis, the inclined surface is fixed on the bottom (dimensions Lx × ly).
The dimensions of the prism rolling over this surface are lx × ly. These and other arbitrarily
selected parameters are listed in Table 5.4. Other features necessary to reproduce these
data are:

• standard MPM is considered;

• the time-step length is five time more the approximated CFL condition, and elastic
constitutive model is considered (for details of both, see Section 3.6.3.1 or Pretti et
al. [37]); and

• the Ghost stabilisation method is employed, with γK = 0 and γM = ρ
(p)
0 · 10−6 (see

Eqs. (3.152) and (3.153)); and

• ALM is used with the penalty parameters being r = 5 (Ē(p) + Ē(s)).
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Figure 5.20: Centre of the prism displacement over time compared to the analytical solution.

Results discussion Figure 5.20 shows that the current algorithm can reproduce the ana-
lytical solution with good accuracy. The relative error of the horizontal displacement com-
puted at the end of the simulation (t = 1 s) is ≈ 2.53%. The underestimation of the dis-
placement field for the numerical example could be due to the loss of the energy for biased
formulations, as reported for the Example 5.5.2.2. On the other hand, the smoothness of
the NR convergence, could possibly be improved with a more continuous representation of
the contact surfaces. While slipping, new contact mesh faces (and their Gauss points) are
activated. In this progressive movement, the analysis may undergo several scenarios, the
extremes of which are represented in Figures 5.21(a) and 5.21(b). While the case in Fig-
ure 5.21(a) is not problematic, as the mesh fits the actual body boundaries, this is not true
for case in Figure 5.21(b). This situation introduces strong discontinuities in the analysis
(contact nodes are either on/off, regardless of how MPs partially fill the element associated
with them), leading to a stagnation in the correspondence of the newly activated nodes. The
contact constraint equations at these nodes cannot be satisfied with the necessary precision,
due to a discrepancy between the physical progressive phenomenon and the discontinuous
representation relying only on the mesh. Nonetheless, it is observed that the convergence
of the NR for the equilibrium equations is achieved with no issues even for these nodes. As
predictable, the above-described mismatch would be even more substantial for a simulation
such as that in Section 5.5.1.3, where the difference between the meshes and the real body
surfaces is more emphasised.

5.6 Observations

Some remarks and conclusions can be drawn from the examples given in Section 5.5 and
the discussion carried on throughout this chapter.

The introduction of a unique novel framework for dealing with different ways of enforcing
contact conditions (node-to-node and point-to surfaces) and computing contact forces (via
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(a) Real body boundaries (dashdotted) fitting the
grid mesh. In this case, the NR algorithm converges
without stagnating.

(b) Real body boundaries (dashdotted) not fitting the
grid mesh. In this case, the NR algorithm stagnates at
the mesh nodes that least fit the real body boundaries
(i.e., the node to the far right in the figure).

Figure 5.21: While sliding over the inclined surface, the top prism can experience both scenarios
represented in the above figures. In the case of Figure (b), one can appreciate how the contact nodes
are activated even when the elements associated with them are partially filled with MPs.

ALM, LMM, linear and non-linear PM and CVMs) has allowed a straightforward comparison
among these options. Exploring the theoretical setting in a unified manner (and how these
techniques are located within it) has also facilitated an understanding of the sources for
numerical dissipation.

It was shown how the CVM and the PM (and each of their variations) violate the KKT con-
ditions. In particular, it was found that, under the same conditions, the CVM clearly viol-
ates these contact conditions by the degree of artificial energy dissipation, while dissipation
caused by the PM is much more superficial. Hence, without any particular treatment of this
issue (as suggested in González-Acosta et al. [23]), the CVM is not feasible for the time-step
lengths used in implicit discretisations. On the other hand, the compliance of the LMM and
ALM with the KKT conditions comes with further additional costs, i.e., the additive equa-
tions necessary to compute the tractions on the contact surfaces. A way to avoid these two
problems (i.e., KKT conditions and additional computational costs) could be using Nitsche’s
method (see, for instance, Mlika et al. [32]), whose implementation, nonetheless, is not
trivial, especially in a dynamic energy-consistent formulation.

As proved by Example 5.5.1.2, the robustness of these algorithms can be problematic even
for very simple benchmarks. The assessment of the CVM from this perspective was neg-
lected because of its extremely damped results. However, it was noticed how the linear
PM converged in the whole analysis, even though it displayed some non-smooth behaviour
at difficult time-steps. The non-linear PM performed in a poorer manner compared to its
linear counterpart, so it can be concluded that the results for the non-linear PM cannot be
regarded as particularly promising. While the LMM failed at the contact-release step, the
ALM did not, proving that the augmentation plays a primary role in the strength of the
algorithm.

From a comparison of Section 5.5.1 with Section 5.5.2, several differences can be high-
lighted between the node-to-node and the point-to-surface implementations. While the
kinematics of the former technique is easier to understand and implement, the latter al-
gorithm, even though still relying on mesh representation in this work, can provide a solid
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basis for contact in the context of large deformations. The reason is that there are no sim-
plifications in the kinematics involved. Hence, the proposed point-to-surface approach can
be regarded as a first step towards a solid representation of the frictional contact conditions
within the MPM. Some techniques for capitalising on this point-to-surface algorithm could
be based on B-splines (as proposed in Bing et al. [26], for instance) to render the boundar-
ies, or on local enrichment of the element (as suggested in Liu and Borja [39] for the case
of eXtended-FEM), or even on local mesh refinement techniques (see, for instance, Mao et
al. [40]). Another issue which should be explored is why the point-to-surface algorithm
performs well in the frictionless case (as in Example 5.5.2.3), while it becomes unstable
when friction is considered. As a matter of fact, all the proofs of stability for the ALM (see
El-Abbasi and Bathe [41] from a numerical perspective and Bathe and Brezzi [42] from an
analytical one) consider only contact, without taking friction into account. Even though
this difference could seem negligible in terms of stability, it should be considered that the
Jacobian matrix changes between frictionless and frictional cases, especially for the sticking
case (see Appendix B.3). Under this condition, the derivative of the constraint with respect
to the LM is zero, making the Jacobian matrix similar to a saddle-point problem, which has
the potential to cause numerical instability. In this regard, an adaptation of the Polynomial
Pressure Projection (PPP) from Liu and Borja [43] to the frictional case was tried. However,
this attempt was not successful in improving the convergence of the NR. Ghost stabilisation
approaches (suggested in Burman and Hansbo [44] for constant interpolant function rep-
resenting the space of the LM and adapted from Sticko et al. [45] for higher order spaces)
cannot work in a biased formulation, as they need to stabilise the tractions (i.e., the LM)
computed on two different bodies. Another option could be represented by the stabilised
LM described by Heintz and Hansbo [46] and adapted to large deformation mechanics by
Navarro-Jiménez et al. [31]. Here the LM space is stabilised by the addition of a Nitsche-like
traction term. However, this approach was not considered. As previoulsy mentioned, the
linearisation of a Nitsche’s term is not straightforward (as it can be seen in Mlika et al. [32])
and its adaptation to the used energy conserving algorithm requires more investigation.
Non-monolithic solvers for mixed problems, such as the Uzawa algorithm (see, for instance,
Arrow et al. [47] or Bertsekas [48]) or the stabilised fixed-point iteration presented in Tur
et al. [49], were not considered in this work as they are not second-order accurate with
regard to convergence of the iterative method.

It is worth mentioning that there are other promising approaches in the computer graphics
community, including that proposed by Hu et al. [50]. This approach is innovative, not in
terms of how contact forces are calculated (it is indeed a PM), but because it does not require
a boundary representation. Coupling a rigid body with a deformable one, this method
does not require the surface of the deformable body to be represented, thus relying on the
rigid body to represent the contact surface. It thus differs not only from the approaches
considered in this work, which must be based on the mesh (nodes or faces), but also from
the ones where parametrisation of the surfaces is involved (such as Liu and Sun [27]).
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Chapter summary

This chapter has shown the continuum principles necessary to describe frictional contact in the
context of finite strain mechanics. The kinematics, the statics, and the power dissipated by two
surfaces coming into contact have been detailed. Tribological laws for non-adhesive frictional
contact have been detailed. Different functionals capable of including this interaction between
two surfaces and two kinds of plausible discretisations were defined in a unique framework to
favour a comparison among the different methods. Several numerical examples have supported
a thorough discussion on the sources of numerical dissipation and the capability of the different
discretisations to reproduce analytical results.
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Chapter 6

Conclusions

The scope of this Chapter is to summarise the main findings (underlined in the text) of this
work and discuss the open issues encountered throughout this thesis. To begin with, com-
ments and outcomes of a more specific nature are developed first in the relevant paragraphs,
while some general conclusions are given in the last section.

Dynamics of solid materials

Sections 3.1-3.5 of Chapter 3 has reviewed the continuum formulation (kinematics, mass
conservation, conservation of rate of linear and angular momentum, first and second prin-
ciples of thermodynamics and constitutive elasto-plastic relationships) necessary to describe
a solid body in dynamic conditions in the finite strain regime. Section 3.6 has presented
a discrete Material Point Method (MPM) algorithm inheriting the conservation properties
of its continuum counterpart. Table 6.1 summarises and compares which properties the
discrete formulations satisfy, restricting to the grid-based parts (i.e., mappings are not con-
sidered in this table).

Novelties have been established in Sections 3.6.2 and 3.6.3, where an Updated Lagrangian
(UL) Conservation Law Consistent (CLC) formulation is presented. Section 3.6.6 quantifies
and clarifies the dissipation sources for the Particle In Cell (PIC) or FLuid Implicit Particle
(FLIP)mappings are quantified and clarified. However, in regard to Sections 3.6.2 and 3.6.3,
the CLC formulation came with the cost of modifying the considered stress-strain relation-
ships. As can be noticed from Appendix B.1, the linearisation process is particularly in-
tricate, making its implementation more error-prone. The numerical simulations presented
in Section 3.7 serve a three-fold purpose: the implementation of the algorithm is verified,
a comparison of the CLC method with other techniques is performed, and the capabilities
of the same formulation are demonstrated. Section 3.8 has provided an overview of the
chapter and indicated possible investigation directions for future work.

226



6. Conclusions

Table 6.1: Summary of the compliance of the MPM discrete grid-based equations with underlying
continuum basic principles. Mapping processes are not considered in this table.

Dynamics of Dynamics of
Principle solid materials porous materials

solid phase fluid phase

Mass
conservation

✓
/✗ ✓ ✓ ✓

Ho
w MPs store constant

mass, Eq. (3.118).
Via improved Hencky
mat., Eq. (4.101).

Via primary
grid-based Eq. (4.155).

Balance of rate of
linear momentum

✓
/✗ ✓ ✓

Ho
w Via primary

grid-based Eq. (3.114).
Via primary

grid-based Eq. (4.154).

Balance of rate of
angular momentum

✓
/✗ ✓ ✗

Ho
w Via the mid-point rule,

Eqs. (3.121)-(3.123).
Not assessed.

First principle of
thermodynamics

✓
/✗ ✓ ✗

Ho
w Via CLC stress-strain

rel., Eq. (3.142).
Not assessed.

Second principle of
thermodynamics

✓
/✗ ✓ ✗

Ho
w Via CLC stress-strain

rel, Eq. (3.142).
Not assessed.

Dynamics of porous materials

Aswith the previous chapter, Sections 4.1-4.5 have been dedicated to the bases of poromech-
anics, revisiting kinematics, mass conservation, balance of rate of momenta, laws of thermo-
dynamics and constitutive equations. A significant novelty is explained in Section 4.5.1.1,
where the introduction of the improved Hencky material permits the conservation of the
solid mass constituent (see Table 6.1) in the case of Terzaghi effective stress decomposition.
The improved Henckymaterial can equally be extended to the Finite ElementMethod (FEM)
simulations. However, its use as a standard method is more urgent for MPM analyses where
larger deformations are expected (see examples in Sections 4.7.3 and 4.7.4).

Among the possible formulations and discretisation available in the literature, Section 4.6
considers the u − p(f) formulation with one set of Material Points (MPs). For this method,
the situation is more ambiguous with respect to the conservation properties which the al-
gorithm should inherit from its continuum formulation, especially in the dynamic case.
Further studies are required to check the balance of rate of angular momentum for the grid-
based primary discretised equations (as in the procedure explained by Simo and Tarnow [1]
for solid materials). As for the compliance with the laws of thermodynamics, the modific-
ation of the stress-strain relationship outlined in Section 3.6.3.1 for solid materials could
be extended to the effective stress-strain relationship for porous materials. Even so, this is
insufficient to guarantee that grid-based equations comply with Clausius-Duhem inequality,
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as the constitutive law of the fluid part (given in Section 4.5.1.3) should be tested too. A
similar assessment should be conducted for the mapping processes outlined in Section 4.6.5
relative to a u − p(f) formulation. When the pressure field is mapped from the MPs to the
grid and back (as in the case of a barotropic fluid), these processes should be performed with
the lowest possible loss of energy (possibly zero) relative to the fluid part. Another novelty
of this chapter is also the recognition of the detrimental role played by the wrong application
of non-conforming pressure Boundary Conditions (BCs). This is particularly emphasised by
the example in Section 4.7.2. Chapter 4 devotes attention to other aspects not notably re-
cognised (to the best of the author’s knowledge) in the MPM community. Among these, it
is worth mentioning the need for boundary stabilisations to run analyses (regardless of the
small-cut issue) and the limits of the Polynomial Pressure Projection (PPP) stabilisation for
the considered equations. Section 4.8 terminates this chapter providing an overview of the
explored techniques and indicating plausible directions of future work.

Frictional contact

Chapter 5 has presented the necessary development of kinematics and statics for frictional
contact, considering Coulomb’s friction law as a tribological constitutive relationship (Sec-
tion 5.1). Section 5.2 has documented how the considered frictional contact can be in-
cluded in a variational statement via different potential functionals. In Section 5.3, some
contact algorithms available in the FEM and MPM literature are framed in a new single
methodological format.

This framework has permitted a systematic comparison among different ways of computing
contact forces (Section 5.4) and presents two methods to implement contact conditions
(Section 5.3.1). Some conclusions can be drawn about the diverse fashions of calculating
contact forces, informed by the examples provided in Section 5.5. While the Augmented
Lagrangian method (ALM) represents a robust and precise technique (Karush-Kuhn-Tucker
(KKT) conditions are strictly satisfied), it comes with additional equations and relative com-
putational costs. In addition to suffering from the same problem, the Lagrange Multiplier
Method (LMM) proved to be less robust, especially when the bodies separate (see the results
in Section 5.5.1.2). The Penalty Method (PM) appears to be a good compromise between
satisfaction of the KKT conditions (which are partially violated, though) and computational
costs. However, tailoring the penalty parameters for non-linear problems is highly chal-
lenging. As appealing as the Contact Velocity-based Method (CVM) methods can appear
(mainly due to their simplicity), it must be said that they cannot be regarded as represent-
ative of the physical phenomena they should represent.

As for where contact conditions are applied, the node-to-node formulation and the point-
to-surface formulation have been considered. While the former method emerges as more
accessible in terms of theory and implementation (no projection occurs), its mesh depend-
ency cannot be ruled out. On the other hand, point-to-surface formulation seems to possess
all the properties to removemesh dependency, if boundaries should be reconstructed (which
was beyond the scope of this work). In terms of underlying physics and implementation,
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the point-to-surface method exhibits all the intricacies of the case (see, in particular, the lin-
earisation in Appendix B.3), yet maintains a substantial theoretical background to deliver
physically meaningful results.

Section 4.8 finally develops a discussion on all of these considered methodologies while
providing insights into the ambiguities which require additional work.

General conclusions

From a broad perspective, the primary goal of this work has consisted of designing MPM al-
gorithms inheriting the conservation properties of their underlying continuum formulation.
The associated numerical modelling aims to represent physical phenomena involved in the
embedment process of drag anchors, with the hope of paving the way to future parametric
studies in this area. However, the application of these algorithms could be extended to more
general geotechnical problems dealing with fully saturated soils undergoing considerable
deformations. As highlighted in Chapter 5, the designed algorithms, if equipped with a
proper boundary representation, could also be used for soil-structure interaction problems
with the inclusion of frictional contact between surfaces. It is in this aspect in particular
(i.e., the absence of boundary representation) that the illustrated MPM formulations have
presented some limitations. This is particularly true for those boundaries where displace-
ments BCs are not prescribed and their evolution cannot be easily tracked. As highlighted
at different points in this work, the literature presents some techniques (see Bing et al. [2],
Liu and Sun [3], Chandra et al. [4], Yamaguchi et al. [5]) to reconstruct the boundaries.
However, at a deeper level, it should be questioned how a numerical technique based on
a cloud of points could keep track of its boundaries (this issue has already pointed out by
Augarde et al. [6], for instance). This is more easily comprehensible if considering a mater-
ial that is first divided into two distinct halves that are subsequently recomposed (as might
happen before and after the passage of an anchor in a soft non-cohesive soil, for example).
It can be understood how crafting an algorithm that keeps track of the creation of a new
surface from scratch and its subsequent closure from a cloud of MPs is not a trivial task. At
the same time, relying on the mesh for this purpose introduces a strong mesh dependency
and other issues as the ones described in Section 5.6.

This work cannot be regarded even remotely as a culmination for the MPM. In all fairness,
such a scope is beyond any manuscript. Yet, these problems, once solved, might constitute
future developments allowing the MPM to become a cornerstone technique in the Olympus
of numerical methods. Among these unsolved issues (see, in this regards, Chapter 2), it is
worth mentioning the integration error (see, for instance, Steffen et al. [7]), and the lack
of an error estimate (see, e.g., Sołowski et al. [8]).
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Appendix A

A few hints on tensor algebra

For the sake of completeness, a few equations necessary to manipulate tensors and their
algebra are briefly discussed below. For this purpose, let us consider a symmetric second-
order (real-valued) tensor, i.e., A = AT . Let us also consider for the current section ndim =
3.

If the eigenvalues λi and eigenvectors v of A are of interest, they satisfy the equation




A v = λv;
√

v · v = 1,
(A.1)

where the second equation is added to ensure that the eigenvectors have unit magnitude
and to avoid trivial solutions (i.e., v ̸= 0). Solutions to the above problem are given by the
roots of the characteristic equation, which is defined by the following polynomial function

det
(

A − λ I(2)
)

= 0 = −λ3 + I1 (A)λ2 − I2 (A)λ+ I3 (A) , (A.2)

where I(2) is the second-order identity tensor and I1, I2 and I3 are the principal invariants
of A, given by





I1 (A) = Aii = trA;

I2 (A) = 1
2
(
A2

ii −Aij Aij

)
= 1

2

(
(trA)2 − tr (A2)) ;

I3 (A) = 1
6ϵijk ϵpqr Aip Ajq Akr = det A.

(A.3)

Alternatively, if (λ1, λ2, λ3) are the roots of the characteristic functions, the above invariants
can be written as 




I1 (A) = λ1 + λ2 + λ3;

I2 (A) = λ1λ2 + λ1λ3 + λ2λ3;

I3 (A) = λ1λ2λ3.

(A.4)

It can also be shown that to each eigenvalue λi corresponds an eigenvector vi. In particular,
if λ1 ̸= λ2, the above equations gives

A v1 = λ1v1; (A.5)
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A v2 = λ2v2. (A.6)

If Eq. (A.6) is subtracted to Eq. (A.5), it follows that

0 = (λ1 − λ2) v1 · v2, (A.7)

i.e., if two eigenvalues are different, their corresponding eigenvectors must be orthogonal.

Eigenvalues and eigenvectors also permit the spectral decomposition of the symmetric tensor
A, this being

A =
ndim∑

i=1
λi vi ⊗ vi. (A.8)
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Appendix B

Linearisations

B.1 Linearisation of the modified internal force vector for solid
dynamics

This section details the linearisation of the Conservation Law Consistent (CLC) Updated
Lagrangian (UL) internal force vector with respect to the current nodal displacements. The
definition of this quantity is here recalled from Eq. (3.133)

(
f̃int
ñ

)
I

=
∫

Ω

∂Nu
Ip

∂xr

(
∆F−1

1−ñ

)
pq
τmp

qr dV. (B.1)

The quantity of interest is the stiffness matrix (see Eq. (3.150)), which can be obtained by
making use of the chain rule as follows

KIJ =
∂
(
f̃int
ñ

)
I

∂ (un+1)J

=
∫

Ω

(
∂ (•)I

∂ (F )mn

∂ (F )mn

∂ (un+1)J

)
dV

=
∫

Ω

(
∂ (•)I

∂ (F )mn

∂

∂ (un+1)J

(
∂xm

∂Xn

)

︸ ︷︷ ︸
=
∂ (X + un+1)m

∂Xn

)
dV =

=
∫

Ω

(
∂ (•)I

∂ (F )mn

∂

∂ (un+1)J

(
δmn +

∂Nu
mH (un+1)H

∂Xn

))
dV

=
∫

Ω

(
∂ (•)I

∂ (F )mn

∂Nu
mJ

∂Xn

)
dV =

=
∫

Ω

(
∂ (•)I

∂ (F )mn

∂Nu
mJ

∂xs
Fsn

)
dV. (B.2)

In this fashion, the linearisation of the quantities appearing in the internal force vector can
be performed with respect to the deformation gradient relative to the current configuration.
Applying this rationale, it follows that

KIJ =
∫

ω

(
1
J

∂

∂Fmn

(
∂Nu

Ip

∂xr

) (
∆F−1

1−ñ

)
pq
τmp

qr

∂Nu
mJ

∂xs
Fsn

+ 1
J

∂Nu
Ip

∂xr

∂
(
∆F−1

1−ñ

)
pq

∂Fmn
τmp

qr

∂Nu
mJ

∂xs
Fsn + 1

J

∂Nu
Ip

∂xr

(
∆F−1

1−ñ

)
pq

∂τmp
qr

∂Fmn

∂Nu
mJ

∂xs

)
dv
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=
∫

ω

(
1
J

∂Nu
Ip

∂Xu

∂
(
F−1)

ur

∂Fmn

(
∆F−1

1−ñ

)
pq
τmp

qr

∂Nu
mJ

∂xs
Fsn

+ 1
J

∂Nu
Ip

∂xr

∂
(
∆F−1

1−ñ

)
pq

∂Fmn
τmp

qr

∂Nu
mJ

∂xs
Fsn + 1

J

∂Nu
Ip

∂xr

(
∆F−1

1−ñ

)
pq

∂τmp
qr

∂Fmn

∂Nu
mJ

∂xs
Fsn

)
dv.

(B.3)
If focusing on the linearisation of ∆F −1

1−ñ, it can be noticed how this quantity can be written
as follows

∆F −1
1−ñ = ∂xñ

∂X

∂X

∂x
= ∂

∂X
(xn + ϑ∆u) ∂X

∂x
= ∂

∂X
((1 − ϑ) xn + ϑx) ∂X

∂x

=
(

(1 − ϑ) F n + ϑF
)

F −1 = (1 − ϑ) ∆F −1 + ϑI(2), (B.4)

where ϑ = 1
2 in the case of the mid-point rule, which is the case of interest (see discussion

in Section 3.6.2.2). Thus, it follows that
∂
(
∆F−1

1−ñ

)
pq

∂Fmn
= 1

2
∂

∂Fmn

(
(Fn)pα

(
F−1)

αq
+ δpq

)
= −1

2 (Fn)pα

(
F−1)

αm

(
F−1)

nq
.

(B.5)
In light of the above derivative, Eq. (B.3) becomes

KIJ =
∫

ω

(
− 1
J

∂Nu
Ip

∂xm

(
∆F−1

1−ñ

)
pq
τmp

qr δrs
∂Nu

mJ

∂xs
− 1

2 J
∂Nu

Ip

∂xr
τmp

qr

(
∆F−1)

pm
δqs

∂Nu
mJ

∂xs

+ 1
J

∂Nu
Ip

∂xr

(
∆F−1

1−ñ

)
pq

∂τmp
qr

∂Fmn

∂Nu
mJ

∂xs
Fsn

)
dv. (B.6)

The non-symmetric stress-tensor appearing in the above equation can be gathered in the
following way (see, in this regard, the discussion in Section 3.6.3.1)

P̌pr :=
(
∆F−1

1−ñ

)
pq
τmp

qr . (B.7)

To collect all of the terms pre- and post-multiplying the derivatives of the shape functions,
the following index saturation and desaturation must be performed

∂Nu
Ip

∂xm
P̌pr δrs

∂Nu
mJ

∂xs
=
∂Nu

Ip

∂xm
P̌ps

∂Nu
mJ

∂xs
=
∂Nu

Ip

∂xr
P̌ps δrm

∂Nu
mJ

∂xs
, (B.8)

which allow to express the stiffness matrix as follows

KIJ =
∫

ω

(
− 1
J

∂Nu
Ip

∂xr
P̌ps δrm

∂Nu
mJ

∂xs
− 1

2 J
∂Nu

Ip

∂xr
τmp

sr

(
∆F−1)

pm

∂Nu
mJ

∂xs

+ 1
J

∂Nu
Ip

∂xr

(
∆F−1

1−ñ

)
pq

∂τmp
qr

∂Fmn

∂Nu
mJ

∂xs
Fsn

)
dv. (B.9)

The above equation can be expressed in a more compact form if the following definition is
introduced

ǎprms := − 1
J
P̌ps δrm

︸ ︷︷ ︸
:=Pprms

− 1
2 J τ

mp
sr

(
∆F−1)

pm︸ ︷︷ ︸
:=Θprms

+ 1
J

(
∆F−1

1−ñ

)
pq

∂τmp
qr

∂Fmn
Fsn, (B.10)

so that the stiffness matrix is simply given by

KIJ =
∫

ω

∂Nu
Ip

∂xr
ǎprms

∂Nu
mJ

∂xs
dv. (B.11)
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B.1.1 Linearisation of the algorithmic Kirchhoff stress

As it can be noticed from Eq. (B.10), the linearisation of the modified stress with respect to
the deformation gradient in also required. Recalling its definition (given by Eq. (3.142)),
this computation can be performed as follows

∂τmp
qr

∂Fmn
= ∂

∂Fmn

(
τ̄qr + ∆P F bqr

(
∆H int

∥∆C∥2

))

= ∂τ̄qr

∂Fmn
+ ∂∆P F bqr

∂Fmn

(
∆H int

∥∆C∥2

)

+ ∆P F bqr

∥∆C∥4

(
∂∆H int

∂Fmn
∥∆C∥2 − ∆H int ∂ ∥∆C∥2

∂Fmn

)
, (B.12)

where the derivative appearing in the above equation are detailed below, these being
∂τ̄qr

∂Fmn
= 1

2
∂

∂Fmn

(
∆Fqα (τn)αβ ∆Frβ + (τn+1)qr

)

= 1
2

(
δqm

(
F−1

n

)
nα

(τn)αβ ∆Frβ + ∆Fqα (τn)αβ δrm

(
F−1

n

)
nβ

+
∂ (τn+1)qr

∂Fmn

)
;

(B.13)

∂∆P F bqr

∂Fmn
= ∂

∂Fmn

(
Fqα Fγα Fγβ Frβ − Fqα (Fn)γα (Fn)γβ Frβ

)

= δqm (∆C)nβ Frβ + Fqα (∆C)αn δrm + Fqn Fmβ Frβ + Fqα Fmα Frn; (B.14)

∂ ∥∆C∥2

∂Fmn
= ∂

∂Fmn

(
(∆C)αβ (∆C)αβ

)
= 2 (Fmβ ∆Cnβ + Fmα ∆Cαn) ; (B.15)

∂∆H int

∂Fmn
= ∂

∂Fmn

(
2 (∆Ψ + ∆D) − 2 τ̄δε d̄δε

)

= 2 ∂∆Ψ
∂Fmn

+ 2 ∂∆D
∂Fmn

− 2
(
∂τ̄δε

∂Fmn
d̄δε + ∂d̄δε

∂Fmn
τ̄δε

)
. (B.16)

As themost general case for this work consisted in anHenckymaterial (described by Eq. (3.87))
with linear hardening (see Example 3.7.6), this free energy function is considered Ψ =
1
2 ϵe De ϵe

︸ ︷︷ ︸
Ψ̂1(ϵe)

+ 1
2H α2

︸ ︷︷ ︸
Ψ̂2(α)

(with H ≥ 0 being the hardening parameter). Hence, it follows that

∂∆Ψ
∂Fmn

=
∂Ψ
(
ϵe

n+1, αn+1
)

∂Fmn

= ∂Ψ̂1 (ϵe
n+1)

∂
(
ϵen+1

)
cd

∂
(
ϵen+1

)
cd

∂ (τn+1)ab

∂ (τn+1)ab

∂Fmn
+ ∂Ψ̂2 (αn+1)

∂αn+1

∂αn+1

∂qn+1

∂qn+1

∂Fmn
=

=
(
ϵen+1

)
ab

∂ (τn+1)ab

∂Fmn
− αn+1

∂qn+1

∂Fmn
. (B.17)

The derivative of the time-difference of dissipation ∆D appearing in Eq. (B.16) can be com-
puted as follows

∂∆D
∂Fmn

= ∂∆D
∂(ϵe,trial

n+1 )hk

∂(ϵe,trial
n+1 )hk

∂Fmn
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= ∂

∂(ϵe,trial
n+1 )hk

(
∆γp (τn+1)αβ

∂Φ
∂ (τn+1)αβ

+ ∆γp qn+1
∂Φ
∂qn+1

)
∂(ϵe,trial

n+1 )hk

∂Fmn

=
∂(ϵe,trial

n+1 )hk

∂Fmn

(
∂∆γp

∂(ϵe,trial
n+1 )hk

(
(τn+1)αβ

∂Φ
∂ (τn+1) αβ

+ qn+1
∂Φ
∂qn+1

)

+ ∆γp I4,sym
αβab

∂ (τn+1)ab

∂(ϵe,trial
n+1 )hk

∂Φ
∂ (τn+1) αβ

+ ∆γp (τn+1)αβ

(
∂

∂(τn+1)ab

(
∂Φ

∂ (τn+1)αβ

)
∂ (τn+1)ab

∂(ϵe,trial
n+1 )hk

+ ∂

∂qn+1

(
∂Φ

∂ (τn+1)αβ

)
∂qn+1

∂(ϵe,trial
n+1 )hk

)

+ ∆γp

(
∂qn+1

∂(ϵe,trial
n+1 )hk

∂Φ
∂qn+1

+ qn+1

(
∂

(τn+1)ab

(
∂Φ
∂qn+1

)
∂ (τn+1)ab

∂(ϵe,trial
n+1 )hk

+

∂2Φ
(∂qn+1)2

∂qn+1

∂(ϵe,trial
n+1 )hk

)))

=
(
(
∂∆D,(1)

)
hk

+
(
∂∆D,(2)

)
ab

∂ (τn+1)ab

∂(ϵe,trial
n+1 )hk

)
∂
(
ϵe,trial

n+1
)

hk

∂Fmn
, (B.18)

where the quantities (∂∆D,(1)
)

hk
and (∂∆D,(2)

)
ab

have been defined as

(
∂∆D,(1)

)
hk

:= ∂∆γp

∂(ϵe,trial
n+1 )hk

(
(τn+1)αβ

∂Φ
∂ (τn+1) αβ

+ qn+1
∂Φ
∂qn+1

)

+ ∆γp ∂qn+1

∂(ϵe,trial
n+1 )hk

(
(τn+1)αβ

∂

∂qn+1

(
∂Φ

∂ (τn+1)αβ

)

+ ∂Φ
∂qn+1

+ qn+1
∂2Φ

(∂qn+1)2

)
;

(
∂∆D,(2)

)
ab

:= ∆γp

(
∂Φ

∂ (τn+1) ab

+ (τn+1)αβ

∂2Φ
∂ (τn+1)ab ∂ (τn+1)αβ

+ qn+1
∂

(τn+1)ab

(
∂Φ
∂qn+1

))
, (B.19)

In the case of von Mises yield function (as it is the case of Examples 3.7.5 and (3.7.6)), it
can be seen that the following simplifications can be done ∂2Φ

(∂qn+1)2 = 0 and ∂
τ n+1

(
∂Φ

∂τ n+1

)
:

τ n+1 = ∂
τ n+1

(
∂Φ

∂qn+1

)
= 0.

The other derivatives in Eq. (B.16) are given by
∂τ̄δε

∂Fmn
d̄δε =1

2

(
δδm

(
F−1

n

)
nα

(τn)αβ ∆Fεβ

+ ∆Fδα (τn)αβ δεm

(
F−1

n

)
nβ

+
∂ (τn+1)δε

∂Fmn

)
d̄δε
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=1
2

((
F−1

n

)
nα

(τn)αβ ∆Fεβ d̄mε

+ ∆Fδα (τn)αβ

(
F−1

n

)
nβ
d̄δm +

∂ (τn+1)δε

∂Fmn
d̄δε

)
; (B.20)

∂d̄δε

∂Fmn
τ̄δε = τ̄δε

∂

∂Fmn

(
1
2
(
δδε − ∆F−1

αδ ∆F−1
αε

))

= 1
2 τ̄δε

((
∆F−1)

αm

(
F−1)

nδ

(
∆F−1)

αε
+
(
∆F−1)

αδ

(
∆F−1)

αm

(
F−1)

nε

)
.

(B.21)

The linearisation of the Kirchhoff stress relative to a Hencky material is usually (see, for
instance, de Souza Neto et al. [1]) performed as

∂ (τn+1)ab

∂Fmn
=

∂ (τn+1)ab

∂(ϵe, trial
n+1 )hk

∂(ϵe,trial
n+1 )hk

∂(be, trial
n+1 )lu

∂(be, trial
n+1 )lu

∂Fmn
. (B.22)

Using Eqs. (B.13)-(B.22), Eq. (B.12) can be expressed as

∂τmp
qr

∂Fmn
= Gqrmn +

(
Fqrab

∂ (τn+1)ab

∂
(
ϵe,trial

n+1
)

hk

+ Hqrhk

)
∂(ϵe,trial

n+1 )hk

∂Fmn
, (B.23)

where the (components of the) fourth-order tensors appearing in the above equation are
defined as

Gqrmn := 1
2

(
δqm

(
F−1

n

)
nα

(τn)αβ ∆Frβ + ∆Fqα (τn)αβ δrm

(
F−1

n

)
nβ

)

+ ∆H int

∥∆C∥2

(
δqm (∆C)nβ Frβ + Fqα (∆C)αn δrm + Fqn Fmβ Frβ + Fqα Fmα Frn

)

− 1
∥∆C∥2 ∆P F bqr

((
F−1

n

)
nα

(τn)αβ ∆Fεβ d̄mε + ∆Fδα (τn)αβ

(
F−1

n

)
nβ
d̄δm

+ τ̄δε

(
∆F−1)

αm

(
F−1)

nδ

(
∆F−1)

αε
+ τ̄δε

(
∆F−1)

αδ

(
∆F−1)

αm

(
F−1)

nε

+ 2 ∆H int

∥∆C∥2 (Fmβ ∆Cnβ + Fmα ∆Cαn)
)

; (B.24)

Fqrab := 1
2 I

4,sym
qrab + 1

∥∆C∥2 ∆P F bqr

(
2
(
ϵen+1

)
ab

+ 2
(
∂∆D,(2)

)
ab

− d̄ab

)
; (B.25)

Hqrhk := 2
∥∆C∥2 ∆P F bqr

(
(
∂∆D,(1)

)
hk

− αn+1
∂qn+1

∂(ϵe,trial
n+1 )hk

;
)
. (B.26)

As it can be seen from Eq. (B.10), the derivative Eq. (B.23) is post-multiplied by F , which
gives

∂τmp
qr

∂Fmn
Fsn = Gqrmn Fsn +

(
Fqrab

∂ (τn+1)ab

∂(ϵe,trial
n+1 )hk

+ Hqrhk

)
∂(ϵe,trial

n+1 )hk

∂Fmn
Fsn, (B.27)

where, in particular,
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Gqrmn Fsn = δqm

(
1
2
(
τP F

n

)
rs

+ ∆H int

∥∆C∥2 ∆P F brs

)
+δrm

(
1
2
(
τP F

n

)
qs

+ ∆H int

∥∆C∥2 ∆P F bqs

)

+∆H int

∥∆C∥2 (bmp bqs + bqm brs)− 2
∥∆C∥2 ∆P F bqr

(
τ̄sm − (τn+1)sε d̄mϵ + 2 ∆H int

∥∆C∥2 ∆P F bsm

)
;

(B.28)

Fqrab

(
∂ (τn+1)ab

∂Fmn

)
Fsn = 1

2 Fqrab Dalg
abhk Lhklu Blums; (B.29)

Hqrhk

∂(ϵe,trial
n+1 )hk

∂Fmn
Fsn = 1

2 Hqrhk Lhklu Blums, (B.30)

having defined

Dalg
abhk := ∂(τn+1)ab

∂(ϵe, trial
n+1 )hk

; (B.31)

Lhklu := 2
∂(ϵe,trial

n+1 )hk

∂(be, trial
n+1 )lu

=
∂ ln(be, trial

n+1 )hk

∂(be, trial
n+1 )lu

; (B.32)

Blums :=
∂(be, trial

n+1 )lu

∂Fmn
Fsn = (be, trial

n+1 )us δlm + (be, trial
n+1 )ls δum. (B.33)

All of the above formulae allow the following expression for Eq. (B.10)

ǎprms = Pprms+Θprms+ 1
J

(
∆F−1

1−ñ

)
pq

(
Gqrmn Fsn + 1

2

(
Fqrab Dalg

abhk + Hqrhk

)
Lhklu Blums

)
.

(B.34)
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B.2 Linearisation of the u − p(f) formulation

This section provides the details of the entries appearing in the linearised Eq. (4.170), which
we recall below 


∂e
∂u

∣∣(k−1) ∂e
∂p

∣∣(k−1)

∂d
∂u

∣∣(k−1) ∂d
∂p

∣∣(k−1)


 :=




A(1)
IJ B(1)

IB

B(2)
AJ A(2)

AB


 . (B.35)

To facilitate consultation, addends of the the sub-matrices in the above Jacobian matrix are
given in Sections B.2.1-B.2.4.

Hence, before detailing each component of these sub-matrices, some intermediate steps are
introduced, so that the final derivatives can appear as clear as possible. For this purpose,
similarly to what done in 3.6.4 for Eq. (B.2), the chain rule is applied to the derivative of a
generic term with respect to the nodal displacements

∂ (•)
∂uJ

= ∂ (•)
∂Fmn

∂Fmn

∂uJ

= ∂ (•)
∂Fmn

∂

∂uJ

(
∂

∂Xn
(Xm + Nu

mK uK)
)

= ∂ (•)
∂Fmn

∂

∂uJ

(
δnm + ∂Nu

mK

∂Xn
uK

)

= ∂ (•)
∂Fmn

∂Nu
mJ

∂Xn
= ∂ (•)
∂Fmn

∂Nu
mJ

∂xα
Fαn. (B.36)

Owing to the above chain of formulae, the linearisation can be performed with respect to
the deformation gradient F . This is the case, for instance, of the derivative of the Jacobian
J = det F , which gives

∂ (J)
∂Fmn

= J F−1
nm. (B.37)

The current gradient of the shape function recurs multiple times in the linearisation process.
This is given by

∂

∂Fmn

(
∂Nu

Ip

∂xq

)
= ∂

∂Fmn

(
∂

∂Xs

(
Nu

Ip

(
F−1)

sq

))

=
∂Nu

Ip

∂Xs

∂
(
F−1)

sq

∂Fmn

= −
∂Nu

Ip

∂Xs
F−1

sm F−1
nq

= −
∂Nu

Ip

∂xm
F−1

nq . (B.38)

Owing to relationship Eq. (4.89), the Eulerian porosity n can be linearised using its rela-
tionship with the Jacobian, i.e.,

∂n

∂Fmn
= ∂n

∂J

∂J

∂Fmn

= ∂

∂J

(
1 − 1

J
(1 − n0)

)
J F−1

nm
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= 1
J

(1 − n0) F−1
nm = (1 − n)F−1

nm. (B.39)

The derivatives of the hydraulic conductivity, via the Kozeny-Carman formula (4.118), is
given by

∂κ(f)

∂Fmn
= ∂κ(f)

∂n

∂n

∂Fmn

= ∂

∂n

(
c1

n3

(1 − n)2

)
1
J

(1 − n0)F−1
nm

=
(
c1
n2 (3 − n)
(1 − n)3

)
(1 − n)F−1

nm

=
(
c1
n2 (3 − n)
(1 − n)2

)
F−1

nm. (B.40)

The density of the porous material, defined by Eq. (4.28), exploits a similar relationship,
resulting in

∂ρ

∂Fmn
= ∂ρ

∂n

∂n

∂Fmn

= ∂

∂n

(
ρ(f) n+ ρ(sk) (1 − n)

) ∂n

∂Fmn

=
(
ρ(f) − ρ(sk)

)
(1 − n)F−1

nm. (B.41)

The linearisation introduced so far are useful when equations are derived with respect to the
displacement field, as Eq. (B.36) highlights. However, similar linearisation must be carried
on with respect to the other primary variable, namely the nodal pressure. This can be done
by noticing that, having considered a barotropic fluid (see Eq. (4.115)), the linearisation of
the current fluid density with respect to the nodal pressure gives

∂ρ(f)

∂pB
= ∂ρ(f)

∂p(f)
∂p(f)

∂pB

= ∂

∂p(f)

(
ρ

(f)
0 exp

(
p(f)

K(f)

))
np

B

= ρ
(f)
0

K(f) exp
(
p(f)

K(f)

)
np

B

= ρ(f)

K(f) np
B. (B.42)

This results in a dependency of the whole density from its fluid constituent part, which gives
the following derivative

∂ρ

∂pB
= n

∂ρ(f)

∂pB

= nρ(f)

K(f) np
B. (B.43)
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B.2.1 Components of A(1)

Sub-matrix A(1) is obtained by linearising the balance of rate of linear momentum of a
porous material Eq. (4.154) with respect to the nodal displacements, which results in

A
(1)
IJ = ∂(e)I

∂(u)J

∣∣∣∣
(k−1)

=
∂
(

f ′,int
)

I

∂uJ
+
∂
(

Q(1)
∇u,p

)
IC

∂uJ
pC +

∂ (fext)I

∂uJ

+
∂ (M)IK

∂uJ
üK + 1

∆t2 β̃
MIJ . (B.44)

Derivatives in the above equation are listed below and they make use of intermediate de-
rivatives (B.36)-(B.41)

∂f
′,int
I

∂uJ
=
∫

hΩ

∂

∂uJ

(
∂Nu

Ip

∂xq
τ ′

pq

)
dV

=
∫

hΩ

(
−
∂Nu

Ip

∂xm
F−1

nq τ ′
pq +

∂Nu
Ip

∂xq

∂τ ′
pq

∂Fmn

)
∂Nu

mJ

∂xα
Fαn dV =

=
∫

hΩ

∂Nu
Ip

∂xq

(
−τ ′

pα δqm +
∂τ ′

pq

∂Fmn
Fαn

)
∂Nu

mJ

∂xα
dV ; (B.45)

∂
(

Q(1)
∇u,p

)
IC

∂uJ
= −

∫

hω

∂

∂Fmn

(
∂Nu

Ip

∂xq
δpq np

C J

)
∂Nu

mJ

∂xα
Fαn dV

= −
∫

hω

(
∂Nu

Ip

∂Xs

∂ (F )−1
sq

∂Fmn
+
∂Nu

Ip

∂xq
F−1

nm

)
δpq

∂Nu
mJ

∂xα
Fαn np

C dv =

= −
∫

hω

∂Nu
Ip

∂xq
(−δpα δqm + δαm δqp) ∂Nu

mJ

∂xα
np

C dv; (B.46)

∂fext
I

∂uJ
= −

∫

hω

Nu
Ip fp

(
∂

∂Fmn
(ρ J)

)
∂Nu

mJ

∂xα
Fαn dV =

= −
∫

hω

Nu
Ip fp

(
J

∂ρ

∂Fmn
+ ρ

∂J

∂Fmn

)
∂Nu

mJ

∂xα
Fαn dV

= −
∫

hω

Nu
Ip fp

((
ρ(f) − ρ(sk)

) 1
J

(1 − n0) + ρ
︸ ︷︷ ︸

=ρ(f)

)
δαm

∂Nu
mJ

∂xα
dv; (B.47)

∂MIK

∂uJ
=
∫

hΩ
Nu

Ip Nu
pK

(
∂

∂Fmn
(ρ J)

)
∂Nu

mJ

∂xα
Fαn dV

=
∫

hω

ρ(f)Nu
Ip Nu

pK δαm
∂Nu

mJ

∂xα
dv. (B.48)

B.2.2 Components of B(1)

The linearisation of the balance of rate of linearmomentum for a porousmaterial Eq. (4.154)
with respect to the nodal pressure gives the sub-matrix B(1), this being given by

B
(1)
IB = ∂(e)I

∂(p)B

∣∣∣∣
(k−1)

=
(

Q(1)
∇u,p

)
IB

+
∂ (fext)I

∂pB
+
∂ (M)IK

∂pB
üK . (B.49)
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In this case, intermediate derivatives in Eqs. (B.42) and (B.43) are helpful to details the
addends in the above equation, i.e.,

∂fext
I

∂pB
= −

∫

hω

Nu
Ip fp

(
∂ρ

∂pB

)
dv = −

∫

hω

Nu
Ip fp

nρ(f)

K(f) np
B dv; (B.50)

∂MIK

∂pB
=
∫

hω

Nu
Ip Nu

pK

(
∂ρ

∂pB

)
dv =

∫

hω

Nu
Ip Nu

pK

(
nρ(f)

K(f) np
B

)
dv. (B.51)

B.2.3 Components of B(2)

Sub-matrix B(2) is given by linearising the fluid mass conservation Eq. (4.155) with respect
to the nodal displacements, i.e.,

B
(2)
AJ = ∂(d)A

∂(u)J

∣∣∣∣
(k−1)

=
∂ (Cp,p)AC

∂uJ
ṗC +

∂ (Pp,∇u)AK

∂uJ
u̇K + γ̃

∆t β̃
(Pp,∇u)AJ +

∂
(
ff,ext

)
A

∂uJ

+
∂ (T∇u,∇u)AC

∂uJ
pC +

∂
(

Q(2)
∇p,u

)
AK

∂uJ
üK + 1

∆t2 β̃

(
Q(2)

∇p,u

)
AJ
. (B.52)

Using Eqs. (B.36)-(B.41), the above derivatives are given by

∂ (Cp,p)AC
∂uJ

=
∫

hω

ρ(f)

K(f) np
A np

C

(
∂

∂Fmn
(nJ)

)
∂Nu

mJ

∂xα
Fαn dV

=
∫

hω

ρ(f)

K(f) np
A np

C

(
J
∂ n

∂J
+ n

)
∂J

∂Fmn

∂Nu
mJ

∂xα
Fαn dV

=
∫

hω

ρ(f)

K(f) np
A np

C


 1
J

(1 − n0) + n
︸ ︷︷ ︸

=1


 δαm

∂Nu
mJ

∂xα
dv; (B.53)

∂ (Pp,∇u)AK

∂uJ
=
∫

hω

ρ(f) np
A δpq

∂

∂Fmn

(
∂Nu

pK

∂xq
J

)
∂Nu

mJ

∂xα
Fαn dV

=
∫

hω

ρ(f) np
A δpq

(
−
∂Nu

pK

∂xm
δqα +

∂Nu
pK

∂xq
δmα

)
∂Nu

mJ

∂xα
dv

=
∫

hω

ρ(f) np
A
∂Nu

pK

∂xq
(−δmq δpα + δpq δmα) ∂Nu

mJ

∂xα
dv; (B.54)

∂ (T∇u,∇u)AC
∂uJ

=
∫

hω

1
g

∂

∂Fmn

(
κ(f) ∂np

A
∂xp

∂np
C

∂xp
J

)
∂Nu

mJ

∂xα
Fαn dV

=
∫

hω

1
g

((
c1
n2 (3 − n)
(1 − n)2 + κ(f)

)
∂np

A
∂xp

∂np
C

∂xp
δmα

− κ(f)
(
∂np

A
∂xm

∂np
C

∂xα
+
∂np

A
∂xα

∂np
C

∂xm

))
∂Nu

mJ

∂xα
dv; (B.55)

∂ff,ext
A
∂uJ

= −
∫

hω

ρ(f)

g

∂

∂Fmn

(
κ(f) ∂np

A
∂xp

J

)
fp
∂Np

mJ

∂xα
Fαn dV
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= −
∫

hω

ρ(f)

g

((
c1
n2 (3 − n)
(1 − n)2 + κ(f)

)
δmα

∂np
A

∂xp
− κ(f) ∂np

A
∂xm

δpα

)
fp
∂Np

mJ

∂xα
dv;

(B.56)

∂
(

Q(2)
∇p,u

)
AK

∂uJ
=
∫

hω

ρ(f)

g

∂

∂Fmn

(
κ(f) ∂np

A
∂xp

J

)
Nu

pK

∂Nu
mJ

∂xα
Fαn dV

=
∫

hω

ρ(f)

g

((
c1
n2 (3 − n)
(1 − n)2 + κ(f)

)
δmα

∂np
A

∂xp
− κ(f) ∂np

A
∂xm

δpα

)
Nu

pK

∂Nu
mJ

∂xα
dv.

(B.57)

B.2.4 Components of A(2)

The bottom-right sub-matrix A(2) is the result of the linearisation of fluid mass conservation
Eq. (4.155) with respect to nodal pressure. This is given by

A
(2)
AB = ∂(d)A

∂(p)B

∣∣∣∣
(k−1)

=
∂ (Cp,p)AC

∂pB
ṗC + γ̃

∆t β̃
(Cp,p)AB +

∂ (Pp,∇u)AK

∂pB
u̇K +

∂
(
ff,ext

)
A

∂pB

+ (T∇p,∇p)AB +
∂
(

Q(2)
∇p,u

)
AK

∂pB
üK . (B.58)

where, with the help provided by Eqs. (B.42) and (B.43), the derivatives in the above for-
mula can be computed as follows

∂ (Cp,p)AC
∂pB

=
∫

hω

n

K(f) np
A np

C

(
∂ρ(f)

∂pB

)
dv =

∫

hω

n

K(f) np
A np

C

(
ρ(f)

K(f) np
B

)
dv; (B.59)

∂ (Pp,∇u)AK

∂pB
=
∫

hω

np
A δpq

(
∂Nu

pK

∂xq

)(
∂ρ(f)

∂pB

)
dv =

∫

hω

np
A δpq

(
∂Nu

pK

∂xq

)(
ρ(f)

K(f) np
B

)
dv;

(B.60)
∂ff,ext

A
∂pB

= −
∫

hω

κ(f)

g

(
∂np

A
∂xp

)
fp

(
∂ρ(f)

∂pB

)
dv = −

∫

hω

κ(f)

g

(
∂np

A
∂xp

)
fp

(
ρ(f)

K(f) np
B

)
dv;

(B.61)
∂
(

Q(2)
∇p,u

)
AK

∂pB
=
∫

hω

κ(f)

g

(
∂np

A
∂xp

)
Nu

pK

(
∂ρ(f)

∂pB

)
dv =

∫

hω

κ(f)

g

(
∂np

A
∂xp

)
Nu

pK

(
ρ(f)

K(f) np
B

)
dv.

(B.62)
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B.3. Linearisation of frictional contact formulations

B.3 Linearisation of frictional contact formulations

This section details the linearisation process for the frictional contact formulations provided
in Chapter 5 in the most general case. The Jacobian matrix for most∗ of the formulations of
Chapter 5 can be obtained by vanishing wisely some terms or slightly modifying some others
of the below equations. The most general method is the symmetric Augmented Lagrangian
method (ALM) formulation using the point-to-surface technique, described by Eq. (5.65).
Since this section focuses only on the terms expressing frictional contact, Eq. (5.92) and its
Jacobian matrix (5.96) are of interest here. For readability, the Jacobian matrix (5.96) is
here re-written

Jc =




∂r(s),c
I

∂uH |X
∂r(s),c

I

∂uK |Y
∂r(s),c

I

∂λJ

∂r(m),c
J

∂uH |X
∂r(m),c

J

∂uK |Y
∂r(m),c

J

∂λJ

∂χI

∂uH |X
∂χI

∂uK |Y
∂χI

∂λJ




. (B.63)

Each of the following sections is dedicated to report the different columns of the above
matrix.

B.3.1 First column

The entries of the first column of matrix (B.63) can be extensively written as follows

∂r(s),c
I

∂uH |X
= −

∫

hΓ(s)
Nu

Ii (X)
(

− ∂λ̂n

∂uH |X
nx

i − λ̂n ∂nx
i

∂uH |X

+
∂
(
PB(n,µλ̂n)

)
i

∂uH |X
(λ − rvc)

)
dA(s); (B.64)

∂r(m),c
J

∂uH |X
=
∫

hΓ(s)

(
∂Nu

Ji (Y)
∂uH |X

(
−λ̂n nx

i +
(
PB(n,µλ̂n)

)
i
(λ − rvc)

)

+ Nu
Ji (Y)


− ∂λ̂n

∂uH |X
nx

i − λ̂n ∂nx
i

∂uH |X
+
∂
(
PB(n,µλ̂n)

)
i

∂uH |X
(λ − rvc)



)
dA(s);

(B.65)
∂χI

∂uH |X
= −1

r

∫

hΓ(s)
Nλ

Ii (X)
(
∂Ci

∂vc
α

∂vc
α

∂uH |X
+ ∂Ci

∂nx
β

∂nx
β

∂uH |X
+ ∂Ci

∂g

∂g

∂uH |X

)
dA(s). (B.66)

The above equations, in turn, rely on the derivatives with respect to the nodal displacements
of the secondary body u|X . To compute these, the different definitions must be recalled.

∗The exception to the formulations which can be linearised using the formulae available in this section is the
Contact Velocity-based Method (CVM). The decision to exclude this method rather than others is because, overall,
the linearisation of this one involves fewer challenges.
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B.3.1. First column

Using Eq. (5.60), the following derivative can be computed

∂λ̂n

∂uH |X
=





−
(

Nλ
jJ (X) λJ

∂nx
j

∂uH |X
+ r

∂g

∂uH |X

)
, if λ̂n ≥ 0 contact;

0, otherwise no contact,
(B.67)

where the derivatives appearing above are given via the definitions of the normal direc-
tion (5.4) and the gap function (5.63), resulting in

∂nx
i

∂uH |X
= −Tnx

iα

∂Nu
Hβ (X)
∂xα

nx
β ; (B.68)

∂g

∂uH |X
= − 1

ny · nx
ny

α

(
Nu

αH (X) + g
∂nx

α

∂uH |X

)
. (B.69)

The projector operator (5.62) gives the following derivative

∂
(
PB(n,µλ̂n)

)
i

∂uH |X
(λ − rvc) =

=





∂λ̂t, tr
i

∂uH |X
=

∂Tnx

ij

∂uH |X
(
Nλ

jJ (X) λJ − rvc
j

)
− r Tnx

ij

∂vc
j

∂uH |X
, if ||λ̂

t, tr
|| ≤ µλ̂n stick;

µ

(
∂λ̂n

∂uH |X
λ̂t, tr

i

||λ̂
t, tr

||
+ λ̂n

||λ̂
t, tr

||

(
∂λ̂t, tr

i

∂uH |X
− λ̂t, tr

i

λ̂t, tr
α

||λ̂
t, tr

||2
∂λ̂t, tr

α

∂uH |X

))
, otherwise slip,

(B.70)
where the derivatives of the plane tangential to the normal secondary surface (5.5), the
trial stick state along the tangential direction (5.61), and the contact velocity (5.90) are

∂Tnx

ij

∂uH |X
= −

(
∂nx

i

∂uH |X
nx

j + nx
i

∂nx
j

∂uH |X

)
; (B.71)

∂λ̂t, tr
i

∂uH |X
=

∂Tnx

ij

∂uH |X
(
Nλ

jJ (X) λJ − rvc
j

)
− r Tnx

ij

∂vc
j

∂uH |X
; (B.72)

∂vc
α

∂uH |X
= 2

∆t

(
Nu

αH (X) −

(
δαβ −

nx
αn

y
β

nx · ny

)(
Nu

βH (X) − g
∂Nu

Hγ (X)
∂xβ

nx
γ

))

+ ∂g

∂uH |X
(ṅx

ñ)α + g
∂ (ṅx

ñ)α

∂uH |X
. (B.73)

In particular, the second term appearing on the Right-Hand Side (RHS) of the last equation
is computed with the help of Eq. (5.21). The derivative of the rate of the normal direction to
the secondary surface appearing in Eq. (B.66) is computed by recalling its mid-point time
discretisation given by Eq. (5.91), and it gives

∂ (ṅx
ñ)α

∂uH |X
= 1

∆t

(
∂ (nx)α

∂uH |X

)
. (B.74)

Eqs. (B.67)-(B.74) listed above are necessary to compute only the first entry, i.e., Eq. (B.64).
If the second entry described by Eq. (B.65) is considered, the following equation must also
be computed

∂Nu
Ji (Y)

∂uH |X
= ∂Nu

Ji (Y)
∂yβ

(
δβγ −

nx
βn

y
γ

nx · ny

)(
Nu

γH (X) − g
∂Nu

mH (X)
∂xγ

nx
m

)
, (B.75)
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B.3.2. Second column

where Eq. (5.22) is used to computed the RHS of the above equation.

As for the third entry given by Eq. (B.66), the constraint (5.89) must be recalled to compute
its derivatives, which are as follow

∂Ci

∂vc
α

= −





∂λ̂t, tr
i

∂vc
α

= −r Tnx

iα , if ||λ̂
t, tr

|| ≤ µλ̂n stick;

µ
λ̂n

||λ̂
t, tr

||

(
∂λ̂t, tr

i

∂vc
α

−
λ̂t, tr

β

||λ̂
t,tr

||2
∂λ̂t, tr

β

∂vc
α

λ̂t, tr
i

)
, otherwise slip;

(B.76)

∂Ci

∂nx
β

= ∂λ̂n

∂nx
β

nx
i +λ̂n δiβ−





∂λ̂t, tr
i

∂nx
β

, if
∥∥∥λ̂

t, tr
∥∥∥ ≤ µλ̂n stick;

µ

(
∂λ̂n

∂nx
β

λ̂t, tr
i

||λ̂
t, tr

||
+ λ̂n

||λ̂
t, tr

||

(
∂λ̂t, tr

i

∂nx
β

− λ̂t, tr
i

||λ̂
t, tr

||2
∂λ̂t, tr

γ

∂nx
β

λ̂t, tr
γ

))
,

otherwise slip;
(B.77)

∂Ci

∂g
= nx

i

∂λ̂n

∂g
−





0, if ||λ̂
t, tr

|| ≤ µλ̂n stick;

µ
λ̂t, tr

i

||λ̂
t, tr

||
∂λ̂n

∂g
, otherwise slip,

(B.78)

with

∂λ̂n

∂nx
β

=





−Nλ
βJ (X) λJ , if λ̂n ≥ 0 contact;

0, otherwise no contact,
(B.79)

∂λ̂n

∂g
=





−r, if λ̂n ≥ 0 contact;
0, otherwise no contact,

(B.80)

∂λ̂t, tr
i

∂nx
β

= − (δiβn
x
ϵ + nx

i δϵβ)
(
λϵ − rtvc

ϵ

)
. (B.81)

B.3.2 Second column

The second row of entries of the Jacobian matrix (5.96) is given by the following equations

∂r(s),c
I

∂uK |Y
= −

∫

hΓ(s)
Nu

Ii (X)
(

− ∂λ̂n

∂uK |Y
nx

i +
∂
(
PB(n,µλ̂n)

)
i

∂uK |Y
(λ − rvc)

)
dA(s); (B.82)

∂r(m),c
J

∂uK |Y
=
∫

hΓ(s)

(
∂Nu

Ji (Y)
∂uK |Y

(
−λ̂n nx

i +
(
PB(n,µλ̂n)

)
i
(λ − rvc)

)

+ Nu
Ji (Y)


− ∂λ̂n

∂uK |Y
nx

i +
∂
(
PB(n,µλ̂n)

)
i

∂uK |Y
(λ − rvc)



)
dA(s); (B.83)

∂χI

∂uK |Y
= −1

r

∫

hΓ(s)
Nλ

Ii (X)
(
∂Ci

∂vc
α

∂vc
α

∂uK |Y
+ ∂Ci

∂g

∂g

∂uK |Y

)
dA(s). (B.84)
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B.3.3. Third column

Similarly to Section B.3.1, the partial derivatives appearing in the above equations with re-
spect to the main surface displacements u|Y must be calculated by recalling their respective
definitions. Using Eq. (5.60), its partial derivative is

∂λ̂n

∂uK |Y
=





−r ∂g

∂uK |Y
, if λ̂n ≥ 0 contact;

0, otherwise no contact,
(B.85)

with
∂g

∂uK |Y
= 1

ny · nx
ny

αNu
αK (Y) . (B.86)

The derivative of the projector operator (5.62) is as follows

∂
(
PB(n,µλ̂n)

)
i

∂uK |Y
(λ − rvc) =

=





∂λ̂t, tr
i

∂uK |Y
= −r Tnx

ij

∂vc
j

∂uK |Y
, if ||λ̂

t, tr
|| ≤ µλ̂n stick;

µ

(
∂λ̂n

∂uK |Y
λ̂t, tr

i

||λ̂
t, tr

||
+ λ̂n

||λ̂
t, tr

||

(
∂λ̂t, tr

i

∂uK |Y
− λ̂t, tr

i

λ̂t, tr
α

||λ̂
t, tr

||2
∂λ̂t, tr

α

∂uK |Y

))
, otherwise slip,

(B.87)
where, in particular,

∂λ̂t, tr
i

∂uK |Y
= −r Tnx

ij

∂vc
j

∂uK |Y
; (B.88)

∂vc
γ

∂uK |Y
= − 2

∆t

(
Nu

γK (Y) −

(
δγβ −

nx
γn

y
β

nx · ny

)
Nu

βK (Y)
)

+ ∂g

∂uK |Y
(ṅx

ñ)γ . (B.89)

The derivative of the shape functions computed on the main surface with respect to the
nodal displacement of the same body (appearing in Eq. (B.83)) is computed with the help
of Eq. (5.22) as follows

∂Nu
Ji (Y)

∂uK |Y
= ∂Nu

Ji (Y)
∂yβ

(
δβγ −

nx
βn

y
γ

nx · ny

)
Nu

γK (Y) . (B.90)

B.3.3 Third column

The last column of the Jacobian matrix (5.96) presents the following entries

∂r(s),c
I

∂λJ
= −

∫

hΓ(s)
Nu

Ii (X)
(

− ∂λ̂n

∂λJ
nx

i +
∂
(
PB(n,µλ̂n)

)
i

∂λJ
(λ − rvc)

)
dA(s); (B.91)

∂r(m),c
J

∂λJ
=
∫

hΓ(s)
Nu

Ji (Y)
(

− ∂λ̂n

∂λJ
nx

i +
∂
(
PB(n,µλ̂n)

)
i

∂λJ
(λ − rvc)

)
dA(s); (B.92)

∂χI

∂λJ
= −1

r

∫

hΓ(s)
Nλ

Ii (X) ∂Ci

∂λJ
dA(s). (B.93)

Recalling Eq. (5.60), its derivative with respect to the nodal Lagrange Multiplier (LM) λ is
as follows

∂λ̂n

∂λJ
=




nx

j Nλ
jJ (X) , if λ̂n ≥ 0 contact;

0, otherwise no contact.
(B.94)
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B.3.3. Third column

The partial derivative with respect to the same argument of the projection operation (5.62)
is given by

∂
(
PB(nx,µλ̂n)

)
i

∂λJ
(λ − rvc) =

=





∂λ̂t, tr
i

∂λJ
= Tnx

ij Nλ
jJ (X) , if

∥∥∥λ̂
t, tr
∥∥∥ ≤ µλ̂n stick;

µ

(
∂λ̂n

∂λJ

λ̂t, tr
i

||λ̂
t, tr

||
+ λ̂n

||λ̂
t, tr

||

(
∂λ̂t, tr

i

∂λJ
− λ̂t, tr

i

λ̂t, tr
α

||λ̂
t, tr

||2
∂λ̂t, tr

α

∂λJ

))
, otherwise slip.

(B.95)

Last, the derivative of the constraint (5.89) gives

∂Ci

∂λJ
= Nλ

iJ +nx
i

∂λ̂n

∂λJ
−





∂λ̂t, tr
i

∂λJ
= Tnx

iϵ

(
Nλ

ϵJ (X)
)
, if

∥∥∥λ̂
t, tr
∥∥∥ ≤ µλ̂n stick;

µ

(
∂λ̂n

∂λJ

λ̂t, tr
i∥∥∥λ̂
t, tr
∥∥∥

+ λ̂n

∥∥∥λ̂
t, tr
∥∥∥

(
∂λ̂t, tr

i

∂λJ
− λ̂t, tr

i∥∥∥λ̂
t, tr
∥∥∥

2
∂λ̂t, tr

γ

∂λJ
λ̂t, tr

γ

))
,

otherwise slip.
(B.96)
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Appendix C

Notes on the improved Hencky material

Since this appendix is focused on the (effective) stress-strain relationship and being both
the considered tensors (namely, Kirchhoff stress and logarithmic strain) symmetric, Voigt
notation is considered.

Based on the definition of the invariants used in Eq. (4.101) and the kinematic relationship
Eq. (4.89), it is convenient to noticed that

∂ϵv
∂ϵ

= I(2); (C.1)
∂ϵq
∂ϵ

= 2
3 ϵq

ē; (C.2)

∂n

∂ϵev
= ∂n

∂ϵpv
= 1 − n0

exp (ϵv) = 1 − n, (C.3)

with the quantity ē being

ē =
[
exx, eyy, ezz, 2 exy, 2 exz, 2 eyz

]T

. (C.4)

Generally speaking, when a symmetric second-order tensor (•) is denoted by (•̄), it implies
that its components [•xy, •xz, •yz] are doubled, as in the above case.

C.1 Stress computation for the elastic case

This section considers F = F e. While, for this case, inequality 4.99c is trivially satisfied,
Eq. (4.99a) gives

τ ′ = 2∂Ψ̂sk
inc

∂be be = ∂Ψ̂sk
inc

∂ϵe

= K̃

2
∂

∂ϵev

(
(ϵev)2

n

)
I(2) + 3

2G
∂

∂ϵeq

((
ϵeq
)2
) 2

3 ϵeq
ē

= K̃ ϵev
n

(
1 + ϵev

2n (n− 1)
)

︸ ︷︷ ︸
:=p′

I(2) + 2G ēe︸ ︷︷ ︸
:=s̄′

. (C.5)
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C.2. Stress computation for the elasto-plastic case

Being the model non-linear in terms of strain, the incremental form of Eq. (C.5) is necessary
to study the tangent elastic moduli, i.e.,

dτ ′ = ∂2Ψ̂sk
inc

∂ϵe ⊗ ∂ϵe
︸ ︷︷ ︸

:=De

: dϵe = ∂τ ′

∂ϵe

= ∂

∂ϵev

(
K̃ ϵev
n

(
1 + ϵev

2n (n− 1)
))

I(2) ⊗ I(2) + 2G ∂ēe

∂ϵe

=
(
Ke, tan I(2) ⊗ I(2) + 2G I(4), dev

)
: dϵe, (C.6)

with
Ke, tan := K̃

2n3

(
n2
(

(ϵev)2 + 4 ϵev + 2
)

− ϵev n (3 ϵev + 4) + 2 (ϵev)2
)
, (C.7)

and

Ī
(4), dev :=




2/3 −1/3 −1/3 0 0 0

−1/3 2/3 −1/3 0 0 0

−1/3 −1/3 2/3 0 0 0

0 0 0 2 0 0

0 0 0 0 2 0

0 0 0 0 0 2




. (C.8)

From Eq. (C.7), the limits for the extremes values of the Eulerian porosity can be computed
(see also Figure 4.5(c))

lim
n→0+

Ke, tan = +∞; (C.9)

lim
n→1−

Ke, tan = K̃. (C.10)

The tangent Poisson’s ratio can be computed via the tangent bulk modulus Eq. (C.7) and
the constant shear modulus, giving

νe, tan := 3Ke, tan − 2G
2 (3Ke, tan +G) , (C.11)

whose limits are (in compliance with Figure 4.5(d))

lim
n→0+

νe, tan = 1
2; (C.12)

lim
n→1−

νe, tan = 3K̃ − 2G
2
(
3K̃ +G

) . (C.13)

C.2 Stress computation for the elasto-plastic case

The more general scenario F = F e F p is assumed in this section. While the relationship
between the yield function Φτ ′ and the direction of the flow rule ∂gτ′

∂τ ′ via D(sk) according
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C.2. Stress computation for the elasto-plastic case

to the principles of hyperplasticity is detailed in 4.5.1.2, this appendix focuses on the lin-
earisation to compute the elasto-plastic subroutine when no further dissipation mechanism
is taken into account, i.e., Ψ̃(sk)

inc (α) = 0 in Eq. (4.101). The standard equation to imple-
ment this are given by the (time-discretised) decomposition in the logarithmic strain space
retaining the small strain setting, and by the satisfaction of the yield function for the stress
tensor, i.e.,





ϵe − ϵe, tr + ∆γp ∂g
τ ′

∂τ ′ = 0; (C.14a)

Φτ ′
(τ ′) = 0, (C.14b)

where ∆γp ≥ 0 is the increment in the plastic multiplier, which, along with Φτ ′ (τ ′) ≤ 0
and the compatibility condition Φτ ′ ∆γp = 0, gives the classical Karush-Kuhn-Tucker (KKT)
conditions. Linearisation of the above system of equations with respect to the unknown
quantities (with the elastic trial strain an unknown in this case) gives





dϵe − dϵe, tr + d∆γp ∂g
τ ′

∂τ ′ + ∆γp ∂2gτ ′

∂τ ′ ⊗ ∂τ ′ : dτ ′ = 0; (C.15a)

∂Φτ ′

∂τ ′ : dτ ′ = 0. (C.15b)

The increment of stress for the elasto-plastic case is given by

dτ ′ = ∂2Ψ̂sk
inc

∂ϵe ⊗ ∂ϵe
︸ ︷︷ ︸

=De

: dϵe + ∂2Ψ̂sk
inc

∂ϵpv ∂ϵe
⊗ I(2)

︸ ︷︷ ︸
:=Dp

:


d∆γp ∂g

τ ′

∂τ ′ + ∆γp ∂2gτ ′

∂τ ′ ⊗ ∂τ ′ : dτ ′

︸ ︷︷ ︸
=dϵe, tr−dϵe


 , (C.16)

where De is given by Eq. (C.6), while Dp is defined as

Dp := ∂2Ψ̂sk
inc

∂ϵpv ∂ϵe
⊗ I(2) = K̃

2

(
ϵev
n

)2
(1 − n)

(
1 + 2

n
(1 − n)

)

︸ ︷︷ ︸
:=Kp, tan

I(2) ⊗ I(2). (C.17)

Eq. (C.16) can be rearranged as
(

I4, sym − ∆γp Dp : ∂2gτ ′

∂τ ′ ⊗ ∂τ ′

)
: dτ ′ = De : dϵe + d∆γp Dp : ∂g

τ ′

∂τ ′ , (C.18)

where it is convenient to define the above-appearing fourth-order tensor as

�� :=
(

I4, sym − ∆γp Dp : ∂2gτ ′

∂τ ′ ⊗ ∂τ ′

)−1

. (C.19)

Hence, Eq. (C.18) can be concisely written as

dτ ′ = �� : De : dϵe + d∆γp
�� : Dp : ∂g

τ ′

∂τ ′ . (C.20)
Substitution of the above equation into Eqs. (C.14) results in




dϵe − dϵe, tr + d∆γp ∂g
τ ′

∂τ ′

+∆γp ∂2gτ ′

∂τ ′ ⊗ ∂τ ′ :
(
�� : De : dϵe + d∆γp

�� : Dp : ∂g
τ ′

∂τ ′

)
= 0; (C.21a)

∂Φτ ′

∂τ ′ :
(
�� : De : dϵe + d∆γp

�� : Dp : ∂g
τ ′

∂τ ′

)
= 0, (C.21b)
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which can be rearranged in a linear system



I4, sym + ∆γp ∂2gτ′

∂τ ′⊗∂τ ′ : �� : De
(

I4, sym + ∆γp ∂2gτ′

∂τ ′⊗∂τ ′ : �� : Dp
)

: ∂gτ′

∂τ ′

∂Φτ′

∂τ ′ : �� : De ∂Φτ′

∂τ ′ : �� : Dp : ∂gτ′

∂τ ′






dϵe

d∆γp




=



dϵe,tr

0


 . (C.22)

To compute the tangent Dalg := ∂τ ′

∂ϵe, tr , it is necessary to re-write Eq. (C.22) explicitly
including dτ ′ in lieu of dϵe (i.e., using again Eq. (C.20)), which gives



(De)−1 : ��−1 + ∆γp ∂2gτ′

∂τ ′⊗∂τ ′

(
I4, sym − (De)−1 : Dp

)
: ∂gτ′

∂τ ′

∂Φτ′

∂τ ′ 0






dτ ′

d∆γp


 =



dϵe,tr

0


 .

(C.23)
The inversion of (C.23) leads to



dτ ′

d∆γp


 =




D11 D12

D21 D22






dϵe,tr

0


 , (C.24)

where Dalg = dτ ′

dϵe,tr = D11.
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