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I 

 

Abstract 

Graphene has attracted the attention of the scientific community over the last decade 

due to its outstanding properties, such as high thermal and high electrical conductivity and 

remarkable mechanical properties. Intensive research has focussed on developing 

applications to harness these properties. The broad range of applications includes developing 

long-lasting batteries, flexible and transparent screens, super tough polymer composite 

materials, and highly selective sensors for early disease detection.  

Since graphene was discovered, its high conductivity inspired the development of 

conductive polymers and composites. Graphene platelets and their derivatives can be readily 

used in various polymer-based applications since they are commercially available and 

readily prepared in wet conditions starting from graphite. However, it has been found that 

uniform graphene dispersion in polymer matrices is extremely difficult. Here, we describe a 

novel way in which graphene can be preferentially located at the interface of immiscible 

polymer blends during extrusion so the polymer microstructure can be used as a scaffold for 

graphene to form a conductive network. Furthermore, this approach can be used to make two 

immiscible polymers more compatible and improve the rheological properties of the blend.   

In addition to platelets, graphene films synthesized by chemical vapour deposition 

(CVD) can be used in applications such as developing graphene-based sensors that can detect 

picomolar concentrations of analytes. Graphene growth on copper by CVD is the accepted 

method for high-quality monolayer graphene synthesis.  This makes graphene transfer 

between surfaces an unavoidable step for any application. Although several protocols have 

been proposed to transfer graphene, they are difficult to reproduce, particularly over large 

areas.  By applying a conformability concept, here we describe a protocol for a successful 

transfer of graphene on substrates with different roughness using Si/SiO2 as a typical rigid 

and flat widely used in electronic applications and the skin as an example of a highly rough 

and soft substrate.  
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1 Introduction  

1.1 Background 

The word graphene was first introduced in 1968 by Hans-Peter to describe an 

allotrope of carbon of a single planar sheet of sp2-bonded carbon atoms, densely packed in 

a honeycomb. Back then, the word graphene was used in the context of graphite intercalated 

compounds (GIC), which today are considered precursors in many chemical processes for 

graphene production.1,2 Graphene was first theoretically predicted in 1974 by Phillip 

Wallace3 but it was not until 2004 when Andre Geim and Konstantin Novoselov from 

Manchester University first isolated high-quality monolayer graphene and proved the 

existence of this 2D material.4 Nowadays, graphene can be considered as the building block 

of other carbon structures such as (Figure 1.1):5,6  

- Graphite: A three-dimensional structure formed by stacks of graphene layers. 

- Carbon nanotubes: A one-dimensional structure that emerges when a graphene 

sheet is rolled.  

- Fullerenes: A zero-dimensional structure where pentagonal carbon rings are 

intercalated with hexagonal ones to form a ball structure. 

 

Figure 1.1 Graphene as building block of fullerenes, carbon nanotubes and graphite. Reproduced 

from reference 5. 
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The outstanding properties of graphene come from its unique structure. Graphene 

sheets have σ-bonds and π-bonds. The delocalized π-bonds contribute to electron 

conduction and provide a weak interaction between graphene layers. On the other hand, the 

σ-bonds form a rigid backbone of the hexagonal structure.7 Even when sharing a similar 

structure, bilayer graphene exhibits significantly different properties when stacked. When 

two single crystal graphene films, which have a hexagonal periodic pattern, are overlaid with 

a relative twist angle θ a moiré pattern is formed, where the unit cell is the minimum 

repetitive unit (Figure 1.2). Therefore, tuning of the electronic structure and energy band 

make it possible to obtain properties different from the monolayer graphene. For example, 

when the relative twist angle in a bilayer graphene stack is ~1.1° it can exhibit 

superconductive and insulating properties depending on the number of charges per moiré 

unit cell.8–10 

 

Figure 1.2 Moiré superlattice formed by the twisted graphene layers. Adapted from reference 9. 

1.2 Graphene properties 

1.2.1 Mechanical and thermal properties 

The mechanical properties of monolayer graphene were first measured by 

nanoindentation using atomic force microscopy (AFM). In this experiment, graphene flakes 

were deposited on a silicon substrate with circular holes. Then, the tip of the AFM was placed 

in the centre of the hole to induce the film's breaking. The breaking strength was estimated 

to be 42 N/m. The Young’s modulus was calculated to be around E = 1±0.1 TPa and the 

intrinsic strength σ = 130 GPa. These outstanding mechanical properties were attributed to 
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the strong σ bonds in the sp2 network and motivated several investigations on graphene 

composites, that is, the use of graphene to reinforce a matrix, such as polymers, metals and 

ceramics.11 

Graphene obtained from mechanical exfoliation of graphite1 shows a good thermal 

conductivity of ~5000 W m-1K-1 even in ambient conditions,12 much higher than that for 

single, ~3000 W m-1K-1, and multiwalled carbon nanotubes, ~3500 W m-1K-1,7 However, 

measurements on graphene grown by chemical vapour deposition (CVD) showed a much 

lower value of ~  2500  W m-1K-1. It was hypothesized that the number of layers, type of 

stacking, defects and doping could have an influence.13 Given its thermal properties 

graphene has been proposed for applications as heat sinks to improve the performance of 

electronic devices.14,15  

1.2.2 Optical and electrical properties 

Electrical conductivity and transparency are requirements for thin conductive films. 

Single-layer graphene can meet these two requirements as it only absorbs 2.3 % of white 

light. As expected, transmittance decreases with the number of layers. Three and four layers 

of graphene have a transmittance of 92.9 % and 90.1 %, respectively in the visible region at 

550 nm.16,17 

Also, graphene exhibits a low sheet resistance for the monolayer graphene 

(275 Ω sq⁄ ) which can be decreased to 168 Ω sq⁄  for a trilayer structure.18 High transparency 

and low resistivity suggest its potential use to replace indium tin oxide (ITO), which is 

frequently used in displays, touch panels, light-emitting diodes and solar cells. For graphene 

to replace ITO, it must have a sheet resistance lower than 100 Ω sq⁄  and have a transmittance 

higher than 90% in the visible range. However, for novel applications lower resistivity 

values (<20 Ω sq⁄ ) are often desired. 

 

 
1 Mechanical exfoliation of graphene is explained and illustrated in section 1.3.1 and Figure 1.4 

respectively.  
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Figure 1.3 Transmittance and sheet resistance of data published in papers (given in the supporting 

information from reference 19. The dashed line represents σDC/σOP =35 and the star the minimum 

standard requirements (transmittance:90 % and sheet resistance 100 Ω sq⁄ ). The solid line 

represents σDC/σOP =330 for highly doped. RGO and CMG stand for reduced graphene oxide and 

chemically modified graphene. Reproduced from reference 19. 

While the sheet resistance of graphene is controlled by the electrical conductivity 

(σDC), the optical transmittance is controlled by the optical conductivity (σOP).19 In an early 

review it was proposed that the σDC/σOP ratio can be used as a metric to assess the 

performance of graphene when compared to ITO. It was estimated that 
σDC

σOP
>35 for graphene 

to compete with ITO, but even graphene-grown CVD did not meet the standard, as the 

theoretical ratio σDC/σOP was estimated to be around 2.6. However, theoretical derivations 

determined that a practical value of around 330 could be obtained if graphene is doped.19 

Graphene doping can be done by directly replacing carbon atoms in the lattice with others 

such as nitrogen and boron.20 It can also be doped by adsorption of electron withdrawing or 

electron donating molecules. For example, doping graphene films grown by chemical vapour 

deposition (CVD) with AuCl3 improves the sheet resistance (150 Ω/sq) while keeping the 

transparency of the films, making them competitive with ITO (5-60 Ω/sq).20 

Figure 1.3 summarizes typical sheet resistance and transmittance values from the 

literature and compares them against the minimum standard requirements and the potential 

value for highly doped graphene. Therefore, it is clear why so many research efforts have 

been focused on doping graphene to improve its electrical properties.21–24 
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1.3 Production methods 

1.3.1 Micromechanical cleavage 

Andre Geim and Konstantin Novoselov first employed micromechanical cleavage to 

isolate graphene in 2004. Because graphene layers are held together by relatively weak van 

der Waals forces, continuously peeling off graphene layers from highly ordered pyrolytic 

graphite (HOPG) using scotch tape eventually leads to the isolation of single-layer 

graphene.4 Figure 1.4 illustrates the process of isolation and transfer to a substrate. Although 

this method is not scalable, it has become very popular to create novel 2D heterostructures, 

resulting in different properties from their bulk structures.25,26  

 

Figure 1.4 Micromechanical cleavage procedure. a, b) adhesive tape is pressed against a 2D 

crystal and a few crystals remain attached to the tape. This process is repeated several times. c) 

The tape with crystals is pressed against the substrate used for transfer. d) Upon peeling off, a 

layer of crystals is transferred. Adapted from reference 25. 

1.3.2 Liquid phase exfoliation: Sonication and shear mixing 

In principle, any external force that supplies enough energy to overcome weak van 

der Waals forces in graphite will result in graphene exfoliation. The phenomenon behind the 

exfoliation through sonication is cavitation. During cavitation, the sound waves create zones 

of low pressure and high pressure. When the pressure is reduced, part of the liquid vaporizes 

creating bubbles, which implode during the high-pressure cycle (Figure 1.5a). The collapse 

of a bubble near the edges of graphite can also induce a wedging effect, inducing exfoliation 

to some extent. However, one of the shortcomings is that during the cavitation, high 
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temperature and pressure localized zones can cause defects such as holes (Figure 1.5b) and 

can introduce functional groups  such as -COOH and C-O-C due to the presence of oxygen 

from air in the solvents, ultimately disrupting the graphitic lattice.27,28 These defective sites 

cause scattering of the charge carrier, decreasing the mobility of graphene, which is 

important for electronic applications.29 

 

Figure 1.5 a) Two main mechanisms behind exfoliation through sonication: unbalanced 

compressive forces that create a shear effect and the wedging effect from microjets. b) Exfoliated 

graphite flake around 0.6 nm thickness obtained through sonication exhibiting a hole in the centre 

and irregular edges, typical features of defective flakes. Adapted from references 27,30. 

 

Figure 1.6 a,b) Typical shear mixer consisting of a rotor/stator system. c) Main mechanisms 

through which exfoliation occurs due to shear forces in the liquid media, collisions among 

graphite flakes, cavitation, and collisions against the stator. Adapted from references 31,32 

Shear mixing is a well-known technology that can be easily scaled to produce 

graphene dispersions and does not involve any chemical step. Figure 1.6a,b illustrates a 

typical rotor/stator system and the phenomena behind exfoliation, the dominant one being 

the shear forces exerted in the small region created by the stator and rotor  (Figure 1.6c). 

Paton et al. explored the large-scale production of graphene from the exfoliation of graphite 
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in sodium cholate using a rotor/stator system like the one shown in Figure 1.6a. They 

demonstrated it was possible to achieve high rates of graphene production (5.3 g/h ) with 

low defects. The model they developed showed that exfoliation occurs when the local 

minimum shear rate exceeds 10
4
 s-1 even if a turbulent flow regime was not reached.31  Their 

theory was also tested using a kitchen blender as the source of the shearing force, 

demonstrating it was possible to obtain graphene flakes in a simple way.33 This seminal work 

inspired others to use the laminar flow to exfoliate graphite on large scales and optimize the 

experimental conditions and also paved the way to exfoliate other 2D materials using this 

approach, such as MoS2 and WS2, which have a non-zero bandgap, making them suitable for 

electronic applications.34–37 One of the benefits of this technology is that the amount 

produced linearly escalates with time.31 However, cavitation can also happen due to high 

shear rates around the rotor/stator system. The shear rate can, however, be indirectly 

controlled by adjusting the speed to the rotor.  

In any liquid phase exfoliation process, the solvent plays an important role. From the 

thermodynamic perspective, exfoliated graphene sheets will remain stable in solution if the 

energetic cost for the system graphene/solvent is small. The enthalpy of mixing of a solvent 

and graphite can be determined by calculating the energy required to separate all the 

components (solvent/graphene sheet) to infinity minus the energy to bring them back 

together in the form of a solvent/graphene dispersion but with flakes of different thickness.38 

Hernandez et al. derived Eq. 1.1 to estimate the enthalpy of mixing  per unit volume as 

function of the surface energy and thickness of graphene and the surface energy of the 

solvent:38 

 
ΔHmix
Vmix

~
2

tflake
(δG − δsolv)

2φ Eq. 1.1 

Where δG and δsolv are the root squares of the surface energy of graphene and the 

solvent, respectively, tflake is the thickness of the graphene flakes and φ is the graphene 

volume fraction. Then, the system's energy is minimized when the surface energy of the 

solvent matches the surface energy of graphene. However, there is some debate on the true 

value of the surface energy of graphene. Measurements based on the contact angle report 

values in the range of 57.4-62.2 mJ/m2 39 but more sophisticated measurements based on 

direct measurements of the adhesive force report higher values in the range of 115-119 



CH AP TER 1.  IN TRODU CTIO N   

8 

 

mJ/m2.40 However, experimental work demonstrated that good solvents for graphene have a 

surface energy in the range of 40-50 mJ/m2.41 Some well-known good solvents meet this 

requirement and have been successfully used for suspensions of carbon nanotubes such as 

N-methyl 2-pyrrolidone (NMP, 40.8 mJ/m2), dimethylformamide (DMF, 37.1 mJ/m2) or γ-

butyrolactone (GBL, 46.1 mJ/m2). However, these solvents have a high boiling point, are 

toxic and difficult to remove.38,42,43 This is why solvent exchange or a combination of 

solvents have been proposed as alternatives to incorporate low boiling point solvents like 

chloroform, isopropanol or acetone.44,45  

Usually, the amount of graphene that can be dispersed in solution is low (< 0.1 

mg/ml), therefore one alternative is the use of surfactants which allow exfoliation in aqueous 

solutions, reaching yields in the range of a few mg/ml, an order of magnitude higher than 

when using only solvents.46 Typical surfactants used are sodium cholate (C24H41NaO6), 

sodium dodecylbenzene sulfonate (SDBS), cetyltrimethylammonium 

(CTAB:C19H42N4BrN) and,7,8,8-tetracyanoquinodimethane (TCNQ: C12H4N4).
47–49  

1.3.3 Graphene oxide 

Currently, graphene oxide is considered one of the most important precursors in 

graphene-based technology. Graphite oxide was first reported in 1840 by Schafhaeutl and in 

1859 by Brodie.50,51 However, the origins of current methodologies can be traced back to 

1958 when Hummers and Offeman proposed a method to produce graphite oxide. In this 

method, graphite is treated with a mixture of concentrated sulfuric acid, sodium nitrate and 

potassium permanganate.52 This procedure allowed the intercalation of sulfuric acid between 

the layers conforming the graphite and promoting their oxidation at the same time.53 Here, 

the term graphite oxide refers to the graphite intercalated compound (GIC). On the other 

hand, the term graphene oxide is used when the GIC is subject to an exfoliation process to 

separate the individual graphene flakes. Currently, most methods for graphene oxide 

production can be considered as modifications of the Hummers method to obtain graphite 

oxide and an exfoliation step to obtain the graphene oxide (GO).54–57 One of the main 

disadvantages of the Hummers’ method was the evolution of toxic gases such as NO2, N2O4 

and the risk of explosion due to the highly exothermic reaction.58 A good alternative was 

developed by Marcano et al. that included the use of a combination of phosphoric acid and 

sulfuric acid2. This procedure was less exothermic and was proven to induce less disruption 
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in the graphitic basal plane when compared to the Hummers’ method. Marcano et al. argued 

that the preservation of the basal plane was due to the formation of five-membered cyclic 

phosphate groups between phosphoric acid and two vicinal diols formed on the basal plane, 

which prevents overoxidation to the diones.2 This protective effect of phosphoric acid was 

also observed during the preparation of graphene nanoribbons by unzipping of carbon 

nanotubes.59  

The graphene oxide structure has been proposed as one with non-oxidized regions, 

where the sp2 network is preserved, and regions containing oxygen functional groups from 

the oxidation process.60 Oxygen groups cause the localization of the π electrons, therefore 

carrier mobility and concentration are reduced significantly. One of the most accepted 

structural models was proposed by Lerf and Klinowski based on 13C NMR observations 

(Figure 1.7). In this model, the plane contains hydroxyl and epoxy functional groups. On the 

other hand, carboxylic groups are located along the edges.61,62 Other studies also suggested 

the presence of esters and tertiary alcohols on the surface and the 5 or 6-membered lactols 

on the edges as determined from 13C solid state NMR experiments.63,64 

 

Figure 1.7 Structural model of graphene oxide (GO) proposed by Lerf et al. Reproduced from 

reference 61. 

Moreover, the absence of a percolated electrical pathway in sp2 domains in GO is 

responsible for a high sheet resistance, typically in the range of 10
12

 Ω/sq.54,57,65,66 Therefore, 

many reduction methods have been proposed to recover the graphitic sp2 network and restore 

its electrical properties, but they remain limited.67As a comparison, from Table 1.1, CVD 
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monolayer graphene is estimated to have a conductivity of around 3.1 × 106 S cm− 1, while 

graphene oxide reduced by thermal annealing shows conductivities ~ 103 S cm− 1 which is 

three orders of magnitude lower.68 Table 1.1 also shows some typical conductivity values 

using different reducing agents such as hydrazine, ascorbic acid and hydroiodic acid. So, 

even when the synthesis of graphene oxide is a scalable way to produce graphene, reduction 

is necessary to partially recover its electrical properties.  

Table 1.1 Typical conductivities obtained from different reductions methods reported in the 

literature and comparison with the conductivity from graphene produced by chemical vapour 

deposition. 

Reduction method Conditions Electrical 

conductivity 

(S/cm) 

Reference 

Graphene growth by 

chemical vapor 

deposition 

 

------- 3.1 × 106 69 

Hydrazine  

 

GO (1 mg/ml)+ hydrazine 

hydrate (1:1 w/w) and 

heated at 95 °C for 3 h 

5 70 

Hydrazine hydrate 

 

GO (0.5 mg/mL in DMF) 

+ 198 µl hydrazine 

hydrate and autoclaved at 

180 °C for 12 h 

23.8 71 

Hydrazine 

hydrate+ammonia 

7:10 wt ratio of hydrazine 

to GO + ammonia (and 

heated at ~ 95 °C for 1 h, 

pH ~ 10 

72 72 

Ascorbic acid 

 

50 mg of ascorbic acid in 

50 mL GO (0.1 mg/ml) 

8 73 

Hydroiodic acid 

followed by thermal 

reduction   

 

Graphene film on SiO2 

was exposed to HI vapour 

for 5 minutes followed by 

annealing at 200 °C for 6 

h under vacuum 

263 74 

Thermal Reduction  

 

3 hours at 1100 °C in 

ultrahigh vacuum (<10-5 

Torr) 

~103 75 
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1.3.4 Chemical vapour deposition  

Graphene was first synthesized on copper using chemical vapour deposition in 

2009.76 Since then, this method has become very popular because it can produce large area, 

high-uniform and high-quality graphene. Furthermore, this method has proven scalable and 

controllable, so many research efforts were focused on optimising growth conditions.76,77 

Although the CVD approach is promising, it still has some drawbacks, such as the 

polycrystalline nature,78 slow growth rate, high energy consumption77 and a transfer process 

that often is complicated and can potentially introduce contamination.79   

In the CVD process to grow graphene a hydrocarbon source is thermally decomposed 

on the surface of a catalytic substrate. It involves the following steps: heating, substrate 

annealing, graphene growth and cooling. Furthermore, the growth step is divided into 

elemental reactions that occur in the gas phase due to the thermal decomposition of the gas 

precursor and the presence of a catalytic metal. Even when several studies have shed some 

light on the graphene growth mechanism, there is no consensus on the true one.80–83 The 

inherent complexity of the process allows for a wide range of conditions to be explored. 

However, previous studies can be used as guidelines for designing customized setups.84  

The ability of different metal substrates to grow graphene is determined by the 

number of unoccupied d orbitals, which play a role in bonding with a carbon atom. 

According to this criterion, catalytic activity is as follows: Ru≈Rh≈Ir > Co≈ Ni > Cu > Au 

≈ Ag.84 From this list, copper is more cost-effective and commercially available than the 

others. The low reactivity of copper is attributed to the filled 3d shell ([Ar]3d104s1). 

Therefore, copper can only form weak bonds with carbon through charge transfer from π 

electrons from the sp2 carbon graphene network and the empty 4s states of copper.85 

Moreover, carbon has a low solubility on copper at high temperatures (~0.008 wt% at 1084 

°C).86 These two properties have a positive impact on graphene growth as carbon will only 

be adsorbed by weak forces on the copper surface, preventing it from diffusing through it.84 

Seminal work by Li et al. exploited copper properties and showed that it was possible to 

produce high-quality single-layer graphene and further research validated it.76,80,87 

Independent of the choice of the metallic substrate, annealing in a reducing 

environment, such as H2, at high temperatures is a necessary step. It will eliminate any 

organic impurities and the native oxide layer, also affecting the grain size and orientation. 
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Polycrystallinity of the substrate will induce the formation of grain boundaries while 

graphene domains are merging. It has been observed that graphene can grow with a 

preferential orientation on the Cu [111] face.84  

Although the CVD graphene growth mechanism is still debatable, a well-accepted 

general mechanism is illustrated in Figure 1.8a: 1) Thermal reaction occurs in the gas phase 

and the carbon active species diffuse towards the substrate through the boundary layer 

(Figure 1.8b). 2) Adsorption of the species and dehydrogenation of carbon precursors to form 

active carbon species. 3) Diffusion of the active carbon on the surface. 4) Nucleation of and 

growing of graphene domains, 5-6) Merging of the graphene domains to form a continuous 

film and diffusion of reactants from the surface to the bulk phase.84,88 

 

Figure 1.8 a) General mechanism of CVD growth graphene on copper using methane and 

hydrogen as precursors b) Illustration of the flux of species through the boundary layer. 

Reproduced from references 82,84.  

Although Atmospheric-Pressure CVD (APCVD) eliminates the need for using a 

vacuum system, it normally deposits few-layer graphene or films with defects.89 On the other 

hand, Low-Pressure CVD (LPCVD) has proven to get a more uniform and controllable 

monolayer graphene. In this work we will refer to Low-Pressures as those less than the 

atmospheric pressure. This behaviour can be explained by the differences in the boundary 

layer. Let us consider equations describing the flux transport, that is, the rate of mass 

transport per unit area, in the boundary layer (Eq. 1.2) and on the substrate surface (Eq. 

1.3):82 

 Fmass transport = hg(Cg − Cs) Eq. 1.2 
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 Fsurface = KsCs Eq. 1.3 

where Cg and Cs are the concentration of active species in the bulk gas phase and on the 

surface and hg and Ks are the mass transport coefficient and the surface reaction constant 

(assuming a first-order kinetics). Under the steady state assumption, both fluxes must be 

equal to the total flux (Ftotal) obtaining Eq. 1.42:82 

 Ftotal = [
Kshg

(Ks + hg)
] Cg Eq. 1.4 

From Eq. 1.4 three regimes can be established: a surface reaction-controlled regime 

(Ks ≪ hg), a mixed region (Ks ~ hg) or a mass transport limited region (Ks ≫ hg). In 

atmospheric conditions, diffusion through the boundary layer is usually the limiting step. 

Therefore, geometric factors associated with the gas flow or chamber configurations will 

have an impact and variations in the thickness of the boundary layer will lead to local 

variations in the number of active species, resulting in an inhomogeneous growth of 

graphene. On the other hand, low pressures implicate fewer collisions, thus a higher 

diffusivity coefficient (Dg). Because hg = Dg/δ, where δ is the thickness of the boundary 

layer, lower pressures lead to higher mass transport fluxes, making the process limited by 

the reaction, which will ultimately depend on the uniformity of the temperature of the 

substrate.82  

During the growing stage, hydrogen plays a different role. Once it is adsorbed on the 

copper substrate, it will dissociate into atomic hydrogen having two effects: 1) it competes 

against CH4 for adsorption sites and 2) it creates active sites that lead to the dehydrogenation 

of carbon species.90 Higher hydrogen flow has been demonstrated to have an etching effect 

that controls the size and morphology of the graphene domains.91 This effect can be more 

pronounced when oxygen impurities are present in the hydrogen feedstock.92 

 
2 From Fmass transport = Fsurface and solving for Cs, we obtain Cs =

hgCg

(hg+Ks)
. Substituting Cs in Eq. 1.3 

results in Eq. 1.4.  
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Lewis et al. investigated the influence of the chamber pressure (PA) and growing 

temperature for a fixed methane/hydrogen ratio of RC:H = 0.2 on the quality of the graphene. 

They contrasted their results against other studies in the literature under different conditions 

(Figure 1.9). They concluded that monolayer graphene growth was predominant for RC:H in 

the range 4 ×10-4 - 0.25. The wide range found could be partly explained because the analysis 

only considered the growth conditions, ignoring all the effects of the substrate pretreatment 

and cooling conditions. But, even with such oversimplification, the effect of temperature is 

evident. Higher temperatures are needed for growing continuous graphene.93   

 

Figure 1.9 Different types of coverage were observed as a function of total pressure in the 

chamber during the growing step (PA) and temperature (Tr). Red points represent data from the 

work by Lewis et al. for RCH=0.2. The rest represents data from the literature. Data in black:1> 

RCH>0.1; data in grey: 1> RCH>0.1; data in purple: 0.01> RCH>0.001; data in blue: 0.001> 

RCH>0.0001. Reproduced from reference 93.  

Temperature effects cannot be ignored as in principle it will increase the rate of the 

reactions occurring in the gas phase. It can be anticipated that the graphene growth rate could 

increase but also the rate of etching of hydrogen could increase. Chaitoglu and Bertran tested 

the effect of temperature in the range of 970 - 1070 °C. Below the lower limit graphene did 

not grow and the upper limit was very close to the melting point of copper without reaching 

it (1084 °C).94 Their results showed that the nucleation sites, which were observed in SEM 

imaging due to the incomplete growth of the graphene domains, considerably decreased with 

temperature from 74 to 3.4 nuclei/ 104 μm2 at 970 and 1070 °C, respectively.95 They also 
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showed almost ten times higher growth rates were reached at higher temperatures  

(144 μm2/20 min at 970 °C and 1369 μm2/20 min at 1070 °C).96 A similar effect was found 

using a cold wall reactor, in which the main difference is that only the substrate is heated 

and not the whole chamber. It was found that heating at 1000 °C during the growing step 

created multilayer regions but adlayers were reduced and nucleation density was reduced in 

half when heating the substrate at 1060 °C.97 In general, higher temperatures decreased the 

number of nucleation sites, which increases the size of graphene domains. Ultimately, a 

single crystal of graphene is desired in sizes comparable to those needed for electronic 

applications.  

1.4 Graphene transfer 

Generally, when adopting a CVD approach to produce graphene the metallic 

substrate is not the desired one. Therefore, a transfer process is unavoidable. Although there 

is not a specific classification for the transfer processes of 2D materials, most of them include 

the use of a supporting layer, typically a polymer but also small molecules such as 

cyclododecane,98 naphthalene99 and pentacene100 and others. The use of small molecules is 

limited by the mechanical strength of the films since they might break during the transfer 

limiting it to small areas.98 However, pentacene has been used to transfer a large area of 

graphene but this method relies on the thickness control using an organic molecular-beam 

deposition system, which makes this method less accessible.100 

One of the most common methods is the transfer using a PMMA supporting layer, as 

illustrated in Figure 1.10a. Typically, a polymer film such as polymethyl methacrylate 

(PMMA) is spin-coated on the graphene supported on a metallic substrate. Then the metallic 

substrate, such as copper is etched. Typical etchants for copper are iron nitrate,76 ferric 

chloride,101 ammonium persulfate and others. Next, the PMMA/graphene film is washed in 

a deionized water bath and transferred into the target substrate, like Si/SiO2 or glass, and the 

polymer film is dissolved in an appropriate solvent, such as acetone. An alternative to avoid 

the use of etchants is using an electrochemical approach where graphene on copper is the 

cathode and a potassium persulfate solution is the electrolyte. By applying a potential 

difference, hydrogen bubbles intercalate between graphene and copper, inducing 

delamination (Figure 1.10 b).102 In any case, once the polymer/graphene stack is floating on 

water it is collected on the desired substrate and the polymer film is dissolved. This method 

is mainly used to transfer the graphene on rigid substrates such as SiO2 or quartz. When 



CH AP TER 1.  IN TRODU CTIO N   

16 

 

flexible substrates are required, polymer films can be laminated at a temperature above its 

glass transition temperature to improve the conformal contact between the graphene on 

copper and the supporting polymer. Also, a layer of an adhesive polymer can be added on 

polyethylene terephthalate (PET) (Figure 1.10c).103 In any case, the etching step cannot be 

avoided and, just recently, considerably more attention has been focused on controlling the 

process for direct peeling of the graphene from the copper. However, resistivities an order 

of magnitude higher were obtained when compared to using the typical wet transferred 

method.104  

The underlying principle behind transferring the graphene onto a substrate relies on 

the surface energy difference between graphene and the substrates. In general, a lower 

adhesion energy corresponds to a lower adhesion force, so from the purely physical point of 

view, using polymers with a lower surface energy will be easier to remove, leaving fewer 

residues.105 It must also be true that the surface energy of the substrate must be higher than 

the polymer to ensure adhesion while keeping the graphene from detaching when dissolving 

the polymer film.106 The thermal expansion coefficient is another important factor to be 

considered. While most polymers have a positive coefficient, graphene has a negative value 

of - 3.75 × 10
-6

 K-1, which is in the same order of magnitude as the polymers but with a 

positive value, meaning that any heating step will lead to wrinkles or cracks.107  
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Figure 1.10 a) Typical lab scale transfer process using a spin-coated supporting polymer layer. b) 

Set up for electrochemical delamination of graphene/PMMA stack in an electrolyte solution. c) Roll 

to roll for large area graphene transfer (~30 in) using PET as substrate and thermal release tape as 

supporting layer. Adapted from references 17,102,108. 

Polymethyl methacrylate (PMMA) was the first polymer used to transfer 

mechanically exfoliated graphene flakes.109,110 After all, PMMA is flexible and has a high 

mechanical strength, preventing graphene from fragmentation due to the force exerted by 

the surface tension of the etching solution and water. Also, it is chemically resistant to 

common etchants, insoluble in water but removable in common organic solvents such as 

acetone. This method became even more popular in 2008 when Li et al. used it to transfer 

CVD graphene to SiO2. This method was flexible enough to adapt it to different target 

substrates.111,112 However, residual PMMA is difficult to remove, leaving a thin layer 

estimated to be ~1-2 nm, which will affect graphene electronic properties and, therefore its 

performance in electronic applications.98,113 In principle, annealing the samples will induce 

the thermal decomposition of PMMA chains; however, it was shown that this procedure had 

limited success even when using temperatures as high as 700 °C.114,115 Despite much effort 

devoted to improving this transfer process using a wide range of approaches such as 

annealing,114 laser treatment,116 and electrolytic cleaning,98 current processes cannot 

eliminate PMMA residues without introducing defects in the graphene film.  
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Figure 1.11 a) Graphene transferred using polycarbonate as a supporting layer. b) Graphene 

transferred using PMMA followed by annealing at 250 °C in H2 atmosphere. c) High magnification 

image from b) where green and red circles represent a PMMA free region and residual PMMA 

respectively. Adapted from reference 113. 

In 2011 Lin et al. proposed polycarbonate (PC) as a cleaner alternative to PMMA for 

transferring graphene (Figure 1.11a).113 Using transmission electron microscopy (TEM) they 

showed that it was cleaner at the atomic scale while PMMA left a thin layer of residue 

(Figure 1.11b and c), but the area transferred was relatively small (~ 4 mm2).113 Later in 

2015, Wood et al. also demonstrated that using a PC supporting film provided a cleaner 

transfer without annealing compared to other polymers such as PLA, PMMA, and PPA (poly 

phthalaldehyde).115 Also, polycarbonate has become popular as a method for small-scale 

transferring 2D materials other than graphene,117,118 such as MoS2,
119 WSe2

120 and WS2.
117 It 

was also demonstrated to be helpful in creating clean graphene heterostructures since 

polycarbonate was easy to wash away with chloroform.117,118 However, the areas transferred 

were a few hundred microns large.  

1.5 Immiscible polymer blends 

Compatibilization in polymer blends is important from an industrial point of 

view.121,122 However, the high interfacial tension between polymers makes dispersion 

difficult. Therefore, poor interfacial adhesion and mechanical properties are expected. The 

miscibility of components in a blend is described through the Gibbs free energy, ΔGm (Eq. 

1.5). This equation considers contributions from the enthalpy of mixing (ΔHm), the entropy 

of mixing (ΔSm) and temperature (T). For high molecular weight materials such as 

polymers, TΔSm is negligible, and other factors influence the miscibility, which leads to 

decreasing the miscibility (phase separation) as the temperature increases.123 
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 ΔGm = ΔHm − TΔSm Eq. 1.5 

Traditional methods to compatibilize blends include the use of copolymers, that is a 

polymer made up of two or more monomeric species. However, fillers with at least one 

nanometric dimension, such as carbon nanotubes and graphene, can also be located at the 

interface between polymer blends whenever the interfacial tension is such that its 

localization minimizes the free energy of the whole system.  

1.5.1 Location of filler in an immiscible polymer blend 

For simplicity, let us assume a single spherical particle p of radius R at its equilibrium 

position trapped at the interface between phases A and B, where θ is the contact angle. Let 

γ
i-j

 be the interfacial tension of the i-j interface form by polymer-polymer or polymer-particle 

interactions (Figure 1.12). Then, the interfacial energy change caused by the location of this 

sphere is given by:  

 
∆Ginterfacial = 2γp−A(1 − cos θ)πr

2 + 2γp−B(1 + cos θ)πr
2

− γAB(sin
2 θ)πr2 

Eq. 1.6 

where the terms Ap-A = (1 - cos θ)πr2  and Ap-B = (1 + cos θ)πr2 are the surface areas where 

phases A and B are in contact with the particle and  AA-B = (sin
2

θ)πr2 is the area replaced 

from the interface. From the thermodynamic perspective, the system will minimize the 

interfacial free energy by optimizing the position of the particles, that is dG/dθ = 0.124,125 This 

will give rise to the equation defining the wetting coefficient:  

 ω =
γp−B − γp−A

γA−B
 Eq. 1.7 

From Eq. 1.7, three cases are possible: If ω > 1 then the particle will be located 

within the A phase. If −1 < ω < 1 it will distribute at the interface, and if ω < −1 then the 

particle will distribute within phase B. 
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Figure 1.12 Schematic representation of a spherical particle at the interface. 

Estimation of the interfacial tensions γi−j from Eq. 1.7 can be done through contact 

angle measurements using Young’s equation (Eq. 1.8), which makes use of the surface 

energies from solid (γ
S
), liquid (γ

L
) and the contact angle θ between the solid and the 

measuring liquid.126  

 γS = γSL + γL cos θ Eq. 1.8 

The interaction between a solid surface and a liquid is ultimately the result of 

molecular interaction. Therefore, γ
SL

 can be expressed as the contribution from the 

dispersion (γ
i
d), polar (γ

i

p
), hydrogen bonding (γ

i
h), and other interactions.127,128 In general, 

for simplicity, it is accepted the components of interfacial energies are composed of 

dispersion (non-polar) and polar components (Eq. 1.9), and γ
i-j

 can be calculated using 

equation 1.10:129 

 γi = γi
d + γi

p
 Eq. 1.9 

 γi−j = γi + γj − 2√γi
dγj

d − 2√γi
p
γj
p
 Eq. 1.10 

Another relationship proposed by Wu, et al. can predict the interfacial tension 

between polymers or between a polymer and an ordinary liquid is given by:130 
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 γi−j = γi + γj −
4γi

dγj
d

γi
d + γj

d
−
4γi

p
γj
p

γi
p
+ γj

p Eq. 1.11 

1.5.2 Effects associated with constituents 

In the previous section, it has been highlighted the importance of the wetting 

parameter on the migration from one phase to the other. However, it is based on a 

thermodynamical analysis, but in real situations, transport can be considered as a two-step 

process involving 1) Transport from the bulk phase to the interface and 2) penetration of the 

particle into the interface. Considering Eq. 1.6 the change in the interfacial energy can be 

derived when a particle with radius r is transported from phase B to the AB interface3: 

 ∆Ginterfacial = 4πr2γp−B − πr
2γAB(1 − cos θ)2 Eq. 1.12 

 The second term from Eq. 1.12 is the energy required to remove the particle from the 

AB interface. For a micrometric particle, the energy for removing a particle from the 

interface will be greater than the thermal energy kBT, where kB is the Boltzmann constant. 

It suggests that once a particle has been located at the interface, it is irreversibly adsorbed 

without any other external forces.131–133  

1.5.3 Influence of particle size and shape 

Expressions in Section 1.5.1 were derived for a spherical particle. However, 

nanoparticles like carbon nanotubes and graphene sheets have high aspect ratios. Krasovitski 

and Marmur modelled the penetration of the interface by high aspect-ratio (b ≫ a) particle 

from a fluid F into a droplet L (Figure 1.13). They found that the energy of the system was 

minimized when the contact angles were smaller than 90° and would not migrate for contact 

angles greater than 90°.134  

 
3  Eq. 1.12 was derived by substituting the Young’s equation: γp−A = γAB cos θ + γp−B into Eq. 1.6. 

to obtain ∆Ginterfacial = πr
2[2γAB cos θ − 2γAB cos

2 θ + 2γp−B − 2γp−B cos θ + 2γp−B + 2γp−B cos θ −

γAB(sin
2 θ)], then simplifying to obtain Eq. 1.12. 
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Figure 1.13 Model proposed by Krasovitski and Marmur where a solid particle S transfers from 

fluid F to a droplet of fluid L and the triple contact angle θ is formed by the different surface 

tension forces acting on the surface S. Adapted from 134. 

Based on this model, Göldel et al. proposed a qualitative slim-fast mechanism (SFM).135 

It explained that the migration process started when the particle was in the less 

thermodynamically favourable phase. Then, the mixing process transfers the particle to the 

interface. Furthermore, they suggested that once a particle was close to the interface, the 

instability of the curvature was the driving force for migration, involving faster transfer rates 

for higher aspect ratios and smaller particles. The relative transfer rates are summarized in 

Table 1.2. 
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Table 1.2 Classification of the transfer speed and interfacial stability of small particles in polymer 

blends during blend mixing. The terms in the table refer to carbon nanotubes (CNT), carbon black 

(CB), montmorillonite (MMT), carbon nanofibers (CNF). Reproduced from reference 135. 

 

1.5.4 Influence of viscosity 

It was experimentally demonstrated that a particle premixed in the less 

thermodynamically preferred (phase A) will move slower when the viscosity of A 

increases.136,137 To provide a better explanation of the role of viscosity in the localization of 

fillers in non-miscible blends, Plattier et al. conducted a set of experiments using the 

polycaprolactone (PCL) and polypropylene (PP) system.138 The viscosity ratio  

K = ηPCL/ηPP was varied from 0.06 to 14.7. Results showed that for K ≈ 1 the carbon 

particles were localized at the interface, while for K ≫ 1 or K ≪ 1 they were extracted from 

the interface towards the more viscous phase. Results suggested that drag forces acting on 

the surface of the carbon particles were responsible for the transport. The model proposed 

considered (Figure 1.14):138 

1. Interfacial forces are much smaller than hydrodynamic forces produced during 

mixing, so they are neglected. Furthermore, it does not explain how the particle 

penetrates the interface.  

2. Once at the interface, the drag force acting on the particle by each polymer face 

is given by the product of the surface S area and the shear stress tensor τ⃗. 

However, it is not possible to know the shear stress distribution given by the 
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tensor 𝝉⃗⃗ and normal stress contribution is neglected. Then, if only the drag forces 

balance is considered, the following relationship applies: 

 
Fd
Fm

≈
1 + cos θ

1 − cos θ

ηd
ηm

 Eq. 1.13 

From the last equation, they inferred that for K ≈ 1 when the particle reaches the 

interface, it is not extracted from it since the two applied forces almost cancel each other and 

the localization only depends on the contact angle, which was experimentally estimated to 

be in the range of 60° < θ < 120°.  

 

Figure 1.14 Representation of a particle at the interface of a PP/PCL system experiencing dragging 

forces Fm and Fd due to different viscosities. Reproduced from 138. 

1.5.5 Effect of time and shear rate 

Ultimately, the compounding time to process a composite is one of the variables that 

can be controlled accurately. Experimental evidence showed that the transfer of carbon 

nanotubes from styrene-acrylonitrile (SAN) to polycarbonate (PC) ranges from 90 seconds 

up to 5 minutes depending on the extrusion method, being faster when using a twin 

extruder.139 Such a difference was attributed to the increased number of collisions between 

the matrix and the droplets of the dispersed phase.140 This same hypothesis was tested in a 

system where polycaprolactone (PCL) was premixed with multiwall carbon nanotubes 

(MWCNTs) and then melt compounded with thermoplastic starch (TPS) in a twin extruder 

or an internal mixer while keeping all other conditions the same. The twin extruder was more 

effective for transferring MWCNTs, and authors attributed it to higher shear rates reached.141 
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In another experiment, it took 30 minutes to complete the transfer of MWCNTs from 

polystyrene (PS) to polyvinylidene fluoride (PVDF) but in this case, it was hypothesized to 

be due to the large viscosity difference.142  

Particle localization is a pretty complex problem, and the factors discussed so far 

seem to have a synergistic effect and cannot be considered alone. In a recent article, Jaensson 

et al. investigated the migration process of a spherical particle near the interface from a 

viscoelastic liquid to a Newtonian liquid.143 For a Newtonian fluid, the shear stress (τ) 

increases proportionally to the shear rate (γ), where the proportionality constant is the 

viscosity (η). Any fluid whose behaviour deviates from this description are considered 

viscoelastic fluids. Jaensson et al. considered the Giesekus model for a viscoelastic liquid, 

which captured many features of polymers, including the normal stress produced during a 

shear flow.143 The analysis was interpreted based on two non-dimensional numbers: the 

Weissenberg (W) and the capillary number (Ca). The first one is interpreted as the ratio of 

elastic forces caused by normal stresses and viscous forces, while the capillary number 

represents the ratio of viscous forces to surface tension forces. As expected, a higher W 

number will push the particle to move to the other phase because of normal stresses. 

However, if interfacial tension is high enough (lower Ca), the particle will remain trapped at 

the interface. On the other hand, for higher W and lower interfacial tensions (higher Ca) drag 

forces will transport the particle to the other phase. The model also predicts regimes where 

migration is halted and the particle steps back instead.144  

1.5.6 Localizing graphene-based materials in immiscible 

blends 

Graphene oxide (GO) has an amphiphilic character, making it a more accessible 

material to disperse in a polymer matrix. Aromatic regions can interact with electronegative 

atoms or through π - π interactions with other moieties from polymers. Also, GO is rich in 

oxygen functional groups -OH and -COOH, making the interaction through hydrogen 

bonding with more polar polymers possible.145,146 This theory was tested using the 

PMMA/PS system. The ester moiety from PMAA (-O-C=O) can interact through hydrogen 

bonding with GO and PS through π - π interactions. It was proven through neutron 

reflectivity that the thickness of the interface was increased, confirming that the interface 

between deuterated PMMA and PS broadens by 2.2 times in the presence of GO.147 
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The interface of immiscible polymer blends can be used as a scaffold for electrically 

conductive particles to form a network. The percolation threshold is defined as the minimum 

amount of these electrically conductive nanoparticles, above which they are connected and 

form a network. Hence, the importance in modifying the surface chemistry of GO to induce 

a preferential location at the interface of immiscible polymer blends. For example, by 

functionalizing GO with a copolymer poly (styrene-co-methyl methacrylate) the percolation 

threshold was reduced from 0.35 vol% to 0.02 vol%.148 Although lower percolations can be 

achieved with surface modification, increasing the amount of modified GO can create a third 

phase at high loadings, and instead of reinforcing the interface, it can have the opposite 

effect, showing poor mechanical properties.149 

Electrical conductivity is one of the properties that polymer can benefit from, and 

few-layer graphene (FLG) is one of the best options as they are commercially available.  

However, the high surface energy of graphene and few functional groups on its surface make 

its dispersion in a polymer matrix difficult but even mild oxidation of FLG can improve the 

dispersion in polymer systems with polar moieties reducing the electrical percolation 

threshold several orders of magnitude. Thus, making it clear the importance of the surface 

chemistry to tailor the interaction with polymers.150   

Aggregation is another major problem. It was why using few-layer graphene in a 

thermoplastic polyurethane (TPU) /polypropylene (PP) blend in concentrations over 0.5 wt% 

yielded a low tensile strength.151 Also, it is frequently found that high loadings are needed, 

even close to 10 wt%, to affect the conductivity significantly.152 Therefore, surface chemistry 

and high aspect ratios must be considered to reduce the percolation and facilitate the transfer 

between polymer phases.153  

In a recent study, Bai et al.154 studied the effect of reduced graphene oxide (RGO) 

sheets on the electrical conductivity of co-continuous PLA/PS blends. It was found that when 

RGO was premixed with PLA conductivity, morphological stability and modulus of the 

blend increased because of the RGO localization at the interface. However, they argue that 

the time must be carefully controlled to trap the graphene flakes at the interface. An attractive 

way to compatibilize a blend is using reactive nanoparticles. Zhao et al. further explored this 

idea and synthesized carbon nanotubes containing epoxy groups and PMMA chains. It was 

hypothesized that when extruding a PLLA/PVDF blend, the epoxy groups react with 

carboxylic groups from PLLA (Figure 1.15a). Moreover, because PMMA is miscible in 
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PDVF both effects combined will lead to the preferential location of MWCNTS at the 

interface as confirmed in TEM observations (Figure 1.15b). Furthermore, they proved the 

reinforcing effect at low loadings (1 wt%), demonstrating that reactive MWCNTs were even 

capable of stopping the interfaces at higher loadings (5 wt%). This same approach was 

previously studied using silica nanoparticles155, showing it was a robust methodology that 

could be adapted to graphene-based nanoparticles.  

 

 

Figure 1.15 a) Reactive blending approach to compatibilize immiscible PLLA/PVDF blend using 

MWCNTs with epoxy groups and PMMA chains. b) TEM image of reactive MWCNTs localized at 

the interface of the blend.  Adapted from reference 156. 
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2 Aims and Objectives 

One of the most characteristic features of graphene is electrical conductivity, which 

has inspired and directed its wide range of applications. As already discussed, there are two 

main precursors of graphene: graphene oxide and graphene grown by chemical vapour 

deposition (CVD). Although graphene oxide can be produced on a gram scale, CVD 

graphene grows on a catalytic substrate layer by layer.  

These two methods face challenges in exploiting graphene's electrical properties. As 

highlighted already, graphene tends to form agglomerates in polymer blends, leading to the 

use of high amounts of graphene. Here, we aim to use the immiscible polylactic acid (PLA) 

/polystyrene (PS) blend as a scaffold where we can selectively localise graphene on the 

interface of the two polymers. As the first step, graphene oxide must be synthesised where 

the thickness and average lateral size are known. Previous research suggested that high 

aspect ratios increase the transfer rate to the interface. Subsequently these will be 

incorporated into the applied polymer blend using a mini extruder, and the morphology will 

be characterised using SEM and rheological measurements to assess their stability. TEM 

imaging from ultramicrotomed samples will also be collected and analysed to directly 

observe the reactive graphene platelets localisation.  

To harness the electrical properties of CVD graphene, first, it must be transferred 

from the catalytic substrate. Using a supporting polymer layer to transfer the graphene is 

quite common and well demonstrated as it makes handling easier. During our investigations 

two problems are addressed: first, how to transfer graphene onto flat rigid substrates; second, 

how to transfer it onto a rough and compliant substrate such as skin. Although these two 

problems seem different, we can state them as an energy balance between the elastic energy 

stored by the polymer membrane, the elastic energy stored by the substrates, and the energy 

of adhesion. The goal of this project is to provide guidelines for transferring graphene onto 

Si/SiO2 substrates and develop electrodes for on-skin applications. 
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3 Experimental techniques 

3.1 Scanning Electron Microscopy (SEM) 

Scanning Electron Microscopy (SEM) is a valuable tool for the characterization of 

nanomaterials by providing information about the surface and composition at the submicron 

scale. One of the advantages of SEM is the relatively large depth of field, which makes it 

possible to obtain 3D-like images.157 

The major components of the microscope are the electron column, the specimen 

chamber, and the electronic controls. Figure 3.1a illustrates a typical scanning electron 

microscope. In brief, the electron column generates an electron beam, which is 

thermionically generated. Typically, a tungsten filament is used due to its high melting point 

(3422  ̊C). Then, electromagnetic lenses focus the beam, whose diameter will limit the 

maximum resolution attainable. The scan coils raster the probe over the surface of the 

sample.  Exposure of the sample to the beam will generate various signals from the first few 

microns of the surface.  The most important signals to be collected in the detectors are the 

secondary and backscattered electrons, which are then processed to obtain the image.158 

 Once the electron beam interacts with the sample, the electrons experience elastic 

and inelastic interactions. If electrons are deflected by the nucleus without losing kinetic 

energy, it is said they are elastically scattered. However, electrons inelastically scattered can 

lose and transfer kinetic energy when interacting with the nuclei or electrons from the 

specimen.  Electrons from elastic collisions are responsible for the backscattered electrons, 

while electrons from inelastic collisions produced the secondary electrons. So, once the 

beam hits the surface, electrons will be scattered within the sample, creating an interaction 

volume as illustrated in Figure 2.1b. Elastic scattering in atoms with high atomic numbers 

will be more intense, deflecting the electrons through large angles (>90°), and reducing the 

distance travelled into the sample. This phenomenon is known as backscattering and is 

responsible for the atomic number contrast.158 

 When inelastic interactions occur, electrons in the beam have enough energy to knock 

out electrons in the outer shells of atoms. These electrons that initially belonged to the sample 

are known as secondary electrons and are responsible for the topographic contrast. 
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Secondary electrons and backscattered electrons are only differentiated based on their 

energy. Typically, electrons with less than 50 eV are classified as secondary electrons.158 

 

Figure 3.1 a) Main component in a Scanning Electron Microscope. b) Interaction volume and 

typical depths from where different signals are collected using a 20 keV acceleration voltage and a 

small probe diameter. Adapted from reference 157. 

 Undoubtedly, carbon-based nanomaterials such as fullerenes, carbon nanotubes and 

graphene have benefitted from SEM imaging. It is a non-destructive tool for imaging 

graphene-based materials as low voltages are enough to get high-contrast images. Such 

induced contrast is enough to distinguish voids, ruptures, folds and stacking of graphene 

layers. The choice of the detector also influences such contrast. The In-lens detector collects 

mainly low-energy secondary electrons very efficiently and has proven to provide much 

better contrast than the most common Everhart-Thornely detector.159 The contrast arises 

from the graphene's attenuation of secondary electrons from the underlying substrate, 

characterized by the inelastic free mean path.160 Figure 3.2a, b shows images obtained from 

graphene oxide (GO) and CVD graphene on Si/SiO2 from this work. As discussed before, 

measuring the lateral size from big GO sheets is possible, which could be difficult with AFM 

due to the limited scanning area. SEM can easily reveal morphological features such as folds, 
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wrinkles, voids, and stacking. As for CVD-grown graphene, identifying adlayer regions, 

wrinkles and residues from the transfer process and grain size is possible. Sample 

preparation details for imaging flakes are given in Section 8.3. 

 

Figure 3.2 a) Graphene oxide sheets from samples from this work using an in-lens detector and 5 

kV acceleration voltage. Arrows point out stacks of non-exfoliated graphite oxide (1a), a fold (2a) 

and a wrinkle (3a) in a graphene oxide sheet. b) CVD-grown graphene on Si/SiO2 substrate image 

using in-lens detector showing wrinkles (1b) and adlayer domains (2b). 

 



CH AP TER 3.  EX P ERIM EN TA L TECHNIQU ES  

32 

 

3.2 Transmission Electron Microscopy (TEM) 

TEM is a powerful tool to study the microstructure of samples. It can be considered 

a complementary tool to SEM imaging as only very small areas can be analysed in the range 

of a few microns. However, the resolution achievable in TEM is in the subnanometer range, 

as electrons have short wavelengths, i.e., 0.0123 nm at 10 kV, and can be focused through 

electromagnetic lenses to produce high-resolution images.161 

The working principle of TEM shares some similarities with light microscopy, and 

the main difference is that TEM uses electromagnetic lenses instead of optical lenses to focus 

the source of electromagnetic radiation. Figure 3.3 shows the main parts of a typical 

microscope. The image generation is as follows: First, an electron beam is generated and 

focused in electromagnetic lenses in the condenser before striking the sample. Upon reaching 

the sample, different signals are formed, like transmitted electrons, elastically scattered and 

inelastically scattered electrons. Although some other signals are formed, the above signals 

provide information from electron diffraction and produce contrast when imaging. Electrons 

transmitted pass through the objective and projector lenses, whose function is to increase the 

magnification and resolution of the image. Finally, the image formed is projected onto a 

fluorescent screen or captured with a charge-coupled device (CCD) camera. 

TEM has been widely used to investigate graphene structure at the atomic level. 

Understanding the structure of graphene is not a trivial matter, as defects affect the electronic, 

chemical, magnetic and mechanical properties of the material.162 The superior resolving 

power of modern aberration-corrected TEM has made possible the direct observation of 

point defects as atomic vacancies163–165 and Stone-Wales rotations, that occurs when the 

connectivity of two-bonded carbon atoms changes, causing them to rotate by 90° relative to 

the midpoint of their bond.166 Also, grain boundaries167 and edges168,169 have been directly 

observed. 

It is of particular interest to know the number of layers to assess the exfoliation 

process and TEM imaging also provides a simple way to count the number of layers of 

graphene, even without using high-resolution. The most intuitive way of counting the 

number of layers is by counting the number of fringes that form at the part of a fold that 

forms parallel to the beam, as illustrated in Figure 3.4.170   
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Figure 3.3 Typical components of a Transmission Electron Microscope (TEM). Adapted from 

reference 157. 
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Figure 3.4 a) Folded edge of a single-layer graphene. b) Folded edge of a bilayer graphene. 

Reproduced from 171. 

3.2.1 Selected Area Electron Diffraction (SAED) 

Since the wavelength of the electrons is very short, diffraction is expected to happen 

once the beam interacts with the sample. Such phenomenon can provide information about 

the structure, symmetry, and lattice parameters. Because a small area is selected for 

diffraction, getting the SAED pattern of even a single crystal is possible. The same 

fundamentals apply as in traditional X-ray diffraction (see Section 3.5). However, in the 

SAED pattern, every plane from the real lattice, becomes a point in the reciprocal lattice. 

Thus, the whole reciprocal space can be probed by tilting the sample.161 

The SAED pattern can provide a way to distinguish between monolayer and 

multiple-layer graphene. Using Miller-Bravais indices (hkil) for graphite, it is shown that the 

innermost hexagon and the outermost one correspond to (0-110) (2.13 Å spacing) and (1-

210) (1.23 Å spacing) planes.172 The key for identifying monolayer graphene is that its 

reciprocal space has only the zero-order Laue zone, which is the middle part of the diffraction 

pattern that contains the origin. Therefore, almost no dimming of the diffraction peaks should 

occur at any angle. Considering that for a single graphene crystal, the reciprocal space is a 

set of rods and that the intensity profile along any of the rods is given by only the product of 

the atomic form and effective Debye-Waller factor, there will only be a weak monotonous 

intensity variation along the rods. This agrees with experimental evidence where changes in 

the total intensity are minimal when the tilt angle is changed without going through any 
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minima (Figure 3.5a).172 Further experimental evidence showed that for bilayer graphene, 

variation of a few degrees in the tilt angle will lead to substantial variation in the diffraction 

intensities for all multilayer samples independent of the stacking order, as shown in Figure 

3.5b. It also implies that single-layer graphene can be identified by the intensity ratios of the 

diffraction peaks at zero angle tilt (Figure 3.5c).  

 

Figure 3.5 a, b) Intensities as a function of the tilt angle for planes 1-210, 0-110 for monolayer 

and bilayer graphene respectively. c) SAED pattern of monolayer graphene a 0° tilt horizontal tilt 

axis. The inset shows the variation in intensity typically obtained for monolayer graphene. Adapted 

from reference 172. 

3.3 Atomic Force Microscopy (AFM) 

AFM is a high-resolution tool to track the topography of a surface from several 

microns down to the nanometer scale with a sub-nanometer resolution. The wide range of 

spring constants of cantilevers (10
-2 - 10

2
 N/m) results in measurable forces in the range of 

pico-Newtons to micro-Newtons. Moreover, modern AFMs are provided with highly 

sensitive photodetectors. These two features enable atomic force microscopes to measure 

atomic structures.173 

Traditionally, AFM works in a quasi-static or contact mode, in which a sharp probe 

is rastered over the sample's surface, so the height is indirectly measured. However, this 
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mode is more appropriate for rigid samples or nano-patterning, since shear forces might 

damage delicate samples such as 2D materials, which in principle are one atom thickness. 

An alternative for such fragile samples is the non-contact AFM, which is discussed next.173 

 

Figure 3.6 Schematic showing typical components involved in a non-contact mode setup. The 

figure was exaggerated to show that the tip is not in direct contact with the samples but a distance 

from it. Adapted from reference 173. 

3.3.1 Non-contact AFM (NC-AFM) 

Non-contact AFM creates a very delicate interaction between the sample and the 

probe, allowing imaging without any damage such as tearing and puncturing the sample. In 

this AFM mode, the cantilever vibrates near its resonance frequency tapping the surface 

many times at the exact pixel location. Thus, a time-averaged interaction results. Because 

the vertical probe oscillation amplitude is used to track the surface topography, it must be 

large enough to overcome the adhesion between the tip and the surface.173  

 The core of the working principle is the change in the oscillator net spring constant 

due to the force gradient (dF/dZ). Once an oscillation has been completed, a net positive or 

negative shift in the resonance frequency is produced, which will necessarily produce a 

change in the oscillator amplitude. Thus, a feedback loop is needed to vertically displace the 

midpoint of the oscillator and keep the amplitude constant to track the surface topography.173 
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Figure 3.6 shows a schematic of the feedback loop control and the hardware when 

using the non-contact mode. The way the instrument keeps track of the movement of the 

probe is due to the laser- quad photodiode pair. The photodiode will detect changes in the 

deflection of the probe and the amplitude of the signal will be compared to the setpoint 

specified by the user and the z-scanner will shift vertically proportional to the error signal.173 

AFM is typically used to assess the thickness and roughness of the carbon-based 

family materials. The NC-AFM mode is typically used to measure the thickness of 

graphene,174 but contact mode AFM has also been used.4,175 Different studies have found that 

the average step is around 1 nm for monolayer graphene from mechanical exfoliation. Such 

approximation deviates significantly from the true value close to 0.334 nm. It has been 

hypothesized that the apparent thickness depends on the force applied from the tip on the 

surface, such that when increasing the force, it is possible to get more accurate measurements 

with a 0.1 nm error.176 The dependence of thickness on the force can be explained by the 

existence of a buffer layer, formed by adlayers of moisture, which was demonstrated 

experimentally.4,177 This is consistent with the measurements done under ultra-high vacuum, 

measuring a step of 0.4 nm between layers.178 

Reported values for single-layer graphene oxide (GO) sheets are around 1 nm. In this 

case, the apparent thickness is strongly influenced by the hydrophilic nature of GO and the 

structure, which is not atomically flat as in the case of cleaved HOPG.179,180 In the present 

work, NC-AFM measurements were done in ambient conditions. Figure 3.7 shows graphene 

oxide layers deposited on the Si/SiO2 substrate. Typical heights measured were ~ 1 nm in 

agreement with previously reported values for monolayer GO. 
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Figure 3.7 AFM image from graphene oxide flakes synthesized in this work using non-contact 

mode. The inset shows the height profile of an arbitrary flake. 

3.4 Raman spectroscopy 

Raman spectroscopy has become an important tool for analysing carbon-based 

materials. Unlike absorption spectroscopy techniques where the energy of the photon must 

match the energy gap between the ground state and the excited state, scattering will always 

occur no matter if this condition is met. When scattering occurs, the light is immediately 

scattered, forming a short-lived complex, often called a virtual state. Although the electronic 

distribution will be different, it will not represent an equilibrium state. Furthermore, the 

nuclei will not reach an equilibrium position either. This type of scattering is the most intense 

one and it is called Rayleigh scattering and is an elastic process.181  

Raman scattering is a rare process only experienced by one in 106 – 108 photons. In 

this mode of scattering, the nuclei and the electrons move at the same time. Since nuclei are 

much heavier than electrons, it will produce a change in the energy of the molecule as part 

of the energy from the incident beam is transferred. When the molecule starts from the 

ground state (m) and goes to a higher vibrational state (n), the scattering is called Stokes-

Raman scattering. In this case, the energy difference between the incident photon and the 

scattered radiation will correspond to the energy vibrations of the molecule. The opposite of 
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the previous process described is called anti-Stokes scattering and involves the transfer of 

energy from an excited state n to the scattered photon. However, it is much weaker when 

compared to stokes scattering, then only stokes scattering is usually recorded. Figure 3.8 

illustrates the elastic scattering and Raman scattering that were described. In general, Raman 

spectroscopy relies on the change in the polarizability of the electron cloud in a molecule, 

being the symmetric vibrations responsible for the greatest scattering.181 

 

Figure 3.8 schematic of Raman and Rayleigh scattering process. Ground state and excited state are 

represented by ‘m’ and ‘n’ respectively. 

Raman spectroscopy is a powerful tool technique to analyse graphene structure. It is 

fast and non-destructive so it can be potentially used as a quality control tool in large-scale 

graphene production processes.182 Furthermore, Raman spectroscopy of graphene has 

proven to identify structural damage,183,184 stress,185 strain,186,187 doping,188 chemical 

functionalization,189,190 and magnetic fields.191,192 Since Raman scattering of phonons is 

essentially due to the interaction and interference of electrons, variations induced by the 

phenomena listed above will affect the positions, intensities, and width of the peaks.  Phonon 

dispersions of monolayer graphene can be divided into three acoustical (A) and three optical 

(O) branches. Modes can be out-of-plane (Z), in-plane longitudinal (L) and traverse ones 

(T). Figure 3.9a and b show the plot of the Brillouin zone of graphene, the first Brillouin 

zone of the electronic dispersion (Dirac cones). Since graphene has two atoms per unit cell, 

it has six normal modes. The in-plane optical phonon E2g are Raman active, while B2g out-

of-plane is not.193 Thus, at the centre of the Brillouin zone, the centre of the primate cell in 

the reciprocal lattice Γ:A2u + B2g + E1u + E2g. These four modes are illustrated in Figure 

3.9c). 
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Figure 3.9 a) Electronic Brillouin zones of graphene (black hexagons), First phonon Brillouin zone 

(red rhombus) and electronic dispersion (Dirac cones). b) The black curves represent the 

dispersion of in-plane phonon modes in graphene in the energy and frequency range relevant for 

Raman scattering and points are experimental data from references 194,195. c) Γ-point phonon-

displacement pattern for graphene. d) Raman spectra of pristine and defective graphene using a 

514 nm laser excitation wavelength. Adapted from reference 196. 

The Raman spectrum of graphene shows a characteristic set of bands. Figure 3.9d 

shows the optical phonon dispersions of single-layer graphene relevant to the interpretation 

of Raman spectra. In the following discussion, all peaks mentioned were taken at 514 nm. 

The G peak at 1580 cm-1 corresponds to the high-frequency phonon E2g  at the Brillouin 

zone centre Γ. It involves the in-plane bond-stretching motion of pairs of sp2 carbon atoms. 

This mode will occur in every sp2 carbon and does not require the presence of a six-folded 

ring.197 

The D peak at 1350 cm-1 is linked to the TO phonons around the Brillouin zone corner 

K. This phonon causes the breathing mode of the six-atoms ring and is activated by defects. 

In the case of graphite, this mode is forbidden.  Defects are those related to bond-angle, 

bond-length and sp3 hybridization. It means that the D peak will be sensitive to edges, 

imperfect stitching at the boundaries of graphene domains and functionalization as it will 

produce the transition from sp2 to sp3 hybridization state of the functionalized carbons.198,199  
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The D’ peak at ~1620 cm-1 comes from the double resonance connecting two points 

belonging to the same cone around K (or K’). The 2D at ~2700 cm-1 peak is an overtone of 

the D, and similarly, 2D’ is an overtone of D’. Both are always present since no defects are 

required for their activation as they originate from an event where momentum is conserved. 

The D+D’’peak at ~2450 cm-1 was assigned to a combination of a D phonon and a phonon 

belonging to the LA branch.171,196  

Early investigations proved that Raman spectroscopy could capture the unique 

electronic structure of graphene. Graphene has been proven to have a very different Raman 

spectrum from bilayer graphene and graphite. Graphene shows a single D peak, while 

graphite D peak can be deconvoluted in D1 and D2 peaks (Figure 3.10d).200,201 Also, the 2D 

peak shows a different behaviour when increasing the number of layers. Single-layer 

graphene shows a single symmetrical peak and bilayer graphene shows a similar single but 

upshifted broader peak (Figure 3.10 a-c). On the other hand, graphite shows a completely 

different peak with four overlapping components 2D1B, 2D1A, 2D2A and 2D2B, giving an 

overall asymmetrical appearance in shape. It was observed that for more than 5 layers the 

2D peak did not look different from graphite (Figure 3.10 a and b).171 It is also worth mention 

that the observation of a single 2D peak on its own cannot be considered as a fingerprint for 

monolayer graphene as turbostratic graphite also has a single 2D peak; however, its full 

width at half maximum is almost double that of graphene.202  
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Figure 3.10 a) and b) Evolution of the 2D peak when increasing the number of graphene layers 

measured at 514 nm and 633 nm respectively. c) Deconvolution of the 2D peak for bilayer 

graphene at 514 nm. d) Deconvolution of the D peak in the edge of graphite (top) and 

characteristic single peak in the edge of monolayer graphene (bottom). Adapted from reference 

171. 

In one of the early works on the Raman spectrum of graphite, it was noted that the  

ID/IG ratio is inversely proportional to the crystal size La, so that ID/IG = C(λ)/La where 

C(514 nm) ~ 4.4 nm.197 Assuming a sample with an average distance LD between defects 

and a laser spot size LL, it is expected that the average number of defects probed by the laser 

will be proportional to (L
D

LL⁄ )
2
, thus ID ∝ (LD

LL⁄ )
2
. Also IG is proportional to the total 

area probed by the laser, thus IG ∝ LL
2 . Then it is inferred that ID/IG = C

''
(λ)/LD

2  . Lucchese et 

al. subjected a sample of graphene to Ar+ ion bombardment and quantified the average inter-

defect distance LD using scanning tunnelling microscopy (STM). They found a non-

monotonous behaviour, such that for low LD values ID/IG is in good agreement with the 

relationship ID/IG = 0.0055LD
2  proposed by Ferrari et al.198 at 514 nm laser excitation. For 

higher LD values it was proposed ID/IG = 102/LD
2  at 514 nm laser excitation.183 In a later 

study, Cançado et al. derived a more general relationship that applies to laser excitations in 

the visible range in the low-density defect region (LD > 10 nm). They defined the defect 

density  nD (cm-2) as:184  

 nD(cm
−2) =

(1.8 ± 0.5) × 1022

λL
4 (

ID
IG
) Eq. 3.1 

The analysis of defects in graphene conducted by Cançado et al. was validated in a 

recent study where defect density and size were systematically varied via ion bombardment, 
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which induced vacancy defects.184 The study also reveals that the ID/IG ratio can accurately 

determine the level of disorder in graphene if the average defect size is known according to 

Eq. 3.2:203 

 (
ID
IG
) = CA

(rA
2 − rS

2)

(rA
2 − 2rS

2)
(e−πrS

2/LD
2
− e−π(rA

2−rS
2)/LD

2
) Eq. 3.2 

where, LD is the inter-defect distance, rS is the radius of the vacancy defect, rA is the distance 

from the centre of the defect equal to rS+Lσ, where Lσ is the relaxation length while CA is 

approximated as 160EL
-4. Figure 3.11a shows the agreement of experimental data to Eq. 3.2. 

Figure 3.11b shows the Raman spectra evolution when decreasing the interdefect distance 

LD. Figure 3.11b shows absence of the D peak for defect free single layer graphene, which 

can be described as stage 1. As defect density increases, so too does the ID/IG ratio. Stage 2 

is reached when vacancy defects coalesce and the number of six atom rings is reduced. This 

structural disorder causes broadening of the G and D peaks, reduction on the 2D peak 

intensity and activation of the D’ peak.203   

 

Figure 3.11 a) ID/IG ratio versus the inter-defect distance, LD, for bombardment with Mn+, Bi+ and 

Bi3+ at 25 keV. Data were fitted to Eq. 2.2. b) Raman spectra of single layer graphene bombarded 

with Mn+ ions at 25 keV obtained using a 532 nm excitation laser. LD is the average inter-defect 

distance, which is larger for lower defect density. Reproduced from reference 203.  
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3.5 Powder X-ray Diffraction (PXRD) 

PXRD is a bulk technique that provides information about sample purity, crystallite 

size and even morphology. As mentioned previously, atoms can elastically scatter X-rays. 

When scattered waves are coherent, they constructively interact creating a wave with a 

higher amplitude. Then, the diffraction of these waves will only occur in specific directions, 

which are governed by Bragg’s law:204 

 λ = 2d sin θ Eq. 3.3 

where 𝜆 is the wavelength of the source, 𝑑 is the distance between two parallel planes in the 

crystal lattice and 𝜃 is the angle of diffraction. Figure 3.12 illustrates this concept. 

The three main components of an X-ray diffractometer are the X-ray source, the 

specimen and the X-ray detector. In most diffractometers, the source is Cu K𝛼 radiation, 

because of its high intensity, with an average wavelength λ = 1.54 Å. Normally, powders 

should be less than 50 μm, since small grains ( < 1 μm) will produce broadening of the peaks. 

Thereby, crystalline materials will produce sharp peaks and amorphous materials will 

produce broader peaks. In general, the diffraction pattern is formed because each plane of 

the lattice crystal with distance 𝑑 is diffracted at every θ angle that satisfies Bragg’s law. 

After the beam has been diffracted, the signal is filtered so that background radiation is 

reduced and only the X-rays coming from the samples are collected.  
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Figure 3.12 Schematic of diffraction of X-rays by a set of parallel planes in a crystal structure. 

Graphite intercalated compounds (GICs) are materials formed by the intercalation of 

ions between the layers of graphite. The stage index, n, is the number of graphene layers 

between two adjacent intercalant layers.  XRD is a useful tool for the assessment of graphite 

intercalation, being able to distinguish between the different stages.205,206 Figure 3.13 shows 

a typical diffraction pattern corresponding to different stages of a GIC before and after 

exfoliation.  

Because graphite has a very strong peak at 26.7° corresponding to the (002) plane, 

this is commonly also used to estimate the interlayer distance between adjacent graphene 

layers according to Bragg’s equation. In many processes involving graphene production, 

graphite intercalation is a previous step to obtain graphene. In the case of graphene oxide 

production, stage 1 GIC is a precursor formed when graphite is mixed with sulfuric acid and 

strong oxidant KMnO4 after the reaction has been quenched in water, graphene oxide is 

obtained.207 In both cases, the diffractogram will show a shift of the [002] peak towards 

lower angles because of the increase in the interlayer distance. 
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Figure 3.13 a) XRD from GICs at different intercalation voltages in concentrated H2SO4. b) XRD 

after exfoliation of the GICs in (NH4)2SO4 0.1 M at 10 V. Adapted from 206. 

3.6 Infrared spectroscopy  

Infrared spectroscopy is an easy way to identify chemical bonds within a molecule. 

When molecules are exposed to infrared radiation, those frequencies that match the natural 

vibration frequencies of the molecules are absorbed, and the amplitude of those vibrations is 

amplified. As expected, every bond has a different natural frequency vibration, and the nature 

of the environment will influence its position in the spectra. Therefore, the spectrum for each 

molecule can be considered as a fingerprint.208 

Fundamental vibrations can be classified as stretching and bending. In any group of 

three or more atoms, where at least two are the same, there are two stretching modes: 

symmetric and asymmetric. Bending vibration modes are scissoring, rocking, wagging, and 

twisting. These fundamental vibrations can interact by addition, difference, or overtones of 

one. Even when only certain combinations are allowed, the resulting spectrum is 

complicated and judicious analysis must be done and complemented by other techniques. 208 
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Figure 3.14 Typical infrared spectrum of graphite, reduced graphene oxide and graphene oxide. 

Adapted from reference 209. 

IR spectroscopy is one of the preferred techniques to identify the presence of 

functional groups and has been widely used in graphene science. However, for low levels of 

functionalization of graphene, this technique is not the most convenient. Further information 

from other techniques, such as XPS could be necessary to support the analysis. Typical 

spectra of graphite, graphene oxide and reduced graphene oxide are illustrated in Figure 

3.14. While the FTIR spectrum of graphite is flat due to the lack of polarity in the graphitic 

lattice, graphene oxide derivatives show more peaks due to the different functional groups 

introduced either during oxidation or through functionalization. As expected, graphene oxide 

shows typical oxygen-related vibrations: O-H stretching vibrations at ~3400 cm-1, stretching 

vibrations from C=O at 1720 cm-1 and sp2 C=C vibrations at 1600 cm-1 from unoxidized 

graphitic domains as well as C-OH and C-O stretching vibrations at 1220 cm-1 and  

1060 cm-1, respectively. On the other hand, typical spectra of reduced graphene oxide will 

show a significant reduction in the O-H peak but peaks coming from C=O and C-O bonds 

will still be detected because of the incomplete restoration from the sp2 network.210–212 
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3.7 X-ray Photoelectron Spectroscopy (XPS) 

XPS, also referred to as electron spectroscopy for chemical analysis (ESCA) is a 

technique that provides information from the outermost 10 nm from the surface of a sample. 

It is commonly used for elemental composition analysis assuming that the element of interest 

is present in at least 0.05 atomic%. Furthermore, it is also sensitive to the chemical 

environment of the atoms.213 

During XPS the sample is irradiated with X-rays and the kinetic energy from the 

emitted electron is obtained for further analysis. The emitted electrons come from the core 

levels of the atom. This is expressed mathematically as:214 

 h𝜈 = BE + KE +Φspec Eq. 3.4 

where ℎ𝑣 is the energy of the incident X-rays, BE is the binding energy of the electron, KE 

is the kinetic energy measured with respect to the Fermi level, and Φspec is a constant value 

defined as the spectrometer work function, which correlates to the minimum energy required 

to eject an electron from an atom. It is noted that the binding energy is independent from the 

X-ray source, and any electron with a binding energy less than the X-ray source will be 

detected by XPS. The loss of one electron from the core will make one of the electrons from 

the valence band fill the vacancy and the relaxation process will create X-ray fluorescence 

and Auger electrons, the latter being the only ones detected by XPS (Figure 3.15a). Auger 

electrons are only used for qualitative analysis since their binding changes with the X-ray 

source (Figure 3.15b). However, they are helpful when spectral overlap is present.214 
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Figure 3.15 a) Emission process of a photoelectron upon X-Ray radiation. b) Auger electron 

emission process. KL1L3 means that the first ejected electron camos from K orbital, the electron 

that filled the core hole came from an L1 orbital and the final Auger electron came from L3 orbital. 

Adapted from reference 214. 

In XPS, chemical environment sensitivity is influenced by factors like the nearest 

neighbours or the oxidation state of the element. For example, as neighbour atoms become 

more electronegative, the binding energy for the C 1s electron increases, so it can be 

distinguished between C-C, C-O, C=O and C-F2 bonds (see Table 3.1). Also, the area under 

each peak is proportional to the number of carbon atoms in each environment. Therefore, 

XPS is an important technique to confirm the covalent functionalization of graphene-based 

materials, especially when functionalizing single monolayer graphene.190,214–217 

Table 3.1 Binding energies for carbon in different chemical environments. Table adapted from 

reference 218. 

Functional group Chemical state Binding energy (eV) 

Hydrocarbon 

Amine 

Alcohol, ether 

Carbonyl 

Acid, ester 

2 F bound to carbon 

3 F bound to carbon 

C-C or C=C 

C-N 

C-O-H, C-O-C 

C=O 

O-C=O 

CF2 

CF3 

285.0 

286.0 

286.5 

288.0 

289.0 

292.0 

293-294 
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3.8 Thermogravimetric analysis (TGA) 

TGA is a technique that records sample mass, temperature, and time. It is usually 

specified as a temperature program. To monitor the mass, a microbalance is connected to a 

sample pan inside a furnace with a temperature programmer and controller. Temperature is 

measured using a thermocouple near the pan while a purge gas passes over the sample. It 

can be normally air or any other inert gas such as nitrogen, argon, or helium. The thermogram 

obtained typically shows the mass change over time or temperature.  Thermograms have 

different sections:219 

1. Below 150 °C physisorbed water, low molecular volatile compounds, solvents, 

and trapped gases evolve.  

2. Between 150 °C – 250 °C mass loss is due to chemisorbed water and low 

molecular weight compounds. 

3. Above 250 °C decomposition begins between the onset and end set temperature.  

At this stage, multiple onset temperatures are possible and complex mechanisms 

take place.  

Typically, the first derivative of the weight loss over temperature (DTG) readily 

identifies different stages since inflexion points will appear as peaks. Overall, TGA is a 

simple and robust technique widely used in the analysis of carbon materials such as carbon 

nanotubes, fullerenes, and graphene-based materials.  

The International Organization for Standardization (ISO) reserved the term few-layer 

graphene (FLG) to a material that has between 3 and 10 layers of stacked graphene (ISO/TS 

80004-13:2017).220 DTG graphs have recently been used to assess the quality of bulk few-

layer graphene. Graphite consists of many stacked layers of graphene and is the most 

thermodynamically stable material, due to the additional van der Waals forces that hold these 

honeycomb carbon lattice layers together. DTG peaks corresponding to maximum 

temperature values (Tmax )  can be linked to the number of stacked graphene layers (very high 

in graphite) and defects in carbon structures (very high in graphene oxide). Therefore, it is 

expected a higher Tmax in graphite than in reduced graphene oxide (RGO) and FLG. In the 

case of GO, oxygen functionalities create a highly defective sp3 carbon lattice.  It also means 

a weaker interaction between the GO layers and thus, the degradation temperature is reached 

much faster (first DTG peak in Figure 3.16). On the other hand, since RGO is a derivative 
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of GO, it reveals a DTG peak shifted to higher temperatures since the sp2 network was not 

fully recovered after the reduction step (Figure 3.16). The study concludes that the area under 

the peak for graphene oxide and graphite can be used to quantify their amount in industrial 

FLG batches.221 

 

Figure 3.16 a) TGA of graphene oxide (GO), reduced graphene oxide (rGO), Few-Layer graphene 

(FLG), Graphite (Gft).  b) DTG of GO, rGO, FLG and Gft. Adapted from reference 221. 

3.9 Rheology  

Rheology is the study of the deformation and flow of matter. Although the 

deformation of solids and the flow behaviour of liquids are classically explained by Hooke 

and Newton’s law respectively, the behaviour of real materials can be thought of as a 

combination of an elastic and viscous part.222  

The most common geometry in oscillatory experiments is the parallel plates or cone-

plate geometries in which the upper plate rotates and the bottom remains stationary. The two 

parallel plates model is helpful to explain the main concepts and terminology. Two important 

assumptions must be met for the model to be valid: 1) there are no wall-slip effects and 2) 

the sample is deformed homogeneously.222  
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In oscillatory experiments a sinusoidal deformation γ(t) with amplitude γ0 and 

frequency ω (rad/s) is applied to the sample, as described by Eq. 3.5. 

 γ(t) = γ0 sinωt Eq. 3.5 

when applying such a periodical deformation γ(t) on a purely elastic material, Hooke’s law 

holds as in Eq. 3.6, where G
*
 is the complex modulus which could be considered as a 

measure of the resistance of the material against the deformation and τ(t) is the shear stress. 

Because G
*
is a constant τ(t) and γ(t) must be in phase (δ = 0°) at all times.  

 τ(t) = G∗ ∙ γ(t) Eq. 3.6 

A similar analysis can be performed for a purely viscous material, which will follow 

Newton’s law (Eq. 3.7), when η* is also a measurement of the resistance of the liquid to flow 

and is constant. Thereby, τ(t) as defined for a solid (Eq. 3.6) and τ(t) as defined for a 

Newtonian liquid (Eq. 3.7-Eq. 3.9) will be shifted by δ = 90° one respect to the other. 

 τ(t) = η∗ ∙
dγ(t)

dt
 Eq. 3.7 

 τ(t) = η∗ ∙ γ0ωcosωt Eq. 3.8 

 τ(t) = η∗ ∙ sin(ωt + δ) Eq. 3.9 

In general, for any viscoelastic material 0° < δ < 90°. Then, the complex modulus is 

measured in shear. G
*
represents the contribution from the storage modulus (G'') and the loss 

modulus (G''), which are responsible for the reversible deformation behaviour and the energy 

dissipated, respectively. The relationship between them is given by: 
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 tan δ =
G′′

G′
 Eq. 3.10 

 |G∗| = √(G′)2 + (G′′)2 Eq. 3.11 

3.9.1 Small amplitude oscillation (SAOS) experiments 

At low amplitude or strain values, both curves G'(γ) and G''(γ)will be constant and 

thus independent of the strain applied. This is called the linear viscoelastic region (LVE), in 

which the measurement is said to be non-destructive. However, out of this region, the 

structure of the sample is irreversibly changed. Such measurements are commonly named 

small amplitude oscillatory shear (SAOS) experiments.  

 There is interest in knowing the behaviour of a material under different time scales 

and frequency sweeps can test it. Since time is the reciprocal of the frequency, the short term 

is simulated at high frequencies and the long term is simulated at low frequencies.  

 SAOS experiments have become one of the most critical tools in analysing graphene-

polymer blends. Thus, a significant number of papers have been published so far. When 

studying the impact of filler in immiscible polymer blends, it is desirable to get information 

about the interaction of fillers and polymers, especially regarding the rheological 

percolation, which can be considered as the minimum amount of filler needed to create an 

internal 3D-network within the polymer blend. Even when it can be visually identified as a 

plateau forming at lower frequencies, power-law approaches can also be used.223 To illustrate 

the concept, Figure 3.17a shows the high amount of filler (20 wt% bentonite-graphene) 

needed to reach percolation in a polyethylene/ethyl vinyl acetate blend.224 This is in contrast 

with the estimated ultralow percolation values (~0.028 vol% - 0.056 wt%) obtained due to 

the interfacial localization of graphene in the polystyrene/polylactic acid blend (Figure 

3.17b).154  
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Figure 3.17 a) Frequency sweep from a low-density polyethylene/Ethyl vinyl acetate with different 

loadings of graphene-like filler ranging from 5 wt% to 20 wt%. b) Frequency sweep from a 

Polylactic acid/ Polystyrene blend with different graphene loadings ranging from 0.028 vol% 

(~0.06 wt%) to 1.12 vol% (~2.4 wt%). Adapted from references 154,224. 

3.10 Sheet resistivity: Van der Paw method 

Van der Paw method is popular in the electronics industry to determine material 

resistivity and has been used since its invention in 1958 by Johan van der Paw. The method 

is versatile since its derivation implicates four probes to be in contact at the periphery of an 

arbitrary shape material, which does not pose any strict constraint on the geometry of the 

probe, or the shape of the material tested. Apart from the previous condition, three more must 

be met to get accurate results. The contacts are as small as possible. Material is homogeneous 

in thickness and the samples do not contain any holes.225  

The conditions mentioned above arise from physical constraints when posing the 

problem. Originally, the problem was solved using a conformal mapping theory of 

bidimensional electric field, deriving the following formula:225 
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 e
−
πRvertical

Rs + e
−
πRhorizontal

Rs = 1 Eq. 3.12 

where Rs is the sheet resistance in Ω/sq, whose value is solved numerically. Rvertical and 

Rhorizontal are average values that consider any anisotropic variation since ideally 

 R12,34 = R34,12 and R23,41 = R41,23.225 

 Rvertical =
R12,34 + R34,12

2
 Eq. 3.13 

 Rhorizontal =
R23,41 + R41,23

2
 Eq. 3.14 

where RAB,CD=
V34

I12
. Figure 3.18 shows the configurations used along with a source meter to 

estimate each value.   

The Van der Paw methodology is a robust technique to measure the electrical 

conductivity of CVD-grown graphene on insulating substrates. Furthermore, it has been 

shown to provide results similar to those of terahertz time-domain spectroscopy, which is 

free of the ohmic contact restriction.226 In the present work, the size of the pins is 1.5 mm in 

diameter and the interspace is 7 mm from centre to centre. It was sourced 100 μA which is 

well below the breakdown current for CVD-grown graphene which is 10
7
A/cm2.227 Further 

experimental details can be found in Section 8.23. 
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Figure 3.18 Van der Paw geometries used to calculate the sheet resistance. 

3.11 Electroimpedance spectroscopy 

The concept of impedance is simple, and it is governed by Ohm’s law, in which the 

resistance R is expressed as input voltage V divided by the output current I. This is the usual 

definition when working with direct current. So, the impedance Z can be considered as the 

generalization of the resistance concept that applies in alternating current. Therefore:   

 Z =
V

I
 Eq. 3.15 

In general, when a sinusoidal voltage with amplitude V0 and frequency ω (Eq. 3.16) 

is applied, the registered current signal I(t) with amplitude IA will be out of phase and shifted 

ϕ degrees (Eq. 3.17): 

 V(t) = V0 sinωt Eq. 3.16 

 I(t) = IA sin(ωt + ϕ) Eq. 3.17 
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When working with EIS it is commonly expressed in complex notation where real and 

imaginary parts are split using Euler’s relationship and related through the phase lag. Then, 

impedance can be expressed as: 

 Z =
V

I
= Z0 (cos ϕ + j sinϕ) = Zreal + j Zim Eq. 3.18 

 tanϕ =
Zim

Zreal
 ,    𝜙 − 90° < 𝜙 < 0° Eq. 3.19 

Many real systems are represented by a combination of capacitive and resistive 

elements. One of the simplest models is the RC model which is represented by a resistance 

and a capacitor in a parallel configuration. For a pure resistor, the impedance will be 

independent of the frequency, that is Z = R. On the other hand, for a pure capacitor, the 

measured current signal will be completely out of phase with the applied voltage, and then 

the impedance will be given by Z = -j (ωC)-1. Applying Kirchhoff’s law, the following 

relationship can be derived for the impedance in an RC model in which the real part 

represents the resistive part, and the imaginary part represents the capacitive part.  

 𝑍 =
R

1 + (ωRC)2
− j

ωR2C

1 + (ωRC)2
 Eq. 3.20 

In this work the customized setup shown in Figure 3.19a was used to measure the 

complex volume resistivity of filled polymers. The setup shows a 4-wire configuration which 

reduced the influence of resistance of the leads. Whenever a two-wire configuration is used, 

it will be stated in the text and the experimental section.   

As explained before, the simple RC model can provide information about the 

formation of conductive networks when low frequencies are applied. Thus, impedance 

measurements at low frequencies can be used as an approximation to the resistance value 

using direct current and resistivity can be estimated using the following relationship:228,229 

 ρ = R
A

t
 Eq. 3.21 
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Where R is the resistivity (Ω∙cm), A is the cross-sectional area (cm2) and t is the 

thickness of the sample. Also, the same electrical setup (Figure 3.19 b) was used to measure 

the skin-electrode impedance. In this case, the stage was substituted by a pair of electrodes 

and the corresponding modelling is more complicated than the RC model. Figure 3.19c) 

illustrates a prototypical model for the electrode-skin impedance response that consists of 

resistive and capacitive elements. Due to the complexity involved, the parameters for every 

model are estimated using a fitting procedure.230   

 

Figure 3.19 a) Setup to measure volume resistivity at room temperature. b) Adaption of the setup 

for electrode-skin impedance measurements. c) Equivalent circuit model proposed for a gel 

electrode where Cdc and Rct are the elements from the electrode double layer, Eeq is the electrode-

potential difference in the two electrode sets up, Res is the contact resistance between the gel and 

the skin, Es the potential drop for one pair of electrodes due to the semipermeable membrane and 

ion difference in the stratum corneum, Cs is represents the stratum corneum that works as a 

dielectric layer, Rs represents the contribution from sweat glands in the epidermis, and Rsub 

represents the resistance from the subcutaneous tissue. Adapted from: 230.
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4 Graphene oxide production and 

functionalization  

4.1 Introduction  

Among the different precursors for graphene, graphene oxide (GO) is one of the most 

widely used. Even when its structure is significantly different from pristine graphene due to 

the oxygen functional groups and the limited efficiency of reduction methods, it is still used 

to explore potential applications of graphene in quite diverse areas such as catalysis,231 

energy storage devices,232 flexible electrodes,233 conductive inks,234 filtration membranes,235 

just to name a few.  

Furthermore, GO production uses low-cost raw materials, consumes low energy and 

the synthesis is relatively straightforward. Therefore, this approach offers a balanced 

solution in terms of cost-effectiveness and potential scaling-up.236 However, it is not free of 

challenges as it involves a risk of explosion because of the exothermic oxidation process. It 

also involves the purification process to remove heavy metal ions, which is difficult. 

Furthermore, making concentrated dispersions is particularly difficult as it increases the 

viscosity of the solution.236 While the risk of explosion can be solved by carefully controlling 

the temperature, the options for purification and water removal are still limited. The most 

common options for purification include washing in a centrifuge,237 dialysis,238 and filtration 

through a membrane.239 However, these processes are affected by the gelation of the GO due 

to the pH decrease while residual acid is being removed. Moreover, dialysis requires days or 

weeks to be completed, and filtration through a membrane is hindered because of the 

inevitable blocking of the pores. Similarly, centrifugation can result in low yields due to the 

solubility of GO.240  

Cross-flow filtration is a mature technology employed in many industries such as 

pharmaceutical and food. The key difference with conventional filtration is that the solutions 

flow tangentially across the porous membrane. This will minimize the clogging and fouling 

of the membrane. Although this technology is not new, it has just recently been considered 

as an attractive option to purify and concentrate graphene oxide solutions on larger scales.240 

Since 2014 there have been a small number of studies on the use of cross-flow filtration to 

purify graphene oxide.240–244  
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In this work, the method proposed by Marcano and Tour2 will be used as a starting 

point. The synthetic procedure and modifications made are explained in Section 8.2. This 

method was demonstrated to be safer and even when it contains a larger fraction of oxidized 

areas, in general, the material obtained contained higher amounts of isolated aromatic areas. 

Overall, this method demonstrated that the electrical conductivity after reduction with 

hydrazine was similar to that obtained using the traditional Hummers’ procedure.52 

Therefore, this method provided a platform for obtaining a conductive material after a 

reduction. Here, it was used as the synthesis procedure for GO followed by purification using 

a commercial cross-flow filtration system. The resulting material was characterized and used 

as a starting point to test different silanization conditions.  

4.2 Results 

4.2.1 X-ray diffraction 

Graphene oxide used in this work was synthesized as explained in Section 8.2 starting 

from commercial graphite flakes (Sigma Aldrich, 99 %, 325 mesh). According to the 

crystallographic chart for graphite (JCPDS-Card no.75-1621), the peak at 2θ = 26.6° 

corresponds to the [002] plane and d002 corresponds to the interlayer distance between 

graphene layers that conform the graphite. Figure 4.1 shows the XRD pattern of graphite 

and the well-defined [002] reflection plane around 2θ = 26.6° corresponding to a d-spacing 

of 0.335 nm, according to Bragg’s law (Eq. 3.3). Since the oxidation process of graphite will 

increase the interlayer distance between adjacent graphene planes, the [002] will exhibit a 

peak at 2θ = 10.6° corresponding to an interlayer distance d002 = 0.83 nm, which agrees with 

previously reported values in the literature.2,245,246 In graphene oxide, the broadening of the 

[002] peak happens as a result of the crystal size decrease, which is also explained by the 

Scherrer equation (Eq. 3.2). The increase in d-spacing is due to the oxygen functionalities 

introduced during the oxidation. Since oxidation disrupts the crystal lattice in graphite, the 

crystal size (D) decreases as it is expressed in the Scherrer equation, which accounts for 

broadening of the peak only due to the crystal size (Eq. 4.1): 

 
D =

Kλ

β cos θ
 Eq. 4.1 
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where K is the Scherrer constant (0.91), λ is the wavelength of the X-ray beam (1.54 Å), β 

is the full width at half maximum (FWHM) of the peak corresponding to the [002] planes 

and θ is the Bragg diffraction angle.247 A summary of these parameters can be found in Table 

4.1. From Figure 4.1 it is shown that graphene oxide purified using the crossflow filtrations 

shows only a single peak which implies that no other crystalline structure is present apart 

from that of graphene oxide. 

Table 4.1 Interlayer spacing and crystallite size of graphite and graphite oxide. 

 Peak position  

[°] 

d002  
[nm] 

FWHM Crystallite 

size [nm] 

Graphite 26.62 0.34 0.13 64.2 

Graphene oxide 10.63 0.83 0.89 11.4 

 

Figure 4.1 X-ray diffraction pattern of graphite and graphene oxide. 

4.2.2 Raman spectroscopy of graphene oxide 

Figure 4.2 shows the typical spectrum of graphite and graphene oxide (experimental 

details are given in Section 8.8). Graphite shows a peak at 1580 cm-1 corresponding to the G 

band associated with the vibration of the graphite lattice due to pairs of sp2 carbon atoms. It 
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also shows the D band at 1351 cm-1 which is associated with the symmetry breaking at the 

edges. It also shows a small peak at 1618 cm-1 known as D’, revealing a significant 

concentration of defects associated with edges. This is an expected phenomenon as the 

graphite used in this work has flakes ≤ 40 μm according to the manufacturer. Therefore, 

many graphite flakes will have a particle size less than the spot size of the laser beam (~1 

μm) accounting for edge-associated defects observed in the spectrum.  

 

Figure 4.2 Normalized Raman spectra of graphite and graphene oxide measured at 532 nm and 

1.2 mW. 

It has been commonly observed that higher disorder in graphene oxide leads to a 

broader G band, as well as to a broad D band of higher relative intensity compared to that of 

the G band.248,249 As explained in detail in Section 3.4 the D band is activated by defects, 

coming from anomalies in bond angle, bond length and sp3 hybridization that disrupt the 

symmetry of the lattice. In the case of graphene oxide, the oxidation process disrupts the 

graphitic lattice by introducing oxygen functionalities causing the D band to appear. 

Therefore, it is expected that the Raman spectrum of graphene oxide appears similar to that 

of graphite transitioning to amorphous carbon showing a characteristic shift of the D band 

towards higher frequencies.248 Also, since the 2D peak at 2720 cm-1 is a second-order phonon 
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of the D peak, its intensity decreases while the full width at half maximum broadens with 

increasing defect density.248 As for the peak around 2450 cm-1, it is assigned to an overtone 

of the D+D’’.250   

4.2.3 Infrared spectroscopy of graphene oxide 

Figure 4.3 FTIR spectrum of the resulting graphene oxide. 

Figure 4.3 shows a typical FTIR spectrum from the GO obtained. Due to the rich 

chemistry of graphene oxide (GO), it exhibits a complex spectrum and peak assignment. The 

characteristic region peaking at 3472 cm-1 comes from the stretching modes of hydroxyl 

groups (-OH), which theoretically come from -OH grafted to tertiary carbon atoms but most 

of the contributions come from water molecules adsorbed, as demonstrated in experiments 

with deuterated water.251,252 The peaks around 2961 and 2888 cm-1 are ascribed to the 

asymmetric and symmetric stretching vibrations of -CH2 bonds.253 The pair of absorption 

bands at 1728 and 1618 cm-1 is the typical signature from GO and they are commonly 

reported. The first one is normally reported in the range of 1719-1734 cm-1 and has been 

assigned to the stretching mode of carbonyls (>C=O), coming from ketones and aldehydes 

moieties. Even when the peak at 1618 cm-1 is commonly assigned to C=C bonds stretching 

modes, it was demonstrated that it originated from the bending modes of water molecules 

adsorbed on GO. Assignment of peaks in the fingerprint region is more complicated as 
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overlapping from different vibration modes complicate it, therefore there is no consensus. 

However, the peaks around 1380 cm-1 have been assigned to the bending modes of tertiary 

C-OH bonds251,252 while the peak at 1047 cm-1 has been attributed to stretching vibrations of 

C-O bonds presumably from epoxy or alkoxy groups.253–255 Further XPS analysis will 

provide more information on the chemistry of graphene oxide.  

4.2.4 XPS analysis of graphene oxide 

To get more detailed information about the chemical environment of graphene oxide 

C 1s spectra were deconvoluted into asymmetric Lorentzian components (LA lineshape) 

after using a Shirley background correction using CASA XPS software for fitting the 

spectra.256 Further details about the acquisitions of the data are given in Section 8.9. 

Graphene oxide typically contains a large proportion of oxygen functionalities. In this work, 

a C/O ratio of 2.2 was found, which is in agreement with other studies.2,257,258 The C 1s 

spectrum was deconvoluted into 4 components, as shown in Figure 4.4. First, the peak at 

284.5-285 eV was assigned to the sp2 C=C bond which has been a common designation 

when working with graphene and multiwalled carbon nanotubes.257,259–261 The peak at 286.9 

eV was assigned to C-OH bonds which contribute minimally (0.05 at%). The peak at 287.1 

eV was assigned to C-O-C epoxy bonds which is the main contribution to the spectra (60.9 

at%). Theoretical approaches indicate that C-O-C bond must have a binding energy higher 

than C-OH bond but less than >C=O bond.262 Moreover, it has been experimentally 

demonstrated that upon increasing the oxidation level, hydroxyl groups are converted into 

epoxy groups.245 The peak at 288.4 was ascribed to >C=O accordingly. The peak at 289.2 

eV was assigned to O=C-O bonds from carboxyl groups whose binding energy must be 

higher than C=O bonds.246,263  
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Figure 4.4 a) Survey spectra and b) high-resolution spectra of C1s of graphene oxide. 

4.3 Exfoliation mechanism 

Exfoliation of graphite oxide can occur because of shear forces when graphene oxide 

layers slide on each other. Therefore, it is expected that when graphite oxide passes through 

the hollow fibre membrane (1 mm inner diameter) exfoliation will happen if the critical shear 

rate is met. It has previously been described that exfoliation will occur whenever the shear 

rate associated with the flow is higher than the net energy of adhesion of two adjacent 

graphene oxide sheets in a solvent. The following equation was derived according to this 

analysis by Patton et al.:31 

 Lηγcrit = [√ES,L − √ES,G]
2
 Eq. 4.2 
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where ES,G, ES,L are the surface energy of water and graphene oxide. While the first one is a 

well-known value (72.8 mJ/m2), the surface energy of graphene oxide was estimated 

according to contact angle measurements (see experimental Section 8.7). On the other hand, 

η, L are the viscosity of the solution (η = 1.07 × 10
-2 Pa∙s), and the average lateral size (L =

16.2 μm). Then, the critical shear rate estimated was 2450 s-1. Graphene oxide solutions 

exhibit a shear thinning behaviour, that is, their viscosity decreases as the shear rate 

increases.264,265 The relationship between the stress (σ) and the shear rate (γ) follows a power-

law dependence:  

 σ = γn Eq. 4.3 

where n < 1 for a shear thinning fluid, and can be obtained from the slope of the graph of  

log σ vs. log γ. From Figure 4.5 it can be observed that for a graphene oxide solution 

(8.05 mg/ml ) n = 0.63. Therefore, it can be estimated the maximum shear rate reached in a 

hollow fibre (1 mm inner diameter) using Eq. 4.4 for a shear thinning fluid:266 

 
γmax =

Q

πr3
(1 +

1

n
) Eq. 4.4 

where Q is the flow rate, typically 50 ml/min and r is the radius of the hollow fibre. The 

estimated value of γ
max

 is 9533.4 s-1. Because γ
max
 > γ

crit
, exfoliation will occur during the 

cross-flow filtration step. This explains the considerably high amount of exfoliated graphene 

oxide before the sonication step. As seen from Table 4.3, 70% of the population of flakes 

have a thickness less than 1.4 nm, which is associated with monolayer graphene oxide, as 

explained later in Section 4.3.2. 
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Figure 4.5 Graph of the shear rate vs. stress showing a power-law dependence. The red line 

corresponds to the straight line when least squares regression is applied.  

4.3.1 Lateral size measurements 

Figure 4.6 shows the distribution of the lateral sizes of graphene oxide and Table 4.2 

summarizes the average lateral sizes and main percentiles obtained at different sonication 

times. In the case of graphene oxide without sonication treatment and the sample sonicated 

for 30 seconds, the average lateral size was measured from SEM images to account for large 

flakes as AFM is limited by the maximum area analysed in each scan (80 × 80 μm). Figure 

4.7 shows typical SEM and AFM images of the graphene oxide sheets obtained at different 

sonication times. Samples sonicated for 60, 90 and 120 seconds were analysed by AFM only. 

Samples not treated with sonication exhibit a broad range of lateral sizes, averaging 

16.2 ± 1.7 μm. A sharp decrease in lateral size can be obtained after 30 seconds of sonication, 

corresponding to an average lateral size of 5.0 ± 0.9 μm. Exfoliation for times above 90 

seconds does not reduce the lateral size significantly as seen from Table 4.2. 
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Table 4.2 Summary of the lateral size distribution from at least 80 flakes of graphene oxide 

measured by AFM after different sonication times. P(k) stands for the k-th percentile, representing 

the percentage k of measured flakes that have a lateral size equal or less than the value stated.  

 Percentiles and average lateral size [μm] 

 P90 P70 P50 P30 P10 Average 

No sonication 23.7 20.1 15.3 12.4 8.59 16.2 ± 1.7 

30 sec 8.6 6.0 3.8 3.1 2.33 5.0 ± 0.9 

60 sec 3.4 2.5 1.8 1.4 0.86 2.1 ± 0.3 

90 sec 3.3 2.6 1.7 1.2 0.73 1.9 ± 0.3 

120 sec 2.6 1.9 1.3 1.1 0.9 1.6 ± 0.2 
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Figure 4.6 Lateral size distribution of graphene oxide solution (2 mg/ml) a) before sonication and 

after sonication at different times: a) 30 seconds, b) 60) seconds, c) 90 seconds and d)120 

seconds. f) Summary of the lateral size distribution showing the average values and the 95% 

interval confidence. Data in a-e were fitted to a Gaussian distribution in OriginLab.267 
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4.3.2 Thickness measurements 

As explained in Section 3.3, AFM can directly measure the thickness of graphene 

oxide sheets by measuring the height profiles. The degree of exfoliation can be directly 

assessed by the average thickness of the graphene oxide flakes obtained. Sample preparation 

details are given in Section 8.5. Figure 4.7 illustrates the typical profiles of graphene oxide 

sheets at different sonication times. Figure 4.8 and Table 4.3 summarize the average 

thickness obtained at different sonication times. Samples which were not sonicated showed 

an average thickness of 1.5 ± 0.3 nm. After sonication treatment there was no significant 

change, reaching a minimum value of 1.2 ± 0.1 nm for the longest sonication time (120 

seconds). Due to the hydrophilic nature of graphene oxide, it can adsorb water under ambient 

conditions measurements, so monolayer graphene oxide is expected to show thickness 

values in the range of 0.8-1.5 nm for AFM measurements in the non-contact mode.268–270 For 

samples that were not sonicated the average value is in the upper limit as it is also accounting 

for multilayer flakes. However, according to Table 4.3, the sample sonicated for 120 seconds 

shows that 90% of the flakes have a thickness less than 1.4 nm. As it will be explained in 

Section 4.3.3, TEM observations can confirm the presence of monolayer flakes. 

Table 4.3 Summary of the thickness distribution from at least 80 flakes of graphene oxide 

measured by AFM after different sonication times. P(k) stands for the k-th percentile. P(k) stands 

for the k-th percentile, representing the percentage k of measured flakes that have a thickness 

equal or less than the value stated.  

 Percentiles and average thickness [nm] 

 
P90 P70 P50 P30 P10 Average 

No sonication 2.8 1.4 1.2 0.9 0.6 1.5 ± 0.3 

30 sec 1.8 1.5 1.4 1.3 1.1 1.5 ± 0.1 

60 sec 1.8 1.4 1.2 1.1 0.9 1.3 ± 0.1 

90 sec 1.4 1.3 1.1 1.0 0.9 1.2 ± 0.1 

120 sec 1.4 1.3 1.2 1.1 0.9 1.2 ± 0.1 
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Figure 4.7 Typical images from graphene oxide deposited on a silicon substrate considered for 

thickness and lateral size measurements a) before sonication and after sonication at b) 30 

seconds, c) 60) seconds, d) 90 seconds and e)120 seconds. All samples were treated using a 

sonication power of 14-17 W. Figures a1) and b1) are SEM images taken at 5 kV using an in-lens 

detector. The rest of them are AFM images where the plots show the profiles along the white lines 

and red arrows correspond to where the thickness was measured, as illustrated in the profiles.  
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Figure 4.8 Thickness distribution of graphene oxide solution (2 mg/ml) a) before sonication and 

after sonication at different times: a) 30 seconds, b) 60) seconds, c) 90 seconds and d)120 

seconds. f) Summary of the thickness distribution showing the average values and the 95% 

interval confidence. Data in a-e were fitted to a Gaussian distribution in OriginLab.267 
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4.3.3 TEM observations 

AFM measurements suggest that the synthesized graphene oxide is predominantly 

monolayer after sonication for two minutes, having minimal variation in the thickness and 

lateral size. The monolayer nature was further confirmed by transmission electron 

microscopy (TEM). Sample preparation details are given in Section 8.4. Figure 4.9a shows 

a typical image of a graphene oxide flake after two minutes of sonication. The longest 

sonication time was selected because it provided a fully exfoliated material according to the 

thickness measurements in Table 4.3. High magnification on the circled section in Figure 

4.9b shows the edge of the flake, showing no more than one layer, as has previously been 

observed in other studies. 271,272 Figure 4.9c shows the selected area electron diffraction 

(SAED) pattern, where the 6-fold pattern, consistent with the hexagonal graphene lattice, 

can be distinguished. The pattern was labelled according to the Miller-Bravais hkil 

notation.273 It also suggests that graphene oxide sheets have some short-range crystalline 

order over a length scale of the coherence length of the electron beam which is a few 

nanometres. In addition, Meyer et al. showed that higher intensities of the inner reflections 

(11̅00 and 01̅00) than those of outer reflections (21̅1̅0 and 1̅1̅20) are consistent with 

monolayer graphene structures or areas.274 Furthermore, Figure 4.9 f shows a region where 

the graphene oxide is folded, creating a bilayer region where the mismatch corresponds to a 

5.8° rotation. In Figure 4.9e it is observed another domain where the SAED pattern is not 

that sharp, reveals a state where the graphene oxide crystallinity has been compromised due 

to the functional groups that disrupt the lattice as it also has been reported previously.275  
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Figure 4.9 a) TEM image of a typical graphene oxide flake and b) high magnification image of the 

section circled. Typical SAED patterns of the graphene oxide flakes reveal c,d) single layer e) 

amorphous and single layer domains mixed and f) bilayer domains. 
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4.3.4  Synthesis and XPS analysis of hydroxylated 

chemically reduced graphene oxide  

The surface of the chemically reduced graphene oxide (CRGO) was enriched with 

hydroxyl functional groups through a diazotization reaction using 1,4-aminophenyl ethanol. 

The synthetic procedure is schematically shown in Figure 4.10 and was adapted from Wang 

et al.276 and experimental details are given in Section 8.10. In brief, once an aryldiazonium 

is formed in situ a delocalized electron is transferred from the chemically reduced graphene 

oxide to the aryldiazonium cation, which becomes a radical after releasing a nitrogen 

molecule.277  

 

Figure 4.10 Schematic representation of the enrichment of hydroxyl groups on the surface of 

reduced graphene oxide through diazotization.  

Chemically reduced graphene oxide was analysed similarly to graphene oxide. C 1s 

spectra were deconvoluted in 4 components as shown in Figure 4.11. First, the peak at 284.5 

eV was assigned to sp2 C=C bond.257,259–261 The peak around 286.4 eV is assigned to C-OH 

bonds.257,278 The peak at 288.1 was ascribed to >C=O accordingly.246 Finally, the broad peak 

with a small contribution at 291.24 eV is assigned to plasmon corresponding to the to π −

π∗ transitions in the sp2 network.279 
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Figure 4.11 C1s spectrum of hydroxylated chemically reduced graphene oxide. 

4.3.5 Silanization of hydroxylated chemically reduced 

graphene oxide 

Silanization of hydroxylated surfaces can be achieved using a wide variety of 

protocols, most of them adapted from surface functionalization procedures. It is normally 

used as an alcoholic solution in acidic media to promote the formation of siloxane bonds. 

However, an alcoholic media and acid conditions promote the ring opening reaction of epoxy 

to form diols, which are desirable to keep intact for further use.280 An alternative approach 

is the deposition in anhydrous conditions containing an adventitious amount of water that 

promotes the formation of silanol bonds (Si-OH).281 In addition, higher temperatures (>100 

°C) favour the condensation step of hydrogen-bonded silanols to form siloxane bonds.282 

Having said that, three different protocols were tested to introduce the silane coupling agent 

on the surface of the reduced graphene oxide containing hydroxyl groups. They are 

schematically depicted in Figure 4.12 and XPS analysis was used to assess the 

functionalization (see Section 8.12 for experimental details).  

From Table 4.4 and Figure 4.13a1 and a2, it is observed that the same bonds in almost 

the same proportions remained after method 1, demonstrating that only stirring at room 

temperature was not enough to induce the reaction. However, procedures 2 and 3 showed 

changes in the C 1s spectra which are discussed as follows. The C1s shows a new peak 

around 287.6 eV which has higher energy than the C-OH bond but less than >C=O bond,  

which was ascribed to the C-O-C bond from epoxy groups and is in agreement with 



CH AP TER 4.  GRAP H EN E OX ID E PROD UCTIO N  AN D FUN CTIO NA LIZA TION  

77 

 

theoretical calculations and experimental observations where they used the same silane 

coupling agent.246,262,283,284 Moreover, for procedures 2 and 3, Figure 4.13b2-c2 shows a peak 

corresponding to the Si 2p region at 102.1 which is associated with the Si-O-C/Si-C bonds.285 

From Table 4.4 procedure 2 shows a higher C/O ratio when compared to procedure 3 

suggesting a higher level of functionalization due to reaction with GPTMS molecules. It is 

also noted from Table 4.4 that all samples have nitrogen, which come from the reduction 

step using hydrazine. It has been demonstrated that using hydrazine for the reduction of 

graphene oxide causes insertion of aromatic N moieties in a five-membered ring at the 

platelet edges whilst also restoring the graphitic lattice in the basal plane.286  

 

Figure 4.12 Synthetic routes for the silanization of hydroxy functionalized reduced graphene oxide.   

 

Table 4.4 Elemental analysis from XPS analysis comparing the three silanization methods to the 

hydroxylated chemically reduced graphene oxide (CRGO-OH). 

Sample Concentration [ at%] 

 O 1s C 1s N 1s Si 2p 

CRGO-OH 14.85 79.82 4.81 0.15 

Method 1 14.52 80.13 4.82 0.42 

Method 2 20.56 72.77 3.44 3.22 

Method 3 18.55 75.12 4.15 2.18 
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Figure 4.13 a1-a2) High-resolution C 1s and Si 2p spectra of epoxy functionalized CRGO from 

route synthesis 1. b1-b2) High-resolution C 1s and Si 2p of epoxy functionalized CRGO from 

route synthesis 2. c1-c2) High-resolution C 1s and Si 2p of epoxy functionalized CRGO from 

synthetic route 3.  
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4.4 Conclusion 

Graphene oxide has long been considered one of the main precursors of graphene, 

which offers benefits such as scalability and dispersibility in a wide range of solvents due to 

the different functional groups on the surface. Therefore, careful control of the oxidation 

process is needed to produce less defective graphene oxide. The oxidation step of graphite 

leads to graphite oxide, an intercalated compound, and an exfoliation step is necessary to 

obtain the individual graphene oxide flakes. Here, the use of a cross-flow filtration system 

was explored to simultaneously remove the remaining manganese ions dissolved while 

exfoliating the graphite oxide at the same time. This is particularly useful due to the 

limitations of common purification techniques such as membrane filtration and dialysis, 

which are associated with difficulties such as long times and clogging of the membrane 

pores.  

The model proposed by Paton et al.31 for liquid phase exfoliation predicts a critical 

shear rate at which exfoliation of graphite oxide should happen. From rheological 

measurements and knowing the surface energy of graphene oxide, it is expected that when 

graphite oxide is forced to flow inside a tube, the shear can exceed the critical value, causing 

exfoliation and obtaining flakes as large as 16.2 ± 1.7 μm. Moreover, without sonication, it 

is possible to get 70% of graphene oxide flakes with a thickness less than or equal to 1.4 nm, 

consistent with values reported for monolayer graphene oxide. It is possible to tailor the 

lateral size of graphene oxide using brief sonication times (2 minutes was the longest 

sonication time), so the lateral size can be tailored in the range of 16.2 - 1.6 μm.  

For the purpose of this project, it was desired to recover the electrical properties of 

graphene while introducing the epoxy groups. First, graphene oxide was chemically reduced, 

and the hydroxyl groups were introduced through a diazotisation reaction. Then, three 

procedures were tested to introduce epoxy groups. It was found that a high temperature (110 

°C) was necessary to promote the reaction with the silane coupling agent. This methodology 

will be used in the next chapter to introduce epoxy groups on the surface of thermally 

reduced graphene oxide. 
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5 Compatibilizing immiscible polymer 

blends using reactive graphene 

5.1 Introduction  

As discussed in Section 1.5, polymer blending provides a way to intuitively improve 

the properties of polymers by creating a synergistic effect when mixing homopolymers. 

However, most pairs of homopolymers are thermodynamically immiscible and have a weak 

interface, leading to poor mechanical properties. Over the years, one of the most popular 

ways to tackle this problem was by introducing a copolymer or a reactive copolymer formed 

in situ.287 Such an approach has its challenges, namely, the harsh flow conditions can remove 

the copolymers from the interface and form micelles.288–290  

Alternative approaches range from using inorganic fillers like silica nanoparticles, 

291,292 graphene derivatives,148 and carbon nanotubes.293,294 As explained in Section 1.5.3, the 

aspect ratio related to the geometry of these fillers plays an essential role in the transfer rate 

from the less thermodynamically compatible phase to the other.  Therefore, it is expected 

that using carbon nanotubes and few layer graphene can improve the transfer rate. Macosko 

et al. have previously demonstrated that localising graphene nanoplatelets at the interface of 

the polystyrene and polylactic acid blend was possible. However, the authors showed that 

mixing for more than one minute had a detrimental effect on the conductivity of the blend, 

as a consequence of the continuous migration from the PLA to PS phase.154,228 Furthermore, 

later research within the same group demonstrated that the same conditions did not work in 

a polylactic acid /ethyl vinyl acetate blend, highlighting the importance of approaches 

independent of the mixing time.295 In Section 1.5.4, it was explained that the shear force 

distribution in the flow is related to the stress tensor τ and will impact the localization of 

nanoparticles, but the intrinsic complexity makes it unknown.  

A better option to improve the adhesion of the nanoparticles at the interface is by 

promoting entanglement with the polymer chains in both phases of the blend, preventing 

them from being detached due to shear forces from the blending process. Therefore, devising 

reactive compatibilization strategies could be a potential alternative to reach these goals. In 

reactive compatibilization, reactive functional groups in polymer chains react with other 

functional groups from either another polymer or groups on the surface of nanoparticles.296 
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For example, Yonjing, L. et al. have explored the reactive compatibilization of the 

polyvinylidene fluoride (PVDF) and polylactic acid blend using reactive silica nanoparticles, 

carbon nanotubes, silica nanoparticles, boehmite nanorods that contain both epoxy groups 

and polymethylmethacrylate chains.156,297–301 They proposed that the polylactic acid, which 

has carboxylic groups at the end of the chains, can react with epoxy groups through a ring-

opening reaction at high temperatures. However, polymers like PVDF are miscible with 

PMMA. Therefore, they suggested nanoparticles with epoxy groups and PMMA chains 

could be more easily driven to the interface.  

The PLA/PS blend is a semi-biodegradable blend. Although PLA has a relatively 

high strength and stiffness, it has a low viscosity and high thermal stability; it is moisture 

sensitive and has a relatively high cost compared to other commodity polymers such as 

polystyrene.302 Therefore, mixing PLA and PS can be a cost-effective way to improve PLA 

mechanical properties. Based on this previous research, a similar approach was adapted to 

compatibilize the polylactic acid/polystyrene blend using reduced graphene oxide. 

Furthermore, the high difference in surface energy can be harnessed as a driving force for 

selectively localising nanoparticles at the interface. Figure 5.1 shows a schematic 

representation of the proposed approach.  

Given that nanoparticles' localisation depends on their size, first, it was necessary to 

control the size of the graphene oxide. To introduce epoxy groups, a silane coupling agent, 

3-Glycidyloxypropyl trimethoxysilane, was used as it can be grafted to the hydroxyl groups 

available on the surface of thermally reduced graphene oxide (TRGO). Then, it was 

introduced to carboxyl-terminated polystyrene to react with the introduced epoxy groups. As 

a last step, a PLA masterbatch containing the functionalized TRGO was made and blended 

in a mini extruder where the reaction of the remaining epoxy groups with carboxyl group 

from PLA chains occurs. Due to the number of variables involved, it was used as a PLA 

masterbatch for two purposes: making a homogeneous dispersion of the functionalized 

TRGO in the PLA phase, and because it is presumably mixed with the less 

thermodynamically favourable phase, it will increase the driving force (difference in surface 

energy) to promote the migration from the PLA phase to the polystyrene phase. The 

following sections will discuss the synthesis process, microstructure, and the effect on the 

electrical and mechanical properties.  
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Figure 5.1 Schematic representation of the proposed reactive pathway.  

5.2 Results 

5.2.1 Synthesis sequence of reactive graphene 

5.2.1.1 Synthesis of carboxy terminated polystyrene  

Synthesis of carboxyl terminated polystyrene (PS-COOH) was done using radical 

polymerization using TEMPO (2,2,6,6-tetramethyl-1-piperidyloxyl as initiator and 

AIBN’(COOH)2 4,4´ azobis [4-cyanopntanecarboxylic acid]). Figure 5.2a shows the 

synthetic route followed adapted from reference 303. Since the ring-opening reaction 

requires that carboxylic groups are available, steric hindrance may result in high molecular 

weight PS-COOH formation. Previous works also suggested using low molecular weight 

carboxy terminated polymer chains.297–301,304 One and two hours reactions resulted in 

carboxy terminated polystyrene with a molecular weight Mw = 11374 g/mol and Mw = 16348 

g/mol as determined by gel permeation chromatography (Figure 5.2b).   
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Figure 5.2 Synthesis of carboxy terminated polystyrene (a) and molecular weight distribution at 

different times (b)  

5.2.1.2  Synthesis of epoxy functionalized thermally reduced 

graphene oxide (Epoxy-TRGO) 

Epoxy-terminated polystyrene-Thermally reduced graphene oxide (Epoxy-TRGO) 

was synthesised using a silane coupling agent 3-Glycidyloxylpropyl trimethoxysilane 

(GPTMS) in anhydrous conditions. Figure 4.3 illustrates the reaction between hydroxyl 

groups in the thermally reduced graphene oxide (TRGO) and the GPTMS. The mechanism 

is the same as that explained in Section 4.3.5. 
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Figure 5.3 Synthesis of epoxy functionalized thermally reduced graphene oxide. 

5.2.1.3 Synthesis of Polystyrene grafted Epoxy-TRGO 

Grafting carboxy terminated polystyrene (PS-COOH) can occur through a ring-

opening reaction with epoxy groups grafted on TRGO (Figure 5.4).  Since this is an 

equilibrium reaction, it is expected that there will be remaining epoxy groups and grafted 

PS-COOH chains, and equilibrium is favoured by higher temperatures.305 Based on previous 

research conditions, we used a temperature of 135 °C and 24 hr using a base catalyst. 297–

301,304  
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Figure 5.4 Synthesis of Epoxy-TRGO-PS. 

5.2.2 Thermal gravimetric analysis (TGA) of the 

synthesized graphene platelets.  

Thermal gravimetric analysis provides a valuable and straightforward way to get 

information about introducing different chemical moieties attached to the graphene surface 

since they are all degraded in a particular way.  It is commonly accepted that the weight loss 

for T < 100 °C is due to water moisture adsorbed. Due to the high porosity of the graphene-

based materials, it will only be considered where the regions of temperature are higher than 

100 °C. Figure 5.5a and b show the thermograms from TRGO, Epoxy-TRGO and Epoxy-

TRGO-PS. Figure 5.5c and d show the graphs corresponding to the first derivative of the 

weight (DTG graph), so each decomposition step can be visualized as a peak corresponding 

to the maximum rate of the decomposition. From Figure 5.5d, it is observed that Epoxy-

TRGO-PS show three regions of decomposition. The first one from 100 – 300 °C, the second 

one from 300 – 500 °C, and the third from 500 – 800 °C.   

From Figure 5.5d, TRGO mainly shows decomposition in regions 1 and 3. In the first 

region going from 100 °C to 300 °C no significant change occurred for the TRGO, but for 
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the Epoxy-TRGO, there is a 7.6 wt% loss at 300 °C suggesting the loss of more labile groups 

coming from the GPTMS. Also, in region 1 the Epoxy-TRGO-PS showed a 5.6 wt% loss, 

which is smaller when compared to the Epoxy-TRGO which can be explained by the thermal 

stability imparted by the grafted polystyrene chains (PS-COOH) as they minimally 

decomposed at 300 °C, showing only 1.9 wt% loss at this temperature. 

In the second region, from 300 °C to 400 °C it is observed that polystyrene starts 

decomposing at 315 °C showing a pronounced peak at T = 425.8 °C in the DTG graph 

(Figure 5.5c). In the DTG graph, only the Epoxy-TRGO-PS has a peak in this region, 

confirming the presence of PS chains. This is also supported by the fact that at the end of the 

experiment, both Epoxy-TRGO and Epoxy-TRGO-PS had almost the same amount of 

remaining material (66.6 wt% and 67.4 wt% respectively) attributed to the full 

decomposition of the polystyrene. Table 5.1 summarizes the onset temperatures and the 

temperature at the maximum rate of weight loss.  

 

Table 5.1 Summary of the start decomposition temperature (onset temperature), the temperature at 

the inflexion point from the DTG graph in Figure 5.5 and the corresponding remaining weight 

percent. 

 Onset temperature / Temperature and weight (%) at the 

inflexion point 

 

 Region 1 

100-300 °C 

Region 2 

300-500 °C 

Region 3 

500-800 °C 

PS-COOH 

Carboxyl terminated 

polystyrene 

222 °C 

/237.7 °C (99.6%) 

398 °C 

/425.8 °C (37.4%) 
- 

TRGO 

Thermally reduced graphene 

oxide  

216.3 °C 

/263.3 °C (97.9%) 

- 

 

667 °C 

/684.7 °C (85.4%) 

Epoxy-TRGO 

Epoxy functionalized-TRGO 

202.0 °C 

/240.2 °C (96%) 
- 

628.7 °C 

/696.8 °C (75.4%) 

Epoxy-TRGO-PS 

Epoxy functionalized TRGO 

grafted with polystyrene 

chains 

185.8 °C 

/214.6 °C (97.9%) 

350.4 °C 

/392.7 °C (87.8%) 

593.2 °C 

/700.8 °C (72.3%) 
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Figure 5.5 a) Thermograms from the decomposition of  PS-COOH, TRGO, Epoxy-TRGO and 

Epoxy-TRGO-PS in argon atmosphere using a temperature rate of 10 °C/min, b) Zoom in on the 

area of the grey box in a), c)First derivative of the data (DTG graph) from a), d) Zoom in on the 

area of the grey box in c).  

5.2.3 XPS analysis 

5.2.3.1 Thermally reduced graphene oxide 

Peak assignment for thermally reduced graphene oxide (TRGO) was done similarly 

to for graphene oxide (Section 4.2.4). Figure 5.6 shows the survey spectra and high 

resolution in the C1s region. TRGO shows a peak at 285 eV corresponding to sp2 C=C 

estimated as 67.7 at%, which is expected because of the partial restoration of the sp2 

network.257,259–261 Assignation of the remaining peaks was done according to the previous 

discussion. The peak at 286.4 eV was assigned to C-OH bonds, and the peak at 289 eV was 

assigned to O=C-O bonds as they must have higher energy than  C=O.262  
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Figure 5.6 a) Survey spectra and b) high resolution spectra of C1s of thermally reduced graphene 

oxide (TRGO) 

5.2.3.2 Epoxy-TRGO and Epoxy-PS-TRGO 

To get more information about the chemical state of the graphene-based 

nanoparticles, XPS C1s spectra were fitted to Gaussian-Lorentizan functions using CASA 

XPS software for fitting.256 Peaks in the C 1s region were assigned according to reported 

values in the literature. First, sp2 (C=C) bonds were assigned to the peak around 284.3 eV as 

it usually has been assigned to graphene and multiwalled carbon nanotubes.257,259–261 In 

principle, similar carbon-oxygen species are expected to be found in graphene oxide and 

reduced graphene oxide. Therefore, we assigned the peak around 286.2 eV to C-O bonds. C-

O-C bonds from epoxy groups were ascribed to the peak around 287.9 eV. The peak around 

289 eV was assigned to O-C=O from carboxyl groups, and the peak at 291 eV was assigned 

to π - π* transitions.246,263,279 Figure 5.7e also shows the deconvoluted Si 2p peak, and the 

assignment was done according to a previous report on the silanization of multiwall carbon 

nanotubes (MWCNTs) with 3-Glycidyloxypropyl trimethoxysilane.306 The peak at 101.8 eV 
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is assigned to Si-O-C from the bond formed from hydroxyl groups on the surface of TRGO 

and the coupling agent, while the one at 102.2 eV corresponds to siloxane partial hydrolysis, 

coming from remaining moisture on the TRGO and from the washing step.  

Upon grafting of polystyrene chains, the C/O ratio increases from 5.66 in the epoxy-

functionalized graphene to 9.64, which is supported by the fact that each polystyrene chain 

grafted introduces a significant amount of carbon and a minimum amount of oxygen. This 

is further supported by the significant increase in the peak around 284.3 eV associated with 

the sp2 aromatic carbons and a new broad peak around 294 eV associated with the shake-up 

due to π - π*transitions in the polystyrene aromatic system.307  
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Figure 5.7 Survey spectra of Epoxy-TRGO (a) and Epoxy-PS-TRGO (b). High-resolution spectra of 

C1s of Epoxy-TRGO (c) and Epoxy-PS-TRGO (d). High-resolution spectra of Si 2p for Epoxy-

TRGO (e). 

5.2.4 Stability of the reactive functionalized graphene 

platelets 

When different moieties or functional groups are attached to the surface of 

nanoparticles, their colloidal stability is expected to change. It is commonly accepted that 

zeta potential values represent the colloidal stability as follows: highly stable (> 30 mV), 

moderately stable (20-30 mV), relatively stable (10-20 mV) and unstable (0-10 mV).308 

Then, zeta potential measurements were used to infer whether functionalization occurred. 

Two solvents were chosen: methanol and tetrahydrofuran. Table 5.2 shows the stability of 
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solutions after settling for 30 minutes and the corresponding zeta potential values. Since 

polystyrene is insoluble in methanol but quite soluble in tetrahydrofuran, it was expected a 

low zeta potential value in methanol but not in tetrahydrofuran. Furthermore, thermally 

reduced graphene oxide (TRGO) showed low stability corresponding to low zeta potential 

values. However, upon introducing epoxy groups, the stability significantly improved.  

Table 5.2 Zeta (ζ) potential measurements of the stability of 1 mg/ml solutions of TRGO, Epoxy-

TRGO and Epoxy-TRGO-PS in methanol and tetrahydrofuran. 

 ζ potential [mV] 

 Methanol Tetrahydrofuran 

TRGO 16.2 11.8 

Epoxy-TRGO 25.1 51.8 

Epoxy-TRGO-PS 2.1 39.4 

5.2.5 Predicting the localization of the graphene 

functionalized graphene platelets 

Calculation of the surface energy of the nanoparticles was estimated using the contact 

angle method using Image J.309 Although the method works well for macroscopic surfaces, 

it is technically challenging for nanoparticles since it could imply using drops of the testing 

liquids smaller than the nanoparticles.310 In this work, the surface energy was approximated 

using thin films of graphene-based nanoparticles deposited on a PTFE membrane as 

substrates. Diiodomethane and deionized water were used as testing liquids, for which polar 

and dispersive parts are known. Figure 5.8 shows a typical image of the surface energy 

measurement for commercial graphene nanoplatelets. The surface energy is calculated by 

minimizing the error using γd and γp as fitting parameters. Full details about sample 

preparation are given in Section 8.7. To validate the accuracy of this method, the values 

obtained were compared to those reported in the literature for graphene oxide and reduced 

graphene oxide. 
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Table 5.3 Surface energies estimated using the geometric mean and harmonic mean.   

 Surface energy  
γs = γp + γd 

[mJ/m2] 

γp 

[mJ/m2] 
γd 

[mJ/m2] 
Polarity 
[mJ/m2] 

Testing liquids     

Water311 72.8 50.7 22.1 0.7 
Diiodomethane 311 50.8 1.8 49 0.03 

Graphene based 

materials Calculations based on the geometric mean equation 

Graphene oxide 61.7 ± 1.1 33.3 ± 1.0 28.5 ± 0.1 0.54 

Chemically 

reduced graphene 

oxide 
38.5 ± 1.6 12.6 ± 2.0 25.9 ± 2.7 0.33 ± 0.1 

GNPs 41.6 ± 2.3 0.33 ± 0.3 41.2 ± 2.6 ~ 0.0 

Thermally 

reduced graphene 

oxide 
44.6 ± 1.9 17.3 ± 4.7 27.3 ± 2.8 0.38 ± 0.1 

TRGO-Epoxy 46.6 ± 2.8 16.2 ± 2.2 30.4 ± 2.7 0.35 ± 0.0 

TRGO-Epoxy-PS 46.4 ± 3.2 10.5 ± 2.9 35.9 ± 4.0 0.23 ± 0.1 

 

 
 

 Calculations based on the harmonic-mean equation 

Graphene oxide 67.6 ± 1.0 31.3 ± 0.8 36.3 ± 0.3 0.46 ± 0.01 

Chemically 

reduced graphene 

oxide 
45.2 ± 1.4 15.6 ± 1.2 29.7 ± 1.6 0.34 ± 0.1 

GNPs 42.4 ± 1.8 2.6 ± 2.0 39.8 ± 3.6 0.1 ± 0.1 

Thermally 

reduced graphene 

oxide 
51.4 ± 1.5 19.2 ± 1.6 32.2 ± 3.1 0.37 ± 0.1 

TRGO-Epoxy 53.7 ± 3.0 18.9 ± 2.3 34.8 ± 1.6 0.35 ± 0.04 

TRGO-Epoxy-PS 53.3 ± 3.5 14.9 ± 3.2 38.4 ± 2.3 0.28 ± 0.1 

  

 [mJ/m2]    

Graphite    54.8   Values from reference 312 

Graphene oxide   62.1      

Chemically 

Reduced 

graphene oxide   
46.7     
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Figure 5.8 Example of typical contact angle measurements for surface energy calculations of 

graphene nanoplatelets (GNPs) using a 5µL drop of a) diiodomethane and b) deionized water as 

testing liquids. Similar measurements were done for GO, CRGO, TRGO, Epoxy-TRGO and Epoxy-

TRGO-PS. 

The geometric mean and harmonic mean were used to estimate the surface energy of 

the graphene-based nanoparticles, as explained in detail in Section 1.5.1, and values are 

reported in Table 5.3. The values estimated using the geometric mean for graphene oxide 

(GO) and thermally reduced graphene oxide (RGO) were 61.7 and 44.6 mJ/m2, respectively. 

These are in good agreement with those reported previously by Wang et al., which were 

reported as 62.1 and 46.7 mJ/m2 for GO and RGO, respectively.313 Therefore, these values, 

along with polar and dispersive parts (γd and γp) were used to estimate the preferential 

localization of the graphene-based particles before reacting with PLA. From the discussion 

in 1.5.1it can be established that the wetting coefficient is given by: 

 ω =
γPS/G − γPLA/G

γPS/PLA
 Eq. 5.1 

 

where γi/j is the surface energy estimated by the geometric mean between each pair formed 

by polystyrene (PS), polylactic acid (PLA) and the graphene-based nanoparticle (G). 

Estimations of the wetting coefficient are given in Table 5.4. Using the geometric or 

harmonic mean approximation does not change the result.   It is then predicted that graphene-

based nanoparticles preferred to stay in the polylactide acid phase. Although these 

calculations are only, based on a simple thermodynamic approach based on the minimization 

of the surface energy of the system. This method can predict the preferable localization of 

carbon-based nanoparticles with different geometries from a sphere, such as carbon black, 

carbon nanotubes and graphene in different immiscible polymer systems.142,154,314–319 
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Therefore, it is reasonable to infer that if there is a preferential interfacial localization of the 

reactive graphene, another factor must be influencing the localization.  

Table 5.4 Estimations of the reactive graphene localization-based on wetting coefficient calculations.  

 Surface energy  

γs = γp + γd 

[mJ/m2] 

γp 

[mJ/m2] 
γd 

[mJ/m2] Reference 

Polystyrene  42.6 1.4 41.2  311 

Polylactic acid 43.5 3.9 39.6 320,321 

     

TRGO-Epoxy-

PS 
46.4 10.5 35.9  

     

Geometric mean estimation   Harmonic mean estimation   

Wetting 

coefficient 
Localization 

Wetting 

coefficient 
Localization  

4.2 PLA phase 6.4 PLA phase  

5.2.6 Rheological properties of PLA/PS composites modified 

with reactive graphene platelets. 

Figure 5.9 shows the starting morphologies of the blends right after the extrudate was 

quenched in liquid nitrogen and the polystyrene phase was etched in cyclohexane. It shows 

that conditions applied during extrusion are enough to get a good mixing of the PLA and PS 

phases, and this will be the starting point from which the morphology will start evolving 

during an annealing step, as described next.  

The morphology evolution of the blends at different loadings was followed in a time-

dependant experiment by applying a 1 % strain at 1 rad/s and 180 °C for 1 hour in a nitrogen 

atmosphere. Samples were prepared as explained in Section 8.18. Since the strain is small 

and within the linear viscoelastic region, any change in the microstructure will only be 

because of temperature. Figure 5.10a reveals that the morphology remains stable after 

around 250 seconds. Furthermore, since the tan δ is the ratio of the loss modulus G’’ and the 

storage modulus G’, a constant value over time will indicate that the microstructure remains 

unchanged (Figure 5.10b). On the other hand, the elastic modulus of the neat blend decays 

over time while tan δ keeps on increasing, making clear that there are changes in the 

microstructure of the blend during the thermal annealing.   
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Figure 5.9 Initial morphologies of neat blend a) using different loadings of the reactive graphene: 

b) 1 wt% c) 2 wt%, and d) 3 wt% right after the extrusion. To preserve the morphology, samples 

were quenched in liquid nitrogen immediately after coming out from the extruder, and the 

polystyrene phase was etched in cyclohexane. White scale bars are 40 μm.  

 

Figure 5.10 a) Storage modulus G’ and b) tan δ evolution in an annealing experiment at 180 °C 

using a 25 mm parallel plate setup.  
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It was suggested by Lee et al. that the storage modulus of a blend (G´blend) can be 

decomposed in the contribution from the components of the blend (G´components) and the 

interface (G´interface). Since the contribution from the components was demonstrated to 

remain constant, only the interfacial contribution will cause the change during an annealing 

experiment.
322

 In a bicontinuous polymer blend, a decrease in the interfacial storage modulus 

(G´interface) is expected due to the contribution to the stress tensor from the interfacial area, 

surface tension and curvature from the interface. These factors are responsible for the phase 

coarsening during the annealing process.
323 Therefore, the decrease in G´blend from Figure 

5.10a indicates that the morphology is coarsening over time. On the other hand, samples 

loaded with the reactive graphene reached a plateau, suggesting that the morphology stopped 

evolving. 

From the discussion above, it was considered that 30 minutes was sufficient time to 

reveal the equilibrium morphology of the blend during annealing. To replicate the conditions 

in the rheometer, a small piece of the sample was placed in the mini extruder's channel, 

followed by annealing for 30 minutes at 180 °C without any applied external pressure. 

Therefore, changes in the morphology will only be due to the annealing temperature. 

Furthermore, the polystyrene phase was etched with cyclohexanone to reveal the 

microstructure of the blend at different loadings of reactive graphene. (More details are given 

in Section 8.17).  

A bicontinuous morphology is formed when two polymer phases are connected, 

forming an interpenetrated network. This morphology can be rationalized using the model 

proposed by Yu et al.324 Figure 5.11a shows the simplest element proposed that constitutes 

a bicontinuous blend, so the microstructure can be constructed by continuously adding the 

same element over again, that is, by taking the element in Figure 5.11a the whole PLA 

domain can be constructed. Since the polystyrene phase was etched, the PLA domain can be 

directly observed and dPLA measurements can be done as seen in Figure 5.11 c-f.   

When two immiscible polymer blends are mixed, the system will minimize the 

energy by decreasing the interfacial area, that is, by increasing dPLA corresponding to the neat 

blend. Therefore, dPLA can be used as a characteristic length linked to the coarsening process. 

Figure 5.11b shows that by increasing the amount of reactive graphene, dPLA is reduced. For 

comparison, for the neat blend dPLA = 58.5 ± 7.8 µm and by adding 3 wt% of reactive 

graphene dPLA = 5.7 ± 0.5 µm, which is a decrease in the dPLA around ten times. Therefore, 
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it can be suggested that finer microstructures could be because of compatibilization caused 

by the reactive graphene. 

 

 

Figure 5.11 a) Simplest element constituting a bicontinuous blend adapted from the model 

proposed by Yu et al.324 b)Dependence of the characteristic length dPLA with the loading of reactive 

graphene. Microstructures of the polylactic acid /polystyrene blend after 30 minutes annealing at 

180 °C and etching the polystyrene phase using different loadings of reactive graphene: c) neat 

blend d)1 wt%, e) 2 wt% and f) 3 wt%. White scale bar is 40 μm in all images. In images c-f it the 

red circle shows the characteristic length dPLA used for measurements. 
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To provide more information about the microstructure of the blend, small amplitude 

oscillatory experiments were carried out after annealing at 180 °C for 30 minutes to 

guarantee the tested microstructure is stable. Figure 5.12a shows the storage modulus of the 

neat and compatibilized blends. An increase in the storage modulus over the frequency range 

is observed, which is more visible in the low-frequency range. In the model proposed by Yu 

et al., they suggested that for bicontinuous immiscible blends in the linear viscoelastic 

regime, the elastic modulus as a function of the 𝜔 frequency, G'(ω), can be decomposed into 

a contribution from the interface and one from the components of the blend .
324 The model 

was applied to a wide range of polymer blends with a broad range of viscosity differences, 

including the PLA/PS blend. The model revealed that at low frequencies, the interfacial 

contribution will overtake that of the components. Furthermore, the elastic modulus G′(ω) 

at low frequencies will be proportional to the specific area (SV) given by the ratio of the 

interfacial area to the volume of the unit cell as shown in Figure 5.11 a. Furthermore, it has 

been demonstrated by Vinckier et al. that for an immiscible blend with island morphology 

in the low-frequency region:325 

 
Ginterface
′ (ω) ∝

ηm
2 ω2R

Γ
 Eq. 5.2 

where η
m
2 ,  R, and Γ are the matrix viscosity, R is the radius of the droplet, and Γ is the 

interfacial tension, respectively. Because R is related to larger interfacial areas, then R ∝ SV. 

Therefore, this model reveals that the interface is reinforced by increasing the interfacial area 

and reducing the interfacial tension between the polymer phases. Considering the neat blend 

where the contribution from the components is constant and all parameters in Eq. 5.2 are 

fixed except SV, the decay in G’ over time could be associated with the decrease in the 

interfacial area driven by the high interfacial tension as the system tries to minimize its 

energy. Therefore, our experimental observations for the filled blends could suggest a 

synergistic effect where a decrease in the interfacial tension by the selective localization of 

reactive graphene increases the surface area.  



EXP LORIN G AP P LICA TIONS  O F ELECTRICA L PROP ERTIES  O F GRAP H EN E  

 

99 

 

 

Figure 5.12 a) Frequency sweep of the storage modulus G’ (ω)  of the neat blend and blends 

containing reactive graphene b) Frequency sweep of G’ (ω) and G’’(ω) pointing out with arrows the 

cross over frequency point, that is when G’ (ω) = G’’ (ω).  

As explained before, analysis in the low-frequency region can provide information 

about interfacial phenomena happening in the immiscible blends. Experimental observations 

have associated the reduction in the terminal slope at low frequencies to the formation of 

elastic networks.228,291,295,326–329 Here the terminal slope was estimated as 0.89 (from the last 

4 points as it was been previously estimated in other work291). On the other hand, the 

compatibilized blends showed a plateau forming at lower frequencies, given by the reduction 
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in the slope, estimated as 0.35, 0.37 and 0.25 for 1, 2 and 3 wt%, respectively (Figure 5.12a). 

The significant decrease in the terminal slopes can be attributed to the transition from the 

liquid to the solid state and the creation of an elastic network because of the improved 

interfacial interactions promoted by the reactive graphene at the interface.291 The 

compatibilized blends showed a power law dependency at low frequencies with respect to 

the loading of reactive graphene ϕ; therefore log G'(ω,ϕ)  ∝ ϕ
n
 and  n = 0.52 as shown in 

Figure 5.12a. For ϕ ≤ 1 wt%, n=1.45, meaning that in this study 1 wt% is considered as the 

rheological percolation. Moreover, from Figure 5.12b a shift of the crossover frequency, 

G'(ω) = G''(ω), is observed towards lower values, which means that the elastic character of 

the blend, G'(ω), is overtaking the viscous behaviour G''(ω). Another way to visualize it is 

from Figure 5.13, which shows the graph of tan δ  = G''(ω)/G'(ω), which illustrates that for 

tan δ  < 1, the elastic behaviour overtakes the viscous behaviour. For the sample containing 

3 wt% of reactive graphene its behaviour is predominantly elastic, which is in contrast with 

the neat blend that exhibits a typical viscous behaviour over almost the whole frequency 

sweep. Even the use of 1 wt% of reactive graphene dramatically improved the elastic 

response at ω < 1 rad/s. 

 

Figure 5.13 Tan δ graph of neat blend and filled polymer blends.  
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5.2.7 Rheoimpedance measurements  

Rheoimpedance spectroscopy can assist in getting information about the formation 

of an electrical network. Polymers themselves are not conductive, and typically, they display 

a pure capacitive behaviour. In contrast, graphene platelets in a polymer can form conductive 

networks, showing a dominant resistive behaviour. Therefore, the RC model described by 

Eq. 3.19 and Eq. 3.20 in Section 3.11 can be suitable to describe graphene dispersed into a 

polymer matrix. The model predicts that at lower frequencies, the behaviour must be 

predominantly resistive (Z ≈ Zreal), and exhibit a phase ϕ close to zero. Therefore, the 

electrical network was monitored by choosing a low frequency of 20 Hz during the 

experiments.   

First, the effect of adding the reactive graphene on the impedance and the phase 

response was investigated. In brief, a piece of the polymer sample was placed between the 

two plates of a rheometer at 170 °C while a sinusoidal signal at 20 Hz was applied between 

the plates, and the impedance was recorded (see Figure 5.14a). Figure 5.14b shows that for 

the sample with 1 wt% the phase significantly oscillates because of the incomplete formation 

of the network, which is also reflected in a high impedance value around 4.3 × 108 Ω at the 

end of the experiment. On the other hand, for the blend with 2 wt% of reactive graphene the 

phase shows a steady value over the whole experiment around 5 degrees, accompanied by a 

decreased in the impedance reaching a final value of 5.2 × 105 Ω, which is almost two orders 

of magnitude lower than that of the blend with 1wt%. The abrupt decrease in the impedance 

and the phase shows that an already percolated network has been formed (Figure 5.14c). By 

increasing the loading to 3 wt% the phase remains around 5 degrees, and the impedance 

decreases to 2.3 × 105 Ω, which is a small decrease with respect to the blend filled with 2 

wt%. (Figure 5.14d). These results can be interpreted from the percolation theory, which 

states that a minimum critical value (the percolation threshold) of reactive graphene is 

needed to form a network, that in this case corresponds to 2 wt%. Below this threshold, 

minimal conductive properties are shown in the case of the blend filled with 1 wt%, and 

above this point little improvement is observed in polymer systems involving carbon 

particles, MWCNTs and graphene.330,331  

Since it is already known that the sample with 3wt% is forming a network, we are 

interested to know if it can recover. To determine this, first we need the microstructure to 

reach an equilibrium point (point a in Figure 5.15), then this initial microstructure needs to 
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be destroyed by shearing the sample (point b in Figure 5.15), that is by rotating the upper  

plate in the rheometer. Once the shearing stops, the structure will start to recover and 85 

minutes later at the end of the experiment (point c in Figure 5.15) the network recovered 

74.5% with respect to the value after the annealing step (point a in Figure 5.15). 

  

Figure 5.14 a) Experimental setup adapted from reference 332 b-d) Rheoimpedance response 

recorded at 20 Hz and 180 °C at different loadings (1, 2 and 3 wt%). Conditioning step: shearing 

at 0.01 s-1 and 180 °C for 5 minutes followed by static annealing. Black points correspond to the 

real part of the resistivity and the red points correspond to the phase shift. 
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Figure 5.15 Rheoimpedance response recorded at 20 Hz and 180 °C). Conditioning step: shearing 

at 0.01 s-1 and 180 °C. shearing step: 0.1 s-1 for 5 minutes followed by static annealing. Black 

points correspond to the real part of the resistivity and the red points correspond to the phase 

shift. 

5.2.8 Dynamical mechanical analysis 

DMA is a technique sensitive to transitions associated with molecular motion. It can 

provide insight into reactive graphene's compatibilization effect on the blend. From all 

characteristic transitions, the analysis of the glass transition temperature (Tg) associated with 

PLA and the rubbery region can provide further evidence of the compatibilization effect. 

Glass transition temperature can be considered as the temperature where the loss modulus 

or tan δ graphs peak.333  

Figure 5.16a shows the loss modulus graph having two peaks. The first one 72.9 °C 

corresponds to the Tg of PLA and the one at 120.2 C° corresponds to the Tg of PS. In all the 

blends, it is observed that for both the elastic and loss modulus at lower temperatures the 

storage modulus remains constant because the movement of all the polymeric chains is 

restricted to backbone stretching and bending. As temperature increases and approaches the 

Tg, PLA, the elastic modulus starts dropping as the PLA domains relax, showing a peak in the 

loss modulus. From Figure 5.16b it is observed that tan δ at the corresponding PLA peak 

decreased with increasing the loading of the reactive graphene, which can be explained by a 
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more constrained movement of the PLA chains. Such restriction in motion can be attributed 

to the remaining epoxy groups that have reacted with the carboxylic groups on the surface 

of graphene to induce an effect similar to that of a crosslinker. The tan δ graph (Figure 5.16b) 

also showed that Tg, PLA shifted towards lower values starting from 72.9 °C for the neat blend 

and reaching a minimum of 69.8 °C for the sample containing 3 wt % of reactive graphene. 

These two combined effects have also been observed in a system of thermoplastic 

polyurethane (TPU) and PLA that was extruded with reactive polyhedral oligomeric 

silsesquioxane (POSS) containing epoxy groups and the effects attributed to the 

compatibilization of the blend.334 

 This effect was studied in PLA/RGO systems by Ferreira and Tristão and was 

attributed to the reduction in crystallinity in the PLA phase and the increased mobility of the 

PLA chains in the amorphous regions as studied by DMA and time-domain nuclear magnetic 

resonance.335 In another study by Yang et al., it was demonstrated that crosslinking of PLA 

chains with triallyl isocyanurate shifted minimally Tg, PLA towards lower values. However, 

this effect was more noticeable when adding a plasticizer (dioctyl phthalate), in which 

crystallization significantly increased compared with the crosslinked sample. The increase 

in crystallinity was accompanied by an increase in the elastic modulus right after T > Tg, PLA, 

caused by the shift of the onset crystallization temperature to lower temperatures and the 

increase in the rubbery plateau.336 This is the same effect observed here and shown in Figure 

5.16c for the filled samples. Therefore, given the nature of the synthesised nanoparticles, it 

could be expected that both plasticizing and crystallinity effects occur, with a net reinforcing 

effect on the blend.  

Furthermore, the elastic and loss modulus showed higher magnitudes around the 

polystyrene glass transition temperature (Tg, PS). Since reactive graphene was only mixed 

with the PLA phase and only interacts through the interface, it may suggest a 

compatibilization effect due to the interfacial localization of graphene.   
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Figure 5.16 a) Storage modulus, b) loss modulus and tan δ graphs of the neat blend and blends 

containing reactive graphene.  
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5.2.9 Mechanism for localization of reactive graphene  

To further investigate the localization of the reactive graphene, the sample containing 

3 wt% was cross-sectioned in an ultra-microtome and imaged in a TEM. It is known that PS 

will not degrade under irradiation, but PLA will. Therefore, the mass loss will induce contrast 

and make the PLA phase look brighter than the PS phase.337 Figure 5.17a shows the typical 

image from the neat blend, confirming the bicontinuous nature also observed in the TEM. It 

is important to highlight a few features commonly found in the neat blend to identify better 

the features in the blend containing the reactive nanoparticles.  

Figure 5.17a shows a straight scar produced by the cutting process, some droplets of 

the PS phase in the PLA phase, and drops of PLA in the PS phase, which naturally occur due 

to the blending process. Figure 5.17b illustrates a high magnification area of the interface 

that is smooth and free of particles. 

Figure 5.17c and d illustrates typical images of the blend with 3 wt% reactive 

graphene. It is confirmed that the smaller domain size of the PLA phase compared to the 

neat blend, agrees with observations from the SEM images. It is observed from Figure 5.17b 

and c that some reactive graphene remained in the PLA phase. However, most of them are 

preferentially located at the interface. Figure 5.18d1-d4 are high-magnification images of 

Figure 5.17. It is clearly shown that reactive graphene platelets remained adhered to the 

interface, and the presence of any of the nanoparticles in the PS phase was not observed. 

These observations agree well with measurements from rheology and dynamic mechanical 

analysis regarding the formation of an interfacial network. In the appendix A1 it is shown 

more supporting TEM images. Figures A1-A4 in Appendix A also make clear that thick 

unexfoliated reactive graphene ~ 20-50 nm thickness tends to detach from the interface and 

remain in the PLA phase, possibly due to the relatively high stiffness of the platelets that 

make them impossible to adapt to curvature changes during the interfacial coarsening 

process. Moreover, predictions on the possible localization of the reactive graphene indicate 

that reactive graphene should be dispersed in the PLA phase. Therefore, there must be an 

additional effect to make the graphene remain attached to the interface.  
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Figure 5.17  a,b) TEM images of the neat blend showing a clean interface. c,d) Typical images of 

the blend with 3 wt% reactive graphene. White arrows show reactive graphene trapped at the 

interface or in the PLA phase.  
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Figure 5.18 d1-d4) High magnification TEM images from selected areas in Figure 5.17d showing 

the reactive graphene localized at the PS/PLA interface. Contours of the reactive graphene are 

highlighted with dashed yellow lines. The green box is in d4) shows a clean area free of reactive 

graphene.  

Our experimental observation agrees well with the mechanism proposed by Kou et 

al. for the localization of graphene nanoplatelets in polylactic acid/ethyl vinyl acetate.295 A 

similar mechanism is proposed here to explain our observations. The mechanism proposed 

here is illustrated in Figure 5.19 where the selective localization at the interface is described 

in three stages. First, the remaining epoxy groups on the graphene react with terminal 

carboxyl groups in the PLA phase. Several previous studies have reported the reaction of 

terminal carboxyl terminated PLA with epoxy groups through glycidyl esterification during 

reactive extrusion.334,338–346 
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During this first stage, the reactive graphene platelets are also transported closer to 

the interface by convection from the bulk PLA phase, due the internal momentum gradients 

within the blend, so that reactive graphene aligns parallel to the interface. Figure 5.20 shows 

a high magnification image of the sample containing 3 wt% of reactive graphene quenched 

right after extrusion in liquid nitrogen. This structure is formed by lamellae around 100 nm 

thickness or less. In a previous study by Boothroyd et al. it was demonstrated that when 

graphene platelets are subject to high shear forces they align to the shear flow.332 Therefore, 

it is expected that during extrusion, reactive graphene platelets flow parallel to the interface. 

Moreover, TEM observations (Figure 5.18 d1-d4) reveal that the length of the interfacial 

localized graphene is in the micron scale, which agrees with the average lateral size of 

graphene oxide starting material as determined from lateral size measurements in Section 

4.3.1. In the second stage, film drainage of the departing PLA phase at the interface is 

induced by attractive forces from the PS phase, which is promoted by PS chains grafted on 

the surface of reactive graphene.   

In the mechanism proposed by Kou et al., a third stage is related to the displacement 

of the three-phase contact line, which eventually leads to the migration of the reactive 

graphene to the other phase.295 However, even when a long mixing time was used (10 

minutes), no reactive graphene was found in the PS phase (see images provided in Appendix 

A), which is in contrast with previous studies that have reported the migration of carbon 

black, carbon nanotubes and graphene nanoplatelets in different immiscible blends to happen 

in a stretch window of time during the early few minutes of blending.136,154,316,319,347,348 This 

suggests that the reactive graphene is stable at the interface and resistant to static annealing 

and the high shear forces, even when we used a long blending time (10 minutes), suggesting 

high adhesion energies.  
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Figure 5.19 Schematic representation of the localization of reactive graphene. a) Remaining epoxy 

groups react with carboxyl groups on PLA chains aided by high shear forces. Those forces also 

transport reactive graphene by convection to a zone near the interface. b) Film drainage of reactive 

graphene driven by surface energy difference. c) Graphene is localized at the interface.  

 

 

Figure 5.20 SEM image of sample containing 3 wt% of reactive graphene right after it was 

extruded and quenched in liquid nitrogen PS phase was etched in cyclohexane. 
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5.3 Conclusion 

Polymers are generally immiscible due to the low entropy of mixing. So, when two 

polymers are mixed, they form microstructures. From the range of microstructures, the 

bicontinuous one has the property of creating a doubly interpenetrated network, which finds 

applications in developing blends with improved barrier properties, thermomechanical 

resistance and electrical conductivity. The thermodynamical immiscibility and high 

interfacial tension between the components of the blend result in weak interfacial adhesion, 

leading to poor mechanical properties of the blend. Moreover, bicontinuous morphologies 

are unstable, so when subjected to an annealing process, the morphology will minimise the 

system's energy by reducing the interfacial area. From the alternatives available to 

compatibilised immiscible blends, using graphene-based materials as nanofillers has 

emerged as an attractive option to improve the mechanical and electrical properties of the 

blends. 

Here, the PLA/PS immiscible blend was used as a model to test the use of reactive 

graphene to improve the compatibilisation of the blend. As a first step, graphene oxide was 

thermally reduced, leaving hydroxyl groups on the surface, which reacted with a silane 

coupling agent to introduce epoxide groups. Next, carboxyl-terminated polystyrene chains 

were introduced through a base-catalysed ring-opening reaction. As a result, the reactive 

graphene had remaining epoxy groups and polystyrene chains grafted. Then, a master batch 

containing the reactive graphene was prepared and mixed with polystyrene in a mini 

extruder. 

Calculations based on the contact angle predicted that the reactive graphene should 

have remained in the PLA phase; however, our TEM observations showed that most of it 

was localised at the PLA/PS interface. SEM observations revealed that phase coarsening was 

significantly decreased upon adding reactive graphene, and small amplitude oscillatory 

experiments showed that the microstructure was stable against static annealing. Moreover, 

rheoimpedance measurements showed that the addition of 2 wt% formed an electrically 

conductive network that, even when it was destroyed by shearing, could recover around 75% 

of its initial resistance.  
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 From experimental observations, a mechanism was suggested in which first, the 

remaining epoxy groups on the platelets reacted with the terminal carboxyl groups from the 

PLA chains. Then, the graphene was transported close to the interface, and polystyrene 

chains attached to the reactive graphene drag it to the polystyrene phase driven by a local 

surface energy difference, leading to the final localisation of the graphene at the interface. 

Due to the high number of variables involved related to the blending process and the polymer 

system, further research must be done to explore the applicability and limits of this approach 

in more depth. 
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6 A conformability approach for graphene 

transfer 

6.1 Introduction  

Chemical Vapor Deposition (CVD) remains the production method to obtain high-

quality graphene. In this process, a copper sheet is heated, and the chamber is fed with a 

mixture of methane and hydrogen. The thermal decomposition of methane on the metallic 

catalyst makes possible graphene growth on the surface of it. Further relevant information 

can be found in Section 1.3.4. The simplicity, low-cost and advances in the process 

optimisation have positioned graphene production by CVD as the most promising one for 

large-scale production.  

Since graphene is grown on copper, transferring it to a desired substrate is necessary. 

This step is critical to develop applications such as electrochemical sensors, acoustic devices, 

and gas sensors, to name a few.349–352 From the range of methods available, the most typical 

process involves coating the graphene on copper with a polymer supporting layer and then 

etching the copper, washing the film, and transferring it to a desired substrate as illustrated 

in Figure 1.10. From a broad perspective, this last step relies on how well the supported 

graphene conforms to the topography of the substrate. Here, we will refer to this concept as 

conformability. For practical purposes, it is of uttermost importance to develop wearable 

devices for electrophysiological sensing, such as electroencephalography (EEG), 

electrocardiography (ECG), electromyography (EMG), and biomarker monitors, among 

others. The thickness of the films is closely related to the conformability shown in Figure 

6.1. Experiments and theoretical calculations showed that higher conformality leads to lower 

contact impedance and higher signal-to-noise ratio while decreasing random impedance 

changes due to deformation.350,353–355 

The conformability concept can also help simplify the transfer of graphene to silicon 

oxide, which is widely used for electronic purposes. When transferring graphene onto 

Si/SiO2 using a polymer supporting layer, lack of adhesion can cause delamination, which 

produce holes and tears in the graphene film.  Although the transfer process is described in 

many papers, it is common to find papers where commercial enterprises do this step.352    
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Figure 6.1 Relationship between film (shaded in blue) thickness and conformability to skin. 

Reproduced from reference 356.  

Generally, the transfer of the graphene/supporting layer to a substrate with a known 

roughness can be rationalized from the conformality point of view. The model described next 

has been previously reported, and here it will be briefly described.354,357,358 First, let us 

consider a more general case where an elastic substrate with plane strain modulus Es is 

described by a sinusoidal wave described by the wavelength λ and amplitude h0 as in Eq. 

6.1:   

 
w0(𝑥) = h0 (1 + cos

2πx

λ
) Eq. 6.1 

Due to the membrane-substrate interaction in the contact section (0 ≤  x  ≤ xc) the 

substrate deforms, preserving the same sinusoidal shape but different amplitude h1 (Eq. 6.2): 

 
w1(x) = h1 (1 + cos

2πx

λ
) Eq. 6.2 

On the other hand, the membrane with elastic modulus Em can be described as a 

piecewise function (Eq. 6.3), which is formed by a function that describes the section where 

the graphene/supporting polymer is in contact with the substrate and a section where 

graphene is pending and not in contact. In the contact section, it is described by w1(x) and 

in the non-contact zone (xc ≤  x  ≤ λ/2 ) it adopts a parabolic profile in agreement with a case 

where a pure bending condition is assumed.357,359 
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w2(𝑥) =

{
 

 h1 (1 + cos
2πx

λ
) , 0 ≤ x ≤ xc

a (x −
λ

2
)
2

+ b, xc ≤ x ≤ λ/2

 Eq. 6.3 

At the point xc the function must be continuous, that is w2(x) = w1(x) and  

dw2(x)/dx = dw1(x)/dx. Therefore, solving for unknown constants a and b, w2(x) can be 

expressed as a continuous function: 

 

w2(𝑥) = ℎ1

[
 
 
 

𝜋

𝜆 (
𝜆
2 − 𝑥𝑐)

sin (
2𝜋𝑥𝑐
𝜆
) [(𝑥 −

𝜆

2
)
2

− (𝑥𝑐 −
𝜆

2
)
2

+ 1 + cos (
2𝜋𝑥𝑐
𝜆
)]

]
 
 
 

  𝑥𝑐 ≤ 𝑥

≤ 𝜆/2 

 

Eq. 6.4 
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Figure 6.2 a) Illustration of partial conformality showing the geometrical parameters that defines 

the equilibrium state. b) Three possible scenarios spanning from null conformality to full 

conformality. 

To solve for the unknown variables xc and h1 will be used as variables that minimize 

the energy of the system formed by the substrate and the membrane. It can be expressed as: 

 Utotal = Ubending + Umembrane + Uadhesion + Usubstrate Eq. 6.5 

where Ubending is the bending energy of the membrane, Umembrane is the energy 

associated with the tensile strain in the membrane, Uadhesion is the energy of adhesion 

between the membrane and the substrate in the contact zone and Usubstrate is the elastic energy 

stored in the substrate. The bending energy can be expressed as: 

 

Ubending =
2

λ
[
1

2
∫ EmItκ1

2

xc

0

ds +
1

2
∫ EmItκ2

2

λ/2

xc

ds] Eq. 6.6 
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where EmI = Emt3/12 is the plane bending stiffness of the membrane κi is the curvature 

associated, and ds is the arc length. From Eq. 6.6 the first term represents the part of the 

membrane in contact with the substrate, and the second term represents the membrane 

suspended in the non-contact zone. Similarly, the energy membrane (Eq. 6.7) can be 

decomposed in a contribution from the tensile strains ϵi in the contact (ϵ1) zone and non-

contact zone (ϵ2). 

 

Umembrane =
2

λ
[
1

2
∫ Emtϵ1

2

xc

0

ds +
1

2
∫ Emtϵ2

2

λ/2

xc

ds] Eq. 6.7 

The adhesion mechanism provides stability to the system; therefore, this term must 

be negative. Then, the energy of adhesion per arc length is just the product of the work of 

adhesion between the substrates and the membrane times the arc length of the contact zone, 

as in Eq. 6.8. 

 

Uadhesion = −
2

λ
∫ γds

xc

0

 Eq. 6.8 

Because, in a more general case, the substrate is compliant, and the energy of the 

substrate must equal the work done by the surface traction forces on the substrate as in Eq. 

6.9 where u(x) = w1(x) - w0(x) is the surfaces displacement, and P(x) is the surface traction 

that induces the displacement.358 

 

Usubstrate =
2

λ
∫
1

2
u(x)P(x)dx

xc

0

=
Esπ(h1 − h0)

2

4λ
sin4 (

πxc
L
) 

Eq. 6.9 

In order to make computations simpler, the arc length is described as  

ds = √1+ (
dwi

dx
)

2

dx and can be approximated as a first-order Taylor series approximation; 
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therefore ds ≈ 1+
1

2
(

dwi

dx
)

2

dx. This same approximation can be applied to the calculation of 

the tensile strains 𝜖𝑖 which are expressed as ϵi=(ds - dx)/dx . On the other hand, the full 

description of the curvature κi is given by Eq. 6.10. However, using it significantly increases 

the computation time, so it can be assumed that for a small deflection, that is, small 

roughness (
h0

λ
 ≪ 1) then ds ≈ dx and curvature can be simplified to κi ≈ d

2
wi/dx2. Observe 

that this assumption cannot be made for the energy of the membrane since 𝜖𝑖 would be zero.  

 
κi =

d2wi/dx
2 

[1 + (
dwi
dx
)
2

]

3/2 
Eq. 6.10 

 

6.2 Results 

6.2.1 Graphene characterization  

Graphene was synthesized on a copper substrate using low-pressure chemical vapour 

deposition (LPCVD). See Section 1.3.4 for more information on LPCVD process. Figure 

6.4a shows graphene films transferred on Si/SiO2 substrate using a wet transfer procedure 

using PMMA as a supporting layer (see experimental Section 8.19). Figure 6.4b shows SEM 

images of the graphene transferred, showing no significant cracks and tears. Also, TEM 

imaging (Figure 6.4c) shows that the graphene layer is continuous and self-standing, which 

is critical to developing applications where electrical conductivity is needed.  Although SEM 

imaging reveals it exhibits some adlayer regions, it is predominantly monolayer. This is 

further supported by the typical Selected Area Electron Diffraction (SAED) pattern (Figure 

6.4d), showing higher intensities of the inner reflections (11̅00 and 01̅00) than those of outer 

reflections (21̅1̅0 and 1̅1̅20), which is consistent with monolayer graphene structures.274 

Raman spectroscopy was used to assess the quality of the graphene.  It shows typical 

features of graphene, the G peak around 1585 cm-1 and the 2D peak around 2678 cm-1. The 

2D peak can be fitted to a single Lorentzian peak, a characteristic feature of monolayer 

graphene.171,360 Monolayer nature is also supported by intensities ratio I2D/IG ~2, which has 
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been proposed as a parameter to define graphene quality by the National Physical Laboratory 

(NPL), UK.182 Also, the D peak around 1350 cm-1 associated to defects in the graphitic lattice 

is minimal.  

 

Figure 6.3 Graphene spectra of three random points over the figure shown in Figure 6.4a. Spectra 

were recorded using a laser excitation wavelength of 532 nm. 
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Figure 6.4 a) Optical and b) SEM image of graphene on Si/SiO2.(arrows point out at adlayer 

domains) c) Self standing graphene film on TEM grid and d) corresponding selected area 

diffraction pattern and e) intensity profile along the line. 
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6.2.2 Graphene transfer on Si/SiO2 

Graphene deposited on Si/SiO2 has become the preferred choice when developing 

graphene-based electronic devices such as transistors. Although extensive research has been 

done on the adhesion of graphene on SiO2 using different techniques such as AFM, 

nanoindentation, fracture and scratch tests, very different results have been obtained. A study 

by Koenig et al. showed a higher energy of adhesion of 0.45 J/m2 for single-layer graphene, 

which decreased for multilayer graphene to 0.31 J/m2.361 This study concluded that the 

difference was caused by the higher conformability of the monolayer graphene to the 

topography of the silicon oxide than the multilayer counterpart.  

It has been experimentally demonstrated that poor contact between graphene and 

SiO2 substrates causes cracks and tears during a wet transfer process.112 During the wet 

transfer process, the last step involves transferring the PMMA/graphene film floating on 

water onto a SiO2 substrate, leaving a thin film of water between the graphene and silicon 

oxide. Therefore, easier ways to remove the water between the graphene and SiO2 include 

heating at temperatures above the saturation temperature of water, using vacuum, or even 

more sophisticated methods like applying a high electric field between graphene on copper 

and the substrate.362 Recently, it has been demonstrated that annealing at high temperatures 

of 450 °C increased almost three times the energy of adhesion measurements. It was 

attributed to an improved conformal contact between the graphene and the SiO2 substrate.363 

Therefore, the lack of conformality between the Si/SiO2 substrates reduces the energy 

of adhesion. However, from a macroscopic point of view, since graphene is transferred using 

a PMMA layer, the transfer is also influenced by the PMMA mechanical properties. The 

conformality concept can assist in finding a rational way to transfer large areas of graphene.  

The model previously described in Section 6.1 can be simplified by making a few 

assumptions. First, the Si/SiO2 substrate is assumed to be flat and does not store any elastic 

energy, thus Us = 0. Second, because the copper foil has an associated roughness coming 

from the rolling process during its production, the PMMA film will also conform to that 

morphology (Figure 6.5). Therefore, the elastic energy of the PMMA/graphene stack will be 

defined by PMMA properties only. Since Um and Ub are always positive, and the adhesion 

term Ua is always negative, the adhesion mechanism must compensate for the energy for 

bending the membrane (Ub) and the energy associated with the normal strains within it (Um). 
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Figure 6.5 illustrates the system proposed and its parameters where Em is the Young’s 

modulus of the PMMA tPMMA is the thickness of the PMMA supporting layer, whose 

topographical properties are defined by 2h0 and λ which are the average height and 

wavelength describing the wavy nature of the PMMA film (Eq. 6.12). The energy balance is 

expressed as: 

 Um + Ub = Ua Eq. 6.11 

Now the set of equations to be solved is given by: 

 
w0 = h0 (1 + cos

2πx

λ
) Eq. 6.12 

 

Ubending =
1

λcopper
 ∫ EmIt𝜅

2

λcopper

0

ds Eq. 6.13 

 

Umembrane =
1

λcopper
∫ Emt𝜖

2

λcopper

0

ds Eq. 6.14 
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Figure 6.5 Model where a wavy PMMA film with thickness tPMMA and Young’s modulus Em adopts 

the roughness features from copper represented by λ, h0. 

The set of equations is solved using the same assumptions stated in Section 6.1. 

 ds ≈ 1+
1

2
(

dw0

dx
)

2

dx , κ ≈ d2
w0/dx2 and EmI=

Emt3

12
. The parameters from the roughness of the 

copper surface λcopper and hcopper are determined as follows. Figure 6.6 shows that the surface 

topography of copper is wavy and irregular, having regions as high as 2hcopper = 841 nm  and 

some others as low as 2hcopper = 270 nm. For this analysis, we can extract the mean value of 

hcopper from the relationship between the random mean square (RMS) of the surface and a 

sinusoidal wave: 

 hcopper = √2 RMS Eq. 6.15 

The average RMS value is 210 ± 30 nm, so hcopper = 296 ± 42 nm . The average 

wavelength of the copper surface λcopper is estimated from the average peak-to-peak 

distance. The average measured value is λcopper = 19.3 ± 3.4 μm . As for the energy of 

adhesion it can be considered as twice the surface tension of water, then γ = 0.144 J/m2. 

Figure 6.5 shows the relationship between height h0 and thickness tPMMA.  
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Figure 6.6 Topography of graphene on copper (a) and a typical profile showing arbitrary heights 

(2h0) measured from the lowest points.  

In the equations that account for the storage of the elastic energy in the membrane 

(Eq. 6.11-Eq. 6.14), assuming the thickness of the PMMA film is 415 nm, and the rest of 

parameters are known except for h0. Then, there must be an h0 value that satisfies Eq. 6.11, 

so the elastic energy stored in the film equals the adhesion energy between the graphene and 

the Si/SiO2. Because the elastic energy increases with the thickness (Ubending ∝ t3 and 

Umembrane ∝ t), solving Eq. 6.11 will give the maximum value of h0 allowable. Calculations 

were done in Matlab.364 Figure 6.7a and b show the image of the film and the measured 

profile. It was not considered a measurement near the edge as the film was carefully torn and 

lack of contact might have led to an overestimation of the thickness. Figure 6.7c shows the 

graphical solution of the equations for the maximum h0. It was estimated that for a PMMA 

film ~415 nm the maximum value of h0 is 387.5 nm. Using the average value h0 estimated 

from RMS of the copper surface, it could be concluded that all the PMMA will adhere to the 

SiO2. As seen in Figure 6.6, there are regions where h0 > 387.5 nm, where the film will not 

fully adhere, making these regions prone to come off.  
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Figure 6.7 a) AFM image of the PMMA film on a silicon substrate. b) Height profile from the line 

in a) and the thickness measurement of the film. c) Graph of the maximum thickness of the PMMA 

film for a given h0 for full conformability. h0 max is the maximum value for a PMMA film of 415 nm 

thickness.  
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Figure 6.8 Graphene on copper stored at ambient conditions: a) Sample from a commercial brand 

and b)From the graphene used in this work. White arrows in a) and b) point at copper(I) oxide and 

yellow dashed lines in b) represent the marks from the rolling process. The scale bar in both 

images is 25 μm. 

Here, a reproducible method is reported to transfer a centimetre scale sample of 

graphene on Si/SiO2 substrates using a polymer supporting layer. Figure 1.10a illustrates that 

during the last step of this process the supporting polymer/graphene stack is floating on a 

deionized water bath and needs to be fished out on a desired substrate, typically Si/SiO2. 

Hence a thin film of water will remain trapped between the graphene and the Si/SiO2. 

Therefore, a strategy is needed to remove the water and improve the adhesion with the 

Si/SiO2 substrate. So, after transferring the samples onto SiO2 substrates, they were gently 

heated at 35 – 37 °C on a hot plate to remove as much water as possible. Although graphene 

is theoretically impermeable to water, PMMA, on the other hand, has a higher permeability 

of P = 1.7
g∙mmfilm  thickness

m2 day 
. Recent studies on the breathability of PMMA/graphene films 

showed that it is possible because of micro-defects, cracks, and holes. This implies that apart 

from the edges, the surface of the graphene/PMMA stack can actively remove water.365  

Figure 6.8 shows graphene on copper exposed to air for a long time. It reveals that graphene 

from a commercial brand and the one used in this work have red areas where copper (I) oxide 

is formed, meaning there are areas not fully covered with graphene so water can be 

transpired.  It was reported that for a film around 200 nm thickness, the permeability 

coefficient was P = 1400
g

m2 day 
 at 50 °C.355,365 Using this value, we can roughly estimate the 

amount of water that can be evaporated through the surface per hour to be 5.8 × 10
-3 g

water

cm2 hr
. 

Although permeability coefficients exhibit an Arrhenius-like dependence, it has been shown 
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that the water permeability of PMMA does not change significantly. Therefore, we can still 

use this value as an estimation.366 Since typical sizes of the graphene were 1 cm2, the 

equivalent thickness of a layer of water that could be potentially evaporated in 1 hour would 

be 58 μm, which is clearly more than that trapped during the transfer process.  Therefore, it 

can be inferred that a gentle heating can remove most of the water trapped.   

It is expected that not all water can be expelled from heating at low temperatures, and 

there will be regions where graphene effectively prevents water evaporation. However, there 

will be regions where graphene effectively adheres to the SiO2 substrate. Furthermore, the 

PMMA/graphene stack also has a roughness associated with the copper surface. This 

presumably creates blisters of water. Samples were tilted and heated at temperatures above 

the saturation temperature of water at atmospheric conditions to improve the adhesion by 

removing residual water.  

Figure 6.9 illustrates that when samples were tilted at lower angles of ~30° and heated 

at the lowest temperature 100 °C, the size of the area where graphene was detached was 

considerably larger than for samples tilted at higher angles at the same temperature (70° and 

90°). This suggests that tilting the sample allows water to redistribute and migrate to zones 

where it can transpire through defects in the graphene film. When heating at higher 

temperatures (130 °C or 160 °C), all water will be in the vapour phase.  

Figure 6.9 also shows that heating at higher temperatures (130 °C or 160 °C) suppressed 

the formation of holes. This can be explained due to the increased conformability of the 

PMMA film to the Si/SiO2 substrate. Since the PMMA film initially has the rough 

topography of the copper substrate, at lower temperatures, the high elastic modulus of the 

PMMA film will make it sufficiently stiff to prevent full conformality in some areas. 

However, upon increasing the temperature the Young’s modulus is expected to decrease 

significantly at temperatures higher than the glass transition temperature (Tg = 134.6 °C as 

estimated from dynamic mechanical analysis, see Appendix B).  
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Figure 6.9 Graphene transferred on Si/SiO2. Residual water was evaporated at different titling and 

temperature conditions. 
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Figure 6.10 Optical images of the graphene on Si/SiO2 at higher magnifications. White arrows 

show residual PMMA after dissolving the PMMA and rinsing with acetone.   

Although the graphene film was transferred with few defects by annealing it at 130 

°C or 160 °C, they showed differences in residual PMMA. Figure 6.10 shows that annealing 

the film at 160 °C significantly increased the amount of PMMA residues left. PMMA 

residuals pointed out with white arrows in Figure 6.10 have also been previously observed 

in other studies by optical microscopy.367,368 This is also shown in Figure 6.11 from SEM 

images, where PMMA residues are pointed out with blue arrows. It has been experimentally 

demonstrated that annealing a graphene film with PMMA residues at 160 °C promotes its 

decomposition, which explains the significantly more residues left on the graphene 

surface.369   

Figure 6.11 and Figure 6.12 show average images and the worst images obtained 

under the conditions mentioned. Figure 6.11 shows images with more defects under the 

different conditions mentioned. When annealing at 130 °C and a tilting angle of 30°, sporadic 

submicron holes appeared, presumably from micro-regions where water remained trapped 
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(this is more evident in Figure 6.12). This effect seems to be suppressed by increasing the 

tilting angle to 70° or 90°; even in the worst images, only sporadic defects were observed 

(Figure 6.12). It is important to highlight that samples annealed at 100 °C and tilted at 90° 

show areas fully transferred with no defects (Figure 5.11) as well as areas transferred with 

big cracks (Figure 6.12). Overall, annealing the film at 130 °C and tilting the sample in the 

range of 70 - 90° provides a balanced way for transferring graphene on Si/SiO2 with few 

defects and minimal PMMA residues. 

  

Figure 6.11 Average SEM images of the graphene transferred on Si/SiO2. Blue arrows point out 

small residuals of PMMA. Red arrows point at cracks domains where graphene came off leaving 

voids. Yellow dashed circles show regions with graphene adlayers. The yellow scale bar is 40 μm, 

and the black scale bar is 10 μm.  
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Figure 6.12 The worst images obtained from the graphene on Si/SiO2.The yellow scale bar is 40 

μm and the black scale bar is 10 μm. Red arrows point at cracks domains where graphene came 

off leaving voids. Yellow dashed circles show regions with graphene adlayers. Red circles enclose 

submicron holes, purple ovals highlight areas full of polymer residue, and blue arrows point out 

small residuals of PMMA. 

Optical and SEM images are helpful to identify residues at the microscopic scale. 

However, it has been demonstrated the presence of residues at the nanometric scale on the 

surface of graphene.114 Therefore, TEM and AFM observations would be more suitable to 

assess how free of residues graphene is at the nanometric scale. Also, it has been reported 

that replacing PMMA with poly bisphenol A carbonate (PC) is a better supporting layer than 

PMMA.115 Considering that PC has a lower Young’s modulus (Em = 2.34 GPa) than PMMA 

and a similar permeability coefficient P = 2.3
g∙mmfilm  thickness

m2 day 
,370 we adapted the transfer 

procedure from that of PMMA. Figure 6.13a and b show the polycarbonate film on a silicon 
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substrate and the thickness of it to be 346 nm. From Figure 6.13, the maximum h0 allowable 

given a thickness of 346 nm. Full details of the transfer process for PMMA can be found in 

experimental Section 8.19c, which shows a TEM image from a sample transferred using 

PMMA, showing typical residues as those observed in SEM. A high-magnification image 

(Figure 6.14d) reveals a significant residual of PMMA. On the other hand, the sample 

transferred using polycarbonate proved to be cleaner on the micron scale (Figure 6.15d) and 

had a higher proportion of area free of polymer residue when compared to the one transferred 

using PMMA (Figure 6.14d). Also, AFM observations can provide information on the 

roughness of the sample, which is increased by the presence of residues and topography-

related features such as wrinkles, bubbles and cracks.106 By comparing AFM images from 

the two transfer processes (Figure 6.14 and Figure 6.15), the PC transfer process showed a 

less rough surface (RMS = 1.75 nm) than that for PMMA (RMS = 2.15 nm). Figure 6.14 and 

Figure 6.15 illustrate typical height profiles from the corresponding AFM images for PMMA 

and PC transfer processes, respectively, showing that PMMA has a topography with more 

kinks from wrinkles and residues. On the other hand, the process corresponding to PC shows 

a flatter profile with less pronounced wrinkles. Figure 6.16a shows the electrical sheet 

resistance for both PMMA and PC optimized transfer processes. The average sheet resistance 

for films transferred using PC was 737 ± 85 Ω/sq and 1016 ± 219 Ω/sq when using PMMA. 

Therefore, PC instead of PMMA is a better supporting material for a cleaner transfer process.  

It was compared the transfer process using PC with graphene transferred on Si/SiO2 

from a commercial brand (Figure 6.17). Optical and SEM images showed no apparent 

residuals; however, TEM images showed the presence of residual polymer in both cases. 

Roughness measurements from AFM showed that RMS values are comparable, 1.45 nm for 

the commercial brand and 1.75 nm for the sample transferred using PC. All the samples 

under test were done using pieces of 1 × 1 cm2, but it can be used to transfer larger areas up 

to 2 × 2 cm2 (Figure 6.16b).  
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Figure 6.13 a) AFM image of a polycarbonate film on a silicon substrate b) Profile of the thickness 

of a PC film deposited on a silicon substrate. The dashed blue line represent a part of the film that 

came off as a result of the sample preparation c) Graphical solution of the model relating the 

maximum PC film thickness and average h0.  
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Figure 6.14 Typical images from the transfer process using PMMA annealing at 130 °C and tilting 

at 70°: a) Optical, b) SEM,c,d)TEM and high magnification TEM (scale bar = 20 nm), e) AFM and 

f) Profile along the line in e). 
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Figure 6.15 Typical images from the transfer process using poly bisphenol A carbonate (PC) 

annealing at 130 °C and tilting at 70°: a) Optical, b) SEM, c,d)TEM and high magnification TEM 

(scale bar = 20 nm), e) AFM and f) Profile along the line in e). 
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Figure 6.16 a) 2 x 2 cm2 of graphene transferred on Si/SiO2 using PC b) comparison of the sheet 

resistance measurements for PMMA and PC transfer process. 
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Figure 6.17 Typical images from a commercial graphene sample on Si/SiO2. a) Optical image b) 

SEM, c,d)TEM and high magnification TEM (scale bar = 1 nm), e) AFM and f) Profile along the line 

in e) Note: Images c and d were reproduced from the webpage of the same supplier 

(https://www.graphenea.com/collections/graphene-tem-grids). Images a,b) and e) are from the 

analysis in this work from the sample of graphene on Si/SiO2 supplied from Graphenea. 
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6.2.3 Graphene transfer on soft substrates for wearable 

electronics 

One of the key elements to improve the signal-to-noise ratio is having a highly 

conductive element such as graphene, which has a high charge carrier density. Although rigid 

commercial Ag/AgCl have good conductivity, they cannot fulfil a wearable function, while 

flexible or stretchable electrodes show lower conductivities.371  Another requirement is the 

conformal contact between the electrode and the skin, which can be achieved by controlling 

the thickness of the electrodes or tailoring their mechanical properties. Graphene is a 

material with atomic thickness and outstanding electrical properties. It can be supported on 

a polymeric material whose thickness can be controlled. Therefore, it provides a way to make 

electrodes for electrophysiological sensing.  

The contact between the electrode and the skin can be represented by the most 

straightforward model (Figure 6.18), where the skin is represented by an RC component 

corresponding to the epidermis (REp and CEp) and a resistive component corresponding to 

the dermis (RD), which are fixed parameters. The contact between the skin and the electrodes 

can also be represented by an RC component where the resistive part (RC) represents the 

contribution from all areas in direct contact with the skin. On the other hand, the capacitive 

part (Cc) accounts for those regions where an air gap is formed due to the imperfect contact 

of the electrode with the skin. Therefore, when the electrode fully conforms to the skin, the 

overall electrical impedance is decreased.372  

 

Figure 6.18 Electrical model of an electrode/skin system where the contact is imperfect, forming 

air gaps. The model was adapted from reference 372. 
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As preliminary experiments, first, graphene was transferred to commercial EVA/PET 

laminating pouches having 80 μm thickness. This procedure was the simplest one as it 

provided a thick enough material for the electrical contacts. Moreover, the EVA (ethyl vinyl 

acetate) is a soft and elastic material as given by their small Young’s modulus (150 MPa) 

and high elongation at break. It means that EVA film can deform upon applying light 

pressure, providing better electrode contact to the skin.  

The graphene-EVA/PET electrode preparation is briefly described, and full 

experimental details are given in Section 8.21. First, graphene was laminated in an office 

laminator, the copper was etched in 1M FeCl3, and the film was washed three times in 

deionized water. Figure 6.19b shows the network formed by silver nanowires (AgNWs) on 

graphene/copper once transferred to EVA/PET substrates. Figure 6.19a shows that even 

when graphene was conductive, the variation in the sheet resistance was considerably high. 

Such variation can be a side effect of lamination, as compression strains in the graphene film 

defects can induce cracks and their propagation. Laminating two layers of graphene reduced 

the variation; however, it made the process more complicated. An attractive way is to 

encapsulate silver nanowires (AgNWs) between graphene and the EVA/PET substrate. 

Encapsulation was done by spin-coating AgNWs on the graphene on copper before 

lamination. Thus, this process provided a more balanced and practical solution in terms of 

reduced variation.  

The electrodes were assessed according to the impedance measurement on the skin 

and its ability to capture ECG signals. Briefly, electroimpedance measurements were done 

using a potentiostat in a 2-wire configuration and a scan range of 1 - 106 Hz. The set up is 

similar to that shown in Figure 6.22b. On the other hand, electrocardiogram (ECG) signals 

were collected using a Ganglio board from OpenBCI and raw signals were processed using 

a fourth-order Butterworth filter from 5 - 50Hz as implemented in Origin Lab.267  
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Figure 6.19 Sheet resistance values for graphene supported on EVA/PET using a single layer, 

encapsulated AgNWs and two graphene layers. b) Optical image of graphene on copper covered 

with AgNWs. c) SEM image of AgNWs encapsulated between graphene and EVA/PET film  

Figure 6.20 shows that the graphene laminated on EVA/PET with and without AgNWs 

showed similar impedance responses. The ECG signals collected looked very similar but 

clearly showed the QRS component. To highlight the importance of conformality, strips of 

aluminium foil and conductive copper tape were used as electrodes. While aluminium is very 

conductive, copper tape has a conductive adhesive, and both are considerably stiff and thick.  

As observed from  Figure 6.21a, measurements have a considerable amount of noise below 

4000 Hz, highlighting the role of conformability.  
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Figure 6.20 a) Frequency sweep response of the impedance of single-layer graphene (SLG) and 

graphene/silver nanowires(SLG/AgNWs) supported on EVA/PET substrates and ECG signals 

collected from b) EVA/PET/SLG and c) EVA/PET/SLG/AgNWs.  

 

Figure 6.21 a) Impedance frequency sweeps measured on the forearm using b) conductive 

adhesive copper tape strips and c) aluminium foil strips held by adhesive tape to ensure the best 

contact. 
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6.2.3.1 Graphene-based temporary tattoos 

Ethical Disclaimer and Risk Assessment: Please refer to Section 8.22.2 for full 

assessment and justification on risk assessment associated with these following sections.  

Following the conformability analysis described in Section 6.2.3 it is expected that 

by tailoring the thickness of the supporting PMMA, full adhesion of the graphene can be 

achieved, diminishing the contribution from air gaps where the electrodes are detached. 

While EVA/PET electrodes rely on tape to hold the electrodes, using submicron-thickness 

electrodes can also lead to more wearable devices whose use can be expanded in principle 

to the design of skin-based sensors. For this section, ECG measurements will be used to 

assess the performance of submicron-electrodes where AgNWs were added to improve the 

stability of the electro-impedance response.  

To transfer the PMMA/graphene film onto the skin, first, it is necessary to have it on 

a suitable substrate like temporary tattoo paper. It consists of a sub-micrometric film of 

polyurethane/allyl resin attached to a paper sheet through a sacrificial water-soluble PVA 

layer. When moistened, the resin film loses its tackiness and can slide onto the skin, 

transferring the tattoo effectively to the skin.373 This material has become popular for 

developing on-skin sensors for various sensing applications such as pH and detecting 

analytes such as sodium ions, ammonium, lactate, and glucose, to name a few.374 In this 

work, we will use temporary tattoo paper to transfer thin PMMA/graphene films that can be 

used to collect ECG signals.  

Briefly, graphene-based tattoos were made as follows. First, graphene on copper  

(2  2 cm2) was coated with a thin layer of PMMA. The copper was etched in a 1 M ferric 

chloride solution (Figure 6.22a). The film was fished out on a piece of Kapton film and 

transferred on tattoo paper. The PVA film was previously removed in water, so the graphene 

faces up on the tattoo paper/PMMA/graphene stack (Figure 6.22b). It was cut into four equal 

strips of 0.5  2 cm2 that were used for transferring onto the skin. Before making 

measurements, a piece of Tegaderm was used to isolate the contacts from the skin, so the 

signal acquired only corresponded to the effect of graphene. The contacts were made of 

Au/Pd sputter-coated tape and conductive copper tape to reduce the noise from 

measurements. This way, the alligator clips did not scratch the surface of the tape, while on 
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the opposite side, Tegaderm/Au/Pd tape would be thin enough so the graphene/PMMA 

would not break. More details are given in Section 8.22. 

Figure 6.23 shows that the impedance response is more stable over the whole range 

of frequencies when compared to the response of EVA/PET based electrodes, even if only a 

single layer is present. Furthermore, adding a thin layer of silver nanowires promotes a 

higher stability of the electrodes, like commercial electrodes, over the whole range of 

frequencies. Figure 6.23 also shows the ECG signals, revealing that the PQRST segment is 

distinguishable just as in commercial electrodes, and it can capture more details from the 

signal than the corresponding electrode with just one single layer of graphene.  

 

Figure 6.22 a) Graphene on copper square (2 x 2 cm2) etching in 1 M Ferric chloride b) 

PMMA/graphene on tattoo paper c) Typical setup for impedance measurements. 
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Figure 6.23  Comparison of the frequency sweep impedance response and their corresponding 

ECG signals acquired for a) commercial electrodes, b) single-layer graphene tattoos and d) single-

layer graphene and AgNWs tattoos. 

The model described in Section 6.1 can be numerically solved using MATLAB364  to 

estimate the PMMA film's maximum thickness to achieve complete skin conformability. The 

parameters used are given in Table 6.1. Since the PMMA/graphene stack is transferred in 

wet conditions and the skin transpires moisture, γskin/tattoo can be approximated as twice 

the surface tension of water 2γ
water

=  0.14 J/m2. A value of 0.21 J/m2 for the adhesion of 

silicone membranes to the skin has been reported, making our assumption reasonable.375 

Figure 6.24c shows the graphical solution so that for a thickness of less than 450 nm, the 

PMMA/graphene films will fully adhere to the skin (xc = 1). The thickness of the PMMA 

film measured by AFM was around 415 nm (Figure 6.7b), which guarantees the full adhesion 

of it, explaining in part why tattoos behave better than thicker electrodes.  
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Figure 6.24 Graphical solution for maximum PMMA thickness to reach full conformality xc=1.  

Table 6.1 Parameters used as input for the conformability model. 

Parameter Reference 

Skin roughness λ=250 μm 

 h0=20 μm 

 354,376 

Skin in plane Young’s modulus Es=100 kPa  377 

work of adhesion  γ
skin/tattoo

= 0.14 J/m2  

PMMA Young’s modulus Em=3.2 GPa  378 
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6.3 Conclusion 

Chemical vapour deposition has become the most popular method for growing high-

quality single-layer graphene, but it is grown on a metal catalyst such as copper. Therefore, 

a transfer step is unavoidable and not trivial since it must be in contact with a substrate 

depending on the desired application. For example, graphene must first be transferred onto 

a flat Si/SiO2 chip to develop next-generation chips. However, graphene must be transferred 

onto a soft and rough substrate for developing neural interfaces. Hence, a common aspect of 

these two examples is that graphene must adapt to the shape of the substrate; that is, it must 

conform to the topography of the substrate. In this work, a conformality approach was 

applied to transfer graphene onto a flat substrate, such as Si/SiO2 and onto a rough substrate, 

such as the skin.  

Using PMMA as a supporting layer is the most popular method for transferring 

graphene onto Si/SiO2 and is used by enterprises. Moreover, the PMMA film will adopt the 

topography of the copper substrate, which has a roughness in the submicron range, while 

Si/SiO2 has a roughness of a few nanometers. So, the success of the transfer process will rely 

on the ability of the PMMA film to adapt to the shape of the flat substrate. In this procedure, 

graphene is supported by a PMMA film while floating in a water bath. In the next step, 

graphene is picked up using a Si/SiO2 substrate, leaving a thin layer of water trapped. The 

model described here relies on the balance between the adhesion energy between the 

graphene and Si/SiO2 and the elastic energy stored by the membrane. A consequence of the 

model developed here is that the flatter the copper substrate is, the more it will conform to 

the Si/SiO2. Otherwise, given an average roughness on the copper surface, there will be a 

maximum thickness of the PMMA film to conform fully to the Si/SiO2. Most commonly, the 

PMMA/graphene film is heated at high temperatures, creating high-pressure zones and 

causing holes and tears in the film. Because there are regions on the copper where graphene 

growth is incomplete, the PMMA/graphene can transpire water. It was found that gentle 

heating removed most of the excess water, and adhesion improved if it was followed by 

heating at a high temperature due to a combined effect of reducing Young's modulus of 

PMMA and removing the remaining water. Moreover, tears and holes are significantly 

reduced if samples are tilted. 

In summary, to succeed in transfer, the water trapped must be removed in two steps: 

gently heating ~37 °C for 30 minutes followed by annealing at 130 °C and the sample tilted 
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> 70°. Overall, the graphene transfer proved to be competitive compared to graphene 

acquired from a commercial brand in terms of cleanness and coverage. Based on previous 

research, it has been suggested that using polycarbonate instead of PMMA left less residuals. 

Applying the same procedure proved that complete transfer was achieved, and a cleaner 

graphene surface could be obtained according to TEM observations.  

Similarly, PMMA/graphene can be transferred onto rough substrates such as the skin. 

In this case, the roughness of the skin is bigger than the PMMA/graphene, and the substrate 

can also store elastic energy. In this case, the PMMA film should not exceed a maximum 

thickness to achieve full conformity to the skin. From a general perspective, novel 

applications of graphene rely on the conformal contact of graphene, such as the development 

of on-skin chemical sensors and neural interfaces. This approach can provide guidelines for 

selecting the supporting polymer layer and the maximum thickness given the roughness of 

the substrate. 
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7 Conclusions and Outlook 

In this work, graphene oxide, one of the most popular precursors of graphene, was 

synthesised. Using a cross-flow filtration system avoids some of the problems associated 

with the purification process of graphene. For example, membrane filtration is limited 

because graphene oxide forms a gel at high concentrations, clogging the membrane pores. 

On the other hand, dialysis is limited by the amount of graphene and the prolonged time 

(typically a week) it takes. In cross-flow filtration, graphene oxide solution flows 

tangentially across the hollow fibre, preventing the membrane from blocking. Even when 

the primary goal of using a cross-flow filtration system was the removal of residual 

manganese ions, we found that the average lateral size was 16.2 ± 1.7 μm and 70 % of 

graphene oxide flakes had a thickness equal to or less than 1.4 nm, which is consistent with 

reported values of monolayer graphene oxide. We attributed this effect to the shear forces 

caused by the flow of graphite oxide inside the tube. Moreover, reduction of the lateral size 

of graphene oxide was possible using brief sonication times (up to 2 minutes).  

The graphene oxide was used to synthesise reactive graphene nanoparticles. First, 

graphene was thermally reduced to partially restore its electrical properties and 

functionalised with a silane coupling agent to enrich the surface with epoxy groups. This 

was followed by grafting polystyrene chains through a ring-opening reaction. The reactive 

nanoparticles were introduced in an immiscible blend (PS/PLA) that formed a double-

percolated network and was used as a scaffold for localising the reactive graphene at the 

interface. It was demonstrated by TEM observations and rheoimpedance measurements that 

a network formed along the interface of the polymer blend. Moreover, the polymer blend 

was shown to be stable under thermal annealing, demonstrating the ability of the reactive 

graphene to stop the phase separation of the polymer blend.  

Since the reactive graphene remains stable at the interface, the mechanical properties 

of the blend are expected to be improved. Therefore, tensile strength measurements are 

suggested to test the mechanical performance of the blend. Also, since reactive graphene is 

demonstrated to stabilise the morphology of the bicontinuous blend, it creates a scaffold for 

other particles to form a percolated network. It opens the possibility to include more 

conductive particles, such as multi-walled carbon nanotubes or highly reduced graphene, 

which can create a conductive network in the PLA domain. For example, from our 
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observations, we know that when adding 3 wt% of reactive graphene to the blend, the PLA 

domain has an average dPLA = 5.7 ± 0.5 µm, so adding carbon nanotubes with an average 

length the same magnitude a dPLA could be a potential route to make highly conductive 

polymer composites. Although this concept has been demonstrated to work in principle, 

further investigation is needed on the applicability to other polymer blends and devising 

more straightforward ways to functionalise the graphene to make the process more attractive 

for scale-up.  

This work also explored the transfer of graphene grown by chemical vapour 

deposition onto substrates with different roughness. Here, it was considered that the 

conformal contact between graphene and the substrate was crucial for developing a method 

to transfer it onto Si/SiO2 and develop conformable electrodes for on-skin applications. In 

the model described here, the elastic energy stored by the polymer films must be 

compensated by the energy of adhesion between the graphene and the Si/SiO2. We concluded 

that the transfer of graphene onto a flat substrate such as Si/SiO2 using PMMA as a 

supporting layer was governed by the thickness of the supporting polymer film and the 

roughness of the copper substrate. Therefore, the flatter the copper substrate is, the more it 

will conform to the Si/SiO2. It also implies that given an average roughness of the copper 

substrate, there will be a maximum thickness for the supporting polymer film beyond which 

full conformality will not be possible.  

A very common problem when transferring graphene onto Si/SiO2 is the formation 

of holes, cracks, and tears, which originate from residual water trapped between the graphene 

and the Si/SiO2 when picking up the sample from the water bath. It was found that excess 

water could be removed by gently heating the sample at 35 - 37 °C, which was explained by 

the permeability of the supporting polymer and the incomplete stitching of the graphene 

domains. Moreover, tears and cracks are significantly reduced when samples are annealed 

in a tilted position, as it improves the adhesion. Using PMMA is the standard methodology 

to transfer graphene onto Si/SiO2, and even when polycarbonate has been suggested as a 

cleaner alternative, it is not widely used. Here, we applied the same procedure to transfer 

onto Si/SiO2 using polycarbonate instead of PMMA, and it was proven to be a cleaner 

method in terms of residual polymer and exposed area of graphene, as observed from SEM 

and TEM images.  



EXP LORIN G AP P LICA TIONS  O F ELECTRICA L PROP ERTIES  O F GRAP H EN E  

150 

 

This conformality concept can also be applied to rough and compliant substrates such 

as leather substrates or skin. From a mathematical point of view, a new term needs to be 

introduced to account for the elastic energy stored by the substrate. Similarly, the model 

gives an estimate of the maximum thickness of the film so full conformality can be achieved. 

In this work, we considered conformal graphene electrodes as a starting point to develop on-

skin sensors for future work. For example, it has been found that some metabolites present 

in blood, such as glucose and lactate, correlate with the concentration of these metabolites 

in sweat. As an example, cortisol detection in real-time is a current topic of research since it 

is associated with anxiety, depression, and cardiovascular diseases. All these applications 

could benefit from graphene as it offers an interesting alternative for conformal between the 

sensor and the skin. Also, the functionalisation of its surface can enable it to selectively 

detect a wide range of biomarkers, with the goal of monitoring them in real-time in a non-

invasive way.  
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8 Experimental details 

8.1 Materials 

All chemicals used in the synthesis process were used without further purification. 

Sulfuric acid (98 %, Fisher Scientific), phosphoric acid (85 %, Fisher Scientific), 

hydrochloric acid (37 %, Fischer Scientific), hydrogen peroxide (37 %, Sigma Aldrich), 

diiodomethane (99 %, Sigma Aldrich), hydrazine monohydrate (98 %, Sigma Aldrich), 

graphite flakes (99 %, 325 mesh, Sigma Aldrich), graphene nanoplatelets (XG Sciences, 

grade M5), (3-Glycidyloxypropyl)trimethoxysilane (98% Sigma Aldrich), dry N,N-

Dimethylformamide (99.8 % Fisher Scientific), styrene (99.9 % Sigma Aldrich), 2,2,6,6-

Tetramethyl-1-piperidinyloxy (TEMPO 98%, Sigma Aldrich). 4,4′-Azobis(4-cyanovaleric 

acid) (98% Sigma Aldrich). Methanol (AR for analysis,  > 99.8 %), dibenzylamine (97% 

Sigma Aldrich), ferric chloride anhydrous (> 99.9 %, Alfa Aesar), chloroform (99 %, Fischer 

Scientific), polybisphenol A carbonate (Mw = 45 000, Sigma Aldrich), polymethyl 

methacrylate (Mw ~ 120 000), polystyrene (Mw ~ 192 000) and polylactic acid 

(GoodFellow).  

8.2 Synthesis of Graphene oxide 

The procedure has been previously reported in the literature2 with a few 

modifications, as it will be explained next. Typically, a 9:1 mixture of concentrated 

H2SO4/H3PO4 (360:40 ml) was added to 3 g of graphite flakes and stirred a few minutes in 

a three neck round bottom flask and a thermometer was coupled to one of the necks.  Then, 

18 g of KMnO4 were added slowly. The mixture was stirred for 30 minutes at room 

temperature, after which it was immersed in an oil bath. The temperature was increased in 

steps of 2 °C/5 min to keep control of the exothermic reaction and avoid overheating. Once 

the reaction flask had an inner temperature about 58 - 60 °C, it was left to react for 12 h. 

Then, the reaction was cooled to room temperature and poured onto 400 ml of ice and 8 ml 

of H2O2 (37% vol/vol) to quench the reaction and was left until it reached room temperature. 

The mixture was split in two equal volumes and centrifuged at 4000 rpm for 30 minutes to 

remove most of the residual acid and manganese ions. This step was repeated two times 

more, adding 500 ml of deionized water and 5 ml of H2O2 (37% vol/vol) each time and 

stirring for 30 minutes before centrifuging again. Next, the sample was transferred to a 
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conical flask and the solution was treated with a 10 vol% HCl solution to solubilize residual 

manganese ions. This solution was passed through a cross-flow filtration system and water 

was constantly added to keep the volume of the solution constant. The flow rate was fixed 

at 50 ml/min. The workup procedure finished once the pH from the permeate was ~6.5-7.0. 

To calculate the concentration of the graphene oxide solution, 3 ml were freeze-dried, and 

the remaining solid-like sponge was weighted. It was repeated 3 times, and the average value 

was reported as the concentration of the solution. Typically, the values obtained were in the 

range of 7.5 - 8.5 mg/ml.  

8.3 Sample preparation for SEM and imaging details  

A scanning electron microscope (Zeiss 360 VP) was used for imaging. Using an in-

lens detector, the accelerating voltage was 5 kV and the working distance was 6 mm. 

Samples of graphene oxide for SEM imaging were deposited in a Langmuir-Blodgett setup 

to avoid overlapping of flakes, and distinguishing them individually. This procedure was 

also used for sample preparation for AFM imaging, and it is described next. A solution of 

0.1 mg/ml of graphene oxide in deionized water was prepared. The solution was vigorously 

agitated using a vortex mixer. To prepare a uniform film and avoid overlapping of the flakes, 

samples for SEM were deposited using the Langmuir-Blodgett trough. The solution was 

added drop by drop on the trough, and the film was compressed at the rate of 20 cm2/min 

until it reached a pressure of 5 mN/m. This pressure was kept constant through the deposition 

process. Then, a piece of silicon (0.5 × 1.5 cm2) was lifted up at the rate of 2 mm/min. The 

sample was dried on a hot plate at 80 °C for 5 minutes and kept for further characterization. 

Note: Values with errors in image Figure 4.6f and Table 4.2 were calculated using the 95% 

interval confidence. 

8.3.1 Preparation of Si/SiO2 substrates 

Before using the substrates, they were put into a 50 ml glass beaker with isopropanol, 

cleaned for 5 minutes using a bath sonicator, rinsed with fresh isopropanol and dried with a 

nitrogen gun. 
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8.4 Sample preparation for TEM and imaging details 

TEM imaging was done using a JEOL 2100F FEG TEM operating at 200 kV. A 

solution of 0.01 mg/ml of graphene oxide was prepared in deionized water and one drop was 

deposited on a 300-mesh holey carbon TEM grid. The sample was left to dry overnight and 

kept for further analysis.  

For CVD graphene samples, the procedure stated in Section 8.19 was followed to 

etch the copper and to wash the PMMA/graphene film, but when it was floating on the last 

deionized water bath, it was taken out on a holey carbon TEM grid.. It was left to dry 

overnight at room temperature before dissolving the protective polymer film in an 

appropriate solvent: acetone for PMMA and chloroform for PC. 

8.5 AFM measurements 

AFM measurement was performed on a Scanning Probe Microscope (SPM) 

SmartSPM-1000 in non-contact mode. Samples for AFM measurements were deposited on 

a Si/SiO2 substrate supplied by PI-KEM UK Ltd. (WAFER-SILI-0476W1). Deposition of 

the graphene oxide flakes were done as explained in Section 8.3. 

Note 1: Errors in image Figure 4.8f and Table 4.3 were calculated using the 95% 

interval confidence. 

Note 2: RMS error values were calculated using the 95% interval confidence. RMS 

was obtained from 3 different areas and the value reported was obtained from the AIST 

software. h copper was obtained from Eq. 6.15 once RMS in known. 

8.6 X-Ray diffraction 

Diffractograms were obtained using a Bruker D8 Venture diffractometer Cu Kα1 

source (λ = 1.54 Å) operated in Braggs Beta mode. The sample was prepared by pressing a 

small amount of graphene oxide into a pellet and it was stuck to PMMA sample holder using 

a small amount of Vaseline to keep the sample in place during the measurement.  

8.7 Contact angle measurements 

Thin films of each material were deposited by vacuum filtration over a PTFE 

membrane, transferred to a glass substrate, and dried overnight at room temperature. Two 
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liquid testing liquids were used: water and diiodomethane. Each measurement was done 3 

times using a 5 μl drop of the testing liquid to avoid gravity effects. Images were processed 

in ImageJ, using the contact angle plugin. Note: Errors were calculated using the 95% 

interval confidence from 3 different samples.  

8.8 Raman spectroscopy 

Raman spectra were acquired using a Horiba Jobin Ybon LabRam Evolution HR 

spectrometer equipped with a CCD detector and in a backscattered confocal configuration 

using a 532 nm laser with a power of 1.2 mW (according to the laser calibration curve). and 

a long working distance objective lens 50×. The instrument was calibrated against the 520.7 

cm-1 Raman signal of silicon. Every single spectrum was collected over an area around 1 

µm2. For powders, such as graphene oxide, they were pressed between two glass slides and 

the sample was placed on a piece of silicon. For samples from graphene deposited by 

chemical vapour deposition the transfer process stated in Section 8.19 was followed. 

8.9 XPS analysis 

A Kratos Axis Ultra DLD system was used to collect XPS spectra using a 

monochromatic Al Kα X-ray source operating at 120 W (10 mA  12 kV). Data was collected 

with pass energies of 80 eV for survey spectra and 20 eV for the high-resolution scans with 

step sizes of 1 eV and 0.1 eV, respectively. The system was operated in the hybrid mode, 

using a combination of magnetic immersion and electrostatic lenses, and acquired over an 

area of approximately 300  700 µm2.  A magnetically confined charge compensation system 

using low energy electrons was used to minimize charging of the sample surface, and all 

spectra were taken with a 90° take off angle. A pressure of ca. 3  10-9 Torr was maintained 

during the collection of the spectra. All samples were pressed into recesses of a modified 

Kratos Axis Ultra standard sample bar and pressed flat with isopropyl alcohol cleaned glass 

slides before insertion into the spectrometer. All data was analysed using CasaXPS 

(v2.3.24)256 after subtraction of a Shirley background and using modified Wagner sensitivity 

factors as supplied by the instrument manufacturer. Curve fits were performed using an 

asymmetric Lorentzian form (LA Lineshape in CasaXPS), whereas the lineshape for 

graphitic, sp2 carbon, was based on a clean highly ordered pyrolytic graphite sample. Note: 

All fittings were assessed based on the residual standard deviation, which in all cases was 

minimized to be close to unity.  
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8.10 Chemically reduced graphene oxide (CRGO) 

The procedure used was previously reported in the literature.258 Typically, a colloidal 

suspension of individual graphene oxide sheets (3 mg/ml) was prepared in a bath sonicator 

for 40 minutes. Hydrazine monohydrate (1 μl for 3 mg of graphene oxide) was subsequently 

added to the suspension, and the mixture was heated at 80 °C for 12 h. After cooling, the 

mixture was filtered through a fritted glass filter and rinsed with deionized water. The 

resulting black material was freeze-dried for further use.  

8.11 Thermally reduced graphene oxide (TRGO) 

Around 50 mg of freeze-dried graphene oxide was introduced in the centre of a quartz 

tube. The tube was placed in a tube furnace (MTI OTFX12000) and flushed with 20 ml/min 

of argon for 10 minutes to remove the remaining air. The program of the furnace controller 

is as it follows: 1) A ramp from room temperature to 400 °C in 20 minutes, 2) dwelling at 

350 °C for 30 minutes 3) Stop and wait for it to reach room temperature. The thermally 

reduced graphene oxide was transferred into a bottle and kept under vacuum for further use. 

8.12 Salinization of thermally reduced graphene oxide 

(Epoxy-TRGO) 

For method 2 described in Chapter 3: In a glovebox, 300 mg of thermally reduced 

graphene oxide were mixed with 9 ml of (3-Glycidyloxypropyl)trimethoxysilane and 100 ml 

of dry N,N-Dimethylformamide. The mixture was stirred for 3 hours in a nitrogen 

atmosphere and then the solution was heated at 110 °C for 3 hours. It was left to reach room 

temperature before filtering over a PTFE membrane and washed with 75 ml of acetone. The 

residue on the filter was dissolved in acetone and filtered again. This process was repeated 

two time more.  The residue on the filter was transferred into a sample vial and left to dry 

under vacuum at 40 °C. A similar methodology was used for method 1 and method 3 by 

adjusting the amount to GPTMS, DMF and the temperature.  

8.13 Carboxy terminated polystyrene (PS-COOH) 

The methodology described here was adapted from reference 303. Styrene was passed 

through a silica column (Brockman) to remove stabilizers and 8 ml were collected and 

transferred to a Schlenk tube with a stir bar. Then, 45.3 mg of TEMPO and 81.3 mg of ACVA 
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were added to the tube. The mixture was frozen, and the atmosphere was evacuated under 

vacuum and then it was left to thaw. The cycle was repeated three times and in the last cycle 

the tube was refilled with argon. The tube was then transferred into an oil bath preheated at 

135 °C and the reaction proceeded for 1 hour, after which the tube was placed into a cool 

water bath and opened to the atmosphere to quench the reaction. The synthesized polymer 

was precipitated in 200 ml of methanol and vacuum filtered over a nylon membrane. The 

synthesized polymer was washed three more times with 50 ml methanol. The residue on the 

filter was collected in a sample vial and dried under vacuum for 12 hours before use.  

8.14 Synthesis of Reactive graphene (Epoxy-TRGO-PS) 

1 gram of carboxy terminated polystyrene (PS-COOH) and 1 gram of epoxy 

functionalized graphene (Epoxy-TRGO) were transferred into a round bottom flask. Then, 

350 ml of dry N,N-Dimethylformamide and 1.5 ml of N,N-dibenzylamine as catalyst were 

added. The mixture was stirred for 30 minutes at 140 °C for 24 hours. The flask was cooled 

to room temperature before vacuum filtration over a PTFE membrane. The filter cake was 

washed three times with 75 ml of tetrahydrofuran to remove residual polymer. The solid 

residue was collected and dried under vacuum at 40 °C for further use. 

8.15 Preparation of the PLA and reactive graphene 

masterbatch 

A 2 mg/ml solution of Epoxy-TRGO-PS was previously prepared and mixed for 1 

hour. Polylactic acid was mixed with N,N-Dimethylformamide in a proportion of 2 mg/ml 

and mixed at 80 °C for 2 hours using a shear mixer (IKA EURO-ST P CV S2). The two 

solutions were combined and mixed 2 hours more and it was precipitated in 400 ml of 

methanol. The polymer precipitated was washed with 200 ml of methanol in a vacuum 

filtration setup. The polymer masterbatch was dried under vacuum at 40 °C. 

8.16 Preparation of the polystyrene with the PLA 

masterbatch 

A certain amount of the PLA masterbatch was grinded with a pestle and mortar until 

a fine powder was obtained. Then it was introduced into a mini extruder HAAKE 

microconical twin extruder compounder under a nitrogen atmosphere followed by the 
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introduction of the polystyrene pellets (90k) and it was mixed for 10 minutes at 100 rpm. 

The extrudate was immediately quenched in liquid nitrogen to preserve the morphology.  

8.17 Sample preparation of polymer simples for SEM and 

TEM observation 

A piece of the extruded polymer quenched in nitrogen were placed in a sample vial 

with cyclohexanone at 50 °C and was left overnight to etch the polystyrene phase. The 

samples were mounted on an aluminium stub and fixed with carbon tape. Samples were 

sputter coated with 20 nm of Au/Pd to avoid charging effects during imaging.  

Note: Errors in Figure 5.11b were calculated using the 95% interval confidence. 

8.18 Sample preparation for rheological measurements and 

rheoimpedance 

The experiments for rheological measurements were done using a rheometer 

Discovery HR-2 (TA instruments). Frequency sweeps instruments were done using a strain 

of 1% at 180 °C. To prepare the samples around 500 mg of the (PLA-Reactive graphene)/PS 

was hot pressed using 5 tons at 180 °C in a 25 mm diameter mould and 1 mm thickness. 

After 7 minutes the pressure was removed. 

8.18.1 Rheoimpedance experiments 

The rheometer used for these measurements was a AR 2000 (TA Instruments). Samples 

were prepared as in the previous section. The samples were placed in a rheometer using an 

setup similar to that previously reported in reference 332 using a temperature of 180 °C 

during the whole experiment. The signal was recorded using a potentiostat in a two-wire 

configuration. The program run in the rheometer is as follows: 1) annealing the sample for 

30 minutes 2) shearing at 0.01 s-1 for 5 minutes and then followed by a static annealing step. 

The electrical signal was collected using a potentiostat (Palmsense 4) over the whole 

experiment. It was injected a sinusoidal signal of 20 Hz and an amplitude of 0.1 V.  
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8.19 CVD transfer on Si/SiO2 substrate using PMMA 

The process illustrates the typical transfer of 1 cm2 of graphene. A piece of graphene 

on copper is placed on Thermal release tape (Nitto Denko) and 50 μl of a solution of 8 wt% 

PMMA in anisole is spin-coated at 2000 rpm for 1 min. Then, the thermal release tape is 

removed by heating at 110 °C for one minute. The graphene on the back (the side not coated 

with PMMA) is removed by floating it on an oxidizing solution of HCl:H2O2:H2O (3:2:20 

ml) for 2 minutes after which it is transferred into a crystallizer with deionized water and left 

for 5 minutes.  The copper remaining is removed in a 1 M FeCl3 solution at 55 °C and left 

for 10 minutes. Then the graphene film was washed three times in deionized water and taken 

out on a Si/SiO2 substrate and left it for 30 minutes at around 37 °C and then it was baked at 

130 °C for 30 minutes and the PMMA was removed in an acetone bath at 55 °C and left 

there for 2 hours. The graphene on Si/SiO2 was rinsed with fresh acetone and dried with a 

nitrogen gun.  

8.20 CVD transfer on SiO2 substrate using polycarbonate 

First, a polycarbonate solution 1wt% in chloroform was prepared and stirred at room 

temperature overnight to fully dissolve it. The same protocol as the one previously described 

in Section 8.19 was adapted to transfer using a polycarbonate film. The following steps were 

changed: the spin coating step and the polycarbonate removal. Spin coating step: 50 μl of 1 

wt% polycarbonate in chloroform and is spin-coated at 2000 rpm for 1 min. Polycarbonate 

removal: After fishing out the film on the silicon substrate it is placed on a hot plate at 37 °C 

for 30 minutes. Then sample is immersed in a chloroform bath at 50 °C for two hours. 

Finally, it was rinsed with fresh chloroform and dried with a nitrogen gun.  

8.21 Flexible electrodes using EVA/PET laminating 

pouches 

A piece of 2  2 cm2 of graphene on copper was laminated onto a 80 μm thickness 

EVA/PET laminating pouch using an office laminator. The graphene on one of the sides of 

the copper was removed using an oxidizing solution of HCl:H2O2:H2O (3:2:20 ml) as 

previously explained in Section 8.19. Then the stack was laminated onto a piece of EVA/PET 

pouch of the same size (2  2 cm2). The copper was etched in a solution of ferric chloride 1 

M for 20 minutes after which the samples were placed in a water bath to clean the film. This 
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process was repeated 2 more times. Then, the piece was divided into 4 equal pieces of 0.5  

2 cm2. The electrodes were contacted with electrically conductive adhesive copper tape and 

kept for further use.  

8.21.1 Deposition of silver nanowires on the graphene on 

copper 

When silver nanowires (AgNWs) are required, a solution of 0.5 mg/ml of AgNWs 

was deposited at 3000 rpm using a spin coater, followed by spin coating of the PMMA 

solution, as explained in Section 8.19.    

8.22 Process for making PMMA/graphene based tattoos  

Graphene on copper (2 × 2 cm2) was coated with a thin layer of PMMA by spin 

coating a solution of 8 wt% PMMA (Mw ~ 120 000) at 2000 rpm. The back of the graphene 

on copper was etched with a solution of HCl:H2O2:H2O (3:2:20 ml), as previously explained 

in Section 8.19. Then it was rinsed in a water bath and the copper was etched in a 1 M ferric 

chloride solution for 20 minutes. The films were fished out and transferred into a deionized 

water bath and left 10 minutes. This process was repeated 2 more times, after which it was 

fished out two times more. The film was fished out using a polyimide film (Kapton) and it 

was immediately placed in contact with the tattoo paper previously prepared as described in 

the Section 8.22.1. Then the Kapton film was carefully lifted up, leaving the 

PMMA/graphene on the tattoo paper. The PMMA/graphene on tattoo paper was cut into 4 

equal pieces of 0.5 cm × 2 cm and kept in a humid atmosphere for further use.  This same 

procedure was used when AgNWs were needed, as detailed in Section 8.21.1. 

8.22.1 Preparation of the tattoo paper 

A piece of 2.5 × 2.5 cm2 was placed in a petri dish with water for 10 seconds. Then 

the PVA film covering the paper was carefully removed with tweezers. The paper was 

removed from water and left to partially dry.  
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8.22.2 Preparation of the contacts and transferring the 

PMMA/graphene onto the skin 

Ethical disclaimer and Risk Assessment: For the following experiments ethical 

checklist was completed, and no formal ethical approval was necessary. All associated 

scientific protocol used have been fully risk assessed. The published work of Ferrari et al. 

(reference 373) has been studied and followed. This paper has also confirmed that the 

proposed non-invasive, skin contact experiments using commercially available non-

hazardous materials (graphene, tattoo transfer paper and electrodes) techniques can safely 

be carried out and falls under low-risk environment category. Hence, no formal ethical 

approval is needed. This was based on the following: a) the researcher in the publication has 

used his own skin as a background, with the objective to check the sensor performance only; 

b) did not take any samples of human skin; c) relied on a non-invasive, harmless procedure 

to attach the sensor; d) did not require any analysis regarding potential health implications, 

with the sensor data reported anonymously in the paper and the thesis.  

As an extra additional measure for safety scientific evidence was gathered by the 

researcher, prior to application of the sensor, using X ray Photoelectron Spectroscopy (XPS, 

Figure 8.1) to confirm that the graphene electrodes did not include any harmful 

contaminants. The risk assessment carried out as per above has deemed the overall 

experiment and associated process low risk and rendered it not needing formal ethical 

approval. 

 

Figure 8.1 XPS survey mode of graphene on silicon oxide, the silicon and oxygen signals come 

from the silicon oxide substrate. 
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Commercial magic tape was spin coated with 100 nm thickness of Au/Pd. As part of 

the preparation, a piece of Tegaderm was put onto the skin and the electrodes (~7 mm × 2 

cm) were place on top of them, avoiding contact with the skin. The humid PMMA/graphene 

on tattoo paper was placed on top of the electrodes and a few drops of water was added on 

top while gently pressing while sliding to one side leaving the PMMA/graphene onto the 

skin.  

8.22.3 Setup for ECG measurements 

ECG measurements were done using a Ganglio board. From Figure 6.22 the copper 

electrodes were connected to one of the channels of the board and the reference electrode 

was a commercial Ag/AgCl electrode connected to the elbow. Raw data were collected from 

the OpenBCI software and processed in OriginLab using a fourth-order Butterworth filter 

from 5-50Hz as implemented in Origin Lab.267 

8.23 Sheet resistance measurements 

To measure the sheet resistance of EVA/PET electrodes or graphene deposited on 

Si/SiO2 substrates, it was used a Keithley 2602 Source Measure Unit (SMU) in four-wire 

configuration sourcing 100 μA are recording the resulting resistances. For each sample, the 

four configurations shown in Section 3.10 were tested and calculation of the final sheet 

resistance was done by fitting according to the set of the equation in section 3.10.  
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Appendix A 

 

A1.1-A1.6 TEM images showing the reactive graphene platelets localized at the interface between 

PLA and PS. As explained in section 5.2.9 darker regions correspond to the PS phase and brighter 

ones correspond to the PLA phase. White arrows point at platelets that remained in the PLA phase.  
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A2.1-A2.4 TEM images showing the reactive graphene platelets localized at the interface between 

PLA and PS. As explained in section 5.2.9 darker regions correspond to the PS phase and brighter 

ones correspond to the PLA phase. White arrows point at platelets that remained in the PLA phase. 
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A3.1 TEM image showing regions where the reactive graphene platelets is localized at the interface 

between PLA and PS. A3.1a-c) Higher magnification on the areas shown in a,b and c. Yellow 

dashed lines highlight regions where graphene is interfacially located. 
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A4.1 TEM image showing regions where the reactive graphene platelets is localized at the interface 

between PLA and PS. A4.1a-c) Higher magnification on the areas shown in a,b and c. Yellow 

dashed lines  highlight regions where graphene is interfacially located. 
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Appendix B 

 

B1 Dynamic mechanical analysis of the PMMA (Sigma Aldrich, MW~120 000) used here.  
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