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Abstract

High-precision ground-based time-resolved photometry is significantly limited

by the effects of the Earth’s atmosphere. Optical atmospheric turbulence, pro-

duced by the mixing of layers of air of different temperatures, results in layers

of spatially and temporally varying refractive indices. These result in phase

aberrations of the star light which have two effects: firstly the point spread

function is broadened, thus limiting the resolution, and secondly the propaga-

tion of these aberrations results in spatio-temporal intensity fluctuations in

the pupil-plane of the telescope known as scintillation. The first effect can be

corrected with adaptive optics, however the scintillation noise remains.

In this thesis, the results from testing a scintillation correction technique that

uses tomographic wavefront sensing are presented. The technique was explored

extensively in simulation before being tested on-sky on the Isaac Newton Tele-

scope in La Palma, Spain.

Scintillation noise also limits the signal-to-noise ratio that can be achieved for

standard differential photometry as the random noise fluctuations in the com-

parison star and the target star light curves add in quadrature. A differential

photometry technique that uses optimised temporal binning of the comparison

star to minimise the addition of random noise fluctuations is presented and

tested both in simulation and with on-sky data.

Finally, an investigation into the use of sparse arrays of small telescopes to

reduce scintillation noise in photometry is presented. The impact of several

parameters on the correlation of scintillation noise measured between sub-

apertures in the array is explored.

Supervisors: Richard Wilson and James Osborn
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Chapter 1

Introduction

1.1 Motivation

"It is unnatural in a large field to have only one shaft of wheat, and in the infinite

Universe only one living world" – Metrodorus of Chios, 4th century BC

Throughout history, philosophers and scientists have suspected the existence of

extra-solar planets, planets around other stars. However, it wasn’t until 1992 that

the first exoplanet detection was confirmed around a pulsar star (Wolszczan and

Frail, 1992). Since then, the hunt for exoplanets has been an ever-growing field in

Astronomy, with more than 5,000 confirmed discoveries to date †. The discovery

of exoplanets is an important step in answering one of life’s biggest questions: are

we alone in the universe? The ultimate goal of NASA’s Exoplanet Program is to

answer just that, and to find signs of life beyond Earth ‡.

Detecting exoplanets however is not easy since they do not emit visible light them-

selves and therefore cannot easily be observed directly. Hence, exoplanets are often

detected by the effects they have on their parent star. There are multiple tech-

niques used for detecting exoplanets including radial velocity spectroscopy, the

transit method, pulsar timing, direct imaging and micro-lensing techniques. One

of the most successful methods is the transit method, which has detected ∼ 75%
†https://exoplanets.nasa.gov/
‡https://exoplanets.nasa.gov/search-for-life/why-we-search/
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1.1. Motivation

Figure 1.1: A schematic showing an exoplanet transit and its light curve. As the
planet passes between the observer and its parent star, a dip in the measured
intensity of the star is observed.

of exoplanets so far. This is where a dip in the measured brightness of a star is

observed as a planet passes between the observer and the star, as demonstrated in

Fig. 1.1.

One of the main benefits of the transit method is that a large number of parameters

can be determined by the shape and duration of the transit dip. For example, in

the simple case of a non limb darkened disk, the depth of the transit is directly

proportional to the ratio of the radius of the planet to the radius of the star as

given by:

∆F ∝
(
Rp
R∗

)2
, (1.1)

where ∆F is the change in the flux (i.e., brightness) of the star, Rp is the planet

radius and R∗ is the star radius.

The exoplanet transit parameters are measured by fitting a theoretical transit

model to the observed transit light curve. However, the exoplanet parameters

such as the planet radius, the orbital inclination and the semi major axis are all
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1.1. Motivation

degenerate. This is because a planet orbiting a larger star with a smaller orbital

inclination can produce a similar transit light curve to a planet orbiting a smal-

ler star with a larger inclination. Therefore, additional measurements including

the star radius, radial velocity observations and the exoplanet transit period are

required to constrain these parameters.

Assuming that stars behave as black bodies, measurements of the star’s luminosity

and effective temperature can be used with the Stefan-Boltzmann Law to estimate

the stellar radius (Winn, 2010). Combining the stellar radius with measurements

of the orbital period and transit duration can be used to constrain the inclination

and semi major axis. Once the orbital inclination is known, then radial velocity

measurements can be used to determine the exoplanet mass.

Additional properties such as the limb darkening coefficients and eccentricity are

important parameters in fitting the exoplanet transit light curve as these affect the

shape of the transit. However, having too many free variables during the fitting of

the transit model can lead to inaccuracies. Therefore, some parameters, including

the limb darkening coefficients, eccentricity and period, are often kept fixed.

A second dip in the measured flux, known as a secondary eclipse, can sometimes be

measured as the planet passes behind the star, blocking the planet’s flux. Observa-

tions of secondary eclipses can be used to study the composition of the exoplanet’s

atmosphere by comparing the measured spectra before and during the secondary

eclipse. In addition, the secondary eclipse can be used to get a precise measurement

of the planet orbital eccentricity (Alonso, 2018). However, these secondary eclipses

are very small, on the order of 0.001 - 0.1 %, and are therefore very difficult to

measure, especially from the ground.

Earth-like planets in the habitable zone - the zone in which liquid water can exist,

and therefore where it is thought that extra-terrestrial life could survive (Kasting,

1997) - are of particular interest. However, such planets are very challenging to

detect due to their relatively small size. To date, only 195 terrestrial (rocky) planets
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Figure 1.2: The exoplanet mass as a function of semi-major axis for exoplanets
detected by the transit method for both space and ground based detection methods.
The data for this plot was provided by NASA.

have been detected. Fig. 1.2 compares the exoplanet transit detection for space

and ground based telescopes as a function of the exoplanet mass and semi-major

axis ∗. As shown, the ground-based observatories primarily detect Hot Jupiter

exoplanets, whereas space-based telescopes are able to detect a far greater variety

of exoplanets.

Surveys such as the Transiting Exoplanet Survey Satellite (TESS) which was

launched in April 2018 measure the brightness of thousands of stars and search

for the characteristic periodic dips in the observed brightness of the star due to an

exoplanet transit (Villanueva et al., 2019). These candidates then require follow-up

observations to confirm their existence and to determine further details of the plan-

etary system. These follow-up observations are usually carried out by ground-based
∗https://exoplanetarchive.ipac.caltech.edu/
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telescopes.

Whilst leaps and bounds have been made in the development of space-based tele-

scopes such as JWST, ground-based telescopes are still favourable for multiple

reasons. A significant advantage is the reduced cost. For example, the 6.5 m

JWST cost £7.4 billion ∗ whereas the cost of an 8.2 m VLT telescope was £300

million †. In addition, ground based telescopes have much easier access for main-

tenance. Space-based telescopes also have much higher risks, particularly during

the space launch and once in orbit there are risks from impact with space debris.

However, despite all of these many advantages, ground-based telescopes have one

major draw-back, which is having to observe through the Earth’s atmosphere. The

atmosphere is comprised of layers of air of differing temperatures, and poses lots

of problems for astronomers (Serjeant et al., 2020). Firstly, a significant problem

is atmospheric absorption, which makes observations in certain wavebands from

the ground impossible. This effect is unavoidable and therefore space telescopes

are necessary to observe in such spectral bands. Secondly, the atmosphere causes

dispersion which changes the apparent position of stars and smears out broadband

images. Additionally, the atmosphere scatters light such as light from the moon.

Finally, another negative effect of the Earth’s atmosphere is astronomical seeing

which is defined as the blurring and distortion of an astronomical object due to at-

mospheric turbulence. This optical turbulence also produces intensity fluctuations

known as scintillation which is seen by the naked eye as the twinkling of stars.

Optical atmospheric turbulence is caused by the mixing of layers of air of different

temperatures, resulting in layers of spatially and temporally varying refractive in-

dices. The effects of this turbulence are twofold. As the incoming wavefront passes

through this turbulence, aberrations are introduced, thereby limiting the angular

resolution. The second effect is that local regions within the turbulence either fo-

cus or de-focus the incoming light, resulting in spatial intensity fluctuations at the
∗https://www.planetary.org/articles/cost-of-the-jwst
†Information@eso.org
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ground. These fluctuations lead to photometric noise known as scintillation noise.

This is seen by the naked eye as the twinkling of the stars.

The troposphere is the lowest and densest layer of the Earth’s atmosphere up to a

height of only ∼ 11 km and contains roughly 75% of all the atmosphere’s air. It

is this region where weather systems form and in which most optical turbulence

occurs. Therefore, it is this layer of atmosphere that most interests ground-based

astronomers. Interestingly, the height of the troposphere is lower at the Earth’s

poles and is higher at the equator. As such, above the surface layer, the astronom-

ical seeing at the poles is extremely good (Lloyd, 2004).

The development of Adaptive Optics (AO) techniques that correct wavefront dis-

tortions in real-time have significantly improved ground-based imaging (Roddier,

1999). AO was first proposed by Babcock (1953) and is performed by measuring

and correcting the phase aberrations produced by atmospheric turbulence in real

time. A wavefront sensor (WFS) is used to measure the distorted wavefront. Based

on these measurements, a command matrix is applied to a deformable mirror (DM)

which mirrors the measured distortions, thereby flattening the incoming wavefront.

The first demonstration of AO was in 1989 with the COME-ON system at the

Observatoire de Haute-Provence (Rousset et al., 1990). Since then, AO has become

common place at most international observatories. Techniques that use the light

from multiple stars to probe the atmosphere has enabled AO correction over large

Fields of View (FOV) (Beckers, 1988). Furthermore, the limited sky coverage of

these AO techniques have been overcome with the development of Laser Guide Stars

(LGS), artificial stars that can be used to probe the atmosphere in any direction

(Rigaut and Neichel, 2018).

These advancements in AO have greatly improved the capabilities of ground-based

astronomical imaging. For example, instruments such as the Gemini Planet Imager

on the Gemini South Telescope in Chile which combine high-order AO systems with

coronagraphs has enabled direct imaging of exoplanets around their parent stars
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1.1.1. Scintillation Correction

(Graham et al., 2007).

However, there are still many problems that remain for high-precision ground-based

astronomy. For example, AO hasn’t addressed scintillation, which is a significant

problem for exoplanet transit photometry (Föhring et al., 2019). In this thesis,

three projects are presented which all relate to the improvement of ground-based

high precision exoplanet transit follow-up observations. The motivation for each

project is outlined below.

1.1.1 Scintillation Correction

For ground-based high precision photometry of bright stars, scintillation noise is

often the dominant noise source and severely limits the detection of small-scale in-

trinsic intensity variations. This is one reason why predominantly only Hot Jupiters

can be detected from ground-based exoplanet transit observations.

Scintillation correction would also greatly improve the multi-spectral transit pho-

tometry of exoplanets. From measurements of the absorption and emission lines

during an exoplanet transit at different wavelengths, the molecules in the planet’s

atmosphere can be determined. These measurements help to develop our under-

standing of atmospheric processes including atmospheric chemistry, the greenhouse

effect, the physics of clouds and winds. Most significantly, these studies could lead

to the discovery of life on other planets. Such studies require large telescopes in or-

der to provide high Signal-to-Noise Ratios (SNRs) in order to detect small changes

in the transit photometry between the wavebands. Observations of these bright

stars will often be limited by scintillation noise.

Atmospheric scintillation correction could also lead to further ground-based studies

becoming possible. These include the study of exoplanet atmospheres from the

twinkling of stars during exoplanet transits and studies of the solar atmosphere

by observing the occultations of stars by the solar limb (Dravins et al., 1997a).

7



1.1.2. Differential Photometry

Additionally, the diameters of stars could be more accurately measured during

lunar occultations (Knoechel and von der Heide, 1978).

Therefore, correcting and reducing scintillation noise will provide a large improve-

ment in ground-based high precision photometry. Various scintillation correction

techniques have been proposed with varying success. These include the use of a

ferroelectric liquid-crystal spatial light modulator to control the transmittance of

a telescope pupil (Love and Gourlay, 1996), using the achromatic nature of scin-

tillation (Kornilov, 2011) and conjugate plane photometry (Osborn et al., 2011).

However, as of yet, no facility instrumentation for scintillation correction is in use.

1.1.2 Differential Photometry

High-precision transit photometry is also limited by systematic noise (Pont et al.,

2006). There are multiple possible sources of systematic noise in astronomical

photometry. These include atmospheric transparency variations due to changes in

pressure and aerosols which produces systematic noise in light curve observations

proportional to 1/f, where f is the frequency (Young et al., 1991).

The most common data reduction technique to correct systematic trends in light

curves is the method of differential photometry. This technique corrects the sys-

tematics by normalising the light curve of the star of interest with the light curve

of one or more comparison stars in the FOV. The ideal comparison star should be

similar in colour and brightness to the target star and close to the target star in

the field.

However, whilst this method successfully reduces systematic noise, the random

intensity fluctuations due to shot noise and scintillation noise of the target star

and of the comparison star(s) add in quadrature. This significantly limits the

magnitude of the comparison star that can be used, as fainter comparison stars

will add more random noise to the calibrated target star light curve.
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1.1.3 Optical Sparse Telescope Arrays and scintillation noise

Large ground-based telescopes have many benefits. The most significant advantage

is that the total signal from the astronomical source increases with aperture size

due to the increased collecting area. In addition, scintillation noise also inversely

scales with telescope diameter. Therefore, large telescopes have a significantly

increased SNR, enabling much fainter astronomical objects such as distant galaxies

to be observed. The increased SNR also means much smaller intrinsic changes in

intensity can be detected, and therefore smaller planets can be detected via the

transit method.

However, large telescopes have several disadvantages, the most significant of which

is their increased cost. In addition, they require large permanent constructions at

favourable telescope sites. Such projects often face significant challenges including

socio-political opposition. Another significant problem with large telescopes is that

observing time is highly competitive.

Sparse arrays of small optical telescopes are in common use for exoplanet surveys

such as Wide Angle Search for Planets (SuperWASP) (Pollacco et al., 2006), Multi-

site All-Sky CAmeRA (MASCARA) (Lesage et al., 2014) and the Next Generation

Transit Survey (NGTS) (Chazelas et al., 2012). Such arrays are ideal for observing

large patches of the sky due to the small telescopes’ large FOV. Many stars can be

observed simultaneously, and automatic pipelines can be used to search for periodic

dips in their brightness.

However, another benefit of using such arrays has been recently exploited. By

pointing all the telescopes in the array at a single bright target of interest and

combining the photometry from all the telescopes in the array, high SNRs can be

achieved. For an array of N independent telescopes, averaging their light curves

increases the SNR by a factor of
√
N . In the case of bright targets where the

photometry is dominated by scintillation noise, the resulting SNR for an array of

telescopes will be higher than the SNR for a single telescope of the same equivalent
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area of glass. Hence, a higher SNR can be achieved for a fraction of the cost.

Simultaneous observations of WASP-166b by NGTS and TESS shows that ground-

based multi-telescope arrays are capable of achieving SNRs comparable to those

achieved in space (Bryant et al., 2020) (Doyle et al., 2022).

However, since scintillation noise is produced by high altitude turbulence, as this

turbulence moves with the wind, the spatial intensity fluctuations can be correlated

between neighbouring telescopes. If the photometric noise of the telescope obser-

vations are correlated, then the SNR of the observed target will not be increased

by the expected
√
N factor. Hence, a key question about building such telescope

arrays is how far apart the individual telescopes need to be placed within the array

so that the effects of the correlation of scintillation noise are minimised.

1.2 Synopsis

Chapter 2 discusses the key scientific theoretical background of this thesis. The

negative effects of the Earth’s atmosphere, specifically in regard to exoplanet transit

photometry, are discussed. The physical processes that produce scintillation noise

are discussed and the theoretical mathematical expressions are derived. The key

numerical methods used to simulate the atmosphere that were used to generate the

simulation results presented in this thesis are discussed, including the generation

of phase screens and Fresnel propagation. Additional noise sources such as photon

noise and systematic noise are also discussed.

Chapter 3 presents the simulation results of a scintillation correction technique pro-

posed by Osborn (2014) that uses a tomographic algorithm to produce a numerical

estimate for the intensity fluctuations. The scintillation correction technique is de-

scribed in detail and the impact of several parameters including the exposure time,

the asterism configuration, number of reference stars and the number of reconstruc-

ted layers used is explored. The sky coverage of the technique is investigated and

the results of simulating a tomographic LGS facility are given.
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Chapter 4 presents the first on-sky results for tomographic scintillation correction.

The method was demonstrated on the Isaac Newton Telescope (INT), a 2.54m

telescope in La Palma, Spain. Details of the experimental set-up and data reduction

are given. The on-sky results for two observing runs with two different asterisms are

presented and detailed discussions of the limitations of the experiment are given.

Chapter 5 details a simple data reduction technique that reduces noise in differential

photometry by the temporal binning of the comparison star signals. A significant

problem with differential photometry data reduction is that whilst it corrects sys-

tematic noise, the random intensity fluctuations of the star of interest and of the

comparison star add in quadrature thus adding noise to the calibrated light curve.

This significantly limits the magnitude of the comparison star that can be used.

The temporal binning of the comparison star light curves before performing the

differential photometry reduces the addition of random intensity fluctuations due

to the shot noise and scintillation noise of the comparison star to the calibrated

target light curve, whilst still correcting the low-order systematic trends. Hence,

much fainter comparison stars can be used.

Chapter 6 investigates the effects of scintillation noise correlation between neigh-

bouring telescopes in an optical sparse telescope array. Arrays of telescopes have

multiple benefits including an increased SNR at a fraction of the cost as well as

a large FOV. These benefits are investigated with simulation results and on-sky

results using INT pupil-plane images.

Chapter 7 summarises and concludes the results from this thesis and discusses

future work to be undertaken.
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Chapter 2

Theory

2.1 Seeing and Scintillation

2.1.1 Atmospheric Turbulence

The atmosphere is comprised of layers of air of different temperatures and hence

different refractive indices. Atmospheric optical turbulence is produced by the

mixing of these layers to create layers of spatially and temporally varying refract-

ive indices. As starlight propagates through this optical turbulence it becomes

distorted, thus limiting ground-based astronomy observations.

Since atmospheric turbulence is a random process, it can only be described stat-

istically. The most common model used to describe turbulence is the Kolmogorov

model which was first proposed by Andrei Kolmogorov in 1941 (Kolmogorov, 1991)

and later developed by Tatarski in 1967 (Tatarski, 1967).

A flow becomes turbulent when the Reynold’s number reaches a critical value of

∼ 1300. The Reynold’s number depends only on the characteristic dimensions of

the flow and is given by:

Re = V0L

ν0
, (2.1)

where V0 is the velocity of the flow, L is the characteristic size of the flow and ν0

is the kinematic viscosity of the fluid (Roddier, 1981).

12



2.1.1. Atmospheric Turbulence

From this Kolmogorov developed a simple theory of turbulence based on a cascading

effect in which energy is added to the turbulent layer on large spatial scales, L0,

known as the outer scale, to form eddies. For the atmosphere, this energy comes

from solar heating and wind shear. These then break down into smaller and smaller

eddies until the Reynolds number reaches a small enough number, at which point

the energy is dissipated. This occurs once spatial scales of l0, the inner scale, are

reached (Kolmogorov, 1991).

The outer scale has been found to be on average ∼ 20 m (Wilson, 1998). For small

telescopes the outer scale is therefore negligible since it is much larger than the

telescope diameter. In addition, the inner scale, which is only a few millimetres

in diameter (Roddier, 1981), is obscured by the Fresnel-zone size - the spatial

scale of the intensity fluctuations of the starlight after propagation through the

turbulent atmosphere - which is often several centimetres in diameter. Therefore,

the characteristic scale that is most significant for most observations is the telescope

aperture (Dravins et al., 1997a).

Between these two scales, in the inertial range, the rate of viscous dissipation, ε0,

is equal to the rate of production of turbulent energy. Therefore, the velocity of

the eddies, v, at this scale, L, is dependent only on L and the dissipated energy

ε0. Since, ε0 has dimensions of energy per unit mass per unit time, Kolmogorov

showed that from dimensional analysis:

v ∝ ε
1
3
0 L

1
3 . (2.2)

Therefore, in terms of spatial frequency κ, for L−1
0 � κ� l−1

0 , the kinetic energy,

E(κ)dκ, is proportional to v(κ)2. Hence (Roddier, 1981):

E(κ) ∝ κ−
5
3 . (2.3)

In three dimensions, the energy dissipated at spatial frequency κ is therefore pro-

portional to κ− 11
3 (Roddier, 1981).
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From this relationship, Tatarski derived the Kolmogorov phase power spectrum,

given by (Roddier, 1981):

Φ(κ) = 9.7× 10−3k2C2
n(h)κ−

11
3 , (2.4)

where C2
n(h) is the refractive index structure constant as a function of height, h,

with units m−2/3 and k is the wavenumber, k = 2π
λ . This relationship has been con-

firmed empirically for multiple situations, including the atmosphere (Lumley and

Panofsky, 1965) (Nightingale and Buscher, 1991). Hence, The Kolmogorov model

is used to simulate atmospheric turbulence by producing phase screens with the

Kolmogorov power spectrum. In addition, it is used in tomographic reconstruction

matrices to estimate the 3D turbulence profile above a telescope aperture.

The von Karman power spectrum is a modification of the Kolmogorov power spec-

trum which includes the effect of the finite outer scale, given by:

Φ(κ) = 9.7× 10−3k2C2
n(h)

∣∣∣∣κ2 +
(2π
L0

)2∣∣∣∣−
11
6

, (2.5)

Modifications to include the inner scale can also be included, however the aperture

sizes considered in this thesis are far greater than the inner scale and therefore its

effect is negligible.

A point source of light at a large distance (such as a star) can be considered to

produce a plane wave. As it propagates to the ground it is distorted by the optical

turbulence. If the atmosphere is considered to be a sum of discrete layers, then the

phase shift induced by the refractive index fluctuations n(x, h) in a turbulent layer

of thickness δh is given by (Roddier, 1981):

φ(x) = k

∫ h+δh

h
n(x, h)dh, (2.6)

The output wavefunction after passing through this layer is then:

Ψ(x) = exp(iφ(x)). (2.7)
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As the plane wave passes through the turbulent volume, these phase distortions

accumulate. For short exposures, the phase aberrations are frozen in time resulting

in a distorted speckle image. For long exposures, these aberrations are averaged to

produce a smooth Gaussian PSF.

The spatial variance of the difference in refractive index between two points separ-

ated by ρ is given by the structure function:

Dn(ρ) = 〈|n(r)− n(r + ρ)|2〉 = C2
n(h)ρ

2
3 , (2.8)

where r is the position, ρ is the separation and C2
n(h) is the refractive index struc-

ture constant. Hence, C2
n(h) is a measure of the local refractive index inhomogen-

eities and hence a measure of the optical turbulence strength. The integral of the

structure constant between two heights gives the total turbulence strength in that

range. The total turbulence strength is often expressed by the Fried parameter

(Fried, 1966). This is defined as:

r0 =
(

0.423k2sec(γ)
∫ ∞

0
C2
n(h)dh

)− 3
5
, (2.9)

where γ is the zenith angle. This equates to the aperture over which propagation

through the atmosphere would result in one radian square of phase variance. Typ-

ical values of r0 vary from 5 cm in poor seeing conditions to 20 cm in excellent

seeing conditions (Wilson, 1998).

2.1.2 Zernike Polynomials

The Zernike polynomials are a complete set of continuous polynomials that are

orthogonal over a unit circle, which were developed by Fritz Zernike in 1934 to

describe the phase contrast method for testing mirrors (von F. Zernike, 1934).

The even polynomials are given by (Noll, 1976):

Zj(ρ, θ) =
√
n+ 1Rmn (ρ)

√
2cos(mθ), (2.10)
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Figure 2.1: The first 45 Zernike polynomials in terms of Z±mn . The order is given
by n and each row contains n+ 1 polynomials.

the odd polynomials are given by:

Zj(ρ, θ) =
√
n+ 1Rmn (ρ)

√
2sin(mθ), (2.11)

and in the case where m = 0:

Zj(ρ, θ) =
√
n+ 1R0

n(ρ), (2.12)

where Rmn are the radial polynomials defined by:

Rmn (ρ) =
n−m

2∑
k=0

(−1)k(n− k)!
k!(n+m

2 − k)!(n−m2 − k)!
ρn−2k, (2.13)

where ρ is the radial distance where 0 ≤ ρ ≤ 1, θ is the azimuthal angle, j is a

mode ordering number and is a function of n and m where m and n are positive

integers with n ≥ m and n− |m| is even.

The Zernike basis is a useful basis for describing aberrations in optical systems and

atmospheric turbulence. The first 45 Zernike polynomials are shown in Fig. 2.1.
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Each represent a different phase aberration. For example, Z1
1 and Z−1

1 represent tip

and tilt, and Z0
2 defocus. Using the centre of the circle as an origin of a reference

frame, it can be noted that polynomials with index +m are symmetric with the

horizontal axis, whereas polynomials with index −m are antisymmetric. They have

the same overall shape, but a different orientation. Therefore, any combination of

these two paired polynomials will be independent of any angle of rotation with

respect to the centre of the circle (Capalbo et al., 2020). In addition, from the

figure, it is clear that the higher order Zernike modes are sensitive to smaller

spatial scales.

As a result of these properties, an arbitrary function φ(Rρ, φ) over a circle with

radius R, can be described by:

φ(Rρ, θ) =
∑
j

ajZj(ρ, θ), (2.14)

where ρ = r/R and aj is the coefficient associated with the Zernike mode Zj(ρ, θ).

Hence, a set of atmospheric phase aberrations can be described by the coefficients

aj .

2.1.3 Scintillation Theory

The twinkling of stars, known as scintillation, whilst inspiring the likes of Mozart

and Van Gogh, has puzzled philosophers for centuries. Many astronomers have

come up with theories of its origins; Aristotle believed the effect to be due to a

weakness in the eye, Leonardo Da Vinci believed it to be an optical illusion, whilst

Johannes Kepler believed it was the stars themselves changing in brightness. It

wasn’t until the eighteenth century that Isaac Newton correctly attributed the

effect of scintillation to atmospheric turbulence (Sofieva et al., 2013).

The general theory for ground based scintillation was developed by Tatarski (1967)

and has been expanded upon by Roddier (1981) and Young (1969). Extensive

studies have been carried out by Mikesell (1955), Dainty et al. (1982) and more
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Figure 2.2: An example of a scintillation pattern produced by the propagation of
a wavefront over distances a) 1 km, b) 5 km, c) 10 km, d) 15 km.

recently Dravins et al. (1997a), Dravins et al. (1997b), Dravins et al. (1998) who

looked at the impact of wavelength and telescope aperture on the scintillation noise

measured.

High altitude optical turbulence can focus or de-focus the incoming starlight lead-

ing to ‘flying shadows’ crossing the telescope pupil. These fluctuations occur both

because the ‘flying shadow’ patterns move with the wind as well as the optical tur-

bulence intrinsically changing (Dravins et al., 1997a). In most modelling, Taylors’

frozen flow hypothesis is assumed where the time taken for the patterns to cross

the telescope pupil is considered to be significantly smaller than the time taken for

the optical turbulence to evolve (Taylor, 1938).

Since scintillation is an effect of propagation, it is mainly caused by turbulence

in the upper atmosphere. This was confirmed empirically by Mikesell in 1955 in

18
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which he used lamps on high altitude balloons to simulate artificial stars (Mikesell,

1955). The scintillation measured for these artificial stars were less than that of

the adjacent real stars, suggesting scintillation originates from turbulence at higher

altitudes. It is for this reason that good photometric conditions can be observed

during bad seeing; the angular seeing results from the strongest turbulence layer

which is often much closer to the ground (Osborn et al., 2010) whilst scintillation is

produced by turbulence in the upper atmosphere. Consequently, comparison stars

cannot ordinarily be used to correct for scintillation, since the respective wavefronts

of the two stars will not have sufficient overlap at high altitudes. Hence, the iso-

photometric angle, the angle in which the scintillation is strongly correlated, will

be much smaller than the average star separation.

The size of the intensity fluctuations in the scintillation pattern is given by the

radius of the first Fresnel zone, rf =
√
λz, where λ is the wavelength of the light

and z is the propagation distance from the turbulent layer. As z increases, the

spatial intensity fluctuations become larger in terms of their spatial extent (Osborn

et al., 2015). This is demonstrated in Fig. 2.2 where the scintillation pattern for a

layer at 1 km, 5 km, 10 km and 15 km are plotted.

The amount of scintillation is measured by the scintillation index. This is given by

the variance of the relative intensity fluctuations of the source:

σ2
I = 〈I

2〉 − 〈I〉2

〈I〉2
, (2.15)

where I is the intensity as a function of time and 〈·〉 represents an ensemble average.

Using the normalised intensity ensures that the scintillation index does not depend

on the magnitude of the star. The scintillation RMS fractional noise is then the

square-root of the scintillation index. Scintillation can therefore be studied either

by measuring the scintillation index or the direct scintillation patterns (Dravins

et al., 1997a).

The theoretical scintillation index is given by the integral of the scintillation power
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2.1.3. Scintillation Theory

spectrum:

σ2
I =

∫ ∞
0

W (f)df, (2.16)

where W (f) is the irradiance power spectrum defined by Kornilov (2012) as:

W (f) = 9.7× 10−3 × 4× (2π)3
∫ ∞

0
C2
n(z)φ(f)S(z, f)A(f)fdf, (2.17)

where S(z, f) is the Fresnel filter function which accounts for the propagation and

is given by sin(πλzf2)2/λ2. It is for this reason that the intensity fluctuations

have an intrinsic spatial scale of rf =
√
λz. φ(f) is the frequency component of

the refractive index power spectrum, i.e. for Kolmogorov φ(f) = f−
11
3 . A(f) is the

aperture filter function and is given by:

A(f) = |F(P (x, y))|2, (2.18)

where P (x, y) is the pupil function for Cartesian coordinates x and y. For a circular

pupil function which is equal to one for x2 + y2 < D2

4 and zero elsewhere, the

aperture filter function is given by (2J1(πDf)/(πDf))2.

Hence, for telescopes with an aperture of D � rf , where rf is the Fresnel radius,

the scintillation index for short exposures can be estimated as (Sasiela, 2012):

σ2
I = 17.34D−7/3(cos(γ))−3

∫ ∞
0

h2C2
ndh, (2.19)

where D is the telescope aperture, γ is the zenith angle, h is the altitude of the

turbulent layer and C2
n(h) is the refractive index structure constant.

For long exposure times, defined as t� tcross where tcross is the time taken for the

layer to cross the telescope pupil, the scintillation index is given by (Sasiela, 2012):

σ2
I = 10.66D−4/3t−1(cos(γ))α

∫ ∞
0

h2C2
n

V⊥(h)dh, (2.20)

where t is the exposure time and V⊥(h) is the wind velocity profile. The value of

α depends on the wind direction and will be -3 when the wind is transverse to the

azimuthal angle of the star and -4 when it is longitudinal.
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2.1.4. Turbulence Profiles: SCIDAR

In the case of short exposure times, the intensity speckles will appear frozen in the

pupil. However, for long exposures the speckles will move across the pupil during

the exposure, resulting in temporal averaging. The degree of temporal averaging

will depend on the wind speed and the exposure time. The exposure time at which

the scintillation index can be described by equation 2.20 will therefore depend on

the atmospheric turbulence profile and the aperture size of the telescope.

From the above equations, it can be noted that, as telescope aperture and exposure

time increase, scintillation decreases proportional to D−4/3t−1. The variance of the

intensity fluctuations due to shot noise is proportional to D−2t−1. Hence, as the

telescope aperture size is increased, scintillation noise becomes more dominant.

Scintillation correction is therefore increasingly important for large telescopes.

In the absence of systematic errors, for bright stars, scintillation noise is the dom-

inant noise source. The magnitude at which photon noise becomes dominant is

dependent on the telescope aperture, with smaller telescopes becoming shot noise

limited at lower magnitudes. For example, it has been found that scintillation

dominates for stars of magnitude below V ∼ 10.1 mag for a 0.5m telescope, and

at V ∼ 11.7 mag for a 4.2m telescope under median atmospheric conditions in

La Palma (Föhring et al., 2019). Across the sky there are close to 330,000 stars

brighter than V = 10 (Hog et al., 2000) and therefore a large number of stars for

which photometric observations will be scintillation limited.

2.1.4 Turbulence Profiles: SCIDAR

Since scintillation patterns are the result of light interacting with the Earth’s tur-

bulent atmosphere, measuring instantaneous stellar scintillation patterns can give

insight into the atmospheric turbulence (Sofieva et al., 2013). SCIntillation Detec-

tion and Ranging (SCIDAR) (Vernin and Roddier, 1973) is a triangulation tech-

nique that uses stellar scintillation patterns to determine the turbulence profile

above the telescope.
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2.1.4. Turbulence Profiles: SCIDAR

Figure 2.3: A schematic showing the SCIDAR method. For two stars separated by
angle θ, the scintillation patterns from a turbulent layer at altitude h for each star
will be separated by hθ at the ground. The cross correlation of the scintillation
pattern measured by each star will have a peak at hθ.

Figure 2.4: A ray diagram showing the concept of optical conjugation. In
generalised-SCIDAR the turbulence near the ground can be imaged by moving
the detector behind the conjugated pupil plane.
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2.1.4. Turbulence Profiles: SCIDAR

SCIDAR is an instrument that measures turbulence strength as a function of height.

It works by observing two stars with angular separation θ. A turbulent layer at

height h will produce two copies of the intensity fluctuation pattern at the ground

which will be separated by a distance of hθ. Cross-correlating the intensity patterns

of these two stars allows the heights and strengths of the turbulent layers to be

measured (Osborn et al., 2018).

In generalised-SCIDAR, a conjugate position of at least 1 km below the conjugate

plane is used to extend the propagation distance of the light path such that the

phase aberrations induced by the surface turbulent layer can be measured (Shep-

herd et al., 2013). Fig. 2.4 shows a ray diagram demonstrating this concept.

Stereo-SCIDAR is a further development of the SCIDAR technique where each star

is imaged on a separate camera which improves the SNR of the profile and also

allows for a greater difference in magnitude between the two stars. This significantly

increases the sky coverage of the turbulence profiler.

The maximum altitude that SCIDAR can observe is given by:

hmax = D

θ
, (2.21)

where D is the telescope diameter and θ is the angle between the two stars. For

a given telescope, θ should be chosen such that hmax is ∼20 km since this is the

maximum height of the tropopause and therefore most optical turbulence (Osborn

et al., 2018).

The vertical resolution of SCIDAR is limited by the minimum separation that

can be measured for the auto-correlation peaks (Avila et al., 2008). Therefore, the

larger the telescope aperture, the higher the profile resolution, and the higher hmax.

Hence, this technique is optimal for large telescopes.

Assuming Taylor’s ‘frozen’ flow hypothesis, as the turbulent layer moves with the

wind, then the scintillation pattern will cross the telescope pupil with the same

velocity as the turbulent layer. Therefore, calculating the cross covariance maps
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2.2. Numerical Simulations

Figure 2.5: An example of stereo-SCIDAR cross covariance maps as a function of
time off-set collected on the Isaac Newton Telescope (INT) in September 2021.

with a temporal offset allows an estimate for the wind velocity profile to be de-

termined. This is done by measuring the relative locations of the covariance peaks

of the turbulent layers with time.

Fig. 2.5 shows an example of cross covariance maps as a function of time off-set

from SCIDAR data collected on the Isaac Newton Telescope (INT) in September

2021. The stationary central peak is due to dome seeing. A second strong layer at

approximately 12 km with a well-defined velocity, shown by the red arrows, can be

seen moving across the covariance map with time.

2.2 Numerical Simulations

The Monte Carlo method is a class of computational algorithm that uses random-

ness to solve problems. This is done by repeatedly sampling random instances of a

model which has defined statistics, to obtain an accurate result. This technique is

ideal for testing systems with multiple degrees of freedom, all of which have defined

statistics, such as atmospheric turbulence.

Layers of atmospheric turbulence are modelled by random phase screens placed at

discrete layer heights. These screens are moved according to the wind direction and

speed of each layer. The statistics of the atmosphere including the C2
n associated

with each layer, the layer altitudes, wind directions and speeds used in simulation

in this thesis are all based on real turbulence profile observations from historic

SCIDAR data for La Palma and Paranal.
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Figure 2.6: An example phase screen.

Scintillation intensity fluctuations are simulated using the Fresnel propagation of

the phase screens. Long exposures are simulated by taking multiple instantaneous

instances of the atmosphere and averaging the intensity fluctuations over the total

exposure time. The number of sub-samples used to model each exposure integration

was optimised by plotting the measured scintillation index as a function of the

number of samples used.

2.2.1 Phase Screen Generation

The phase modulations of a plane wavefront after passing through an optical turbu-

lence layer in the atmosphere are simulated using random phase screens. Random

screens are produced by filtering Gaussian white noise with a spatial power spec-

trum such as the Kolmogorov or Von Karman spectrum. The phase screen is given

by (Ellerbroek and Cochran, 2002):

OPD(x) = c<
(
F [
√

Φ(κ)(r(κ) + ir′(κ))
)
, (2.22)
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2.2.2. Fresnel Propagation

where F is the 2D spatial Fourier transform, Φ(κ) is the spatial power spectrum

of the turbulence, κ is the spatial frequency, r and r′ are zero mean, unit variance,

real-valued white noise functions, and c is a scaling factor for the strength of the

screen.

For von Karman turbulence, where the outer scale is included, the spatial power

spectrum is given by:

Φ(κ) =
∣∣∣∣κ2 +

(
W

L0

)2∣∣∣∣
−11

6
. (2.23)

where W is the equivalent extent of the screen in meters. The scaling factor c is

then given by:

c = 0.1517√
2

(
W

r0

) 5
6

(2.24)

which scales the strength of the phase screen to a value of r0. The resulting phase

screen is given in radians of phase for the particular wavelength λ. For each layer

in the simulation, a unique phase screen is used.

The fast Fourier transform means that the phase screen will be periodic. Therefore,

the width of the screen should be significantly larger than the telescope aperture

and larger than L0. Otherwise, the strength of turbulence from the low order modes

will be underestimated. Fig. 2.6 shows an example of a phase screen generated

using the python package AOtools (Townson et al., 2019).

2.2.2 Fresnel Propagation

To simulate scintillation, a model for the propagation of light through the turbulent

atmosphere is needed. The Fresnel near field approximation can be used since the

wavelength of light is much smaller than the wavefront perturbations.

The propagation is described by the Fresnel diffraction integral, which is given by

(Schmidt, 2010):

U(x2, y2) = eikz

iλδz

∫ ∞
−∞

∫ ∞
−∞

U(x1, y1)e
ik

24z
[(x2−x1)2+(y2−y1)2]

dx1dy1, (2.25)
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2.2.3. Simulating Scintillation

where U(x2, y2) is the observation-plane optical field, U(x1, y1) is the source-plane

optical field, r1 = x1î+y1ĵ is the source plane and r2 = x2î+y2ĵ is the observation

plane, separated by a distance 4z.

Eq. 2.25 can be rewritten in the form of a convolution of the source-plane field

with the free-space amplitude spread function:

U(x2, y2) = U(x1, y1)⊗
[
eikz

iλδz
e

ik
24z

(x2
1+y2

1)
]
. (2.26)

This equation can then be solved using the convolution theorem via two Fourier

transforms (Schmidt, 2010).

There are three main approaches to solving this equation, namely, one-step Fresnel

propagation, two-step Fresnel propagation and angular spectrum propagation. The

latter is the solution used to model the propagation in the simulations through-

out this thesis. These different methods have different quadratic phase factors in

their Fourier transforms and therefore different sampling constraints. The angular

spectrum method is found to be more accurate for short distances, whilst Fresnel

propagation is better for long distances. Given the turbulence profile is composed

of multiple layers, the individual propagation distances are relatively short. The

intensity pattern at the ground is then proportional to |U(x2, y2)|2.

2.2.3 Simulating Scintillation

The method of phase screen generation and Fresnel propagation is thoroughly

tested to ensure that the simulated turbulence profiles generate the expected scin-

tillation index. This was tested by generating an atmosphere comprised of one

turbulent layer at 10 km characterised by an r0 = 0.1 m, and moving with wind

speed 5 ms−1. The same atmosphere was tested over a range of telescope aperture

sizes to ensure the scintillation index agrees with the theoretical scintillation index.

Fig. 2.7 and Fig. 2.8 show the results of this investigation for a short exposure time

of 0.01 s and a long exposure time of 1 s respectively. The theoretical scintillation
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Figure 2.7: The scintillation index measured against telescope aperture size for
0.01 s exposure plotted with the theoretical curve.
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Figure 2.8: The scintillation index measured against telescope aperture size for 1 s
exposure plotted with the theoretical curve.
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index is plotted using equations 2.19 and 2.20 respectively. There is a close match

for large telescope apertures. For small apertures, the simulated scintillation index

and the theoretical scintillation index deviate. This is because the theoretical

scintillation index equations 2.19 and 2.20 are true for the case where D >> rf .

For a 10 km layer in the visible, rf = 7.4 cm and hence, for the small telescope

apertures, the theoretical equations are not accurate in these cases. As the aperture

size increases and tends to D >> rf , the measured scintillation indices follow the

theoretical curves. Therefore, it can be concluded that the simulation is consistent

with the theory.

2.3 Photometry and Signal-to-Noise Ratio

2.3.1 Aperture Photometry

Aperture photometry is a standard method used to perform photometry on astro-

nomical images. A circular aperture is centred on the source and the total flux

within this aperture is integrated. An annulus is placed around the source in order

to estimate the local background signal. To correct the background, the meas-

ured median background signal is then multiplied by the number of pixels in the

central source aperture, and removed from the integrated source signal. Between

frames, the star position can move due to atmospheric effects and telescope shake.

Therefore, for each frame, the star is re-centred using a centroiding technique.

In crowded fields, this technique is more challenging, as the light from background

stars can contaminate the aperture and annulus measurements. In addition, the

measured centroid location can be skewed by the presence of other stars. These

effects can be reduced by masking background stars.

In the process of performing aperture photometry, multiple sources of noise are

induced, including both random noise fluctuations and systematic noise. These

noise sources are discussed in the following two subsections.
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2.3.2. CCD Equation

2.3.2 CCD Equation

There are four main sources of photometric noise that are uncorrelated in both

angle and time. These are:

• Photon noise, also known as shot noise, is the inherent noise due to the

quantised nature of light and depends on the magnitude of the star. Photon

detection can be considered as independent events that follow a random tem-

poral distribution. As such, the number of photon counts detected have a

random Poisson distribution (Hasinoff, 2014). The number of photons detec-

ted by a detector, N , over an exposure time, t, therefore has a probability

distribution of:

P (N = k) = e−λt(λt)k
k! (2.27)

where λ is the expected number of photons per unit time interval. As such, for

a signal level of N , the associated error is given by
√
N . Since the number

of photons measured is proportional to the exposure time used, the noise

scales as 1/
√
t. Hence, as exposure time increases, the relative shot noise

decreases. Photon noise is dominant for targets in the magnitude range in

which the stars are not bright enough to be scintillation limited, but that are

not faint enough to be dominated by background and readout noise (Mary,

D. L., 2006) (i.e. photon noise dominates for V ≈ 10 − 15). For example,

under the condition outlined in Fig. 2.9 for a 0.5 m telescope, photon noise

is the dominant noise source between V ≈ 11 − 14, after which the readout

noise becomes significant.

• Sky background is the background light from other sources measured in

mags/arcsec2. Sky background noise is the shot noise from this background

light. The most significant source of sky background is from airglow - pro-

duced when the atoms and molecules in the Earth’s atmosphere become ex-

cited and emit light. This source contributes approximately 65% to the sky
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brightness. In addition, it is a significant problem for observations in the near-

IR which is dominated by vibrationally excited OH molecules. This source

of sky background is unavoidable for ground-based astronomy. However, the

most obvious source of sky background noise is the Moon. Light from the sun

is reflected by the moon and then scattered by the Earth’s atmosphere. Sky

background is thus much higher when there is a full moon compared with a

new moon. For example, for La Palma on a moonless night at Zenith, V =

21.9 mags/arcsec2 and on a full moon night V = 17.9 mags/arcsec2 (Benn

and Ellison, 1998). Background light can also come from the glow from cities

and from zodiacal light.

• Readout noise is a source of noise induced by reading out from an array

detector, such as a Charged Coupled Device (CCD) detector. It is a com-

bination of noise in the conversion of charge into voltage and of noise in

the amplification electronics that convert the signal from analogue to digital.

This noise source is always present and is signal independent. It is independ-

ent of the integration time used, however it is strongly dependent on the pixel

rate (Dussault and Hoess, 2004). This noise follows Gaussian statistics. It

is characterised by a variance of σ2
r in each pixel. The readout noise contri-

bution in a photometric observation is therefore dependent on the number of

pixels used in the aperture photometry.

• Dark current is a source of noise due to the variation in the number of elec-

trons thermally generated in the CCD detector silicon structure (Dussault

and Hoess, 2004). Dark noise also follows Poisson statistics, and is equal to

the square root of the number of thermally excited electrons. As such, this

noise source can be significantly reduced by cooling the CCD.

The total photometric Signal-to-Noise Ratio (SNR) measured using a CCD (or

Complementary metal-oxide-semiconductor (CMOS)) detector is given by the CCD

equation.
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Figure 2.9: The noise contributions to the NSR as a function of the target mag-
nitude for a 0.5 m robotic telescope in La Palma, Spain, in the V band assuming
typical atmospheric conditions and a first or third quarter moon with a 10 s ex-
posure time.

The CCD equation is given by (Howell, 1989):

SNR = S∗√
S∗ + npix(σ2

r +B +D)
, (2.28)

where S∗ is the source signal, npix is the number of pixels in the photometric

aperture, σr is the readout noise, B is the sky background signal and D is the

detector dark current. The Noise-to-Signal ratio (NSR) is given by 1/SNR.

This equation does not include the effect of scintillation noise which must be added

in quadrature. The total noise in the photometry, σ, is then given by:

σ =
√

(NSR)2 + σ2
I . (2.29)

Figure 2.9 shows the relative noise contributions to the NSR as a function of the

target magnitude. The plot was made for the Pt5m telescope (Hardy et al., 2015),

a 0.5 m robotic telescope in La Palma, Spain, in the V band assuming typical
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atmospheric conditions and a first or third quarter moon with a 10 s exposure

time. Scintillation noise is clearly dominant for bright stars below V ≈ 10.

2.3.3 Systematic noise

In addition to random, ‘white’ noise, astronomical aperture photometry is also

subject to systematic or ‘red’ noise. Systematic noise severely limits ground-based

exoplanet transit detections (Pont et al., 2006). There are multiple sources for such

systematic noise, both due to atmospheric and instrumental effects. These include

changes in airmass during the observation, atmospheric transparency variations,

temperature variations across the CCD, telescope tracking and optical irregularities

across the field such as dust in the imaging optics.

Whilst instrumental systematic noise can be avoided as much as possible by keep-

ing the target on the same pixels throughout the observation, systematic noise

produced by the Earth’s atmosphere is harder to correct.

As starlight passes through the Earth’s atmosphere, molecular absorption and scat-

tering from molecules and aerosols attenuate the incoming light (Zou et al., 2010).

Such transparency variations have a power spectrum proportional to 1/f (Young

et al., 1991) where f is the temporal frequency.

From Hill et al. (1994), the average atmospheric transparency variations have a

power spectrum given by:

log(P (ν)) = −8.59− 1.19log(f). (2.30)

Here the coefficients were determined empirically from observations at the Obser-

vatorio del Teide, Tenerife. It should be noted that the measurements of this power

spectrum were taken during the day for solar studies. It is unclear if the transpar-

ency variations would have the same power at night since aerosol inhomogeneities

are much weaker (Young et al., 1991), but it is assumed that it will follow the same

linear relationship with the log frequency.
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Whilst, on average, the power spectrum of the transparency variations follow Eq.

2.30, on a given night the atmospheric transparency variations could be significantly

higher or lower. In addition, the measured transparency can also vary seasonally

(Zou et al., 2010). There is also dependence of the transmission on wavelength

(Buton et al., 2013). Following Mann et al. (2011), it is assumed that a scaling

factor can be applied to Eq. 2.30 to estimate the power spectrum for the waveband

used.

2.3.4 Differential Photometry

Stars vary in brightness both due to intrinsic and extrinsic causes. These extrinsic

variations in magnitude are caused by external phenomena such as clouds, seeing,

atmospheric transparency variations and systematic instrumental effects (Milone

and Sterken, 2011) as described above. In order to measure intrinsic variations in

the brightness of an astronomical source, one needs to distinguish between the two.

Differential photometry is a technique that has been used for over a century

(Stebbins, 1910) to correct for these extrinsic variations in magnitude (Howell and

Jacoby, 1986). The premise is to measure the difference in brightness of an astro-

nomical source when compared with one or more non-varying reference sources.

For photometry on array detectors such as CCDs, the reference stars, also known

as comparison stars, are often observed simultaneously in the same frame. This

allows correction of any atmospheric effects that change with time. From this, any

inherent changes in magnitude of the astronomical source can be determined. When

properly applied, differential photometry techniques can obtain high accuracies

with errors as low as ±0.001 magnitude (Howell, 2006), (Southworth et al., 2009).

Whilst using differential photometry does correct systematic trends in the target

light curve, the process itself can also induce some small scale systematic effects

such as first-order and second-order atmospheric extinction.

First-order atmospheric extinction is caused by the non-negligible difference in
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airmass between the target and comparison star. For long observations, lasting

several hours, the differential airmass will change (Mann et al., 2011). This results

in the addition of a systematic trend to the calibrated light curve. To minimise

this effect, comparison stars close to the target of interest should be chosen.

Second-order extinction is an additional source of systematic trend, caused by the

difference in the spectral energy distribution over the pass-band between the target

star and comparison star (Young et al., 1991). This effect is proportional to ∆λ2

and depends on the reddening of the Earth’s atmosphere. As such, it changes from

night to night. This can be minimised by selecting comparison stars close in colour

to the target star.

In addition, comparison stars can only be used to correct systematic trends that are

correlated with the target star. Flat fields can be used to correct field-dependent

anomalies in the telescope optics and reduce effects of vignetting and pixel-to-pixel

sensitivity variations. In addition, ensuring that the target image is always centred

on the same pixels can reduce instrumental systematic trends.

2.4 Tomographic Wavefront Sensing

Tomography is a 3D imaging technique which can be used to profile a volume. A

classic example of this technique is a Computerized Tomography (CT) scan, which

is used in medicine to build a 3D image of the body by combining a series of X-ray

images taken from different angles.

Tomographic reconstruction in Adaptive Optics (AO) was first proposed by Tallon

and Foy in 1990 (Tallon and Foy, 1990). Their proposition was to use the light

from several guide stars to probe the instantaneous 3D phase perturbations in the

atmosphere and to reconstruct the turbulent volume by solving an inverse problem.

Several adaptive optics methods that use tomography to correct image distortions

are currently being developed including Multi Object AO (MOAO) (Gendron et al.,
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Figure 2.10: A schematic showing the concept of MCAO. Multiple WFS probe the
turbulent atmosphere, and a DM is conjugated to each turbulent layer.

2005), Laser Tomography AO (LTAO) (Fusco et al., 2010) and Multi-Conjugate

AO (MCAO) (Rigaut and Neichel, 2018).

2.4.1 Tomographic Algorithm

MCAO was initially proposed by Beckers (1988) to increase the field of view of AO

systems. It works by stacking several Deformable Mirrors (DMs) in a series, each

of which is optically conjugated to a particular altitude in the turbulent volume. A

tomographic reconstruction algorithm is used to produce a 3D model of the turbu-

lent volume above the telescope from the WFS measurements. The AO correction

for each layer can then be applied to its respective DM. See Fig. 2.10 for a schem-
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atic demonstrating this technique. This 3D model of the phase aberrations can

also then be used to correct for scintillation noise. This is done by propagating

the reconstructed phase numerically to the ground to produce an estimate for the

scintillation pattern.

The MCAO tomographic algorithm described here was developed by Fusco et al.

(2001) and uses a minimum-mean-square-error estimator that minimises the mean

residual phase variance in the FOV of interest. The basis of this model is outlined

as follows.

The atmosphere can be modelled as a discrete sum of turbulent layers located

at different heights (Roddier, 1981). Hence, the total optical phase aberration

seen across the telescope pupil for angular vector direction α in the near field

approximation can be given as:

Φ(r,α) =
Nt∑
j=1

φj(r + hjα), (2.31)

where r is the pupil coordinate, Nt is the number of turbulent layers and hj is the

height of the jth layer.

The wavefront sensor measurements are assumed to be perfect, except for an addi-

tional error term due to shot noise. For a wavefront sensor observing in direction

αi, the measured phase is then given by:

Φm(r,αi) =
Nt∑
j=1

φj(r + hjαi) + ni(r), (2.32)

where ni(r) is the noise in the WFS measurement, which is assumed to have a

Poisson distribution. The reconstructed phase for an arbitrary direction α is then

given by:

Φ̂(r,α) =
NDM∑
k=1

φ̂k(r + hkα), (2.33)

where hk are the altitudes of the conjugated DMs.

These equations can be rewritten in matrix form as:

Φ(r,α) = MNt
α φ, (2.34)
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Φm(r,αi) = MNt
αi
φ+ ni, (2.35)

Φ̂(r,α) = MNDM
α φ̂, (2.36)

where φ is a vector of phase aberrations induced at each height, φ̂ is a vector of

the reconstructed phase at each height and whereMNt
αi
,MNDM

αi
are the respective

matrices that perform the sum of these vectors.

The phase estimator to be minimised is the averaged quadratic difference between

the reconstructed phase and the true phase over the FOV, αFOV :

ε =
〈∫

αF OV

‖Φ̂(r,α)− Φ(r,α)‖2dα
〉

Φ,noise
, (2.37)

where 〈·〉Φ,noise represents a mathematical expectation on both turbulence and

WFS noise outcomes.

Using the matrix forms given above, the equation to be minimised is:

ε =
〈∫

αF OV

‖MNDM
α φ̂−MNt

αi
φ‖2dα

〉
Φ,noise

. (2.38)

The reconstruction matrix is the matrix, W , that fulfils the following equation:

φ̂ = WΦm. (2.39)

Using Eq. 2.35 and then substituting Eq. 2.39 into Eq. 2.38 gives:

ε =
〈∫

αF OV

‖MNDM
α (WMNt

αi
φ+Wn)−MNt

αi
φ‖2dα

〉
Φ,noise

. (2.40)

This is minimised with respect to W to give:

W =
[ ∫

αF OV

(MNDM
α )TMNDM

α dα

]+
×
[ ∫

αF OV

(MNDM
α )TMNt

α dα

]
×Cφ(MNt

NGS
)T [MNt

NGS
Cφ(MNt

NGS
)T +Cn]−1,

(2.41)

where + and T denotes the generalised pseudo inverse and the transpose respect-

ively and where Cφ and Cn are the turbulence (Noll, 1976) and noise covariance

matrices (Rigaut and Gendron, 1992).
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2.4.1. Tomographic Algorithm

Figure 2.11: A schematic showing the de-centered part of the meta-pupil at altitude
hj seen by the WFS in direction αi.

If MNDM
α = MNt

α , such that the DMs are exactly conjugated to the individual

turbulent layers, W is simplified to:

WNDM=Nt = Cφ(MNt
NGS

)T[MNt
NGS

Cφ(MNt
NGS

)T +Cn]−1. (2.42)

The MCAO algorithm can be performed in a range of different bases set, the most

common of which being the Zernike basis. In the Zernike basis, φ and φ̂ are simply

vectors of Zernike coefficients. Cφ is the Zernike Kolmogorov turbulence covariance

matrix given by Noll (1976) and Cn is the noise covariance matrix given by Rigaut

and Gendron (1992). MNt
α is a matrix that consists of the decomposition of the

de-centered Zernike polynomials [Zl,j(r + hjα)] on to a Zernike basis defined on
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2.4.1. Tomographic Algorithm

the telescope pupil (see Fig. 2.11). A full description of this matrix is given by

Ragazzoni et al. (1999).

In this thesis, a model approximation is used in which it is assumed that all the

turbulent layers are perfectly conjugated with the DMs. In this case, the turbulence

profile is modelled by a small number of turbulent layers called Equivalent Layers

(ELs). The EL positions and strengths are calculated by sampling of the C2
n(h)

profile into NEL slabs. Using this simplified turbulence model, all the equations

remain valid, with Nt and NDM replaced by NEL . In this case, the reconstruction

matrix is given by:

WMA = Cφ(MNEL
NGS

)T[MNEL
NGS

Cφ(MNEL
NGS

)T +Cn]−1. (2.43)

If it is assumed that the atmospheric turbulence follows Kolmogorov statistics, then

Cφ is a generalisation of the Kolmogorov turbulence covariance matrix such that

(Fusco et al., 2001):

Cφ =



〈φ1, φT1 〉 0 0 0 0

0 . . . 0 0 0

0 0 〈φj , φTj 〉 0 0

0 0 0 . . . 0

0 0 0 0 〈φNt , φ
T
Nt
〉


(2.44)

where 〈φj , φTj 〉 is the Kolmogorov covariance matrix for the jth layer given by Noll

Noll (1976).

Cn is a generalisation of the noise covariance matrix such that (Fusco et al., 2001):

Cn =



〈n1,n1
T 〉 0 0 0 0

0 . . . 0 0 0

0 0 〈ni,niT 〉 0 0

0 0 0 . . . 0

0 0 0 0 〈nNGS ,nNGST 〉


(2.45)
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2.4.2. Limitations of MCAO

where 〈ni,niT 〉 is the noise covariance matrix for the ith GS.

The noise covariance matrix for each guide star is given by:

〈ni,niT 〉 = (DTD)−1σmi (2.46)

where (DTD)−1
ij = π

∑min(i,j)
k=1 γxikγ

x
jk + γyikγ

y
jk which describes the noise on the

Zernike coefficients where γj,j′ are the gamma matrices given by Noll (1976) and

σmi is the WFS noise measurement (Rigaut and Gendron, 1992).

The WFS noise measurement is assumed to be shot noise dominated and is given,

in radians, by Rigaut and Gendron (1992):

σ2
m =

(
λws
λ

)2 1
d2

2π
Nph

, (2.47)

for d < r0ws , where d is the subaperture diameter, λws is the WFS wavelength, λ

is the science wavelength and Nph is the number of detected photons per square

meter per exposure.

For d ≥ r0ws the WFS noise measurement is given by:

σ2
m =

(
λws
λ

)2 1
r2

0ws

2π
Nph

, (2.48)

where r0ws is the Fried parameter for λws.

2.4.2 Limitations of MCAO

One of the biggest limitations of MCAO is its sky coverage. MCAO requires at least

three bright guide stars within a FOV of a couple of arcminutes in diameter. To

correct scintillation the high turbulent layers needs to be sufficiently reconstructed

and hence the WFS observations must overlap at high altitudes, further limiting

sky coverage.

The MAD project which used Natural Guide Stars (NGS) identified 50–100 scien-

tifically interesting objects which could be observed with MCAO and almost all of

these were close to the Galactic Plane (Marchetti et al., 2007). Therefore, the sky

coverage is extremely limited.
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2.4.2. Limitations of MCAO

The most effective solution is to use LGS. However, even with the use of LGS,

some NGS are still required to measure the tip-tilt due to the tip-tilt indeterm-

ination problem. This occurs because the LGS measures the same turbulence on

the uplink as when the light returns, meaning an equal and opposite tilt is applied

and therefore cancels out, making it impossible to measure (Rigaut and Gendron,

1992). The NGS required to compensate for tip/tilt indetermination can be much

fainter as they are only needed to measure the global tip-tilt over the whole tele-

scope aperture. LGS also suffer from focal anisoplanatism which would need to be

considered in the optimisation. This effect is described in detail in 3.5.1.

Another limitation of the tomographic reconstructor is that it assumes Kolmogorov

statistics, in which the outer scale of turbulence is assumed to be infinite and there-

fore can be ignored. However, for large telescopes, its effects could become signi-

ficant. It has been observed that for large telescopes (8-10 m) the outer scale will

reduce the scintillation (Osborn et al., 2015). Therefore, the estimated scintilla-

tion noise predicted from the MCAO reconstructor may be overestimated for large

telescopes, thus incorrectly calibrating the intensity.

MCAO is also limited by several sources of error. These include the generalised

fitting error, the tomographic error and the aliasing error (Rigaut and Neichel,

2018).

The fitting error is due to the fact that only a finite number of turbulent layers are

being corrected. For a DM conjugated at height h, any distortion at a height of

h+ δh will be blurred by a size of θh where θ is the angle between the guide stars.

As the vertical distance between the DM and a turbulent layer increases, fewer and

fewer high spatial frequencies can be corrected in the layer.

The tomographic error is due to the fact that some parts of the turbulent volume

are only being probed by one guide star. This limits the tomography since, where

there is no overlap, the reconstructor cannot determine at which height the phase

perturbation is located. Another fundamental limitation comes from modes which
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2.5. Wavefront Sensors

are ‘unseen’. These are modes that when combined over multiple layers get can-

celled out and so are not seen by the WFS. This can lead to serious problems in the

scintillation correction, as the estimated intensity pattern will be inaccurate. Using

inaccurate estimates to calibrate the uncorrected intensity could end up inducing

more noise into the light curve.

The aliasing error in AO is caused by the fact that high-order aberrations are seen

by a WFS as a low-order aberration. In tomography, aliasing is also caused by the

fact that any layer above the highest conjugated DM will be seen by the WFSs

and wrongly interpreted as layers inside the volume considered. This creates an

additional error called a generalized aliasing error (Rigaut and Neichel, 2018).

Despite these limitations it has been shown that, for a true atmospheric profile, only

a small number of layers (2 or 3) are required to obtain an accurate reconstruction

of the phase in the whole field of view. Furthermore, it has been found that only

three guide stars are needed to obtain good performance (Fusco et al., 1999).

2.5 Wavefront Sensors

2.5.1 Shack Hartmann Wavefront Sensors

An important component for AO is the wavefront sensor. In astronomy, the light

source is often either an NGS or LGS. The WFS must therefore be suitable for

incoherent light sources. In the case of NGS, being able to use faint sources is

favourable and therefore the WFS must have a high photon efficiency.

The Shack Hartmann wavefront sensor (SHWFS) is a wavefront sensor commonly

used in AO. A SHWFS is composed of an array of lenses, each with the same focal

length, focused onto an array detector (often a CCD), which produces a grid of

spots with a regular separation corresponding to the array of subapertures (Platt

and Shack, 2001). For a uniform illumination, if the sensor is placed at the geo-

metric focal plane of the lenslet, the integrated gradient of the wavefront across
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2.5.2. Centre of Gravity

Figure 2.12: A schematic showing the principles of a SHWFS. An array of lenslets
samples the wavefront. The phase aberration is reconstructed from a set of local
phase gradient measurements.

the lenslet is proportional to the displacement of the centroid. Consequently, any

phase aberration can be reconstructed from a set of local phase gradient measure-

ments. This is demonstrated in Fig. 2.12. By sampling the wavefront with an

array of lenslets, all of these local tilts can be measured and the whole wavefront

reconstructed.

2.5.2 Centre of Gravity

To measure the displacement of the SHWFS spots, a centroiding method must be

used. The most common technique is a Centre of Gravity (CoG) centroid algorithm.

For each subaperture, the CoG is calculated with the following equation:

x =
∑
i,j xi,jIi,j∑
i,j Ii,j

, y =
∑
i,j yi,jIi,j∑
i,j Ii,j

, (2.49)

where Ii,j is the intensities of light on the detector pixels. The main disadvantage

of this method is that it is very sensitive to high background noise. This can be

improved by thresholding the subaperture spot image to remove the background. A
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threshold is set such that all pixels with values below the threshold are set to zero.

The amount of thresholding is an additional parameter that must be optimised.

2.5.3 Zernike Decomposition

The MCAO tomographic reconstruction requires the WFS measurements to be

returned as Zernike coefficients. Therefore, the WFS spot measurements must be

converted to the Zernike basis. This requires a modal decomposition method.

A distorted wavefront in the pupil plane can be expanded onto a sum of orthogonal

basis functions such as the Zernike polynomials {Zi} as:

φ(Rr) =
∞∑
i=2

aiZi(r), (2.50)

where R is the telescope radius, r is the position vector in polar coordinates and

ai are the coefficients.

A Shack-Hartmann wavefront sensor works by dividing the pupil into k subap-

ertures. The gradient of the wavefront at each subaperture is returned using a

centroiding algorithm. Taking the derivatives in x and y for each side in equation

(2.50) and averaging in each subaperture gives:

∂φ(Rr)
∂x

∣∣∣∣
l

=
∞∑
i=2

ai
∂Zi(r)
∂x

∣∣∣∣
l

, (2.51)

∂φ(Rr)
∂y

∣∣∣∣
l

=
∞∑
i=2

ai
∂Zi(r)
∂y

∣∣∣∣
l

, (2.52)

where l = 1, 2, ...k (ming Dai, 1996). The derivatives of Noll normalised Zernike

polynomials are given by Noll (1976):

∂Zi(r)
∂x

=
∑
j′

γxjj′Zj′ , (2.53)

∂Zi(r)
∂y

=
∑
j′

γyjj′Zj′ , (2.54)

where γxjj′ and γyjj′ are matrices defined in Noll (1975).
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2.5.3. Zernike Decomposition

Equations (2.51) and (2.52) can be rewritten in matrix form as:

S = GA, (2.55)

where S is a vector of the wavefront sensor slopes in x and y, A is a vector of

the Zernike coefficients and G is a matrix that contains the average gradients of

Zernike functions in each subaperture (ming Dai, 1996). This can be rearranged

to give the Zernike coefficients:

A = G+S, (2.56)

where G+ = (GTG)−1GT is the inverse of G. When (GTG)−1 is singular,

singular-value decomposition (SVD) is used to invert G.

In order to perform the SVD, the maximum number of modes that can be obtained

from the slopes is limited to the number of subapertures used. In practice, fewer

modes can be accurately measured. This is due to cross coupling and aliasing of

the higher order Zernike modes.
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Chapter 3

A Scintillation Correction

Technique using Tomographic

Wavefront Sensing: Simulation

3.1 Introduction

High precision ground-based time-resolved photometry is vital for a range of stud-

ies that look for small intrinsic variations in the intensity of astronomical sources.

These include observations of exoplanet transits, variable stars and stellar seismo-

logy. However, such observations can be significantly limited by the effects of the

Earth’s atmosphere.

As the light from an astronomical source passes through the atmosphere, high alti-

tude regions of optical turbulence induce wavefront aberrations, which then propag-

ate to produce spatial intensity fluctuations across the telescope pupil. These spa-

tial intensity patterns change over time as the turbulence evolves and translates

with the wind (Dravins et al., 1997a). This results in photometric noise known as

scintillation, which can be seen by the naked eye as the twinkling of the stars. For

time-resolved photometry on large telescopes, these intensity variations can be on

the scale of ∼ 0.1% to ∼ 1% (Osborn et al., 2015) averaged over exposures of a
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3.1. Introduction

few seconds. This significantly limits the ability to measure intrinsic variations of

bright objects on short time-scales.

For bright stars, where scintillation is the dominant noise source, the observations

are scintillation limited (Föhring et al., 2015). Hence, if this noise can be cor-

rected, substantially higher precision ground-based photometry could be achieved.

This could greatly enhance ground-based exoplanet transit follow-up observations,

such as the multi-spectral photometry of exoplanet transits used to determine the

composition of the exoplanet’s atmosphere (Madhusudhan et al., 2014). Atmo-

spheric scintillation correction could also lead to new avenues of research, such as

second-order Adaptive Optics for the direct imaging of exoplanets (Dravins et al.,

1998).

However, correcting scintillation noise is a significant challenge. Since scintilla-

tion is produced by high altitude turbulence, the range of angles over which it is

correlated is very small (Kornilov, 2012). Therefore, it cannot often be correc-

ted directly through differential photometry, as the probability of there being a

bright star within the iso-photometric angle, the angle in which the scintillation is

strongly correlated, is small. This angle is often smaller than the isoplanatic angle.

Several scintillation correction techniques have been proposed, including conjugate

plane photometry (Osborn et al., 2011), the use of a ferroelectric liquid-crystal

spatial light modulator to control the transmittance of a telescope pupil (Love and

Gourlay, 1996), using the achromatic nature of scintillation (Kornilov, 2011) and

differencing signals from binary stars (Ryan and Sandler, 1998), although currently

no such technique is in common practice.

Osborn (2014) proposed a new scintillation correction technique for large telescopes,

that uses the Wavefront Sensor (WFS) data from multiple guide stars near the as-

tronomical source of interest to tomographically reconstruct the phase aberrations

above the telescope. This 3D model of the phase aberrations can be used numer-

ically with Fresnel propagation to produce an estimate for the scintillation pattern

across the telescope pupil. This estimated scintillation pattern can then be used

48
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to correct the measured photometric data for the fluctuations due to scintillation.

The model is able to correct the scintillation in any direction within the Field of

View (FOV) and at any wavelength, and thus all objects within the field can be

corrected simultaneously.

A significant advantage of this proposed method is that, if desired, the numerical

scintillation correction can be applied using the wavefront sensors of any exist-

ing tomographic Adaptive Optics (AO) systems without the need for any addi-

tional instrumentation. In addition, this technique can be applied entirely in post-

processing and can therefore be optimised for any observation. Only the WFS data

and an estimate for the turbulence profile is required to perform the scintillation

correction, no real-time adaptive optical correction is needed. In addition, a sep-

arate turbulence profiler is not necessarily needed, as the turbulence profile can be

estimated from the WFS telemetry data if it is performed at a high enough frame

rate.

The proposed technique by Osborn (2014) required extensive testing and an on-

sky demonstration. A simulation was produced in advance of an on-sky test on

the Isaac Newton Telescope (INT) to model the performance of this technique, its

limitations and subsequently to find a suitable target for the on-sky experiment.

In this chapter, the results of this investigation are presented. The tomographic

algorithm used has been described in detail in section 2.4.

Section 3.2 describes the tomographic scintillation correction method. In section

3.3 the simulation is presented, and its assumptions are discussed. The results

from simulation are presented in section 3.4, including the optimisation of key

observing parameters. Section 3.5 describes the negative effects of using LGS and

the implementation of these in the simulation, and finally the results of simulating

the 4LGS facility on the VLT are presented. A brief discussion and conclusion to

the chapter is given in section 3.7.
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Figure 3.1: An example of the diffraction rings produced by the Fresnel propagation
of a 2.5 m circular aperture over 10 km in the V band.

3.2 Scintillation Correction Method

As shown in section 2.4, if the altitudes and relative strengths of the turbulent

layers above the telescope pupil are known, the WFS data from multiple guide

stars can be used with a tomographic reconstruction matrix to produce a 3D model

of the instantaneous phase aberrations above the telescope in the Zernike basis.

These reconstructed phase aberrations can be used with Fresnel propagation to

compute an estimate for the spatial intensity fluctuations across the pupil for each

frame. Integrating the estimated instantaneous spatial scintillation pattern over

the aperture for each frame gives the estimated intensity. This estimate of the

intensity fluctuations can then be used to normalise the measured photometry.

Large metapupils at each reconstructed layer are needed for the scintillation es-

timation. This is due to the Fresnel propagation producing diffraction rings at the

edge of the propagated pupil, as shown in Fig. 3.1. Hence, a pupil larger than the

telescope aperture is used in the Fresnel propagation to produce a reconstructed

scintillation pattern over a larger area from which the telescope pupil can be cut-

out. This prevents the addition of significant noise from the diffraction rings at the
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(a) (b) (c)

Figure 3.2: (a) A simulated scintillation pattern, (b) the low pass filtered sim-
ulated scintillation pattern and (c) the tomographically reconstructed simulated
scintillation pattern.

edge of the reconstructed scintillation pattern.

Since scintillation is produced by the high altitude turbulence, only the high alti-

tude reconstructed layers need to be propagated. Fortunately, since the metapupil

size is proportional to the altitude, as shown in Fig. 2.10 and Fig. 2.11, the

reconstructed layers of interest are over large metapupils.

The wavefront sensor effectively acts as a low-pass spatial filter, such that only

low order phase aberrations are measured. Since the timescale of the intensity

fluctuations is determined by the spatial scale and wind speed associated with the

high altitude turbulence, the temporal intensity fluctuations that can be corrected

depends on the spatial scales that can be reconstructed. Therefore, only the low

temporal frequency intensity variations can be corrected. This is demonstrated in

Fig. 3.2 which shows (a) a simulated scintillation pattern, (b) the low pass filtered

simulated scintillation pattern and (c) the tomographically reconstructed simulated

scintillation pattern. Comparing (a) and (c) it is not obvious that the tomographic

reconstruction is accurate since the scintillation pattern in (a) is visually dominated

by high spatial frequencies. However, comparing the low pass filtered scintillation

pattern in (b) with the tomographically reconstructed pattern in (c), it can be seen

that the tomography is accurately reconstructing the low spatial frequencies in the

scintillation pattern.
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The application of tomographic wavefront sensing for scintillation noise correction

places different requirements on the angular separation of the stars within the

asterism. This is because scintillation is produced by only high altitude turbulence.

At higher altitudes, there is less overlap between the WFS measurements, as seen

in Fig. 2.10. The altitude at which the guide star measurements no longer overlap

is given by hmax = D
θ , where D is the telescope diameter and θ is the angle between

the guide stars. Hence, for scintillation correction the stars must be much closer

to one another than is required for traditional AO (where the ground layer is often

dominant), in order to provide good sampling of these high layers. As such, this

method is better for large telescopes, for which the higher layers are better sampled.

Turbulent layers above the altitude at which the WFS measurements no longer

overlap will not be sampled and will add noise to the tomographic reconstruction.

Since compact asterisms are required, the sky coverage for scintillation correction

using Natural Guide Stars (NGS) is severely limited, with most targets of interest

not having sufficiently bright stars nearby to perform the correction. Hence, in

practice this technique requires Laser Guide Stars (LGS), a technology becoming

increasingly available at more telescope sites.

However, a key benefit to this method is that it can be easily applied to any existing

LGS tomographic AO system. The latest large and extremely large telescopes will

all be equipped with tomographic AO systems, such as the MORFEO (Ciliegi, 2021)

and HARMONI (Thatte et al., 2010) for the ELT, which are ideal bases for this

scintillation correction technique. The instrumentation could be setup to apply the

scintillation correction in real time, or it can be applied entirely in post-processing

using the WFS telemetry and the turbulence profile from WFS data. Correction in

post-processing is ideal as the data reduction can be optimised for each observation

and, so long as regular turbulence profiling is done, the tomographic reconstruction

matrix can be updated as often as necessary.
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3.3 Simulation

3.3.1 Simulation Flow Chart

To test this proposed method, a numerical Monte Carlo simulation was produced.

A flow chart of this simulation is shown below.

Load simulation parameters (telescope,

WFS exposure time, star magnitude etc.)

Generate phase-screen Monte Carlo representation of

atmosphere based on real SCIDAR turbulence profiles.

Produce the ‘measured’ photomet-

ric intensity using Fresnel Propagation.

Measure the phase aberrations in each star direction

and add WFS shot noise according to the light level.

Produce the tomographic reconstruction matrix.

Apply the reconstruction matrix to the WFS measure-

ments to get the reconstructed phase at each altitude.

Fresnel Propagation of the reconstructed phase

to get the estimated intensity fluctuations.

Correct the measured intensity using the

tomographically estimated intensity and

measure the scintillation correction factor.

The scintillation correction factor, the factor by which the scintillation index is

reduced, Cscint, is used to measure the performance of the method and is given by:
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Cscint = σ2
I

σ2
|I−Ir|

, (3.1)

where I is the measured intensity and Ir is the reconstructed intensity.

3.3.2 Assumptions

Several assumptions were made in the numerical simulation, which are outlined

below. All the simulations were performed in the V band unless stated otherwise.

• Taylor’s frozen flow hypothesis - the turbulent layers translate with the wind

and do not intrinsically evolve.

• The wavefront sensors measure the Zernike modes perfectly. The measure-

ments are assumed to be only limited by shot noise, which is added to the

measurements dependent on the light level. It is assumed the Zernike decom-

position of the WFS measurements is perfect.

• The same number of Zernike modes are used in the reconstruction of each

turbulent layer.

• The photometry is perfect and limited only by scintillation noise. There is

no systematic noise.

• The presence of the secondary mirror and its supports are ignored.

• The atmospheric turbulence is assumed to follow Kolmogorov statistics.

• It is assumed that the atmospheric turbulence profile above the telescope

pupil is measured perfectly and simultaneously.

Due to the above assumptions, the simulation results produce an upper limit for the

performance that can be achieved on-sky and in practice it is likely the correction

will be lower.
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3.3.3 Turbulence Profiles

SCIDAR data was used in simulation to provide accurate representations of the

atmosphere. The profiles used are shown in Fig. 3.3. These profiles were pro-

duced using hierarchical clustering of SCIDAR data (Farley et al., 2018) observed

in 2015 on the INT, La Palma, Spain. Each profile contained 100 layers which

were binned into fewer layers using the optimal grouping method. This grouping

method was chosen as it has been found to produce the most accurate atmosphere

models (Saxenhuber et al., 2017). The number of layers used depended on the sim-

ulation parameters, with fewer layers used for large telescope simulations to save

computational time. Hence, details of the number of layers used are given in each

subsection.

The wind velocity and direction information for each profile is limited due to the

difficulty in measuring such parameters. Therefore, where information was limited,

the wind velocity profile in Fig. 3.4 was used as an estimate for the wind velocity

at each altitude. This wind velocity distribution was measured for the night of

2013 September 13, JKT, La Palma, and shows a typical wind distribution for this

site.

3.4 Results

3.4.1 Exposure Time

One of the most important parameters of the instrument to optimise is the ex-

posure time. This is because the exposure time limits the signal measured, and

therefore the magnitude of the reference stars that can be used in the tomographic

reconstruction. Hence, the exposure time plays a significant role in the sky cover-

age. However, if the exposure time is too long, the scintillation signals that are to

be corrected are averaged out and therefore the correction factor is reduced.
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Figure 3.3: The fifteen C2
n(h) profiles measured in La Palma, Spain, as a function

of altitude used in the numerical simulation (Farley et al., 2018).
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Figure 3.4: The wind velocity profile used in the simulation taken from Shepherd
et al. (2013). This wind velocity distribution was measured for the night of 2013
September 13, JKT, La Palma and is a good example of a typical wind profile for
this site.

The finite exposure time was simulated by averaging a number of instantaneous

frames. For example, to simulate an exposure of 0.1 s, each WFS measurement was

taken as an average of twenty instantaneous frames separated at intervals of 0.005 s.

It should be noted that the exposure time results therefore depends significantly

on the number of frame sub-samples used and therefore the sampling of the phase

screens and the velocities of the turbulent layers. The number of sub-samples to

use for a given exposure time was established by measuring the residual error in

the Zernike coefficient measurement of the phase aberrations as a function of sub-

samples. The number of sub-samples at which there is no significant reduction in

the residual error is selected as a suitable number to simulate a long exposure.

A simulation for an INT scale telescope was produced. A two layer atmosphere

was used in numerical simulation, with one layer at 0 km with speed 5 ms−1 and

another at 10 km with speed 10 ms−1. The layers had equal weighting, and the total
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Figure 3.5: The scintillation correction factor as a function of the WFS reference
star magnitude for a range of exposure times for the INT. A two layer atmosphere
was used, with one layer at 0 km with velocity 5 ms−1 and another at 10 km with
velocity 10 ms−1. The layers had equal weighting, and the total atmosphere was
characterised by r0 = 0.2 m. Four stars were used in a square with sides of 10" and
a total of 52 Zernike modes were used.

atmosphere was characterised by r0 = 0.2 m. An asterism of four stars was used,

located in a square with sides of 10" to correct a central bright star of magnitude

V = 5. In total 52 Zernike modes were used for the WFS measurements and in the

tomographic reconstruction, which is the maximum number of modes that can be

reliably measured by an 8×8 WFS. For each light curve, 100 exposures were used

from which Cscint was measured.

Figure 3.5 shows the scintillation correction factor as a function of the WFS refer-

ence star magnitude for a range of exposure times. For all exposure times, the cor-

rection achieved starts to decrease significantly for magnitudes fainter than V = 11.

For longer exposure times, fainter stars can still achieve some correction. However,
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Figure 3.6: The scintillation correction factor as a function of the WFS exposure
time for the INT. A two layer atmosphere was used in simulation, with one layer at
0 km with velocity 5 ms−1 and another at 10 km with velocity 10 ms−1. The layers
had equal weighting, and the total atmosphere was characterised by r0 = 0.2 m.
Four stars of 8th magnitude were used in a square with sides of 10" and a total of
52 modes Zernike were used.

a maximum in the correction factor is achieved for an exposure time of 0.1 s. This

relationship is demonstrated in more detail in Fig. 3.6 which shows the Cscint as a

function of exposure time for four V = 8 magnitude stars used in the tomographic

reconstruction.

The performance that is achieved depends strongly on the exposure time. This

may be understood by considering the power spectra of the Zernike focal modes.

The defocus term of the high altitude turbulence makes the largest contribution to

the intensity fluctuations in the telescope aperture. Fig. 4.11 shows the simulated

power spectrum of the defocus Zernike term for a range of aperture sizes.

The frequency corresponding to the peak in this power spectrum depends on the
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Figure 3.7: The power spectrum of the defocus Zernike mode measured for simu-
lated atmospheric phase aberrations with an r0 = 0.1 m, as a function of frequency
f , for a 0.5 m, 1.0 m and 2.5 m telescope. The power spectrum has been normal-
ised by dividing by the maximum value, such that the location of the peaks can be
easily compared.

wind speed of the high altitude layer and the size of the telescope aperture. If the

exposure time is short, then the power is dominated by shot noise and thus low

correction is achieved. If however a long exposure time is used then only the power

in the low frequency tail is measured and corrected and hence a lower correction

factor is achieved.

Hence, an optimum exposure time exists, for a given aperture size and high layer

wind speed, where the scintillation correction factor will be maximised. As shown

in Fig. 3.7, the location of the peak scales with aperture size. Larger apertures

have a peak at a lower frequency and thus a longer exposure time. Hence, on

the largest telescopes, large scintillation correction factors can be achieved for long

exposure times.
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Figure 3.8: The star configurations tested in simulation. In configurations (a) and
(c) the target star measurements are also included in the tomographic reconstruc-
tion, whereas for (b) and (d) only the reference stars are used.

3.4.2 Configurations

Once the exposure time had been considered, the asterism configuration could be

investigated. This included the number of stars used, their angular separation, rel-

ative orientation, and their magnitude. A Monte Carlo simulation with an exposure

time of 0.1 s was used for an INT scale telescope. The aim of this investigation

was to find a suitable asterism for the on-sky experiment.

The configuration of stars investigated can be seen in Fig. 3.8. In total, four con-

figurations were investigated. In configurations (a) and (c) the target star meas-

urements are also included in the tomographic reconstruction, whereas for (b) and

(d) only the reference stars are used.

Similarly to section 3.4.1, a Monte Carlo simulation of a 2.5 m telescopes with a

two layer atmosphere was used, with one layer at 0 km with speed 5 ms−1 and

another at 10 km with speed 10 ms−1. The layers had equal weighting and the

total atmosphere was characterised by r0 = 0.2 m. Once again, 52 Zernike modes

were used in WFS measurements and in the tomographic reconstruction. Each

light curve was simulated with 100 exposures from which Cscint was measured.

Fig. 3.9 shows the average Cscint over all angular separations for each configura-

tion as a function of the star magnitudes. The correction decreases rapidly after a

magnitude of V ≈ 12 which agrees with the results from section 3.4.1. The perform-

ance of the four configurations does not vary significantly, however configuration
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Figure 3.9: The average Cscint versus the WFS reference star magnitude, mV . The
results are plotted for four asterism configurations, which are detailed in Fig. 3.8.

5 10 15 20 25 30 35
Angular Separation / arcseconds

0

5

10

15

20

25

30

Av
er

ag
e 
C

sc
in

t

(a)
(b)
(c)
(d)

Figure 3.10: The average Cscint versus the angular star separation in the asterism.
The results are plotted for four asterism configurations, which are detailed in Fig.
3.8.
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(a) which has the most stars consistently achieves a higher Cscint.

Fig. 3.10 shows the average Cscint over all star magnitudes for each configuration as

a function of the angular separation of the stars. The results for all configurations

show a sharp peak around 7". Below this angle, the scintillation correction factor is

low. This is due to the effects of the diffraction rings produced in the propagation

of the small metapupils, an example of which is shown in Fig. 3.1. Hence, a limit

on the smallest asterism that can be used exists. After the strong peak, there is

a slow decline. The dip between 10"-15" is a feature that arises from using the

Zernike polynomials. It’s possible that with many layers in the atmosphere this

feature will average out. As the metapupil size increases, the sampling of the high

altitudes is reduced and hence the level of correction is also reduced. The results of

this investigation will therefore depend on the altitude of the dominant high layer

turbulence and on the number of layers used. However, the general trend remains

the same.

When comparing the different configurations, it was found that adding or using

more WFS stars makes little difference. Any advantage in having more stars is

seen in the case of faint stars or at a large asterism separations. Fusco et al. (1999)

found similar results for tomographic AO when comparing the simulated Strehl

ratio against the number of stars used in the tomographic reconstruction. They

found little improvement when using more than three stars.

In reality, however, natural guide star asterisms are unlikely to be spaced in an

equilateral triangular configuration. To investigate how the relative star positions

affects the Cscint achieved, a simulation was produced using three reference stars.

Two of the stars’ positions were fixed in location and the third star position was

varied. The same simulation parameters were used as for the previous results in

this section.

The Cscint as a function of the relative position of the third star with respect to

the second reference star is plotted in Fig. 3.11. These results show that Cscint
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Figure 3.11: The Cscint against the location of the third star. The relative overlap
of the three stars measurements at 10 km is plotted for clarity.

rapidly decrease if the three stars are placed in a line. This can be understood by

the symmetry of the focal Zernike modes, since by only sampling along one axis

of the metapupil, it is not possible to distinguish between the 2nd order Zernike

modes. Therefore, this places a further restriction on the on-sky asterisms that can

be used.

3.4.3 Target Asterisms

The results from section 3.4.2 were used to find a suitable asterism for the on-sky

experiment on the INT. However, finding suitable targets for the INT is challenging

due to its relatively small aperture size of 2.54 m. A minimum of three stars are

required to perform the tomography, and in order to sample turbulent layers up to

∼ 20 km on the INT, a maximum angular separation of 21" between the stars is

required. Therefore, an asterism of at least three bright stars (below V = 11) all
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Table 3.1: The star magnitudes and relative positions of the potential target as-
terisms for observations at the INT. The brightest star was selected as the target
(star 2) and placed at the centre of the tomographic metapupils. The two addi-
tional reference stars’ (star 1 and 3) angular positions are given relative to the
target.

Target V magnitude Relative angular separations / "
star 1 star 2 star 3 star 1 star 2 star 3

Trapezium 6.384 5.061 6.55 [11.84, 6.30] [0,0] [-9.54, 8.53]
HD 206267 7.527 5.73 7.477 [-12.96, 18.72] [0,0] [19.09, -5.90]
HD 25298 9.981 9.469 10.507 [2.05, 11.88] [0,0] [-15.80, -12.96]

Table 3.2: The RA, Dec, and visibility period for the potential on-sky asterisms’.
The average scintillation RMS correction achieved in simulation is also given.

Target RA Dec Visibility in
La Palma

Simulated σI
reduction

Trapezium 05h 35m 24s -5◦ 27’ 0" August-March 3.2± 0.2
HD 206267 21h 38m 58s +57◦ 29’ 20" April-December 2.4± 0.2
HD 25298 04h 0m 55s -10◦ 26’ 58" August-March 2.7± 0.3

within 21" is needed. One of the three stars must be bright enough to be scintillation

limited for photometry in order to act as the target object. Additionally, the three

stars ideally should be configured such that they are not in a line and that the

direction of the brightest (target) star should be well sampled by the tomography.

Hence, only a handful of potential targets were found. Table 3.1 shows the three

best potential on-sky targets that are visible from La Palma that meet the criteria

discussed above. Each of these target asterisms were tested in simulation (details of

which are discussed in the next section). Table 3.2 shows the visibility period and

the average scintillation RMS correction achieved in simulation. Based on these

results, of the three asterisms found, the most suitable is the Orion Trapezium

Cluster. The Trapezium Cluster is a tight open cluster of stars in the heart of

the Orion Nebula and is a favourite target amongst tomography demonstrations

(Marchetti et al., 2007). Three of the stars from this cluster were chosen to perform

the tomography.

Fig. 3.12 shows a diagram of the Orion Trapezium Cluster. To perform the tomo-
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Figure 3.12: A schematic showing the Orion Trapezium Cluster. Each label defines
the name of the star, with Theta-1 Orionis A given by label A, Theta-1 Orionis B
given by label B and Theta-1 Orionis C given by label C etc. The stars used to
perform the tomography are Orionis A, C and D.

graphy, only three stars from this cluster were used. Theta-1 Orionis A, D and C

were used to perform the tomography and Theta-1 Orionis C, the brightest star,

was used as the target. The configuration of the three stars was chosen such that

the target star was at the centre of the tomographic metapupils to reduce the noise

produced by the artificially imposed diffraction rings. In the next section, the cor-

rection method is simulated using this asterism with multiple atmospheric layers

to determine the expected performance of this technique on-sky.

3.4.4 Layers

Another important question for the optimisation of the tomography is the number

of turbulent layers that should be used in the tomographic reconstruction matrix.

Up until this point, only 2 layer atmospheres have been used to save computa-

tional time. In this section, more accurate representations of the atmosphere are
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Figure 3.13: The average simulated Scintillation Correction Factor as a function
of the number of layers used in the tomographic reconstruction matrix for each
turbulence profile. The atmosphere for each profile was modelled with 15 layers

considered.

The number of layers required in the tomographic reconstruction was estimated us-

ing the 15 turbulence profiles measured on the INT in La Palma shown in Fig. 3.3.

Each profile contained 100 layers which were grouped using the optimal grouping

method (Saxenhuber et al., 2017) to produce a 15 layer atmosphere. The Orion

Trapezium was used in the simulation to test the correction that can be achieved

for a real target. For each atmosphere, the intensity of the target star was meas-

ured for a 0.1 s exposure time and a total of 100 frames. The intensity was then

corrected using a range of turbulence models with N layers where N = 2,3,...,15

in the reconstruction matrix. In each case, the altitudes and relative strengths of

the turbulent layers were estimated using the optimal grouping method. For each

profile, to avoid noise caused by diffraction rings, only layers above 1 km were
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included in the Fresnel propagation to produce the estimated scintillation pattern.

Fig. 3.13 shows the average scintillation correction factor as a function of the num-

ber of layers used in the tomographic reconstruction. On average, it was found that

a minimum of five layers were needed in the tomographic reconstruction algorithm

to accurately estimate the scintillation noise. Beyond five layers the average Cscint

levels off and therefore there is little benefit to using more layers in the reconstruc-

tion matrix. This is to be expected, as often the turbulence profile is dominated

by only a few strong layers. The optimal number of layers to use will depend on

the current turbulence profile and can be estimated visually.

The results from this simulation give an estimate for the scintillation correction

that could be expected on-sky for the Trapezium Cluster. It was found that using

five layers in the reconstruction matrix on average reduced the scintillation RMS

by a factor of 3.2±0.2. Using all fifteen layers only increases the factor to 3.3±0.1

which confirms that only five layers are needed in the reconstruction matrix to

accurately model the turbulence profile.

Fusco et al. (1999) found little improvement in their phase estimation when using

more than three layers. However, it is expected that for scintillation correction

more layers would be needed. This is because it is the high altitude layers that

produce the scintillation, whereas for AO correction, it is primarily the strong layer

near the ground that contribute the most to the phase distortions. Therefore, it

is likely that the two applications have different requirements, with scintillation

correction requiring more layers.

This simulation assumed perfect knowledge of the turbulence profile. Specifically, it

assumes that the turbulent layer altitudes and relative strengths have been perfectly

measured and that the only error in the correction therefore arises from estimating

the atmosphere with fewer layers. In the next section, the precision required for

the turbulence profile is investigated.
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Figure 3.14: The simulated Cscint as a function of the true turbulence altitude
and the altitude used in the tomographic reconstruction matrix. Three layers were
used, one layer at the ground with a weighted strength of 40% of the total C2

n, a
layer at 20 km with a weighted strength of 20% of the total C2

n, and a layer in the
middle which was varied from 500 m to 16 km with a weighting of 40% of the total
C2
n.

3.4.5 Turbulence Profile Knowledge

An important measurement for the tomographic scintillation correction technique

is the turbulence profile. Knowledge of the altitude of the turbulent layers is

vital for both performing the tomographic reconstruction, and in performing the

Fresnel propagation to produce the scintillation pattern estimation. Hence, it is

essential that measurements of the turbulent layer altitudes are accurate. In these

simulations, perfect knowledge of the turbulence profile has been assumed, but a

key question is to what precision must the altitudes be known?

The required precision for the turbulent layer altitudes was investigated by sim-
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Figure 3.15: The simulated Cscint for a turbulent layer at an altitude of 10 km
as a function of the turbulent layer altitude used in the tomographic algorithm
for a perfectly reconstructed layer in blue and for a reconstructed layer with noise
in orange. This demonstrates how underestimating the turbulent layer altitude is
favoured in the tomographic reconstruction as any noise in the reconstructed signal
scales with the propagation distance.

ulating atmosphere models and varying the altitudes used in the tomographic re-

construction matrix - i.e. assuming imperfect knowledge of the turbulence profile.

An atmosphere with three layers was used, characterised by an r0 of 0.2 m. The

model consisted of one fixed layer at the ground with a weighted strength of 40%

of the total C2
n, a fixed layer at 20 km with a weighted strength of 20% of the total

C2
n, and a layer in-between which was varied from 500 m to 16 km with a weighting

of 40% of the total C2
n. Perfect knowledge of the fixed layers was assumed in the

tomographic reconstruction matrix, with no knowledge of the third layer position.

Fig. 3.14 shows the Cscint measured as a function of the true turbulent layer altitude

on the x-axis and the turbulent layer altitude used in the reconstruction on the y-
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axis. From this plot, it can be seen that the scintillation factor reduces rapidly

when the reconstructed altitude is higher than the true altitude of the turbulent

layer. Since the scintillation noise is proportional to the propagation distance, this

result implies that overestimating the scintillation noise results in a lower Cscint.

When the altitude of the reconstructed layer is lower than the true altitude of the

layer, the Cscint reduces much more slowly. This is due to the presence of noise

in the reconstructed turbulent layer. This is demonstrated further in Fig. 3.15

which shows the simulated Cscint for a turbulent layer at an altitude of 10 km as

a function of the turbulent layer altitude used in the tomographic algorithm for

a perfectly reconstructed layer in blue and for a reconstructed layer with noise

in orange. In the presence of noise, underestimating the turbulent layer altitude

is favoured in the tomographic reconstruction, as any noise in the reconstructed

signal scales with the propagation distance in the Fresnel propagation.

The average standard deviation along the x-axis in Fig. 3.14 is 2.1 km, implying

that such precision is needed for the turbulent layer altitudes in the tomographic

reconstruction, however this is clearly skewed towards a lower reconstruction alti-

tude. A stereo-SCIDAR instrument on the INT can measure the turbulence profile

with a precision of 250 m intervals, and therefore is well within the requirements

for the tomographic reconstruction.

3.4.6 Wavelength

Up until now, all the simulations have been performed in the V band. However,

a promising application of the scintillation correction technique is multi-spectral

observations of exoplanet transits in order to determine details of the exoplanet

atmosphere. Hence, an important investigation is the scintillation correction per-

formance as a function of wavelength.

A simulation was produced that uses the same seeded random phase screens in dif-

ferent wavebands to determine how the scintillation correction varies with wavelength.
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Figure 3.16: The Cscint on the left and the corrected scintillation index on the
right as a function of the waveband used. The u, g, r, i and z bands were used in
simulation on the same simulated atmosphere.

The wavebands chosen were the u, g, r, i and z bands. The median five layer profile

for the La Palma SCIDAR data was used in numerical simulation. Fig. 3.16 shows

the Cscint on the left and the corrected scintillation index on the right against the

waveband used. It was found that the longer wavelengths resulted in a higher Cscint

and resulted in a lower corrected scintillation index. This is to be expected, since

the spatial scales of the intensity fluctuations will be larger for longer wavelengths

as the Fresnel radius scales with wavelength. The correction technique favours

lower spatial orders and hence longer wavelengths.

3.4.7 Sky Coverage

Another key question is whether substantial sky coverage can be achieved for this

technique using NGS. For a large telescope, longer exposure times and wider as-

terisms can be used and hence a larger sky coverage might be expected.
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Figure 3.17: The scintillation correction factor against the magnitude of the ref-
erence stars used to perform the tomography for a VLT scale NGS tomographic
system.

To determine the sky coverage for a tomographic AO system on a large telescope,

a simulation for an 8 m class telescope was produced. Eighteen Paranal SCIDAR

profiles each with 5 layers were used. A configuration with a very bright scintillation

limited target star (V=5) was chosen, with 4 stars in a square with sides of 63

arcseconds. The magnitude of the 4 reference stars was varied from 8 to 14. A 1 s

exposure time and a 16 × 16 WFS was used for each guide star from which 100

Zernike modes (a more than sufficient number of modes, well within what could

be reasonably measured) were used in the tomographic reconstruction. It was

assumed the observation was near zenith. The scintillation correction factor was

then plotted against the reference star magnitudes. The results of this simulation

are shown in Fig. 3.17.

The scintillation correction factor reduces significantly as the reference stars used to
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perform the tomography get fainter. Hence, brighter stars (V ≤ 10) are required

to perform the tomography with sufficient accuracy. As such, the expected sky

coverage for an NGS tomographic system would be negligible, despite the fact that

a longer exposure time and wider asterism are used. In addition, even if there

were enough stars within the asterism required, the probability of it being in a

suitable configuration would be small. Therefore, the use of LGS are required.

The 4LGSF of the VLT, which have magnitudes V ∼ 8 and therefore provide more

than enough flux for this application. Fortunately, the majority of the newest

large and extremely large telescopes, such as the ELT, will be equipped with LGS

facilities for tomographic AO and therefore this requirement will already be met.

3.5 Laser Guide Stars

In practice, the likelihood of finding enough bright natural guide stars within the

field of view of interest is small, and the likelihood of the bright stars being in

a suitable configuration for the tomography is even smaller. Therefore, artificial

reference stars are needed (Rigaut and Neichel, 2018). Several such artificial stars

have been proposed, including using planes equipped with bright lights (Linnick,

1957). The more practical solution is to use lasers, which was first proposed by

Foy and Labeyrie (1985).

Sodium LGS are artificial stars produced by the excitation of the sodium layer

(at approximately 90 km) in the mesosphere by lasers. The excited sodium atoms

re-emit the laser light, to produce an artificial star. The back-projected light can

then be used for sensing the wavefront aberrations (Clare et al., 2010).

Although laser guide stars can provide a full sky coverage, they have several effects

that need to be accounted for. These are the cone effect, tip/tilt indeterminacy

and spot elongation. The details of each of these effects are discussed below.
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Figure 3.18: The focal anisoplanatism (cone effect) produced by the finite height
of an LGS.

3.5.1 Focal Anisoplanatism

A significant problem with using LGS is the cone effect or focus anisoplanatism.

For NGS, the light propagates through the atmosphere in a cylinder as the star can

be considered to be an infinite distance away. However, an LGS is a point source at

a finite height (90 km) and therefore the light propagates through the atmosphere

in a cone shape. This means high altitude turbulent layers are sampled by a smaller

area. This is demonstrated in Fig. 3.18. This difference in sampling causes errors

in the measurement of the optical phase aberrations of the incoming wavefronts.

This is a problem for scintillation correction, since it is the high altitude layers,

which are less sampled, that produce the scintillation noise, and are therefore the

layers of interest.

Hence, for an LGS, the measured phase in direction αi is given by:

Φm(r,αi) =
Nt∑
j=1

φj

((
HLGS − hj
HLGS

)
r + hjαi

)
+ ni(r), (3.2)
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Figure 3.19: The tip/tilt indetermination due to the uplink of the LGS beacon
through turbulence.

where HLGS is the altitude of the LGS, hj is the altitude of the turbulent layer j

(Rosensteiner and Ramlau, 2013). This equation was used to simulate the WFS

measurements for each LGS. The projection matrix, MNEL
NGS

, was also edited to

include the cone effect in the reconstruction matrix.

3.5.2 Tip/Tilt Indetermination

For an LGS, it is impossible to determine the tip/tilt modes of the atmospheric

turbulent layers, as the position of the LGS has been affected by the up-link of the

laser light as it passes through the atmosphere on its way up to the sodium layer.

This effect is demonstrated in Fig. 3.19. The wavefront sensor measurements are

given by the sum of the perturbations in both directions, thus making it impossible

to determine the tip/tilt mode of the wavefront on the down-link.

This can be mitigated by using an NGS close to the target to measure the tip/tilt

modes (Rigaut and Neichel, 2018). However, any differential in the tip/tilt between

the LGS reference stars used to perform the tomography cannot be measured.
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For the simulations, it was found that the tip/tilt was not needed in the recon-

struction matrix to get an accurate estimate for the scintillation noise. Since the

asterisms used are relatively small, any differential tip/tilt measured between the

LGS at the turbulent layers are small, and therefore it is primarily the focal Zernike

modes that contribute to the scintillation noise. Hence, the tip/tilt indetermina-

tion is not a significant problem for scintillation correction. However, it could be

a problem if larger asterisms are used. In practice, it is likely the observer may

also want to do AO correction on the target and therefore a faint NGS would be

needed.

3.5.3 Temporally Varying Sodium Layer Altitude

The atomic density distribution within the sodium layer is constantly changing,

which means the altitude of the sodium layer, and therefore the LGS, varies over

time. The sodium layer altitude can vary throughout an observation from as much

as 85-105 km (Marin et al., 2015). These altitude variations translate into focus

variations, which cannot be distinguished from atmospheric focus changes (Rigaut

and Neichel, 2018). Hence, to measure the focal Zernike modes, the altitude of the

LGS must be known. In addition, the LGS altitude is needed to accurately model

the cone effect in the tomographic reconstruction matrix - if the altitude is varying,

then the relative sampling of each turbulent layer changes.

Not only is the varying altitude a problem, but the differential focus error between

the LGS is also significant. The obvious solution to this problem is to have an off

axis telescope observing the LGSs. The absolute altitude of the LGSs can be derived

by a triangulation method using NGS trails behind the laser streaks (Neichel et al.,

2013). Since the tomographic reconstruction is done in post-processing, the varying

altitude of the LGSs effects on the sampling of each turbulent layer can then be

included in the tomographic reconstruction. Hence, in the simulations it has been

assumed that the altitudes of all the LGS are known and hence the focal modes

can be measured perfectly.
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Figure 3.20: The spot elongation for each LGS in each subaperture. Each LGS
location is noted by a coloured cross. The spot elongation in each subaperture for
each LGS is given by an ellipse in its corresponding colour.

3.5.4 Spot Elongation

Another effect of using LGS that needs to be taken into account in the simulation

is the elongation of the Shack–Hartmann wavefront sensor subaperture images.

This effect is due to the finite thickness of the sodium layer and parallax, result-

ing in elongated cigar shaped WFS spots. This increases the noise in the slope

measurements for each direction and also induces a correlation between the x and

y directions (Clare et al., 2010). The spot elongation for four LGS on a WFS is

shown in Fig. 3.20.

The elongation of the Shack–Hartmann spots is given by the vector β = (βx, βy),

where the magnitude β is the projection of the Full-Width Half Maximums (FWHM)

of the sodium profile in the field of view (Tallon and Foy, 1990). The spot elonga-

tion is therefore given by (Clare et al., 2010):

β = cos (z)bt
h2 , (3.3)
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where z is the zenith angle, b is the baseline vector between the launch telescope

and the subaperture, t is the thickness of the sodium layer, and h is the mean

height of the sodium layer above the telescope. Hence, the spot elongation will

also vary over time as the sodium layer height and thickness changes.

When there is no elongation, the WFS subaperture images can be considered as

a symmetric Gaussian with a FWHM of θ. For an LGS, the subaperture images

become elongated such that the FWHM becomes θ and
√
θ2 + β2 along the main

axis. The noise covariance matrix Clgs
n will become a block diagonal of 2× 2 cov-

ariance matrices of x and y coordinates for each subaperture. The noise covariance

matrix CK of the kth WFS subaperture is then given by (Tallon and Foy, 1990):

Ck = σ2
n

1 + β2
x/θ

2 βxβy/θ
2

βxβy/θ
2 1 + β2

y/θ
2

 , (3.4)

where σ2
n is the variance of the error on the centroid measurements.

To get the noise on the Zernike coefficients, the noise covariance matrix must

be converted to the Zernike basis. This is done using the Zernike reconstruction

matrix, Mzr, such that:

Clgs
nzr = MzrC

lgs
n MT

zr. (3.5)

This new noise covariance matrix was used in the simulation to both model the noise

of theWFS measurements and to model the noise in the tomographic reconstruction

matrix. The height of the LGS was assumed to be 90 km with a thickness of

10 km (Neichel et al., 2013). It was assumed that these did not vary during the

observation.

3.5.5 Implementation on LGS AO facility

Based on the results for the sky coverage, it is clear that an ideal application

of this method requires an LGS facility. However, whilst LGS provide full sky

coverage, there are several disadvantages to their use including the cone effect, the

tip/tilt indetermination problem and spot elongation. The 4LGSF on the VLT was
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Figure 3.21: An example simulated light curve for the 4LGSF on the VLT. The
measured normalised intensity, tomographically reconstructed normalised intensity
and corrected intensity are plotted.

simulated with these effects included to estimate the scintillation correction that

can be achieved on a full tomographic AO system with LGS.

To summarise, the cone effect was included by setting an LGS height of 90 km in

the WFS measurements and in the reconstruction matrix as described by Rosen-

steiner and Ramlau (2013). The LGS spot elongation was included in the WFS

noise model using the noise covariance matrix defined by Clare et al. (2010). The

tip/tilt indetermination was included in the simulation by excluding tip/tilt from

the tomographic reconstruction matrix. On-sky, the target NGS could be used to

measure the tip/tilt. It is expected that any differential tip/tilt between the LGS

at the high altitude layers are likely small, as there is significant overlap in the

WFS measurements. It is assumed that the height of the LGS are known, and

hence the remaining Zernike modes can be measured perfectly.
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The VLT was simulated with the four LGS in a square with sides of 63" with a

scintillation limited target star in the middle and it was assumed that the observa-

tion was near zenith. A one second exposure time was used and 100 Zernike modes

were employed in the tomographic reconstruction. The expected shot noise for a

magnitude V = 8 LGS with a 16 × 16 WFS was added to the measured Zernike

modes for each guide star. Eighteen turbulence profiles measured in Paranal (Far-

ley et al., 2018) were used in simulation, each compressed to 5 layers using an

optimal grouping algorithm. A total data acquisition of 100 s was simulated for

each turbulence profile.

Fig. 3.21 shows an example of the measured normalised intensity, reconstructed

intensity and corrected intensity for one of the turbulence profiles. The noise has

been substantially reduced in the corrected light curve. The correlation between

the measured and reconstructed intensity is 0.98 which results in a scintillation

correction factor of 22 - a reduction in the scintillation RMS noise by a factor of

4.7. It was found that on average for all the turbulence profiles the scintillation

RMS noise was reduced by a factor of four. This is slightly reduced from the factor

of 5.5 (Cscint = 30) that was measured for the same configuration with V = 8 NGS

in Fig. 3.17.

These simulations assume perfect knowledge of the turbulence profile and sets the

number of reconstructed layers equal to the number of layers in the atmosphere.

In addition the WFS measurements are assumed to be limited only by shot noise.

Therefore, these simulations give an upper limit of the performance that can be

expected for an LGS facility.

Whilst a tomographic AO system will be operating at very high frame rates, the

wavefront and the intensity temporally average in the same way. Hence, the recon-

structed intensity can be temporally binned (so long as the scintillation remains

the dominant noise source) to apply correction over longer exposures for the pho-

tometric data.
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Figure 3.22: The theoretical scintillation noise as a function of exposure time and
aperture size used (a) without any correction and (b) with scintillation correction
by a factor of four.

3.6 Exoplanet detections with scintillation correction

Based on simulations of the tomographic scintillation correction technique on the

VLT with 4LGS, it is expected that the scintillation noise RMS could be reduced

by a factor of four. A key question is what impact such a noise reduction would

have on astrophysical measurements using time-resolved photometry, for example,

the detection and measurement of transiting exoplanets.

Fig. 3.22 compares the scintillation noise as a function of exposure time and aper-

ture diameter with and without scintillation correction, assuming a reduction in

the scintillation noise RMS by a factor of four. The scintillation noise was estim-

ated using Eq. 2.20 for median atmospheric conditions in La Palma. Without

scintillation correction, high SNRs for observations of Earth sized planets around

sun like stars can only be achieved with large telescopes and long exposure times

of more than a minute. Reducing the scintillation noise by a factor of four enables

such observations with a good SNR on much smaller telescopes and with much

shorter exposure times of less than 10 s.
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In practice, a lot of the scintillation limited stars will likely have larger radii than

the Sun, and therefore to detect an Earth sized planet from the ground would

require less noise. However, reducing the scintillation noise by a factor of four

will significantly reduce the error in ground-based exoplanet parameters, since the

scatter on the astrophysical parameters of the exoplanet transit scales linearly with

the scintillation noise within a gradient in the range of 0.68 – 0.80 (Föhring et al.,

2019).

3.7 Discussion and Conclusions

In summary, simulations of a scintillation correction technique for large telescopes

using tomographic wavefront sensing show promising results. The importance of

the WFS exposure time on the scintillation correction has been investigated, as

well as the configuration and magnitudes of the reference stars used to perform

the tomography. It was found that only three stars are needed for a reasonable

correction, which is in agreement with the findings of Fusco et al. (2001) for tomo-

graphic AO. Based on these investigations, three suitable asterisms were found for

the on-sky demonstration at the INT.

The Trapezium cluster was used to determine the expected on-sky performance for

a real target asterism. Fifteen SCIDAR turbulence profiles observed in La Palma

were used in the numerical simulation, each with 15 layers. An average reduction

in the scintillation RMS of 3.2± 0.2 was achieved in simulation. It was found that,

on average, five layers were necessary to sufficiently model the turbulence profile

in the tomographic reconstruction matrix and that the turbulence profile needs to

be measured with a precision of approximately 1 km.

Results from simulation show that even for the largest telescopes, a significant

sky coverage cannot be achieved using NGS. Hence, for most targets of interest,

LGS are required. Simulations of the 4LGSF facility on the VLT show that high
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scintillation correction factors of up to ∼ 25 could be achieved, with an average

correction factor of ∼ 16 across 18 turbulence profiles.
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Chapter 4

First on-sky demonstration of a

scintillation correction technique

using tomographic

wavefront-sensing

4.1 Introduction

The previous chapter investigated the scintillation correction technique proposed

by Osborn (2014). These simulations found three suitable targets for the INT

observations, where the high altitude turbulent layers are well sampled. Simulating

the Orion Trapezium Cluster suggested that the scintillation RMS could be reduced

by a factor of 3.4.

A simple experiment that uses a single SHWFS and a SCIDAR instrument was

devised to test the tomographic scintillation correction technique on-sky. An ob-

serving run of five nights on the INT in La Palma was done in September 2021 and

a second observing run of five nights was done in May 2022.

In this chapter, the results from these on-sky experiments are presented. These
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results have been published (Hartley et al., 2023a) and presented at a conference

(Hartley et al., 2022). Section 4.3 details the data acquisition and in section 4.4 the

data reduction techniques used in this demonstration are discussed. In section 4.5

the on-sky results from the 2021 run are presented and compared to simulations. In

section 4.6 the results from a simulation investigating the importance of updating

the tomographic reconstruction matrix regularly is presented. These results are

discussed and concluded in section 4.8. In section 4.7 the results from the May

2022 run on a different target are presented and discussed.

4.2 Performance Metrics

The performance of the correction technique is determined by measuring the Pear-

son r correlation coefficient between the measured intensity and the tomograph-

ically reconstructed intensity. The Pearson r coefficient measured between two

variables x and y is given by:

r =
∑(xi − x̄)(yi − ȳ)√∑(xi − x̄)2∑(yi − ȳ)2 , (4.1)

which is equivalent to:

Cor(x, y) = Cov(x, y)√
σ2
xσ

2
y

, (4.2)

where Cov(x, y) is the covariance between x and y.

The performance is also measured in terms of the ‘scintillation correction factor’

which is the factor by which the scintillation index has been reduced. The reduction

in the measured scintillation index that can be expected is directly related to

the correlation coefficient measured between the measured photometry and the

reconstructed intensity.

The corrected light curve will have a measured variance of:

〈|I − Ir|2〉 = 〈I〉2 + 〈Ir〉2 − 2〈I, Ir〉 = σ2
I + σ2

Ir
− 2Cov(I, Ir), (4.3)
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where I is the measured intensity and Ir is the reconstructed intensity. Assuming

that σ2
I ≈ σ2

Ir
, then:

〈|I − Ir|2〉 = 2(σ2
I − Cov(I, Ir)). (4.4)

The scintillation correction factor, which is defined as Cscint, is given by:

Cscint = σ2
I

σ2
|I−Ir|

, (4.5)

which is equivalent to:

Cscint = σ2
I

2(σ2
I − Cov(I, Ir))

= 1
2(1− Cor(I, Ir))

. (4.6)

The correlation coefficient and the scintillation correction factor are the metrics

used to measure the performance of this technique. To achieve any correction

in scintillation noise a correlation coefficient of greater than 0.5 is required. In

order to halve the scintillation RMS noise, a scintillation correction factor of 4 is

needed and thus a correlation coefficient of 0.875 is required. Fig 4.13 shows the

relationship between the scintillation correction factor and correlation coefficient,

helping to visualise the correlation coefficient required for scintillation correction

levels. It also indicates the effect of noise on the data reduction optimisation as

discussed in Section 4.5.3.

4.3 On-Sky Experiment

The data presented in this chapter were recorded on the 19th of September 2021

using the INT at the Roque de los Muchachos Observatory in La Palma. This

proof of concept experiment was designed with a single WFS and stereo-SCIDAR

turbulence profiler attached to the INT. The single 10 × 10 WFS was used to

measure the wavefront aberrations for all three of the stars. The WFS data was

also used to perform the aperture photometry. This greatly simplified the data

acquisition as only a single camera was needed to collect all of the tomographic
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Figure 4.1: A photo of the instruments connected to the INT. Label A shows the
prism that is used to divert the telescope focus into one instrument or the other,
label B shows the SCIDAR instrument and label C shows the WFS optics and
detector.

Figure 4.2: A ray diagram showing the instruments connected to the INT. Label
A shows the prism that is used to divert the telescope focus into one instrument
or the other, label B shows the SCIDAR instrument and label C shows the WFS
optics and detector.
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and photometric data and ensured the two were synchronised. Fig. 4.1 shows a

photograph and Fig. 4.2 shows a ray diagram of the SCIDAR andWFS instruments

attached to the INT. The SCIDAR measurements and WFS data measurements

were taken in succession with the reflecting prism at label A used to switch between

the two instruments by offsetting the telescope. Hence, the profiling and WFS

measurements were not taken simultaneously.

The WFS optics comprised of a collimating lens, V band filter, a lenslet array and

a detector. A ZWO ASI 1600MM camera was chosen as a suitable detector for the

WFS frames due to the CMOS camera’s large format, meaning all the stars WFS

data can be encompassed, and fast readout with low read-out noise meant that

short exposure times could be used. The photometric performance of the camera is

also of good standard, although it was found that the bias level varied from frame

to frame. Hence, a bias level was measured and subtracted for each frame.

At this time of year, in September, the Trapezium Cluster did not rise until early

in the morning, reaching an altitude of 40 deg around 5:30 am. Hence, the ob-

servations were taken at a low elevation angle. Throughout the observations, the

Trapezium was rising and thus changes in airmass added systematic trends to the

photometry.

In simulation it was found that the technique works well using exposure times

much longer than those typically used for AO correction. This is because both the

wavefront measurements and intensity fluctuations average over time in the same

way. Therefore averaging the wavefront measurement does not bias the reconstruc-

ted intensities. Hence, good correction can still be achieved with longer exposure

times so long as the temporal fluctuations remain detectable. In addition, because

the correction is performed in post-processing and open loop, a very short expos-

ure time is not necessary. A range of exposure times were used to investigate the

correction performance as a function of exposure time used. The WFS data was

collected in contiguous data packets of 50 frames with exposure times of 0.01 s,

0.1 s and 1 s. In simulation a 0.1 s exposure time resulted in the highest scintilla-
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tion correction factors. This can be understood by considering the power spectrum

of the intensity fluctuations and is discussed further in section 4.5.4.

4.4 Data Reduction

There are multiple steps to performing the data reduction which are outlined below.

Each step was optimised to achieve the best performance.

1. The centroids for each of the three stars of interest are measured from the

WFS data.

2. The aperture photometry of the target star is measured from the WFS frames.

3. The measured star centroids are converted to Zernike modes using a Zernike

decomposition matrix.

4. The SCIDAR data is used to estimate the turbulence profile and an optimal

grouping method (Saxenhuber et al., 2017) is used to compress the profile to

fewer layers.

5. The tomographic reconstruction matrix is produced using the estimated tur-

bulence profile and star cluster geometry and is applied to the measured

Zernike slopes to get the reconstructed phase at each altitude.

6. The reconstructed phase is used numerically with Fresnel propagation to

produce an estimate for the scintillation pattern across the telescope pupil.

7. The measured target light curve is normalised using the summed estimated

scintillation patterns and the correlation coefficient and scintillation correc-

tion factor is measured.

In this section, each step in the data reduction pipeline is given in more detail with

information on the optimisation performed for each step.
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Figure 4.3: Example of a 0.1 s WFS frame. The colours have been inverted and a
maximum pixel value set such that the fainter stars can be more easily seen.

4.4.1 Centroiding

The use of a single WFS to measure the spot centroids for all three stars, whilst

greatly simplifying the data acquisition, created more challenges for measuring the

centroids and performing the aperture photometry. Fig. 4.3 shows an example

image of a 0.1 s WFS frame. The image produced by each subaperture is crowded,

with 4 stars in each. As such, windowing was required to prevent contamination

from neighbouring stars and masking was used.

As can be seen in Fig. 3.12, there is a faint companion star next to Theta-1 Orionis
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Table 4.1: A table of the average photometric SNR measured for the target star in
each subaperture for each exposure time.

Exposure Time 0.02 s 0.1 s 1 s
Measured SNR 13 21 50

C labelled as F. This faint star, V = 10.2, can also be seen in the WFS data. Due

to its close proximity to the target star, it is included in the aperture photometry.

Hence, some noise is introduced. However, this star is significantly fainter than the

target star and hence any noise addition will be small.

The target star is significantly brighter than the other reference stars and if it

strays into the window of the neighbouring star, its intensity significantly skews

the measured centroid. As such, once the centroids of the target star had been

measured, a mask was applied to each frame to block out the light of the target

star for each subaperture, thus reducing contamination from the target star in

measuring the centroids for the other, fainter stars.

The Centre of Gravity (CoG) method was used with optimal windowing and

thresholding. The optimisation was performed by maximising the scintillation cor-

rection performance. Each subaperture had a width of 42 pixels. A window centred

on the average spot position of each star corresponding to each subaperture was

used. A window of 18 × 18 pixels for the brighter target star and 16 × 16 pixels

for the companion stars was found to be optimal, with a threshold of 0.4. Fig. 4.4

shows the Cscint achieved for a data packet against the window size. A peak around

16 pixels can be seen. For windows larger than 20 pixels the correction drops sig-

nificantly due to contamination from the neighbouring stars. Fig. 4.5 shows the

Cscint against threshold value for a single data packet. The threshold required is

relatively low. This is likely due to the stars being very bright and in small win-

dows. Therefore, the background noise is low. In total, 75 subapertures were used

in the tomographic reconstruction. Table 4.1 shows the average photometric SNR

measured for over all subapertures for each exposure time.
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Figure 4.4: The scintillation correction factor achieved for a 0.1 s data packet as a
function of the WFS CoG windowing used.
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Figure 4.5: The scintillation correction factor achieved for a 0.1 s data packet as a
function of the WFS CoG thresholding used.
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Figure 4.6: The measured Zernike mode variance for Theta-1 Orionis C, D and A.
The expected variance for r0 = 0.16 m is also plotted.

4.4.2 Zernike Decomposition

Converting the centroids to Zernike modes was done using a Zernike decomposition

matrix. As shown in Fig. 4.6, the measured variance of the reconstructed Zernike

modes across the telescope aperture for each star closely follows the expected vari-

ance for Kolmogorov turbulence, for r0 = 0.16 m measured from the SCIDAR

profiles (Noll, 1976). This suggests the Zernike decomposition (ming Dai, 1996)

has been implemented accurately and that the average r0 value has not changed sig-

nificantly over the data run. The excess variance for the first order modes (tip/tilt)

is likely due to tracking errors.

Since scintillation noise is produced by the low order spherical modes of the incom-

ing wavefront in high turbulent layers, the most significant modes that need to be

measured are the low order spherical modes. Fig. 4.6 shows that the atmospheric
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phase variance associated with low order modes is much greater than for higher or-

der modes, as expected. Using higher order modes adds noise to the reconstruction

whilst providing little additional atmospheric correction.

The number of Zernike modes used in the tomographic reconstruction matrix was

optimised for each individual data packet by finding the maximum scintillation

correction as a function of the number of modes used to perform the correction.

All the layers were reconstructed with the same number of Zernike modes. The

average measured scintillation correction factor as a function of the Noll index for

the 0.1 s data packets is shown in Fig. 4.7. A peak around 8 modes is seen. Includ-

ing higher orders in the reconstruction matrix, reduces the scintillation correction

factor achieved. This suggests that only low orders are required for the scintillation

correction. This is to be expected as the defocus term (j=4) of the high altitude

turbulence makes the largest contribution to the intensity fluctuations.

4.4.3 Photometry

Aperture photometry was performed on the target star in each subaperture and

summed over all the subapertures. An annulus was used to measure the median

background value for each subaperture to correct any field dependent background

noise.

The crowding of WFS images resulted in several challenges in performing the pho-

tometry. Firstly, the crowded field severely limited the size of the aperture that

could be used to perform the photometry. In addition, measuring an accurate sky

background was challenging due to nearby stars contaminating the annulus. To

overcome this, a mask was applied to the annulus to try to avoid contamination

by neighbouring stars skewing the measured background. A standard SNR versus

aperture plot could not be used to determine the optimum aperture size to use

since beyond a certain size the aperture was contaminated with the light from the

neighbouring stars. Hence, the size of aperture used had to be optimised based on
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Figure 4.7: The average measured scintillation correction factor as a function of
the Noll index for the 0.1 s data packets. A peak around 8 modes suggest that only
low orders are required for the scintillation correction.

the tomographic scintillation correction performance achieved. In addition, meas-

uring the photometry with the subapertures also increased the total read-out noise.

However, it is still an insignificant noise source in comparison to the scintillation

noise as shown in table 4.2.

The light curve obtained also contained slowly varying systematic trends. These are

most likely due to changes in the airmass during the observation as the observations

were taken at low elevations, as well as irregularities across the field. These could

not be corrected via standard differential photometry due to the addition of random

intensity fluctuations from the fainter comparison stars since the shot noise of the

fainter comparison stars will dominate the measurement. Hence, a curve fitting

algorithm was used to correct these low order systematic trends. A low order

polynomial was fit to the entire light curve and used to remove the systematic
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Table 4.2: A table to compare the measured scintillation index and SNR to the
expected scintillation index and SNR from the theory.

Exposure Time 0.01 s 0.1 s 1 s
Expected Scintillation Index 1.9× 10−5 4.4× 10−5 4.4× 10−6

Average Measured Scintillation Index 3.7× 10−5 4.2× 10−5 7.6× 10−6

Average Measured Scintillation RMS 6.1× 10−3 6.5× 10−3 2.8× 10−3

Expected Shot Noise RMS 4.7× 10−4 2.1× 10−4 6.0× 10−5

Read-out Noise RMS 6.2× 10−5 1.2× 10−5 1.2× 10−6

trends (Poddaný et al., 2010) (Tamuz et al., 2005). This is not ideal as it is difficult

to distinguish between systematic trends and low order scintillation variations.

However, the power spectrum of the low order systematic trends shown in Fig.

4.11 clearly shows the power is in much lower frequencies than the frequency of

the peak in the power of the scintillation. Thus, it is likely to be primarily low

order systematics that were corrected and not scintillation noise. In addition, this

correction maximised the scintillation correction performance achieved.

The expected scintillation index was estimated using the median of the measured

SCIDAR turbulence profiles in equations 2.19 or 2.20. As can be seen in Table

4.2, the average measured scintillation index is close to the expected scintillation

index for the turbulence profile for the 0.1 s data. In addition, the measured

scintillation noise far exceeds the expected shot noise and read noise and thus it

can be confidently concluded that the observations are limited by scintillation noise.

4.4.4 Turbulence Profiles

To perform the tomography, the turbulent layer heights and relative strengths must

be known. The turbulence profile is required to produce the projection matrices

and the Zernike Kolmogorov turbulence covariance matrix in the tomographic re-

construction matrix given in section 2.4.

The median SCIDAR data taken 8 minutes before the start of the WFS run was

used to estimate the turbulence profile above the telescope during the WFS ob-

servations. The median SCIDAR profile was then grouped into layers using the
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Figure 4.8: The turbulence profiles measured over 1.5 hours of the night of the
19th of September. The observations are split into observing period A and B with
a gap between the observations plotted. A strong turbulent layer is seen at the
ground and at 12 km.

optimal grouping algorithm. This grouping method was selected as it was found

to be optimum in terms of tomographic performance (Saxenhuber et al., 2017).

Fig. 4.8 shows the turbulence profiles measured on the night beginning 19th of

September 2021. The turbulence profiles observed at 4am in observation period A,

have a strong layer at the ground and a strong layer around 12 km but with many

weaker layers in-between. After 5am, in observing period B, the strength of the

high altitude layer has increased and there are clearly two dominant layers, one

at the ground and one at 12 km. Hence, this chapter focusses on the WFS data

collected from 5:30 am onward, where the profile is dominated by two strong layers

and thus the tomographic reconstruction is simplified.

It should be noted that the turbulence conditions were not optimal for this demon-

stration. Whilst there is a dominant turbulent layer at 12 km, it does not produce
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Figure 4.9: The overlap in WFS measurements for the three stars used in the
tomographic reconstruction at 12 km. The target star, Orionis C, is placed in the
centre of the meta-pupil and is shown in red, with Orionis D in green dash-dotted,
and Orionis A in blue dotted.

strong scintillation due to its low C2
n value of 5.9× 10−14 m−2/3. In addition, the

profile is heavily dominated by the strong ground layer and the substantial dome

seeing.

Fig. 4.9 shows there is significant overlap between the WFS measurements at the

12 km layer and hence good sampling of this dominant layer for the tomographic

reconstruction in the overlapped region is achieved. However, there is a large region

that is not sampled by the stars which will limit the correction that can be achieved.

4.4.5 Tomographic Reconstruction

The tomographic reconstruction matrix, given in Eq. 2.38, was produced using

the median five layer turbulence profile measured for the five profiles measured
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4.5. On-Sky Results: Orion Trapezium

between 5:14 and 5:24 am and the geometry of the Orion Trapezium Cluster. Five

layers were used in the reconstruction matrix as no benefit was found in using

more layers. A reconstruction matrix was produced for each data packet using the

optimal number of Zernike modes.

The reconstruction matrix was then applied to the measured Zernike coefficients

for all three of the stars to produce an estimate for the phase aberrations at each

of the five altitudes. A python package, AOtools (Townson et al., 2019), was used

to Fresnel propagate the reconstructed high layer phase aberrations metapupils to

the ground to produce an estimate for the scintillation intensity fluctuation pattern

at the ground. The telescope pupil was then cut out from the scintillation pattern

metapupil (thus avoiding the artificial diffraction rings at the edge) and summed to

estimate the intensity. This is then repeated for each frame to produce a temporal

estimate of the intensity variance. For each data packet, Cscint and r are computed.

4.5 On-Sky Results: Orion Trapezium

4.5.1 Example Light Curve

In order to remove some of the high frequency noise such that the correlation can

be more clearly seen, the light curves were temporally binned by a factor of 2.

Hence, the effective exposure times used are 0.02 s, 0.2 s and 2 s.

Fig. 4.10 shows the measured normalised intensity and the reconstructed normal-

ised intensity for the best performing 0.2 s data packet. This data packet has an

SNR of 197 and a scintillation RMS noise of 5.1 × 10−3. For a star of magnitude

5.13 in the V band, for a 0.2 s exposure time for the instruments used a shot RMS

noise of 1.6 × 10−4 is expected. Hence, it can be confidently concluded that the

overall SNR is dominated by scintillation.

The correlation coefficient between the measured and reconstructed intensities of

this data packet is 0.86. The strong correlation between the measured and recon-
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Figure 4.10: The measured normalised intensity and the normalised tomographic-
ally reconstructed intensity for the best performing 0.1 s data packet. The intensity
was temporally binned by a factor of 2.

structed light curves shows that the tomographic reconstruction is correctly estim-

ating the low frequency intensity variations. Normalising the measured photometry

of this data packet with the reconstructed intensity reduced the scintillation index

by a factor of 3.41, corresponding to a reduction in the scintillation RMS noise by

a factor of 1.85.

4.5.2 Power Spectrum

Fig. 4.11 shows the average power spectra of the uncorrected and corrected light

curves for the 0.1 s data packets for which a correction of at least 2 in the variance

was achieved. The power at low frequencies has been significantly reduced in the

corrected light curve. In addition, the power spectra for the measured defocus

Zernike term of the high altitude turbulent layer at 12 km is also plotted. The
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Figure 4.11: The average power spectra for the measured and corrected light curves
is plotted using the left y-axis. The power spectrum for the measured systematic
trends is also plotted. The power spectrum for the defocus Zernike mode measured
for the 12 km turbulent layer is also plotted using the right y-axis.

shape of the power spectra of the measured intensity strongly resembles the power

of the high altitude defocus Zernike term. This has been discussed in section 3.4.1.

Since there is no significant power above a few hertz, exposure times of a few tenths

of a second can be used.

Since this on-sky proof of concept experiment has several limitations, the fact that

such high correlation has been measured and that an average correction in the

scintillation variance of ∼ 2 has been achieved, demonstrates the potential of the

correction technique. It is expected that with a full tomographic WFS system,

substantially greater scintillation noise correction would be achieved.

4.5.3 Performance Metrics Results

Fig. 4.12 shows a histogram of the measured correlation coefficient. The median

correlation coefficient that was measured for all the data packets was 0.67 with a
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Figure 4.12: A histogram of the measured correlation coefficient between the meas-
ured intensity and tomographically reconstructed intensity. The median of the
measured correlations is also plotted.

standard deviation of 0.11. The maximum correlation coefficient recorded was 0.86.

These relatively high correlations show that the tomography is correctly estimating

the phase aberrations of the high altitude layers and thus the scintillation pattern.

To achieve any correction in the scintillation, a correlation coefficient of more than

0.5 is needed, which is achieved 88% of the time.

There is a considerable scatter in the correlation coefficient measured. Simulations

show that some statistical scatter is to be expected for measurements of short data

packets. However, the observed scatter is much larger than would be expected.

This may be explained by variations in the turbulence profile from packet to packet.

This may be particularly problematic for the ground layer and dome seeing which

vary significantly.

Fig. 4.13 demonstrates the relationship between the correlation measured and the

103



4.5.3. Performance Metrics Results

0.5 0.6 0.7 0.8 0.9
r

1.0

1.5

2.0

2.5

3.0

3.5

4.0
C

sc
in

t
Fitted Curve
Assuming <I> 2 > <Ir >

2

Theoretical Curve
Assuming <I> 2 = <Ir >

2

Figure 4.13: The measured correlation coefficient as a function of the measured
Scintillation correction Factor with the theoretical curve for 〈I〉2 = 〈Ir〉2 and the
fitted curve where 〈I〉2 > 〈Ir〉2.

scintillation correction performance. The theoretical curve from Eq. 4.6, which

assumes 〈I〉2 = 〈Ir〉2, is plotted in orange. The measured performance, with a

fitted curve in blue where 〈I〉2 > 〈Ir〉2 in Eq. 4.5, achieves slightly higher perform-

ance at low correlations. This is likely favoured in the optimisation of the data

reduction parameters due to the presence of noise in the reconstructed signal, as

discussed in section 3.4.5. It is likely there are small scaling errors in the Fresnel

propagation due to not having exact knowledge of the true turbulence profile for

each data packet. As demonstrated in Fig. 3.14, overestimating the altitude of

the high altitude turbulence layer significantly limits the Cscint achieved and hence

in the optimisation, underestimating the turbulence layer altitudes, and hence the

variance of the reconstructed signal, is favoured.

Assuming 〈I〉2 = 〈Ir〉2 , to halve the scintillation index, a correlation coefficient of

at least 0.75 is needed. A scintillation correction factor of 2 or more was achieved
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Table 4.3: The measured average and peak Cscint for each exposure time.

Exposure Time 0.02 s 0.2 s 2 s
Average Cscint 1.35± 0.03 1.92± 0.08 1.48± 0.15
Peak Cscint 1.54 3.41 3.53

for 35% of the 0.2 s data packets.

4.5.4 Exposure Time

Table. 4.3, shows the average scintillation correction factor and peak correction

factor measured as a function of the exposure time used. The 0.2 s data results in

the largest correction factor. This result agrees with our findings from numerical

simulation given in section 3.4.1 and is expected from the power spectrum given in

Fig. 4.11.

The 0.02 s data has the lowest correction factor whilst the 2 s data still achieves

good performance. This demonstrates that relatively long exposures can be used

to perform tomographic reconstruction in this way. Hence, exposure times and

frame rates can be used which are closer to those typically used for time-resolved

photometry rather than AO correction. It should be noted that the optimum

exposure time for this technique increases with telescope size. Hence, for larger

telescopes longer exposures can be used.

4.5.5 Expected Performance Simulation

A numerical simulation was produced to determine the expected scintillation cor-

rection performance for the measured SCIDAR profiles in observing period B in

Fig. 4.8. This was used to determine whether the correction achieved is close to

what could be expected for such turbulence profiles and, in particular, whether the

correction is limited due to the lack of simultaneous profiling.

The profiles given in section 4.4.4 were used to estimate the expected performance.

Each profile was grouped into fifteen layers using the optimal grouping technique.
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Figure 4.14: The measured scintillation correction factor in simulation for each
turbulence profile. The performance is plotted for several reconstruction matrices
using either the true turbulence profile, the median of the profiles measured in
observing period A and the median of the profiles measured in observing period
B. The average and peak performance for the WFS data collected after 5:30am is
also plotted.

These profiles were used to simulate a Monte Carlo phase screen representation of

the atmosphere. The simulation assumes that the WFS can measure the atmo-

spheric Zernike terms perfectly with only shot noise added to the WFS data. In

addition, the simulated target light curve is completely scintillation limited with

no other noise sources. The simulation also assumes perfect measurement of the

turbulence profile.

The tomographic reconstruction was then performed on each profile using a five

layer estimate for the turbulence profile. Five layers were chosen to correct the

fifteen layer profiles in simulation in order to include some tomographic model

error in the simulation and thus simulate a more realistic performance that can

be achieved. In practice, C2
n is a continuous function which is approximated with

a discrete number of layers, N , in the reconstruction matrix, and thus there will

106
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always be some model error. It was found that with N > 5 layers there is little

difference in the performance and therefore the model error is small.

The median five layer profile observed between 5:14 am and 5:24 am in observing

period A was also used to correct the simulated intensity. This was to test the

performance of the median profile over the 5 profiles measured and to justify its

use for the data collected as little change in the performance is seen. In addition,

the median five layer profile measured by the SCIDAR run between 4:05 am and

4:30 am in observing period B was used to determine how significantly the profile

has changed over the 45 minutes between the two SCIDAR runs.

As can be seen in Fig. 4.14, the measured performance varies from profile to

profile. The median profile in observing period B shows reasonable performance,

whilst using the median profile in observing period A, measured 45 minutes prior,

performs badly. This can be expected, as the profile has changed between the two

runs as seen in Fig. 4.8. This demonstrates the necessity for regular profiling to

perform accurate tomographic reconstruction.

Comparing the scintillation correction performance obtained using the real data

with the expected performance from the simulation of the SCIDAR profiles shows

that the measured performance is lower. This is to be expected as the simulation

assumes perfect measurement of the turbulence profile above the telescope as well as

perfect photometry and Zernike wavefront sensing. Hence, the simulation provides

an upper limit for the scintillation correction that can be expected.

The average and peak scintillation correction results for the data are on average

better than those measured in simulation using the median profile in observing

period A. This suggests that the turbulence profile has not changed as significantly

between the SCIDAR observing period B and the wavefront sensing. However, it

may have still changed enough to reduce the correction performance. It is expected

that simultaneous turbulence profiling would provide improved performance, and

would allow the reconstruction matrix to be updated as regularly as is required.

107



4.6. Implications for facility implementation

0 5 10 15 20 25 30 35 40
∆t (minutes)

0.0

0.2

0.4

0.6

0.8

1.0
d
(t

)

Figure 4.15: The fractional reduction in the scintillation correction factor between
t = ∆t and t = 0 as a function of time. The error bars are the standard error of
all the profiles used.

4.6 Implications for facility implementation

In this section, results from simulations are presented to demonstrate the expected

scintillation correction performance that could be achieved on a full tomographic

AO system.

4.6.1 Updating the Tomographic Algorithm

Based on the on-sky results, it is important to assess how regularly the tomographic

reconstruction matrix needs to be updated.

Farley et al. (2020) explored how regularly the tomographic reconstruction matrix

must be updated for AO on the ELT, with results suggesting that 20 minutes is
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optimal. The same turbulence profile data has been used to see how the scintillation

correction performance changes with the time interval.

It is expected that for scintillation correction, the turbulence profile used will need

to be updated more regularly than for AO correction. This is because for scin-

tillation correction, not only is knowledge of the turbulence profile necessary to

perform the tomography, but it is also needed to perform the Fresnel propagation.

Hence, accurate knowledge of the turbulent layer heights is vital.

A numerical simulation was performed using SCIDAR profiles measured in Paranal

in 2018. The tomographic error performance using the Trapezium asterism was

measured over time. The tomographic error was compared for a tomographic re-

construction matrix using the current t = ∆t profile and the t = 0 profile. Profiles

where the change in the relative tomographic error was close to the median value

were selected. These median profiles at time t were simulated using a Monte Carlo

phase screen representation of the atmosphere and the tomographic scintillation

correction was performed both with the t = ∆t profile and the t = 0 profile, where

∆t = 10, 20 & 30 minutes.

To quantify the difference in the performance achieved, the fractional change in

the scintillation correction factor between using the t = ∆t profile and the t = 0

profile in the tomographic reconstruction matrix was measured such that:

d(t) = Cscint(t = 0)
Cscint(t = ∆t) (4.7)

Fig. 4.15 shows d(t) as a function of time. The reduction in performance increases

with the time interval. After 20 minutes there is already a 40% reduction in per-

formance when the reconstruction matrix is not updated. This increases to 70%

after 30 minutes. It is clear that using the current profile results in optimum per-

formance and therefore regular simultaneous turbulence profiling on the timescale

of ∼ 10 minutes is required.

For the on-sky data presented in section 4.5 there was a lag between the SCIDAR

observation and the start of the WFS run of 8 minutes. In addition, the WFS
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data was collected over half an hour period. Hence, assuming the profile changed

by a median amount over this time, and that on average t ≈ 20; then based on

Fig. 4.15, the correction measured is ∼ 40% smaller than what could be achieved

with simultaneous profiling. Therefore, with simultaneous turbulence profiling, the

results presented in section 4.5.1 could have achieved an increased average Cscint of

3.2 and peak of 5.7. This would shift the on-sky results much closer to the optimal

values given in Fig. 4.14.

4.7 On Sky Results: HD206267

In May 2022 the tomographic scintillation correction experiment was repeated on

a different, less optimal target asterism, HD206267. The exact same experimental

set-up described in section 4.3 was used.

4.7.1 Target

The on-sky target, HD206267, is a triple star system in the constellation of Cepheus.

Full details of the asterism are given in section 3.4.3 and Fig. 4.16 shows a schematic

of the system. HD 206267 is the central star which has an apparent magnitude

of V = 5.74 and was used as the target on which the tomographic scintillation

correction was applied. The two companion stars used as reference stars for the

tomography, TYC 3975-1821-1 and TYC 3975-1823-1, have magnitudes of V = 7.51

and V = 7.46 respectively.

Fig. 4.17 shows the overlap in the WFS measurements at an altitude of 12 km.

Comparing this to Fig. 4.9, which shows the overlap for the Trapezium Cluster,

it is clear that the sampling of the high altitude turbulent layers is substantially

reduced for the HD206267 target. Hence, it is likely the correction achieved will

be reduced.
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Figure 4.16: A schematic showing the triple star system HD 206267.

Figure 4.17: A schematic showing the overlap in the WFS measurements of the
triple star system HD 206267 at an altitude of 12 km.
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Figure 4.18: The SCIDAR turbulence profiles measured after 4am on (a) the
15/05/2022 and (b) 16/05/2022. The median profile for each night is plotted
in maroon.

Table 4.4: A table of the performance of the scintillation correction achieved for
the data collected observing HD206267 in May 2022.

Date & time Data Packets Median Correlation Average Cscint Peak Cscint
04:00 15/05/22 22 0.60± 0.18 1.61± 0.11 2.88
05:15 15/05/22 25 0.37± 0.18 1.17± 0.04 1.85
05:55 15/05/22 46 0.46± 0.15 1.22± 0.05 3.02
04:00 16/05/22 21 0.57± 0.10 1.55± 0.11 3.12
04:35 16/05/22 16 0.47± 0.12 1.28± 0.06 1.91
05:19 16/05/22 28 0.44± 0.17 1.29± 0.07 2.83

4.7.2 Results

The results for the 0.2 s WFS data-packets collected on the 15th and 16th of May

are presented. Fig. 4.18 shows the SCIDAR turbulence profiles measured after

4:00 am on (a) the 15/05/2022 and (b) 16/05/2022 with the median profile for

each night plotted in maroon. For each data-set, the median five layer SCIDAR

turbulence profile observed preceding the WFS data observation was used.

Despite this asterism being fainter and larger than the Orion Trapezium Cluster,

significant scintillation correction was still achieved. The average correlation and

Cscint given in table 4.4 is reduced in comparison to the Orion Trapezium Cluster.
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Figure 4.19: The measured normalised intensity and the normalised tomographic-
ally reconstructed intensity for the best performing 0.1 s data packet for HD206267.
The light curve was temporally binned by a factor of 2.

However, the peak Cscint measured within each observing time slot is significant.

Fig. 4.19 shows the light curve with the best performing scintillation correction

for HD206267. The measured scintillation RMS noise is 7.75 × 10−3 which is

significantly larger than the expected shot noise for a V = 5.74 star of 1.98× 10−4.

Hence, it is clear that the data packet is scintillation noise dominated. This data

packet had a strong correlation of 0.82 which is clear from Fig. 4.19. Correcting the

measured photometry results in a reduction in the scintillation index of Cscint =

3.12 which corresponds to a reduction in the scintillation RMS noise by a factor of

1.77.

113



4.8. Discussion and Conclusions

4.8 Discussion and Conclusions

For bright targets, high-precision ground-based photometry can be severely lim-

ited by atmospheric scintillation noise. The first ever on-sky demonstration of a

scintillation correction technique has been presented. A simple proof-of-concept

experiment was performed, observing the Orion Trapezium cluster using a single

wavefront sensor and SCIDAR instrument on the Isaac Newton Telescope. The

results from this experiment have successfully proved the concept, although the

correction achieved is relatively low. An average reduction in the scintillation

RMS noise by a factor of 1.92 was achieved for the 0.1 s data. However, the on-sky

experiment has highlighted a number of ways in which the correction performance

can be improved for a facility system.

It was found that the turbulence profiles measured with SCIDAR changed sub-

stantially between observations and using an out of date profile severely limits

performance. It is expected that the scintillation correction performance would be

greatly improved if simultaneous turbulence profiling is available.

A separate turbulence profiler is not necessarily needed. In the proof of concept

experiment, a SCIDAR instrument was used to estimate the turbulence profile. It

was not possible to estimate the profile from the WFS data because long exposure

times were used. However, the profile could be obtained from the WFS telemetry

data if high frame rates are used. For a full tomographic AO facility, bursts of WFS

data at high frame rates could be measured and used to estimate the turbulence

profile every ∼ 10 − 15 minutes. This technique could be easily applied to any

existing and future tomographic AO facilities without the need for any additional

hardware.

Another significant limitation to this demonstration is that the photometry was

performed using the WFS frames. The crowded field limited the photometric aper-

ture size that could be used and the ability to measure an accurate sky background
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value. In addition, any long timescale systematic trends in the photometry limit the

scintillation correction performance that can be achieved. Differential photometry

cannot be used to correct these trends as random noise from the comparison star

is added during the calibration. Hence, the systematic trends had to be removed

using a simple polynomial curve fitting algorithm. Whilst this does a good job at

removing low order trends, any high order trend cannot be corrected this way as

it is impossible to differentiate between scintillation noise and other noise sources.

Despite these limitations, a strong correlation between the uncorrected and tomo-

graphically reconstructed intensities was measured with a maximum correlation

of 0.86 achieved. It is expected that, with optimal instrumentation, this method

would achieve substantial scintillation correction.

The HD206267 target was less optimal compared to the Orion Trapezium Cluster

as the reference stars used in the tomography are a magnitude fainter and are separ-

ated by a much larger angle. This is clearly seen when comparing the overlap in the

WFS measurements at an altitude of 12 km for the Trapezium (shown in Fig. 4.9)

and the HD206267 star system (as shown in Fig. 4.17). The high altitude turbu-

lence has far less sampling and therefore the level of correction is lessened. Hence,

despite these limitations, the fact that the tomographic reconstruction has success-

fully corrected the scintillation noise demonstrates the viability of this method.

It is expected that with a full tomographic wavefront sensing facility on a large

telescope, with simultaneous turbulence profiling, significant scintillation correction

could be achieved.
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Chapter 5

Optimised temporal binning of

comparison star measurements for

differential photometry

5.1 Introduction

High-precision time resolved photometry is central to the study of variability of

astronomical objects. However, ground-based observations are limited by effects of

the Earth’s atmosphere, including scintillation, absorption and scattering. These

introduce random intensity variations which are correlated on a range of timescales

and with a range of angular correlations.

Differential photometry aims to correct these systematic errors due to atmospheric

and instrumental effects (Howell, 1992). This technique has been particularly im-

portant for the studies of exoplanet transits (Pont et al., 2006), eclipsing binaries

(Pluzhnik, E. A., 2005) and micro-lensing events (Giannini et al., 2017).

For ground-based differential photometry, the comparison star should be close to

the target star in order to maximise the correlation for systematic trends. However,

it should also be bright in order to minimise shot noise (Mann et al., 2011). It

is difficult to meet both these requirements simultaneously, especially for large
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telescopes where the field of view (FOV) is more likely to be limited.

Furthermore, differential photometry cannot normally be used to correct scintilla-

tion noise since the angular correlation of the intensity fluctuations is very small

(Kornilov, 2012). Hence, the probability of there being a bright comparison star

within the iso-photometric angle is small - on the order of a few arcseconds.

Although the use of comparison stars can be effective at removing systematic

trends, the random noise for the comparison star and target star (such as photon

and scintillation noise), add in quadrature, thus increasing the random noise in the

calibrated light curve (Koppelman, 2005). For the brightest targets, the random

noise will typically be dominated by scintillation noise and will be independent of

the magnitude. If the comparison star is also scintillation limited, then the variance

of the noise in the calibrated light curve will be increased by a factor of 2 (see Fig.

2.9). For fainter comparison stars, where photon noise dominates, the NSR of the

calibrated light curve will be increased by a larger factor. This significantly limits

the number of comparison stars that can be used to perform effective differential

photometry.

Since in many cases the timescale of the systematic variations due to the atmosphere

will be much longer than the cadence of the observations (Young et al., 1991), the

comparison star data can be temporally binned before applying the calibration to

the target star. Therefore, the NSR of the calibrated light curve will be significantly

improved. This method can be applied to any dataset with cadences of up to a few

tens of seconds recorded in good photometric conditions and allows the use of much

fainter comparison stars without detriment. This is especially advantageous when

observing with large telescopes which tend to have a limited FOV. In all cases, it

is assumed that it is not possible to reduce the cadence of the observations of the

science target.

For light curves affected by short periods of high frequency trends, e.g. due to

intermittent cirrus clouds, the temporal binning can be applied everywhere apart
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from these periods. Hence, the improvement in NSR can still be achieved for a

majority of the calibrated light curve.

In this chapter, a data reduction pipeline for implementing the method is described,

which optimises the number of frames to be temporally binned for the compar-

ison star. Some example results for time-resolved photometric data are presented.

Finally, results of applying this technique on an exoplanet transit light curve of

WASP-166b are presented (Doyle et al., 2022) and the results for a range of com-

parison star magnitudes are compared. This work was accepted for publication by

the Monthly Notices of the Royal Astronomical Society in September 2023 (Hartley

and Wilson, 2023).

5.2 Theory

5.2.1 Total noise

The total noise in the light curve depends on the exposure time. The scintillation

and photon noise will decrease with the exposure time. On the other hand, the

noise due to the atmospheric transparency variations will increase with exposure

time and hence the cadence of the light curve (Mann et al., 2011), as shown by

Eq. 2.30. Therefore, for a given observation, there will be an optimal exposure

time that minimises the total noise. Fig. 5.1 shows an example of the theoretical

photometric noise as a function of the exposure time.

The plot was calculated assuming a star of magnitude 10 in the V band observed

using the Pt5m telescope. It is assumed that the systematic noise was due only to

atmospheric transparency variations described by Eq. 2.30.

The minimum in Fig. 5.1, only exists because of systematic trends in the light

curve. Without such effects, the noise would continue to decrease with exposure

time as the scintillation and shot noise decrease. Therefore, measuring the noise as a
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Figure 5.1: The theoretical noise as a function of the exposure time used. The
plot was calculated assuming a star of magnitude 10 in the V band observed using
the Pt5m telescope in standard atmospheric conditions for La Palma, Spain. It
is assumed that the systematic noise was due only to atmospheric transparency
variations described by Eq. 2.30.

function of the exposure time can give information on the atmospheric transparency

fluctuations at the telescope site.

This optimal exposure time will also vary depending on the magnitude of the star,

with fainter stars having a longer optimal exposure time, as shown in Fig. 5.2.

This is because for fainter stars, photon noise becomes more dominant.

5.2.2 Sky Coverage

As discussed in the theory chapter, section 2.3.4, the ideal comparison star should

be close in the field to the target star and of a similar colour. Ideally, the star

should be bright so as to minimise the addition of shot noise to the calibrated light

curve.
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Figure 5.2: The optimal exposure time as a function of star magnitude. The plot
was simulated assuming a star of magnitude 10 in the V band observed using
the Pt5m telescope in standard atmospheric conditions for La Palma, Spain. It
is assumed that the systematic noise was due only to atmospheric transparency
variations described by Eq. 2.30.

The FOV of a telescope depends on the focal length and the physical size of the

detector. For fixed values of the focal ratio, the FOV will scale inversely with the

aperture size. Since most telescopes are produced for a range of fixed focal ratio

values, larger telescopes will often have a smaller FOV.

Fig. 5.3 shows the average probability over the whole sky of finding a star of

magnitude less than or equal to mV within the FOV for a 20 cm, 1 m and 2.54 m

telescope for a fixed f-ratio of 10, and a ZWO ASI1600 detector. The vertical

lines represent an estimate for the magnitude below which the photometric noise

in a star light curve will be dominated by scintillation noise. For the two larger

telescopes, where the FOV is smaller, the probability of there being a bright star is

small. For the 20 cm telescope, there is a significantly higher probability of finding
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Figure 5.3: The average probability of finding a V ≤ mV star within the FOV for a
20 cm, 1 m and 2.54 m telescope. The vertical lines correspond to an estimate for
the magnitude below which the photometric noise is dominated by scintillation.

bright stars within its FOV.

The ideal comparison star would need to be as close as possible to the target

star in order to minimise first-order extinction effects. Furthermore, ideally the

comparison star should not be too near the edge of the detector to avoid the star

drifting out of the frame over the observing period and to avoid vignetting effects.

Therefore, the true probability of finding a suitable bright comparison star within

the field is even more limited.

5.2.3 Temporal binning of comparison stars

Comparison stars are vital for high precision photometry. However, the calibrated

light curve, although corrected for systematic noise, will now have increased random

noise. This is because the NSR of the target star and of the comparison star add
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in quadrature.

Several advanced systematic correction techniques have previously been proposed

and used. This includes the averaging of multiple comparison stars (Boyd, 2007),

therefore averaging the random fluctuations. However, as the telescope aperture

increases, the FOV decreases, thus reducing the likelihood of finding multiple suit-

able comparison stars to choose from.

Other techniques use curve fitting algorithms that measure low frequency trends in

the comparison star light curve to remove low order trends in the data (Poddaný

et al., 2010). Whilst this method will not add any random noise, the technique

makes assumptions about the order of the systematic noise and could miss periods

of high frequency noise. The Kepler mission identifies systematic noise terms by

searching for photometric trends common to a large ensemble of stars, specifically

looking for trends with transit-length timescales (Petigura and Marcy, 2012).

In this chapter, a new technique that takes advantage of the reduction in photon

and scintillation noise with integration time is proposed. Since the systematic

trends tend to be low in frequency, the comparison star signal can be binned in

time with a moving average such that its noise is minimised. An integration time

that minimises the noise in the comparison star light curve exists, an example of

this is shown in Fig. 5.1. Temporally binning the signal by this optimal factor

reduces the random noise in the comparison star’s light curve whilst retaining the

low frequency trends. The temporally binned comparison star’s light curve can

then be used to normalise the photometry of the star of interest, thus correcting

the systematic trends, whilst minimising the addition of random noise.

Temporal binning is a technique widely used in astronomical photometry (Doyle

et al., 2022) to reduce the NSR, however, it has traditionally been applied to the

calibrated light curve as a whole. It should be noted that in our proposal, the

light curve of the scientific target is not temporally binned and hence its cadence is

unchanged. Only the comparison star signal is temporally binned. Our aim is that
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5.2.3. Temporal binning of comparison stars

the NSR of the final calibrated light curve should be limited only by the random

noise of the target star signal.

The comparison star is temporally binned with a moving average such that it has

the same number of data points as the target signal. Using a moving average does

introduce wings at the start and end of the light curve where the data cannot be

averaged by NBins frames. However, in most applications, the period of interest

will still have an improved NSR. Hence, when using this method one should ensure

that there are additional frames at the start and end of the observation run such

that the period of interest is well covered.

For situations where both the target star and comparison star are bright and where

scintillation noise is dominant, the NSR of the calibrated light curve can be reduced

by a factor of up to
√

2. This is because in standard differential photometry, both

stars will contribute equal noise variance to the calibrated target. If the scintillation

fluctuations can be completely removed from the comparison star signal, the NSR

of the calibrated target will therefore be reduced by a factor of
√

2. For fainter

comparison stars where there is additional photon noise, the NSR of the calibrated

target light curve can be reduced by up to
√
NBins where NBins is the number of

frames which have been temporally binned for the comparison star. The optimum

temporal binning for a given observation, an example of which is shown in Fig.

5.1, will depend on the magnitude of the comparison star used and on the Power

Spectral Density (PSD) of the systematic trends in the light curve.

The systematic trends in the light curve are not caused by the atmospheric trans-

parency alone, there is additional systematic noise produced by the instrumentation

optics and detectors. The atmospheric transparency variations and scintillation

noise can also vary significantly from night to night. Therefore, it is very challen-

ging to determine a theoretical value for the optimal degree of temporal binning.

The optimal degree of temporal binning to apply to the comparison star light curve

is determined by finding the temporal binning factor that minimises the NSR of
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the calibrated target light curve. However, since the target of interest will likely

have intrinsic variation in its magnitude, a different non-varying star must be used

to determine the optimal temporal binning factor. A pipeline to determine the

optimal binning required for a given observation was developed and is detailed in

section 5.3.2.

For this technique, it is assumed that the observations are taken in good photo-

metric conditions. It is assumed the photometry does not contain high frequency

systematic trends for example due to cirrus clouds, and that the primary source

of systematic noise is due to atmospheric transparency variations. This technique

cannot be applied for sources with blending.

This technique can be applied to either aperture photometry or PSF-fitting since

the trade-off and optimisation between the shot/scintillation noise and the system-

atic noise due to atmospheric transparency variations will still be the same. Hence,

this technique can be applied to either case. In the examples in this chapter, only

aperture photometry is presented.

5.3 Method

5.3.1 Quantifying systematic noise

The amount of systematic noise in the light curves can be estimated by a method

known as RMS binning (Pont et al., 2006). The systematic noise is measured by

splitting the signal up into N bins and calculating the average standard deviation

of the signal within each bin Fohring et al. (2013). For random white noise the

standard deviation is proportional to the square root of the number of bins, σ ∝

1/
√
N .

In the presence of systematic noise, the gradient will deviate from that expected

for pure white noise gradient. Hence, measuring the gradient indicates the amount

of systematic noise in the light curve. This technique can also be used to visu-
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Figure 5.4: An example of the light curve RMS residual as a function of the number
of points in each bin for the un-calibrated and calibrated light curve for anmV = 8.2
star using an mV = 9.9 comparison star in the Pinwheel cluster observed on the
2021 December 20 using the Pt5m telescope. The dashed lines show the expected
relationship for a light curve with only white noise.

ally determine whether the use of a comparison star has significantly reduced the

systematic noise in the calibrated light curve. Plotting the RMS binning of the

un-calibrated target light curve alongside the calibrated target light curve can be

used to test whether using differential photometry has reduced the systematic noise

for the target.

Fig. 5.4 shows an example of performing the RMS binning for an un-calibrated and

calibrated light curve. The dashed lines show the expected relationship for a light

curve with only white noise. The un-calibrated light curve deviates significantly

from the expected relationship for white noise, indicating that it is dominated

by systematic noise. The calibrated light curve however is much closer to the

expected white noise relationship. As such, it can be confidently assumed that
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the comparison star used has successfully corrected the systematic trends. Hence,

this method can be used to aid comparison star choice and to optimise the data

reduction techniques used.

5.3.2 Pipeline

As discussed in Section 5.2.3, the optimum degree of binning cannot be determined

theoretically, as the atmospheric conditions vary from night to night. Therefore, a

pipeline was developed to determine the optimal number of frames that should be

binned for a given data-set.

Since the scientific target of interest will likely vary in magnitude, a test star

should be used to determine the optimal temporal binning factor, NOpt, of the

comparison star signal. Hence, in total, three stars are required. One must also

determine whether the test star light curve and the comparison star light curve

have systematic trends in common, which are likely common to the target.

A simulation was used to develop and test this pipeline. Simulated light curves

with systematic trends, shot noise, read noise and scintillation noise were produced

for stars of different magnitudes.

The following pipeline was developed and tested using both simulated and observed

star light curves. The steps below are used to determine the optimal temporal

binning required to minimise the NSR of the calibrated target star:

1. Perform the aperture photometry on the target star.

2. Select two other stars from the frame - a comparison star and a test star.

These should be non-varying stars close to the target of interest, and ideally

bright.

3. Perform the aperture photometry on the comparison star and test star.
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4. The cross spectrum of the light curves for the comparison and test stars are

used to assess whether there are common systematic trends in the light curves

that need correcting.

5. Visually check the photometric light curves for any obvious high frequency

trends – if there are periods of high frequency systematic trends, do not apply

the temporal binning during these periods.

6. The selected comparison star is used to calibrate the test star with incre-

mental binning i.e. start with no binning, then bin every two frames etc.

The NSR of the calibrated test star is plotted as a function of the temporal

binning applied to the comparison star light curve. This is used to find the

binning factor NOpt that results in a minimum in the measured NSR of the

calibrated test star light curve.

7. The RMS versus binning method described in section 5.3.1 should be used

on the un-calibrated and calibrated test star light curves to check that the

use of the comparison star has reduced the systematic noise.

8. If the comparison star is deemed suitable in Step 7, then the target signal can

now be calibrated using the comparison star light curve temporally binned

by the optimal binning factor NOpt found in Step 6.

This pipeline could be combined with other techniques. For example, if multiple

comparison stars are available, the stars’ signals could be averaged before applying

the binning. In addition, the pipeline can be further optimised by allowing varying

binning values in different parts of the light curve. For example, periods with

higher frequency systematic trends could have less temporal binning than periods

with lower frequency trends.
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5.4 Simulations

For the available on-sky data, the minimum in the measured NSR is often very

shallow (see Fig. 5.11). As such, it is hard to determine how the minimum location

varies with the magnitude of the comparison star. Therefore, a simulation was used

to produce light curves with second-order polynomial trends (such as Fig. 5.6) to

produce more well defined NOpt (such as Fig. 5.7).

Simulations were also used to investigate the impact of short periods of high fre-

quency systematic noise e.g. due to cirrus clouds. This was done in simulation,

since no data was collected in such conditions. All the data were either collected

in good photometric conditions or during continuous poor conditions to the extent

where the method could not be used at all.

5.4.1 Test Star magnitude

Since the target of interest will likely have intrinsic variations, ideally another ‘test’

star should be used to determine the optimal temporal binning required. For a large

telescope, the number of stars to choose from may be limited and therefore the test

star may need to be relatively faint. In addition, the test star should be close to the

target of interest to maximise the correlation for systematic trends. A simulation

was used to check whether the magnitude of the test star has a significant impact

on determination of the optimal binning factor.

Light curves for a range of star magnitudes were produced, each with the same

systematic trends, and random Poisson noise added according to the light level.

Each star was used as a comparison star for each of the other light curves. The

NSR of the calibrated test star against the temporal binning of the comparison

star was measured and the binning that corresponds to the minimum NSR was

recorded.
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Fig. 5.5 shows the optimal binning required as a function of the comparison star

magnitude and test star magnitude. The binning required does not appear to

depend substantially on the test star magnitude used and depends primarily on

the comparison star magnitude. Therefore, the test star does not need to have a

similar magnitude to the target of interest. This is as expected, as the test star NSR

is constant and therefore does not affect the position of the minimum. However,

the brighter the test star magnitude, the better since the light curve should be

dominated by the systematics trends that need to be corrected and not shot noise.

In reality, it is unlikely that the systematic trends in the light curves will be com-

pletely identical, as each star will likely have some localised systematic trends.

Hence, a test star close to the target of interest on the detector should be selected

to minimise the first-order atmospheric extinction and any other field dependent

systematic trends.

5.4.2 High order (rapidly varying) trends

An important benefit of this method is that it can be optimised for each obser-

vation. For light curves with sudden rapid high order trends, for example due

to intermittent cirrus cloud in otherwise photometric conditions, the comparison

star can be temporally binned in the photometric periods and not binned (or less

severely binned) in the periods that contain high order trends.

Fig. 5.6 shows an example systematic trend used in simulation. The systematic

noise is primarily low in frequency, with a sudden high frequency trend at around

100 s. A magnitude V = 8 target star along with 4 comparison stars with V =

9, 10, 11 & 12 were simulated, all with this same systematic trends. Shot noise was

added as appropriate for the star magnitude for a 1 s exposure time on the Pt5m

telescope. The comparison stars were temporally binned everywhere except during

the high frequency period at 98-102 s.

Fig. 5.7 shows the measured NSR of the calibrated light curve for each comparison
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Figure 5.5: A matrix of the simulated optimised temporal binning factor, NOpt, for
a given comparison star magnitude as a function of the magnitude of the test star.

star against the temporal binning of the comparison star. In addition, the NSR for

the calibrated light curve using a 2nd order polynomial fit to correct the systematic

trends is plotted. A minimum can be clearly seen for each comparison star. The

steep increase in NSR for long integration times results from the shape of the low

frequency systematic trend. In all cases temporally binning the comparison star

everywhere bar the high frequency period outperforms the use of a low order curve

fitting algorithm and achieves a significantly reduced NSR at the minima. How-

ever, the curve fitting algorithm outperforms temporal binning of the comparison

stars when more than 20 frames are temporally binned. This demonstrates the

importance of selecting the optimum temporal binning for a given observation.
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Figure 5.6: A simulated systematic trend with a low frequency 2nd order variation
for a majority of the observing period and a high frequency trend between 98 s and
102 s.

5.5 Results

The pipeline described in section 5.3.2 was tested with multiple on-sky data-sets

described in section 5.5.1 and in simulation. In this section, the key results of

testing this technique with on-sky data are presented, including the application

of the technique to two exoplanet transit light curves. Bright targets are of most

interest for this technique, since in these cases the calibrated signal is significantly

limited by the magnitude of the comparison star. Whilst this technique is still useful

in the case of a faint target, often a comparison star with a similar magnitude or

brighter than the target will be within the FOV, and therefore the calibrated signal

will still be dominated by the shot noise of the target signal.
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Figure 5.7: The NSR of the calibrated target light curve as a function of the
temporal binning of the comparison star light curve for different magnitudes. The
simulated comparison star light curve is temporally binned everywhere apart from
the region of a rapid high frequency trend around 100 s. The purple line shows the
measured NSR for the calibrated target star where a 2nd order polynomial fit has
been used to correct the systematic trends.

5.5.1 Data-sets

Here, the results from applying this pipeline to a variety of data-sets are presented.

Details of the instrument used for each data-set are given below.

5.5.1.1 Pt5m

Pt5m is a robotic 0.5 m telescope at the Roque de los Muchachos Observatory in

La Palma, Spain (Hardy et al., 2015). This was used to collect the majority of the

data used in this chapter. This telescope provides imaging in standard photometric

bands, with a FOV of 10.2× 6.9 arcmins.

M36 (The Pinwheel Cluster, RA 05 h 36 m 16 s and Dec +34◦08’36.5"), was chosen
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Figure 5.8: The measured NSR for light curves observed in the Pinwheel Cluster
using the Pt5m telescope in the V band under typical atmospheric conditions for
La Palma, Spain with an exposure time of 1 s are plotted (as blue data points) as a
function of the stellar magnitude. The expected noise contributions from different
sources including scintillation, signal noise, readout and sky background are also
plotted as a function of the star magnitude. The total noise is plotted for both full
moon and new moon. The measured NSR for the light curves lie above the expected
noise for the CCD equation, as the light curves will also contain systematic noise.

as a suitable target because it provides a large number of bright stars within the

FOV. This target was observed on 15 nights between December 2020 and April

2021 using the Pt5m telescope. All observations were made in the V band with an

exposure time of either 1 s or 2 s. Each observation comprised of 100-300 frames

with a cadence of ∼ 10 s.

Fig. 5.8 shows the measured NSR for light curves observed in the Pinwheel Cluster

with an estimate of the relative noise contributions to the NSR as a function of

the stellar magnitude for the Pt5m. The plot was made in the V band assuming

typical atmospheric conditions for La Palma, Spain with an exposure time of 1 s.
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5.5.1.2 Wide-field camera data

A wide field imager was used to acquire data from the Pt5m dome in La Palma in

August and September 2016. The imager comprised a 70 mm f/1.8 lens coupled to

a Moravian Instruments G3-11000 CCD camera, providing a field of view of 10×10

degrees.

A series of images were taken over several nights. The data was used to test the

technique for the case of very bright stars. The NSR for the brightest stars from

each night was measured and the effects of systematic errors on the NSR were

investigated.

All observations were centred on RA 21 h 05 m 00 s and Dec +29◦00’00". Just

over 48 hours of data was collected over a 2 month period. Each night, an average

of 600 frames were observed with a 10 s exposure and a cadence of 20 s. The

telescope was slightly de-focused to avoid saturation. This data-set was primarily

used to investigate the binning of bright comparison stars to achieve the expected

NSR reduction factor of
√

2.

5.5.1.3 NGTS data

Exoplanet transit data measured with the Next Generation Transit Survey (NGTS)

(Chazelas et al., 2012) was provided by Warwick University. NGTS is a wide-field

robotic telescope facility designed to find and characterise transiting exoplanets at

the ESO Paranal Observatory, Chile. NGTS is made up of twelve 20 cm robotic

telescopes, each with a FOV of 8 square degrees. Each telescope uses a custom

NGTS filter (520 – 890 nm).

The WASP-166b data was observed using a 10 s exposure time with NGTS on the

2021 February 18 (Doyle et al., 2022). The data from six of the 20 cm telescopes

were averaged (Bryant et al., 2020). A total of 1384 images were collected by each

telescope.
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5.5.2 Power Spectral Density

This technique exploits the fact that the noise contribution from systematic noise

is at low frequencies. On the other hand, if the systematic trends occur at high

frequencies, then temporally binning the comparison star will reduce the correction

achieved.

A key question therefore is whether stars of different magnitudes share the same

low frequency trends i.e. whether there are any frequency dependent effects in the

light curve data reduction processing. Therefore, comparing the power spectrum of

the target star light curve and comparison star light curve can give useful insight in

to whether the comparison star selected is suitable and whether temporally binning

the comparison star signal would be beneficial. NGTS data provided from 2021

February 18 was used to investigate how the power spectra from multiple stars in

the field varies with magnitude. This data set was chosen due to its large FOV and

hence large number of stars to compare.

Fig. 5.9 shows the power spectrum for a bright mV = 8.6 and a fainter star

of mV = 11.1. It was found that there are not any significant difference in the

power at low frequencies. As expected, for the fainter star, the higher frequencies

have much more power due to increased shot noise. This clearly demonstrates the

motivation of our proposed method and indicates that, for this observed data, the

method is suitable.

Fig. 5.10 shows the power spectrum as a function of star magnitude and frequency

for all the stars in the field. The power at the lowest frequencies does not change

significantly with the star magnitude. At higher frequencies, there is an increase in

power with star magnitude since, as expected, fainter stars have more shot noise.

Hence, it is found that fainter stars share the same low frequency trends as the

bright stars and therefore, with temporal binning, substantially fainter stars can

be used as comparison stars. However, the data is limited to a single observational

set-up and does not have any stars fainter than a magnitude of mV = 11.3. There-
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Figure 5.9: The power spectrum, fΦ(f), as a function of the frequency, f , for two
stars of magnitude mV = 8.6 and mV = 11.1 observed with an NGTS telescope on
2021 February 18.

fore, similar studies from other telescopes and instruments would be useful in this

context.

5.5.3 NSR

To investigate optimisation of the temporal binning method, the NSR of the cal-

ibrated light curve was plotted as a function of the temporal binning for multiple

comparison stars of different magnitudes.

The Pinwheel cluster data from the Pt5m telescope was used to test this method.

A short exposure time of 1 s was used to ensure that the bright stars did not

saturate. The brightest star in the frame (of magnitude V = 8.2) was chosen as a

target star, and fainter stars within the FOV were used as comparison stars.

Fig. 5.11 shows the NSR of the calibrated light curve as a function of the temporal
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Figure 5.10: The power spectrum, fΦ(f), as a function of the star magnitude and
log frequency, f , observed with an NGTS telescope on 2021 February 18.

binning factor, NBins, for a range of comparison stars with different magnitudes.

The NSR decreases with increasing temporal binning. This is because the contri-

bution of the photon and scintillation noise from the comparison star are reduced.

For the brightest comparison stars, where photon noise is less significant and the

noise for the target is limited by scintillation, there is a slow increase in the NSR

for long integration times such that a shallow minimum exists. This is because

at long integration times the atmospheric transparency variations and other low

frequency systematic noise sources start to become significant. For the faintest

comparison stars this feature is not seen as the photon noise contribution is far

more significant.

In all cases temporally binning the comparison stars’ data has reduced the NSR of

the final light curve. In addition, there exists a binning factor at which using the

comparison star does not add any additional noise to the calibrated light curve. The
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Figure 5.11: The NSR of the calibrated light curve as a function of the temporal
binning of the comparison star. Only the comparison star is temporally binned.
The threshold, NSRThresh, at which the addition of the random noise from the
comparison star is outweighed by the correction of the systematic noise is also
plotted along with the expected NSR which was estimated using the noise sources
in the CCD equation given in 2.28 and the estimated scintillation noise for standard
atmospheric conditions in La Palma.

yellow dashed line represents the NSR of the raw target star light curve. At this

NSR threshold, NSRThresh, the addition of the random noise from the comparison

star is outweighed by the correction of the systematic noise. The temporal binning

factor of the comparison star signal that corresponds to this threshold is given by

NThresh. As binning reduces the noise contribution from the comparison star the

NSR of the calibrated light curve should tend towards the expected NSR from the

CCD equation and scintillation noise, given by the grey-dashed line. The RMS

binning method in section 5.3.1 was used to check that the comparison star has

reduced the systematic noise.
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Figure 5.12: The NSR of the calibrated light curves with temporal binning of
the comparison star versus the NSR of the calibrated light curve using standard
(un-binned) differential photometry, for a range of stars dominated by scintillation
noise. These results were produced using observations of the Pinwheel cluster on
the Pt5m telescope and data using a wide-field camera in La Palma. Full details
of these data-sets are given in section 5.5.1.

5.5.4 Bright Stars

Here, the case where both the target star and comparison star are bright is tested. It

is expected that the random noise for both stars will be dominated by scintillation.

Hence, it is expected that the NSR for the calibrated light curve will be reduced

by a factor of
√

2 if the temporal binning of the comparison star light curve is

employed effectively. Two data-sets from La Palma were employed. The first data

were collected in 2016 using the wide field camera described in section 5.5.1.2. The

second uses the Pt5m data of the Pinwheel Cluster described in section 5.5.1.1.

For each data set all of the bright comparison stars which were sufficiently bright

to be expected to be dominated by scintillation noise were selected. The brightest
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5.5.5. Faint Stars

non-varying star from each night was selected as the target star and the remaining

scintillation limited stars in the field were used as comparison stars.

Each target star light curve was calibrated using both the raw un-binned compar-

ison star data and then with the comparison star data optimally binned using NOpt.

Typically, it was found that NOpt = 20 although in many cases the minimum in

the optimisation curve was very shallow. In Fig. 5.12 the NSR of the final light

curve using optimised temporal binning against the NSR for standard (un-binned)

differential photometry is plotted.

It was found that, on average, temporally binning the comparison star data reduced

the NSR of the calibrated target star light curve by a factor of 1.41± 0.06, which

agrees with the theoretical reduction of
√

2 within error. Hence, even when bright

comparison stars are available, binning the comparison star is still beneficial.

5.5.5 Faint Stars

For faint stars, where the signal is photon noise limited, the NSR of the calibrated

light curve can be reduced by a much larger factor, with the noise contribution

from the comparison star reducing as ∼
√
NBins. This was investigated using the

observations of the Pinwheel Cluster from the Pt5m telescope.

The brightest star, with magnitude V = 8.2, was chosen as the target for each

night of observations and the remaining stars in the field were used as comparison

stars. For each comparison star, the temporal binning factor NThresh, the point at

which the correction of the systematic noise in the calibrated light curve outweighs

the addition of random noise was recorded. In addition, the reduction in the NSR

of the calibrated light curve at this point, was also recorded. The suitability of the

comparison star was confirmed by visually checking that the NSR of the calibrated

light curve was reduced to the threshold using the method described in section

5.3.1.

The results are shown in Fig. 5.13, which plots the factor by which the NSR of
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Figure 5.13: The reduction in the NSR versus the difference in magnitude between
the comparison star (mComp) and the target star (mTarget). The temporal binning
factor NThresh is given by the colour bar, where NThresh is the temporal binning
required such that the addition of the random noise from the comparison star is
outweighed by the correction of the systematic noise. This plot was produced using
observations of the Pinwheel Cluster on the Pt5m telescope (see section 5.5.1 for
more details).

the calibrated light curve has been reduced by with binning the comparison star

before performing the differential photometry. The colour bar shows the degree of

temporal binning required, NThresh, such that the correction of systematic noise

with the use of the temporally binned comparison star outweighs the random noise

contributions. In some cases, for bright comparison stars, this threshold is reached

without any temporal binning.

The results show the expected relationship, where temporally binning bright com-

parison stars reduces the NSR by a factor ∼
√

2. Temporally binning fainter

comparison stars reduces the NSR by a larger factor. The NSR is typically re-

duced by more than ∼
√
N . This indicates the presence of other random noise
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5.5.6. Transit Analysis

Table 5.1: The comparison stars used, their magnitude in the V band and their
distance from WASP-166b.

Star V Distance (arcminutes)
TIC-413298649 9.45 44
TIC-408307095 10.29 20
TIC-408306501 11.31 45
TIC-408306605 11.96 33

such as read-out noise and sky background light may be significant. In addition,

larger temporal binning factors are required for the faint comparison stars which

is to be expected from Fig. 5.2.

For the Pinwheel data, it was found that 44% of the stars in the image field could be

used to reduce the NSR of the calibrated light curve to NSRThresh. In other words,

by temporally binning the comparison star, the contribution of random noise was

reduced to a negligible level. Furthermore, it has been shown that this is possible

for comparison stars up to 4 magnitudes fainter than the target star.

5.5.6 Transit Analysis

5.5.6.1 WASP-166b

The method was tested on an exoplanet transit observation of WASP-166b, a hot

Neptune around a magnitude V = 9.35 star, observed using a 10 s exposure time

at a cadence of 13 s, with NGTS on the 2021 February 18 (Doyle et al., 2022). The

data from six of the NGTS telescopes were averaged (Bryant et al., 2020).

A range of comparison stars were selected with magnitudes close to 0, 1, 2 & 3

fainter than WASP-166b. From these stars, a subset of comparison stars closest in

position to the target star were selected in order to reduce first order extinction

effects. The details for the stars chosen are given in Table. 5.1. The faintest star

available has a magnitude of V = 11.96.
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Figure 5.14: The NSR measured for the calibrated light curve for the test star, TIC-
408354533, as a function of the temporal binning of the comparison star signal for
four comparison stars outlined in table 5.1.

A test star, TIC-408354533, with magnitude V = 10.29 and a separation of 482

pixels (equivalent to 40’), from WASP-166b, was selected to find the binning re-

quired for each comparison star. Fig. 5.14 shows the measured NSR for the cal-

ibrated test star using the comparison stars in Table 5.1. For all curves a shallow

minimum can be seen with a binning factor of around 30 for the two brighter stars,

and 50 and 70 respectively for the two fainter stars, resulting in the minimum NSR.

As the temporal binning is increased beyond this point, the NSR also begins to

slowly increase. This is due to the spectrum of the systematic noise, which has

increased power at low frequencies.

Fig. 5.15 (a) shows the calibrated light curve using standard differential photometry

and (b) shows the calibrated light curve where the comparison star light curves

have been temporally binned with NOpt frames. The calibrated light curve was

temporally binned in 5 minute intervals such that the transit can be clearly seen
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Figure 5.15: The transit light curve for WASP-166b observed on 2021 February
18 with 6 NGTS telescopes. The left-hand plots (a) show the calibrated light
curve using standard differential photometry and the right-hand plots (b) show the
calibrated light curve where the comparison star light curves have been temporally
binned by NOpt frames. The calibrated light curve was then temporally binned in
5 minute intervals such that the transit can be clearly seen and in order to compare
the average error between the bins in plot (a) and plot (b). The bottom right-hand
plot also has the airmass plotted as the blue dashed line. The average weighted
standard error calculated for each time bin as

√
1∑n

i
σ−2

i

where σi is the standard

error of telescope i, is indicated by the error bars in the bottom right-hand corner
of each subplot. The theoretical transit light curve using the fitted parameters of
TESS data presented in Doyle et al. (2022) is also plotted.
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5.5.6.1. WASP-166b

and in order to compare the average error between the bins in plot (a) and plot

(b). The average error bar, where the error bar for each time bin is calculated as√
1∑n

i
σ−2

i

where σi is the standard error for telescope i (Hughes and Hase, 2010),

for each calibrated light curve is plotted in a black box in the bottom right-hand

corner of (a) and (b). Comparing figures (a) and (b) it is clear that temporally

binning the comparison stars has reduced the NSR.

The scatter in the average light curve is slightly larger than expected from the

individual error bars. This suggests that there is some residual correlated noise

that is not being fully corrected via the comparison star measurements for this

data. In some parts of the light curve there are clearly some low frequency trends

which have not been fully corrected through the differential photometry. These

are visible in the un-binned data as well, but are less obvious as the error bars

are greater. In addition, the transit depth seems to vary slightly for the different

comparison stars. The main reason for this is likely due to the short shoulder

measurements which have visible large systematic trends, especially at the egress.

This is likely skewing the depth for the different comparison stars. Therefore this

effect could be reduced with more data points prior and post to the transit.

Table. 5.2 compares, for each comparison star, the average error bar of the noise

in the calibrated light curve where standard differential photometry has been used

and where the comparison star light curve has been temporally binned. Table 5.3

compares the average standard error of the calibrated transit light curves data

points. Here the effects of residual correlated noise can be seen, such that the

reduction factors are lower than in Table. 5.2. For all the comparison stars, tem-

porally binning by NOpt frames has reduced the NSR of the calibrated transit light

curve. In addition, with temporal binning, the use of a fainter comparison star

performs nearly as well as the brightest comparison star (TIC-413298649).

A Markov chain Monte Carlo (MCMC) method was used to fit the transit photo-

metry of WASP-166b using the EMCEE package (Foreman-Mackey et al., 2013) and

the batman transit model package (Kreidberg, 2015). The parameters obtained by
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5.5.6.1. WASP-166b

Table 5.2: The average error bar for the calibrated transit light curve of WASP-166b
using standard differential photometry compared with the error bar with temporal
binning of the comparison star light curve.

Star Standard Differential
Photometry σ

Temporal
Binning σ

Reduction
Factor

TIC-413298649 3.7× 10−4 2.6× 10−4 1.40
TIC-408307095 4.0× 10−4 2.6× 10−4 1.53
TIC-408306501 4.8× 10−4 2.6× 10−4 1.84
TIC-408306605 6.1× 10−4 2.6× 10−4 2.32

Table 5.3: The average scatter for the calibrated transit light curve of WASP-166b
using standard differential photometry compared with the average scatter with
temporal binning of the comparison star light curve. Here, the effects of residual
correlated noise can be seen such that the reduction factors are lower than in Table.
5.2. However, the overall noise is still reduced in all cases.

Star Standard Differential
Photometry σ

Temporal
Binning σ

Reduction
Factor

TIC-413298649 3.2× 10−4 2.9× 10−4 1.14
TIC-408307095 3.7× 10−4 3.2× 10−4 1.17
TIC-408306501 4.4× 10−4 3.2× 10−4 1.43
TIC-408306605 5.7× 10−4 3.8× 10−4 1.62

Table 5.4: The MCMC fitted mid-transit time, T0, for the calibrated transit light
curve of WASP-166b using standard differential photometry compared with the
temporal binning of the comparison star light curve.

Star Standard Differential
Photometry

Temporal
Binning

TIC-413298649 2459264.73025± 0.00060 2459264.73027± 0.00043
TIC-408307095 2459264.73002± 0.00051 2459264.72988± 0.00037
TIC-408307086 2459264.72886± 0.00105 2459264.72862± 0.00059
TIC-413298350 2459264.73029± 0.00119 2459264.73073± 0.00064
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5.5.6.2. TOI-836c

observations of WASP-166b given in Doyle et al. (2022) were used to perform the

MCMC simulation. Twenty walkers with 10000 steps per walker, with a burn in

of 3000 steps were used. Only the mid-transit time, T0, the planet radius, Rp, and

the limb darkening coefficients were varied, with all remaining parameters fixed.

During the MCMC analysis, a linear out-of-transit model with time is fitted to

each light curve simultaneously with the transit model.

Table 5.4 shows the results for the fitted T0 for the calibrated light curve using

each comparison star with standard differential photometry and with temporal

binning of the comparison star light curve. In all cases temporally binning the

comparison star signal results in a higher precision. Doyle et al. (2022) found

T0 = 2459264.729337 ± 0.000633. All of our transit times are consistent with this

result and with the TESS prediction within 3σ.

5.5.6.2 TOI-836c

A similar analysis was performed using the telescope data from three NGTS tele-

scopes observing TOI-836c, a sub-Neptune planet around a magnitude V = 9.92

K-dwarf star, on 16th of April 2021 (Hawthorn et al., 2023).

Four comparison stars were selected with magnitudes close to 0, 1, 2 & 3 fainter

than TOI-836c. The faintest star has a magnitude of V = 12.77. A test star,

TIC-440869386, with magnitude V = 10.20, was used to determine the optimal

binning required for each comparison star.

Fig. 5.16 (a) shows the calibrated light curve using standard differential photometry

and (b) shows the calibrated light curve where the comparison star light curves have

been temporally binned with NOpt frames. Comparing figures (a) and (b) it is clear

that temporally binning the comparison stars has reduced the NSR.

Table. 5.5 compares, for each comparison star, the average error bar of the noise

in the calibrated light curve where standard differential photometry has been used

and where the comparison star light curve has been temporally binned. For all the
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Figure 5.16: The transit light curve for TOI-236c observed on 2021 April 16 with
3 NGTS telescopes. The left-hand plots (a) show the calibrated light curve using
standard differential photometry and the right-hand plots (b) show the calibrated
light curve where the comparison star light curves have been temporally binned by
NOpt frames. The calibrated light curve was then temporally binned in 5 minute
intervals such that the transit can be clearly seen and in order to compare the
average error between the bins in plot (a) and plot (b). The bottom right-hand
plot also has the airmass plotted as the blue dashed line. The average weighted
standard error calculated for each time bin as

√
1∑n

i
σ−2

i

where σi is the standard

error of telescope i, is indicated by the error bars in the bottom right-hand corner
of each subplot. The theoretical transit light curve using the fitted parameters
presented in Hawthorn et al. (2023) is also plotted.
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Table 5.5: The average error bar for the calibrated transit light curve of TOI-836c
using standard differential photometry compared with the error bar with temporal
binning of the comparison star light curve.

Star mV Standard Differential
Photometry σ

Temporal
Binning σ

Reduction
Factor

TIC-164844 10.09 4.8× 10−4 3.4× 10−4 1.39
TIC-166097 10.90 5.2× 10−4 3.4× 10−4 1.51
TIC-440886598 11.79 6.7× 10−4 3.4× 10−4 1.96
TIC-440878718 12.77 11.1× 10−4 3.4× 10−4 3.21

comparison stars, temporally binning by NOpt frames has reduced the NSR of the

calibrated transit light curve to the same level. Hence, with temporal binning, the

use of a V = 12.77 magnitude comparison star does not add any additional random

noise fluctuations to the calibrated target light curve, than a comparison star 2.68

magnitudes brighter.

5.5.6.3 Qatar 1b
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Figure 5.17: The NSR of the calibrated light curve for the test star as a function
of the temporal binning factor of the comparison star observed on 2022 June 11
using the Pt5m telescope.

A transit of Qatar-1b, a magnitude V = 12.84 star with a transit depth of 0.02

mags, was observed using a 20 s exposure time, with a cadence of 31 s, on the Pt5m
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Figure 5.18: The calibrated transit light curve of Qatar-1b observed on 2022 June
11 on the Pt5m telescope using standard differential photometry in blue and where
the comparison star has been temporally binned by 25 frames in orange. The
standard deviation measured at the wings of the transit for each method is given
in the bottom left-hand corner.

telescope on the 2022 June 11. The FOV (10.2× 6.9 arcmin) is much more limited

for this telescope compared to NGTS. As such, there were far fewer comparison

stars to choose from than in the previous example.

A star of magnitude V = 13.5 was used to perform the differential photometry.

A test star of magnitude V = 12.98 was selected from the field to determine the

temporal binning required. Fig. 5.17 shows the NSR of the calibrated light curve

for the test star against the temporal binning of the comparison star. In this

example, no clear minimum in the NSR is visible. This is because the systematic

noise is dominated by a linear trend and therefore severe binning still accurately

corrects the systematic noise.

Fig. 5.18 shows the calibrated light curve using standard differential photometry
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Figure 5.19: The observed light curve for BW Vulpeculae on August the 8th 2016,
La Palma, Canary Islands, Spain observed with the wide-field camera setup de-
scribed in section 5.5.1.2.

and the case where the comparison star has been temporally binned by 25 frames.

The NSR of the calibrated light curve using standard differential photometry is

2.1× 10−2. Temporally binning the comparison star has reduced the NSR of the

calibrated transit by a factor of 2, to an NSR of 1.0× 10−2. The NSR of the

un-calibrated Qatar-1b transit data was 1.3× 10−2. Thus, it has been shown that

a fainter comparison star can be used without adding any noise to the final light

curve at this cadence.

5.5.7 BW Vulpeculae

BW Vulpeculae or BW Vul, is a Beta Cephei variable star that ranges in brightness

between magnitudes V = 6.44 and V = 6.68 over a period of 4.8 hours in the

northern constellation of Vulpecula.
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A light curve of BW Vulpeculae, shown in Fig. 5.19, was observed on August

the 8th 2016, La Palma, Canary Islands, Spain using the wide-field camera setup

described in section 5.5.1.2. A bootstrapping technique was used to measure the

location of the minima in the light curve. For each iteration in the bootstrapping,

a curve fitting algorithm was used to measure the minima to prevent the location

from being skewed by noise.

This technique was performed using a range of comparison stars of varying mag-

nitude. For each comparison star the minima location was measured for the calib-

rated light curve using standard differential photometry and the calibrated target

light curve where the comparison star has been temporally binned by NOpt frames.

As a control, the minima was also measured for the un-calibrated BW Vul photo-

metry.

Fig. 5.20 shows the measured minima location of BW Vul for a range of compar-

ison stars. The expected minima location was calculated using previous BW Vul

observations (SIMBAD, 2021). For all the comparison stars used, temporally bin-

ning the comparison star by NOpt frames results in a more precise measurement of

the minima location. Furthermore, in most cases the use of differential photometry

has improved the accuracy in the minima measurement.

5.6 Discussion and Conclusions

Choosing a suitable comparison star is of great importance for high-precision photo-

metry since any residual systematics in the differential photometry will add linearly.

In addition, the random photon noise and scintillation noise of the star of interest

and the comparison star will add in quadrature. The data reduction technique

described here significantly reduces the NSR for differential photometry by taking

advantage of the fact that power in systematic trends is often at low frequencies

compared to the cadence of the light curve. Hence, a minimum exists in the total

noise of a light curve as a function of the integration time and cadence. Therefore,
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Figure 5.20: The measured minima location of BW Vul for a range of comparison
stars using standard differential photometry in blue and with differential photo-
metry with temporal binning in orange. The minima location measured using the
un-calibrated BW Vul light curve is given by the red dashed line. The expected
minima location, given by the green dashed line, was calculated using previous BW
Vul observations in SIMBAD.

the total NSR of the calibrated light curve can be minimised by optimising the

temporal binning.

A data pipeline to perform this technique and to optimise the temporal binning

used has been described. An example transit light curve of WASP-166b observed

using six of the NGTS telescopes has been presented. Light curves using four

comparison stars of different magnitude were produced. In all cases temporally

binning the comparison star before doing the differential photometry reduced the

NSR of the calibrated transit light curve.

One of the main advantages of this binning method is that it allows much fainter

comparison stars to be used. This is especially beneficial for less dense fields where
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5.6. Discussion and Conclusions

there are few comparison stars available and for large telescopes where the FOV

is small. In this case there are often few comparison stars to choose from and

therefore calibration methods, such as averaging multiple comparison stars, are

limited. This technique is also beneficial for small telescopes where, whilst there

are more comparison stars in the FOV to choose from, the scintillation noise is

more significant, scaling as D−4/3, where D is the aperture size.

This technique can also be implemented in addition to other data reduction meth-

ods such as the use of multiple comparison stars and the defocussing technique

(Tregloan-Reed and Southworth, 2013) and diffuser technique (Stefansson et al.,

2017), thus resulting in even lower NSRs.

It should be noted that this method is only beneficial for observations that are taken

in good photometric conditions. The systematic trends in the data must be at low

frequencies for the binning of the comparison star to be beneficial. For observations

with high frequency systematic noise the comparison star can no longer be binned,

as the moving average would smooth out these trends and thus no longer accurately

correct the systematic noise for the target star.

For observations that have occasional periods of sudden high frequency trends,

binning could still be beneficial. The comparison star data would be temporally

binned everywhere except for periods of rapid high frequency trends. As such,

the calibrated light curve would still have these periods of high frequency trends

corrected by the comparison star. The NSR of the light curve would be improved

everywhere except for the high frequency periods where the NSR would be equival-

ent to the use of standard differential photometry. This flexibility with where the

binning is applied is another advantage to this method over the use of low order

curve fitting algorithms, as any high order trends can still be corrected.

In addition, it has been demonstrated that this technique works for a range of

cadence values up to 30 s. It is expected that this method will work for cadences of

the order of tens of seconds in cases dominated by shot noise and scintillation noise.
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In addition, the technique has been demonstrated on two exoplanet light curves

and have shown that temporal binning of the comparison stars reduces the NSR

of the calibrated transit light curve as shown in Table. 5.2 and Table. 5.3. Hence,

this data reduction technique is ideal for ground-based follow-up observations of

exoplanets around bright stars such as targets found by TESS (Villanueva et al.,

2019), Wide Angle Search for Planets (SuperWASP) (Pollacco et al., 2006), Multi-

site All-Sky CAmeRA (MASCARA) (Lesage et al., 2014) and NGTS (Chazelas

et al., 2012).

Information about telescope sites can also be gained from this technique. Measuring

the minima in the NSR v.s. time plots (such as the minima in Fig. 5.14) for a

range of standard stars over multiple nights could provide details of the power

spectrum of the atmospheric transparency fluctuations of the site and the observed

scintillation noise. Therefore, these could be used to perform a statistical survey

of seasonal and cyclical variations in photometric quality.

Further research investigating this technique in multiple wavebands is needed. Sim-

ultaneous observations in multiple wavebands could be used to investigate how the

power spectrum of the atmospheric transparency variations vary with wavelength

and therefore the viability of this method in different wavebands.
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Chapter 6

Optical sparse telescope arrays

and scintillation noise

6.1 Introduction

High-precision, time resolved, ground-based photometry is critical for a wide range

of astronomical applications. For example, for exoplanet photometry it is vital

for follow-up observations in order to verify the transit detection, to check for

variations in the transit timings, and to improve the precision on transit parameters

such as the period and depth (Collins et al., 2018). However, such ground-based

observations are limited by the effects of the Earth’s atmosphere.

Arrays of small telescopes are in common use for exoplanet surveys such as Super-

WASP (Pollacco et al., 2006), MASCARA (Lesage et al., 2014) and the Next Gen-

eration Transit Survey (NGTS) (Chazelas et al., 2012). Such arrays are designed

to observe large patches of the sky using small telescopes’ with very large fields-of-

view (FOV). Many stars are observed simultaneously and automatic pipelines are

used to search for periodic dips in their brightness.

However, another benefit of using such arrays has been recently exploited. By

pointing all of the telescopes in the array at a single bright target of interest and

combining the photometry from all of the telescopes in the array, high Signal-to-
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Noise Ratios (SNRs) can be achieved. For an array of N telescopes, averaging their

light curves increases the SNR by a factor of
√
N if the photometric noise is uncor-

related. Simultaneous observations of WASP-166b by NGTS and the Transiting

Exoplanet Survey Satellite (TESS) (Villanueva et al., 2019) shows that ground-

based sparse telescope arrays are capable of achieving SNRs comparable to those

achieved in space (Bryant et al., 2020) (Doyle et al., 2022).

Not only are arrays of small telescopes able to achieve high SNRs for bright stars,

but they also have a much larger FOV than a large telescope. For example, each

of the NGTS 20 cm telescopes has a FOV of 8 deg2. Hence, the likelihood of

finding a bright comparison star in the field is significantly increased. Such bright

comparison stars are necessary to minimise the addition of random noise fluctu-

ations in differential photometry. As such, arrays of small telescopes could be used

for ground based observations of exoplanet transits around bright stars with very

high-precision.

However, the
√
N increase in SNR of using an array of small telescopes is only

achieved if the photometric noise from each telescope is independent. Any cor-

related noise between neighbouring telescopes would significantly reduce the im-

provement in the measured SNR. Noise sources such as the shot noise of the signal,

read-out noise and the shot noise of the sky-background etc. are random and

therefore will not be correlated between telescopes. However, for bright targets,

the scintillation noise is likely to be the dominant noise source and may be cor-

related between neighbouring telescopes for long exposure times. This is because

scintillation noise is produced by the propagation of the wavefront through high

altitude turbulence, producing spatio-temporal intensity fluctuation patterns at

the ground (Osborn et al., 2015). Correlation between neighbouring apertures will

depend on aperture size, turbulence strength and wind direction and the exposure

time, but can be substantial.

These effects all need to be considered when designing a telescope array to per-

form high-precision ground-based photometry. It has been shown for the NGTS

157



6.2. Theory

telescope array that correlation of the photometric noise measured between neigh-

bouring 20 cm telescopes separated by an order of ∼2 m is negligible (Bryant

et al., 2020). Here, telescope arrays with much smaller baselines which may be

limited by such effects are considered, for example if the telescopes were mounted

on a single mount, such as in the Gravitational-wave Optical Transient Observer

(GOTO) array (Gompertz et al., 2020).

In this chapter the correlation of scintillation noise between neighbouring telescopes

in an array is investigated for a range of parameters including wind direction, expos-

ure time and distance between telescopes. Results from both numerical simulation

and observations at the Isaac Newton Telescope (INT) are presented and discussed,

and several advantages of using sparse aperture arrays for photometric observations

are discussed. The work in this chapter has been published (Hartley et al., 2023b).

6.2 Theory

6.2.1 Sparse Telescope Arrays and Scintillation Limited Stars

For a bright star where scintillation noise is dominant, the benefit of using an array

of small telescopes over a single telescope of the same equivalent area for long

exposure times can be determined by considering the SNR for both instruments.

To compare the two, consider a single telescope of diameter D and an array of N

telescopes, each with diameter Dsub. Equating the two areas gives:

D =
√
NDsub. (6.1)

For a bright star, where the noise is limited by scintillation noise, the SNR is

proportional to:

SNR ∝ 1
σI
, (6.2)

where σI is the RMS scintillation noise.

158



6.2.1. Sparse Telescope Arrays and Scintillation Limited Stars

Hence, for long exposures on a single telescope of diameter D:

SNRtel ∝ (D−
4
3 )−

1
2 ∝ (D)2/3. (6.3)

For an array of small telescopes where the photometric noise is uncorrelated between

neighbouring telescopes, the scintillation index measured for the entire array is

given by:

σ2
Iarray =

σ2
Isub

N
, (6.4)

where σ2
Isub

is the scintillation index measured for a single telescope within the

array of diameter Dsub.

Hence, for an array of telescopes where the photometric noise is uncorrelated:

SNRarray ∝
√
N ∝ D

Dsub
. (6.5)

Therefore, for long exposure times, the SNR of an array of small telescopes will be

greater than the SNR measured by a single telescope of the same equivalent area.

This is because SNRarray > SNRtel. Hence, an array of small telescopes can achieve

the same SNR as a larger telescope with diameter:

D = N3/4Dsub, (6.6)

for a fraction of the area of glass and hence a fraction of the cost. For example, for

bright stars, the SNR of a 2.5 m telescope can be achieved with an array of thirty

20 cm telescopes.

For short exposure times, where σ2
I ∝ D−7/3, the SNR of a single telescope scales as

D7/6. Therefore, using an array results in a lower SNR than using a single telescope

of the same equivalent area. Therefore, the SNR benefit of using an array of small

telescopes is only achieved for long exposure times where t � tcross (for example,

on the order of seconds rather than milliseconds).

This SNR for the array given by Eq. 6.5 is only valid if the photometric noise

measured for the telescopes are statistically independent. In addition, it should be

noted that this increase in SNR performance for an array over a single telescope of
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the same total area is only achieved for bright stars where the signal is limited by

scintillation noise. For fainter stars, where the photometric noise is dominated by

shot noise (Föhring et al., 2019), the SNR depends only on the total area of glass

used and therefore no benefit to using an array is obtained.

6.2.2 Scintillation Correlation

The scintillation noise can be correlated between two neighbouring telescopes. If

Taylor’s frozen flow hypothesis (Taylor, 1938) is assumed, then a high altitude layer

of turbulence that is producing the scintillation noise will move a finite distance

within the exposure time. As such, the spatial intensity fluctuations can translate

from one pupil to the other. The degree of the correlation will be dependent on

the averaging of the intensity fluctuations with the exposure time. An example of

this spatio-temporal averaging for increasing exposure times is shown in Fig. 6.7.

This leads to correlation between the scintillation noise for two apertures.

Several parameters affect the correlation of scintillation noise between neighbouring

telescopes. These include:

• Wind direction of the high altitude turbulence relative to the separation vec-

tor of the telescopes.

• Exposure time.

• Wind speed of the high altitude turbulent layers.

• Telescope diameter.

• Distance between the telescopes.

The correlation between the measurements of two telescopes is measured using the

Pearson Correlation Coefficient, r. The correlation can be calculated both through

Monte Carlo simulation and analytically from weak perturbation scintillation the-

ory, both of which are presented here.
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6.2.3 Theoretical Scintillation Correlation between Spatially

Separated Apertures

From the definition of the scintillation index in Eq. 2.15, for an array of two

apertures with intensities I1 and I2:

σ2
I1+I2 = 〈(I1 + I2)2〉 − 〈I1 + I2〉2

〈I1 + I2〉2
. (6.7)

If both apertures are the same size, with 〈I1〉 = 〈I2〉 = 1, the term 〈I1 + I2〉2 =

2〈I〉2 + 2〈I〉2 = 4. Developing the numerator above, one obtains

σ2
I1+I2 = 〈I

2〉+ 〈I1I2〉 − 2
2 , (6.8)

where it has been assumed 〈I2
1 〉 = 〈I2

2 〉 = 〈I2〉. Using the definition of the single

aperture scintillation index one can substitute 〈I2〉 = σ2
I + 1, obtaining

σ2
I1+I2 = σ2

I + 〈I1I2〉 − 1
2 . (6.9)

Finally, it is noted that the normalised intensity I = 1 + δI, where δI is a random

variable with 0 mean and variance σ2
I . Hence

〈I1I2〉 = 〈(1 + δI1)(1 + δI2)〉 = 1 + 〈δI1δI2〉 (6.10)

where 〈δI1δI2〉 represents the covariance of scintillation in each aperture. One then

obtains

σ2
I1+I2 = σ2

I + 〈δI1δI2〉
2 , (6.11)

which reduces to Eq. 6.4 in the case of 〈δI1δI2〉 = 0, i.e. no covariance between

apertures. The covariance is therefore given as

〈δI1δI2〉 = 2σ2
I1+I2 − σ

2
I . (6.12)

From standard scintillation theory in the weak perturbation limit (Roddier, 1981),

the scintillation index including aperture averaging and exposure time effects can
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be obtained by the following integral over altitude and the two-dimensional Fourier

plane

σ2
I = 4

∫ ∞
0

dh
∫ ∞
−∞

d2f Φφ(h, f) sin2(πλhf2)

×A(f) sinc2(texpvwind(h) · f),
(6.13)

where h represents altitude and f the two-dimensional spatial frequency vector with

f = |f |. The quantity Φφ(h, f) is the turbulent phase spatial power spectrum for a

turbulent layer at altitude h, and the sin2 filter describes the effect of propagation

to the ground. The sinc2 filter represents temporal averaging of the scintillation

according to the wind vector vwind(h) for the layer at altitude h (Tokovinin, 2002).

The aperture filter A(f) = |F(P (r))|2 is the square modulus of the Fourier trans-

form of the pupil function P (r). For a single circular aperture this is given by

A(f) = 4
πDf2J

2
1
(
πDf2

)
(6.14)

where J1 is the Bessel function of the first kind and D is the single aperture

diameter. For two apertures separated by the vector ∆, the convolution theorem

of the Fourier transform with two Dirac delta functions can be used to obtain

A(f ,∆) = 1
4A(f)|1 + exp(2πi∆ · f)|2 = A(f) cos2(π∆ · f) (6.15)

where the factor of 1/4 arises from normalisation of the two apertures. For the

computation of covariance, combining Eq. 6.12, 6.13 and Eq. 6.15 one obtains

〈δI1δI2〉 = 4
∫ ∞

0
dh
∫ ∞
−∞

d2f Φφ(h, f) sin2(πλhf2)

×A(f)(2 cos2(π∆ · f)− 1) sinc2(texpvwind(h) · f),
(6.16)

which can be straightforwardly numerically integrated. The correlation, r(∆) is

then obtained by normalising the covariance

r(∆) = 〈δI1δI2〉(∆)
〈δI1δI2〉(0) = 〈δI1δI2〉

σ2
I

. (6.17)

It should also be noted that the scintillation index for an arbitrary N -aperture

array may be directly calculated by integrating Eq. 6.13 using the aperture filter

Aarray(f , {∆i}) = 1
N2A(f)

∣∣∣∣∣∑
i

exp(2πi∆i · f)
∣∣∣∣∣
2

, (6.18)
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where the ∆i are the spatial co-ordinates of the centre of each aperture of the

array.

6.3 Method

The scintillation correlation measured between two telescopes is dependent on the

parameters described above. The dependence of these parameters were investigated

both in simulation and using INT telescope measurements. The method for each

investigation is described below.

6.3.1 Simulation

To investigate the spatio-temporal correlation of scintillation in simulation, a Monte

Carlo phase screen representation of the atmosphere was produced using the py-

thon package SOAPY (Reeves, 2016). The phase screens were used with Fresnel

propagation to simulate a scintillation pattern at ground level using the python

package AOtools (Townson et al., 2019). Small telescope pupils were cut out from

this pattern and summed to give the integrated intensity for each pupil.

Turbulence profiles measured using a SCIDAR turbulence profiler instrument (Shep-

herd et al., 2013) in La Palma and Paranal were used to produce accurate estim-

ations for the strength and altitude of the turbulence layers above the telescope

pupils in numerical simulation. The simulated atmospheres were updated and

translated based on the turbulent profile wind velocities and directions in order to

simulate the effect of the finite exposure time assuming Taylor’s frozen flow hy-

pothesis. This was then repeated to produce a light curve with the appropriate

temporal intensity fluctuations for each telescope.

The Pearson correlation coefficient was then measured between the neighbouring

telescopes to measure the correlation of the intensity fluctuations due to scintilla-

tion. It should be noted that new phase screens were generated for each exposure,
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such that the temporal correlation measured was strictly dependent on the expos-

ure time used.

6.3.2 Telescope Measurements

Measurements were made at the INT in La Palma, Spain by re-imaging the tele-

scope aperture plane onto a detector using a collimating lens. The detector used

was a ZWO 1600 CMOS camera, which allowed the use of short exposures and

high frame rates with relatively low readout noise. A SCIDAR instrument was

also mounted on the telescope so that turbulence profile measurements could be

interleaved with the photometric measurements. The SCIDAR data could then

be used in numerical simulation to compare the on-sky photometric results to the

simulation, for the prevailing turbulence and wind profile. The pupil-imager and

SCIDAR turbulence profiler were mounted in parallel at the Cassegrain focus with

a folding mirror used to switch between the two instruments.

The scintillation pattern in the pupil-plane were observed in the V band for a range

of exposure times. From these scintillation patterns, an array of small subapertures

equivalent to a sparse telescope array could be defined. From these observations

the effect of a range of parameters on the scintillation correlation between the

subapertures could be measured.

Data were obtained in two observing runs, in September 2021 and May 2022. In

the first observation a bright star, Aljanah, with magnitude V = 2.48 was selected

as a suitable target. Pupil-plane images with exposure times of 0.01 s, 0.1 s and 1 s

were collected. Exposure times of more than 1 s would have saturated the detector.

The second data run in May 2022 included longer exposure times of 2 s and 3 s

using the bright star Seginus, a magnitude V = 3.02 star.
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6.3.3 Aperture Size

To select a suitable aperture size for a sparse telescope array, careful consideration

of the Optical Telescope Assembly (OTA) cost and the cost of the detectors is

required.

The cost of a ground-based optical telescope scales with aperture size. Several

models have been used to estimate the scaling of cost with aperture size. For

example, van Belle et al. (2004) estimated the scaling of cost with the ground OTA

size as:

Ground OTA Cost ∝ D2.46. (6.19)

This relation is given for large telescopes. However, based on the price for com-

mercial telescopes in the 20-100 cm range, a relation of D3 better reflects the cost

scaling.

The correlation measured between pupils with separation also depends on telescope

size. This is because the intensity fluctuations are averaged over a larger area and

therefore measure larger scales which will be correlated over larger separations.

Hence, large telescopes will need to be separated by larger distances.

In addition, the aperture size will also affect the FOV. The FOV often scales

inversely with the telescope aperture assuming a constant focal ratio and equivalent

detector size. Therefore, for a smaller telescope aperture and larger FOV there will

be a higher probability of finding a bright comparison star in the field.

There are two options for the sparse telescope array design. One is to have each

telescope in the array on its own mount, as for the NGTS array. This gives the

option of independent pointing of the telescopes, but will increase the cost and

complexity. The second option is to have all the apertures mounted onto a single

large mount, such as the GOTO array. Here, this second option is considered. In

this case, the cost of the mount will scale more slowly with the number of telescopes.

The SNR increases with telescope size and the SNR of an array is proportional to
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Figure 6.1: The cost of building a sparse telescope array that provides the same
scintillation limited SNR as the Isaac Newton Telescope as a function of the dia-
meter of the telescopes in the array. The cost for the telescopes and cameras are
given assuming a cost of £3k per camera and assuming the telescope cost scales as
D3.

SNRtel
√
N where SNRtel is the SNR of a single telescope in the array. Hence, for

very small telescopes, more telescopes in the array to reach the required overall

SNR, and therefore more detectors, would be needed.

The telescope aperture used in an array should therefore be optimised to minimise

the cost. Fig. 6.1 shows the estimated cost for a sparse telescope array as a function

of the telescope diameter, assuming that a scintillation limited SNR for the INT is

desired. The cost for the telescopes and cameras are given assuming a cost of £3k

per camera and assuming the telescope cost scales as D3. The number of telescopes

N required to match the SNR for the INT was calculated using Eq. 6.6, for a

range of values of Dsub. For small telescopes, where a larger number of apertures

is needed, the sparse array cost is dominated by the cost of the cameras, which
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decreases sharply with N and hence, aperture size. As the telescope size increases,

the cost of the OTA starts to become more significant and a slow increase in array

cost is seen. These two opposing parameters result in a shallow minimum.

Based on this figure, it is proposed that the use of ∼20 cm telescopes is a suitable

aperture size for building a sparse telescope array in terms of minimising cost.

Additionally, NGTS has already shown that an array of telescopes of this size can

achieve SNRs equivalent to that of TESS observations (Bryant et al., 2020). Hence,

an aperture size of 20 cm has been used for all the results given in section 6.4.

6.4 Results

In this section, the correlation of scintillation noise between neighbouring telescopes

is investigated for a range of parameters. Results from numerical simulations and

INT telescope measurements are presented.

6.4.1 Analytical and Numerical Simulation Results

6.4.1.1 Wind Direction

To investigate the significance of wind direction on the correlation of scintillation

noise between two pupils, a turbulence profile consisting of a single layer at an

altitude of 10 km was modelled with a wind velocity of 15 ms−1 and direction 0◦

for a 1 s exposure time. Two 20 cm telescopes were simulated. For all the results,

the telescope pupils are initially superposed such that a correlation coefficient of

r = 1 is measured. This overlapping of the telescope pupils is possible in simulation

but is not physically possible for real apertures. The pupils are then moved apart

in a range of directions.

Fig. 6.2 shows a strong correlation between two telescopes separated parallel to the

wind direction (0 degrees), even at a separation of 1 m. The numerical simulation
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Figure 6.2: The correlation coefficient of the intensity fluctuations due to scintilla-
tion between two telescopes as a function of separation along the y-axis (North),
which corresponds to 0 degrees (see Fig. 6.3 for reference). A range of wind direc-
tions are plotted between 0 and 90 degrees. The error bars represent the standard
error in the Monte Carlo simulation. The theoretical scintillation correlation is
plotted as the solid lines.

results closely follow the theoretical scintillation correlation, which are plotted as

the solid lines. As the telescopes are separated along directions away from the

wind direction, the correlation drops significantly with distance. Telescopes that

are positioned perpendicular to the wind direction are not correlated at all once

the telescope pupils no longer overlap.

Hence, as expected, the wind direction of the high altitude turbulence is arguably

the most significant parameter for the scintillation correlation measured between

neighbouring telescopes for long exposure observations. Telescopes with baselines
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Table 6.1: The median five layer SCIDAR profile measured at La Palma.

Heights (m) 0 250 3500 11250 14750
Weights (r0 = 0.20 m) 0.266 0.585 0.059 0.049 0.041
Wind Direction (degrees) 159 236 238 262 143
Wind Speed (ms−1) 6.8 8.7 10.6 12.9 10.5

close to parallel to the wind direction, within ∼ 15◦, will be highly correlated

at short separations. This demonstrates the significance of the turbulence wind

direction for scintillation correlation. An unfavourable wind direction, i.e. parallel

to the separation of the apertures, results in large correlation coefficients between

neighbouring telescope pupils.

In reality, the atmosphere is not discrete and typically it will have several signi-

ficant turbulent layers moving in different directions, averaging out this effect. As

such, it is expected that the measured correlation in scintillation noise between

neighbouring telescopes will become negligible at much shorter separations if a

realistic turbulence profile is assumed rather than a single layer. However, sites

will often have a prevailing wind direction for the high altitude turbulence due to

atmospheric features such as the jet stream. In principle, telescope arrays could

be designed with this in consideration by having longer baselines parallel to the

prevailing wind direction.

6.4.1.2 Exposure Time

Another significant factor effecting the correlation of scintillation noise between

neighbouring telescopes is the exposure time used. The minimum distance required

between neighbouring telescopes will depend on the distance that the high altitude

turbulence has moved during an exposure time. For example, for a high altitude

turbulent layer moving with a wind velocity of 30 ms−1, for a 1 s exposure time

the turbulent layer, and therefore the spatial intensity fluctuations at the ground

produced by this layer, will have moved 30 m, whereas for a 0.1 s exposure time it

will have only moved 3 m. Hence, this will also be dependent on the wind speed
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N

Figure 6.3: The geometry of the telescope positions relative to North used for the
calculations shown in Fig. 6.4. The 4 telescopes begin entirely overlapped and are
then moved in 2.5 cm steps in the directions indicated by arrows.

of the high altitude turbulent layer.

A numerical simulation based on fifteen different optical turbulence profiles from

La Palma (Osborn et al., 2018) was used to investigate how the correlation of scin-

tillation noise between neighbouring telescopes varied with exposure time. These

profiles were based on SCIDAR data collected in La Palma in 2015 and were pro-

duced using the hierarchical clustering method described by Farley et al. (2018).

The median profile is given in Table. 6.1.

Four 20 cm apertures were used in simulation, two separated along the x-axis

(parallel to the 90◦ and 270◦ directions) and two separated along the y-axis (parallel

to the 0◦ and 180◦ directions). This is demonstrated in Fig. 6.3. This is the simplest

configuration to explore a 2D array.

Fig. 6.4 shows the results of this simulation where the telescopes are (a) along the

x-axis (parallel to the high altitude wind direction) and (b) along the y-axis (per-

pendicular to the high altitude wind direction). The numerical simulation results

closely follow the theoretical correlation expected for each exposure time using the

170



6.4.1.2. Exposure Time

0.0 0.2 0.4 0.6 0.8 1.0
Separation / m

(a)

0.2

0.0

0.2

0.4

0.6

0.8

1.0

Co
rre

la
tio

n 
Co

ef
fic

ie
nt

0.0 0.2 0.4 0.6 0.8 1.0
Separation / m

(b)

0.01s
0.05s
0.1s
1s

Figure 6.4: The average correlation coefficient of the intensity fluctuations due to
scintillation between two telescope as a function of separation (a) along the x-axis
(parallel to the high altitude wind direction) and (b) along the y-axis (perpendicular
to the high altitude wind direction) for the numerical simulation of fifteen SCIDAR
turbulence profiles measured in La Palma for a range of exposure times. The scatter
in the correlation due to the variation in the turbulence profiles is represented by
the standard error error bars. The theoretical correlation coefficient for the average
SCIDAR turbulence profile for La Palma is also plotted as solid lines.

average SCIDAR turbulence profile for La Palma. For the shortest exposure time

of 0.01 s, the scintillation correlation drops to zero as soon as the telescopes no

longer overlap. As the exposure time increases, the measured correlation in the

scintillation noise between the telescopes in (a) increases for all separations, i.e.

for longer exposure times, a larger separation between neighbouring telescopes is

needed for the scintillation noise to be uncorrelated. This is to be expected, as the

atmospheric turbulence will have moved a larger distance over the exposure time,

producing intensity correlations over larger spatial scales.

However, if the telescopes are placed perpendicular to the wind direction, as shown

in Fig. 6.4 (b), the correlation of scintillation noise falls to zero once the telescopes

no longer overlap for all of the exposure times used. There is small deviation

between the simulated results and the theoretical scintillation correlation after

0.3 m, however the correlation measured in simulation is still negligible.
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Table 6.2: The median five layer SCIDAR profile measured at Paranal.

Heights (m) 0 1750 5500 10250 14500
Weights (r0 = 0.21 m) 0.714 0.106 0.057 0.057 0.066
Wind Direction (degrees) 142 298 278 273 271
Wind Speed (ms−1) 7.8 9.1 18.8 24.4 9.9
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Figure 6.5: The measured correlation in intensity between two telescopes as a func-
tion of separation along the (a) the x-axis (East) and (b) the y-axis (North). The
average result for fifteen SCIDAR profiles from La Palma and eighteen SCIDAR
profiles from Paranal are plotted with the scatter resulting from the variation in
the turbulence profiles is shown by the error bars in terms of standard error. The
theoretical correlation is given by the solid lines.

6.4.1.3 SCIDAR Profiles Simulation

Optical turbulence profiles from SCIDAR measurements collected at Paranal (Far-

ley et al., 2018) and La Palma (Osborn et al., 2018) were used to compare the two

sites. The SCIDAR data suggests that both Paranal and La Palma have similar

prevailing wind directions for the high altitude turbulence layers. The median pro-

files given in Table. 6.1 and Table. 6.2 are shown to indicate the median wind

directions.

Fig. 6.5 shows the results from the simulation for the two telescopes placed along (a)

the x-axis and (b) the y-axis. The simulation results closely match the theoretical

correlation given by the solid lines. Based on the median profiles given in Table.

6.1 and Table. 6.2, the dominant high layer turbulence is along the 262◦ and
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273◦ direction respectively and therefore is close to parallel to the x-axis. Hence,

stronger correlation of the scintillation noise along the x-axis is expected.

The average of the Paranal profiles in Fig. 6.5 (a) have a slightly higher correlation

coefficient at large separations, since the median wind direction of the high altitude

turbulent layer is closer to parallel to the x-axis than for the La Palma profiles.

These results suggest that the prevailing wind direction of the high altitude tur-

bulent layers could be useful information for designing optimised sparse telescope

arrays.

6.4.1.4 Telescope Separation

A key question for the use of sparse telescope arrays is the minimum separation

required between telescopes within a telescope array so as to reduce correlation of

scintillation noise to a negligible level.

To determine the separation required between neighbouring telescopes, an array of

4 telescopes was tested in simulation using 18 Paranal SCIDAR profiles each with

5 layers. The correlation of scintillation for 1 s exposures was measured such that

the scintillation variance is expected to be described by Eq. 2.20. The telescopes

pupils were initially fully superimposed and were then moved incrementally apart

along the x and y axis. This was repeated for five telescope aperture sizes of D =

15 cm, 20 cm, 28 cm, 40 cm & 50 cm.

Fig. 6.6 shows the average SNR for a range of aperture sizes over the 18 Paranal

profiles for an array of 4 telescopes as a function of the separation in units of

the aperture diameter, D. For all of the aperture sizes, the SNR levels off for

separations larger than ∼ 2D. This suggests a centre-to-centre separation between

neighbouring telescopes of at least 2D should be used.

It is possible that for longer exposure times (more than 10 s) a larger separation

may be required. This is because for longer temporal averaging, larger spatial scales

in the scintillation pattern will be more dominant. However, since the targets which
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Figure 6.6: The average scintillation limited SNR from simulation for an array of 4
telescopes with diameter D as a function of the centre-to-centre separation between
them. The 4 telescopes are positioned as in Fig. 6.3. A range of telescope aperture
sizes of D = 15 cm, 20 cm, 28 cm, 40 cm & 50 cm are plotted. For all the aperture
sizes, the SNR levels off for telescope separations greater than ∼ 2D.

are limited by scintillation noise are bright, to avoid saturation very long exposure

times cannot be used. Therefore, this will rarely be a problem.

6.4.2 Telescope Measurements

The results from section 6.4.1 show how the wind direction, exposure time and

distance between neighbouring telescopes all affect the correlation of scintillation

between two apertures. However, these simulations have limitations, such as the

discrete number of turbulent layers that can be simulated and the assumption of

frozen flow. Hence, telescope data was recorded to test this for the real atmosphere.

Examples of pupil plane date for the INT with exposure times of 0.01 s, 0.1 s and

1 s can be seen in Fig. 6.7. The variance in intensity across the pupil is very large
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0.01s 0.1s 1s

Figure 6.7: Example INT pupil-plane images for the 0.01 s, 0.1 s and 1 s exposures.
These show the spatio-temporal averaging of the scintillation pattern for increasing
exposure time.

Table 6.3: The median five layer SCIDAR profile measured between 22:00 and
23:00 on 2021 September 19.

Heights 0 211 7175 12028 13927
Weights (r0 = 0.16 m) 0.619 0.240 0.029 0.072 0.040
Wind Direction 130 106 92 84 64
Wind Speed 4.4 2.1 15.7 20.7 16.4

for the 0.01 s data with the speckles clearly visible. For the 0.1 s data, streaks

across the pupil can clearly be seen moving in the wind direction of the dominant

high layer turbulence. For the 1 s frame the pattern is averaged further, and the

intensity variance reduced.

The average of all of the images recorded for each exposure time within a given

observation run was used as a flat field image. Some areas affected by dust and

small fibres in the optical path which are visible in the 1 s image, were avoided

entirely in the data analysis as it could affect the measured scintillation correlation.

6.4.2.1 SCIDAR Turbulence Profile

The stereo-SCIDAR instrument was used to measure the turbulence profile above

the INT in between pupil-plane data collections. The median of 12 profiles meas-

ured between 22:00 and 23:00 on 2021 September 19 is given in table 6.3. This

profile was grouped into five layers using the Optimal Grouping method (Saxen-
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huber et al., 2017).

The SCIDAR profile measured is typical for La Palma with a strong ground layer

and another strong layer at an altitude of approximately ∼ 12 km. It should

be noted that measuring the wind direction and speed for the turbulent layers is

challenging and can only be performed by tracking strong features over time. As

such, wind speed and direction measurements are only available for the dominant

layers.

6.4.2.2 Exposure Time, Wind Direction and Aperture Separation

A Monte Carlo algorithm was implemented to investigate the importance of wind

direction, exposure time and telescope separation. This worked by randomly select-

ing start locations within the INT pupil-plane images from which it was possible

to offset by at least 0.75 m without leaving the limits of the pupil area or inter-

secting the shadow of the secondary mirror and its supports. From the pupil plane

image, two sub-pupils were cut out and summed to measure the intensity within

each pupil. One pupil remained stationary at the start location and the second

pupil would then be moved incrementally in the given direction with the intensity

being recorded at each location.

In this way the scintillation correlation could be recorded in a range of directions

for a range of telescope separations. The Monte Carlo algorithm was run ten times

for each direction to ensure the average result was not affected by any flat-field

irregularities, for example due to dust within the re-imaging optics. This method

was repeated for the data collected for each exposure time.

Data packets comprising 200 frames were collected. Fifteen 0.01 s packets, eleven

0.1 s packets and seventeen 1 s packets were collected between 23:00 and 00:30 on

the night of 2021 September 19. The results using the pupil-plane data for 0.01 s,

0.1 s and 1 s exposure times are shown in Fig. 6.8, 6.9 and 6.10 respectively. For

very short exposure times, the measured scintillation correlation drops to zero as
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soon as the pupils are not overlapping, even along the wind direction. Whereas,

for the long exposure data, the measured scintillation correlation along the wind

direction increases at larger separations. The increased correlation is seen for ori-

entations within approximately 15◦ of the aperture separations. Hence, the on-sky

data agrees with the simulation results from Fig. 6.2 and Fig. 6.4 for both wind

direction and exposure time.

The profile given in table 6.3 was used in a Monte Carlo simulation to compare

the scintillation correlation results to the on-sky data for the 1 s exposure time.

Fig. 6.11 shows the simulated results. Comparing to Fig. 6.10 it is clear that the

simulation overestimates the measured scintillation noise correlation between the

two telescope pupils at large separations. This is to be expected as the simulation

assumes Taylor’s frozen flow hypothesis and approximates the atmosphere as dis-

crete with only five layers whereas in reality the atmospheric turbulence profile is

continuous.

Based on these results it can be seen that in most cases neighbouring telescopes

within an array will be uncorrelated. Only pairs of telescopes with baselines close to

parallel to the wind direction will exhibit significant correlation of the scintillation

noise. This drops significantly with separation and is almost negligible after ∼

40 cm. Based on the results in this section, an array of 20 cm within a sparse array

should be separated by at least 40 cm from centre to centre. This is in agreement

with the results from numerical simulation shown in Fig. 6.6 in section 6.4.1.4

which suggests a separation of 2D is required.

6.4.2.3 Optical Sparse Arrays

Based on the results from the previous section, a centre-to-centre separation of ap-

proximately twice the aperture diameter will result in minimal correlation between

the neighbouring pupils. This separation was used to test the relation between the

number of telescopes in an array and the resulting photometric SNR.
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Figure 6.8: The measured correlation between two 20 cm apertures as a function
of angle and separation for the INT pupil-plane images with an exposure of 0.01 s.
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Figure 6.9: The measured correlation between two 20 cm apertures as a function
of angle and separation for the INT pupil-plane images with an exposure of 0.1 s.
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Figure 6.10: The measured correlation between two 20 cm apertures as a function
of angle and separation for the INT pupil-plane images with an exposure of 1 s.
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Figure 6.11: The measured correlation between two 20 cm apertures as a function
of angle and separation for a numerical simulation using the SCIDAR profile given
in table 6.3 and a 1 s exposure time.

179



6.4.2.3. Optical Sparse Arrays

Figure 6.12: Example of using the INT pupil plane images to estimate the SNR
for an array, where each black circle represents a telescope pupil in the array. The
intensity for each telescope is measured by summing the flux within each circle.

Multiple 20 cm pupils were cut from the pupil-plane data to create an array, each

separated by 40 cm. An example is shown in Fig. 6.12 where the telescope pupils

used in the array are the black circles. The intensity for each telescope is measured

by summing the flux within each circle. The array was rotated and shifted such that

the maximum number of pupils can fit within the INT pupil image whilst avoiding

the secondary obscuration and any irregularities in the field. The presence of the

secondary mirror obscuration limited the number of pupils that could be placed

within the array and meant that the average distance between the pupils was

slightly larger than 40 cm.

The overall photometric SNR for the whole array found by averaging the intensity

over all the telescopes was then plotted against the summed area of the telescopes in

the array. In addition, a single telescope of the same summed area of the array was
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Figure 6.13: The average normalised SNR for a range of exposure times over all the
data packets as a function of the total area for an array of telescopes. The average
normalised SNR for a monolithic telescope is also plotted as a function of its area.
The theoretical SNR for the telescope array and monolithic telescope described by
equations 6.5 and 6.3 respectively are also plotted. The SNR for each exposure
time was normalised using the average SNR value for a single 20 cm aperture.

cut from the pupil-plane image and the SNR recorded to allow a direct comparison.

Data-packets comprising 200 pupil-plane images were recorded with the INT in

May 2022 for a range of exposure times. Thirteen 0.1 s packets, five 1 s, three

2 s and two 3 s packets were collected between 22:50 and 00:00 on the night of

2022 May 15. Fewer long exposure data packets could be collected due to time

constraints.

Fig. 6.13 shows the average normalised SNR as a function of the total area of

the telescope array, as well as the results for a single telescope of the same area,

for a range of exposure times. The SNR for each exposure time was normalised

using the average SNR value for a single 20 cm aperture such that the shape of
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Figure 6.14: The average SNR for an array of 20 cm telescopes in an array as a
function of the area of the telescope array and the SNR of a single monolithic pupil
as a function of telescope area for a 0.01 s exposure time. The SNR was normalised
using the average SNR value for a single 20 cm aperture.

the trends could be easily compared between the different exposure times. The

theoretical mean SNR for the telescope array and monolithic telescope described

by equations 6.5 and 6.3 respectively are also plotted. For all the exposure times,

the SNR measured for the array of telescopes exceeds the SNR measured for the

monolithic telescope of equivalent area and all scale as expected from Eq. 6.5. This

implies there is negligible correlation of scintillation noise between the pupils.

If however one considers the short exposure regime, for a bright star, the SNR

of the telescope array is worse than for a single telescope of the same area, as

shown in Fig. 6.14. This is to be expected due to the aperture size dependence

on the scintillation index for short exposure times given in Eq. 2.19 as discussed

in section 6.2.1. Therefore, the improvement in the SNR for using a telescope

array over a single telescope of equal area is only beneficial for long exposure times
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where t � tcross. Fortunately, for most applications such as exoplanet follow up

observations, typical exposure times (> 1 s) fall within this regime.

6.4.3 Sparse Telescope Array Exoplanet Transit Simulation

In this section, a simulated exoplanet transit light curve is presented, demonstrating

the SNR improvement that can be achieved for thirty 20 cm telescopes in an array

compared to a single 1 m telescope.

Based on equations 2.20 and 6.5, an array of thirty 20 cm telescopes (which has

a total glass area of 1 m) should have an SNR equivalent to a single telescope of

aperture diameter 2.54 m.

An exoplanet transit light curve of WASP-8b, a hot Jupiter exoplanet that orbits

a star similar to the sun with magnitude V = 9.9 (Borsato et al., 2021), was sim-

ulated. A single layer turbulence profile was used with a wind speed of 15 ms−1,

an r0 = 0.15 m and using an exposure time of 10 s. It was assumed that the pho-

tometry was limited by scintillation noise and that the scintillation noise between

the telescopes was uncorrelated such that the SNR ∝
√
N where N is the num-

ber of telescopes in the array. This relationship was demonstrated by the results

measured on-sky in section 6.4.2.3.

Fig. 6.15 shows the results of a Monte Carlo simulation assuming random error

due to scintillation alone, for a transit of WASP-8b for an array of thirty 20 cm

telescopes and for a single 1 m telescope. The standard error for the wings of the

transit is plotted in the bottom right-hand corner for the array, a 1 m telescope

and for a 2.54 m telescope. Based on these error bars, an array of thirty 20 cm

telescopes can achieve an NSR 50% smaller than a 1 m telescope and achieves an

NSR equivalent to a single telescope with a diameter of 2.54 m.

Since the uncertainty of the fitted astrophysical parameters of the exoplanet transit

scales linearly with the scintillation noise, with a gradient in the range of 0.68 – 0.80

(Föhring et al., 2019), using a sparse array of thirty 20 cm telescopes will result in a
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Figure 6.15: Simulated exoplanet transit light curve of WASP-8b for thirty 20 cm
telescopes in an array and for a single 1 m telescope. The standard error for the
wings of the transit is plotted in the bottom right-hand corner for the array and
for a 1 m telescope. In addition, the standard error for a 2.54 m telescope has been
added for comparison.

reduction in the uncertainty of the exoplanet transit parameters by approximately

40% when compared with a single telescope of the same equivalent area.

From Fig. 6.1, the cost of the telescope array is approximately £150k, assuming

the individual 20 cm OTAs would have a typical cost of £2k and £3k per camera.

The cost of a 2.54 m telescope would be substantially higher at approximately

∼£2million. Hence, for bright stars, exoplanet observations with SNRs equivalent

to a 2.54 m telescope could be achieved for approximately a tenth of the price by

building an array of thirty 20 cm telescopes instead.

In addition, the probability of finding a suitable comparison star within the FOV

is much higher for the array of small telescopes. If telescopes with a focal ratio of

10, using the same detector with a pixel width of 3.8µm, are considered, then the
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Figure 6.16: The probability of finding a star of V ≤ mV in the FOV of a 20 cm
and 2.54 m telescope. The vertical lines represent the magnitude at which the
photometric noise is dominated by scintillation noise for each telescope.

area of the FOV for a single 20 cm and 2.54 m telescope will be 0.19 degrees2 and

0.001 degrees2 respectively.

Fig. 6.16 shows the probability of finding a star of a given V-band magnitude within

the FOV of the 20 cm and 2.54 m telescopes discussed above. The vertical blue

and orange lines on Fig. 6.16 indicate the magnitude below which the photometric

noise is dominated by scintillation noise for each telescope (Osborn et al., 2015).

The 20 cm telescope has a FOV 190 times larger than the 2.54 m telescope and

therefore has a much higher likelihood of finding a bright comparison star within

the FOV.

The shorter focal length also means that the requirements for the pointing and

tracking is reduced, significantly reducing the cost of the array. If the images need

to be kept on the same pixels to reduce systematic errors, then good tracking will
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be needed. However, the use of defocusing or diffusers (Stefansson et al., 2017) with

bright stars would reduce this requirement. In addition, if instrumental systematic

errors are independent for the telescopes in the array then the errors will average.

6.5 Discussion and Conclusions

For bright stars for which photometric noise is limited by scintillation noise, arrays

of small telescopes have several potential benefits. For long exposure times, an

array of N telescopes of diameter Dsub can achieve an SNR equivalent to a single

telescope of diameter equal to N3/4Dsub. However, this is only achieved if the

scintillation noise is uncorrelated between the telescopes in the array. The cost of

the sparse array will be much smaller than for the equivalent monolithic telescope.

Furthermore, the small telescopes of the array have a large FOV such that bright

comparison stars can be acquired within the same image frame.

The impact of parameters including wind direction, aperture size and the expos-

ure time on the correlation of scintillation noise between neighbouring telescopes

has been investigated. It was found in simulation that the scintillation correlation

between two telescopes parallel to the high altitude turbulence wind direction was

high, even over large physical separations. For on-sky measurements, the correla-

tion between the telescopes reduced more quickly. This is most likely because the

simulation has only a few discrete turbulent layers and assumes frozen flow. In

reality, the turbulence profile is more continuous and will evolve such that Taylor’s

frozen flow is not an exact description. Hence, in reality, the scintillation correla-

tion reduces to negligible levels at smaller telescope separations than expected from

simulation.

However, in both cases, the measured scintillation correlation fell to near negligible

values for a centre-to-centre separation of ∼ 2D between telescopes. It has been

shown using pupil plane imaging at the INT that the overall SNR for an array of

telescopes separated by ∼ 2D is ∝
√
N . This implies that the scintillation noise
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is not correlated between the neighbouring telescopes. Hence, it is recommended

that in practice, a telescope separation of at least 2D should be used for a sparse

telescope array. Furthermore, for a majority of telescope sites, there will be a

dominant high altitude prevailing wind direction. For example, at La Palma, the

high altitude turbulence results from the jet stream which has a prevailing wind

direction of ENE. Hence, telescope arrays can be designed with the specific site in

mind.

One of the most significant benefits for using a telescope array over a larger mono-

lithic telescope is that the same SNR can be reached using a fraction of the glass

area and thus also at a fraction of the cost. For example, using thirty 20 cm tele-

scopes can achieve the equivalent SNR as the INT, a 2.54 m telescope. In addition,

small telescopes have a much larger FOV, therefore increasing the probability of

finding a suitable bright comparison star. Exoplanet transit observations are sig-

nificantly limited by systematic noise, (Pont et al., 2006) and therefore having a

bright comparison star in the field is vital for high-precision photometry.

The increase in SNR for a telescope array compared to a single telescope of the

same area is only achieved for long exposure times. For short exposure times, on

the order of a few milliseconds, there is no benefit to using a telescope array over a

single large telescope. In addition, an increase in SNR is only achieved for bright

stars where the photometric noise is dominated by scintillation. In this regime, the

SNR of a single telescope scales with the telescope aperture as D2/3 whilst the SNR

for a sparse telescope array scales with D. For a fainter star where the observation

is shot noise limited, the SNR scales linearly with the aperture diameter. Hence,

an array of telescopes would perform as well as a single telescope of identical area.

Therefore, there is no SNR benefit to using an array over a single telescope for

faint, shot noise limited stars. However, the advantages of the reduced cost and

increased FOV remain.
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Chapter 7

Conclusions

Whilst chapters 4, 5 and 6 each present an independent project, the underlying

theme for all the research presented in this thesis is the reduction of noise in

ground-based, time-resolved photometry due to atmospheric effects.

In Chapters 3 and 4 the simulation and on-sky results of a scintillation correction

technique that uses a tomographic algorithm are presented. Chapter 5 presents a

new data reduction technique that used the optimal temporal binning of compar-

ison star light curves to reduce random noise in differential photometry. Finally,

Chapter 6 investigates the use of sparse optical telescope arrays to achieve improved

SNRs for the observation of bright stars, and the impact that the correlation of

scintillation noise between neighbouring apertures has on such arrays.

In this chapter, the key results are summarised and suggestions for future research

avenues for each project are presented.

7.1 A scintillation correction technique using

tomographic wavefront-sensing

High-precision ground-based photometry can be severely limited by atmospheric

scintillation noise. Reducing scintillation noise enables more accurate multi-spectral

measurements to be taken as higher SNR values within each waveband can be
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achieved. In addition, reducing scintillation noise allows shallower exoplanet primary

transits to be observed for bright stars from the ground and possibly even secondary

transits.

In this thesis the first ever on-sky demonstration of a scintillation correction tech-

nique that uses tomographic wavefront sensing has been presented.

The results from a Monte Carlo simulation are presented that investigate the effect

of several parameters, including the WFS exposure time, the number of stars used

in the tomographic reconstruction and their angular separation and magnitude,

on the expected scintillation correction that can be achieved. Based on these

investigations, a suitable target asterism was found for the on-sky experiment on

the INT in La Palma, Spain.

Simulations showed that a significant sky coverage using NGS cannot be achieved

for an 8 m class telescope, and therefore LGSs are necessary. Fortunately, many

of the current and future largest telescopes will be equipped with tomographic AO

systems and LGS facilities, such as MORFEO on the ELT. A simulation of the

4 LGS on the VLT found that the scintillation RMS noise could be reduced on

average by a factor of four.

Results from a simple on-sky experiment on the INT in La Palma were presented

in Chapter 4. A single SHWFS was used to perform the photometry and the

tomographic wavefront sensing for three stars in the Orion Trapezium Cluster.

The results from this experiment have successfully demonstrated the concept, with

a peak reduction in the scintillation index of 3.41 measured.

The on-sky experiment highlighted a number of ways in which the correction per-

formance can be improved for a facility system, including the importance of having

up-to-date turbulence profiles for the tomographic reconstruction matrix and Fres-

nel propagation. It is expected that the scintillation correction performance would

be greatly improved if simultaneous turbulence profiling is available. Despite these

limitations, strong correlation between the uncorrected and tomographically recon-
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structed intensities were measured, with a maximum correlation of 0.86 achieved.

The next step of this research is to test the tomographic scintillation correction

technique on a large aperture telescope using LGSs, such as the VLT, where much

higher scintillation correction can be expected. Unfortunately, the current VLT set

up is not optimal as the NGS used as a target star is observed at a different frame

rate to the LGSs without detailed timestamps synchronization. Therefore, in its

current set up, the tomographic scintillation correction technique cannot be easily

tested. A dedicated experiment would therefore need to be performed.

Additionally, another area of research to investigate is the use of machine learn-

ing with this technique. whilst the technique can be performed entirely in post-

processing, a real time implementation of this technique is severely limited by the

computational time taken to perform the Fresnel propagation. An interesting av-

enue of research could be training a machine learning algorithm with inputs of

WFS data and the resulting intensity fluctuations as outputs. This could greatly

improve computational speeds, making a real time application more possible.

7.2 Optimised temporal binning of comparison star

measurements for differential photometry

Differential photometry is an important tool used to correct systematic trends due

to atmospheric transparency variations in ground-based photometry. However, the

NSR of the calibrated light curve could then be limited by the random intensity

fluctuations of the comparison star signal, since the shot noise and scintillation

noise of the raw light curves add in quadrature.

In this thesis it has been proposed that since the timescale of the systematic vari-

ations is much longer than the cadence, in most cases the comparison star signal

can be temporally binned before performing the differential photometry, therefore

reducing the NSR of the calibrated light curve.

190



7.3. Optical sparse telescope arrays and scintillation noise

This technique has been demonstrated for several targets of interest, including

both exoplanet transits and a variable star. In all cases, the precision in the

measurements has been increased by temporally binning the comparison star light

curves. This allows the use of much fainter comparison stars. In these observations,

it was found that comparison stars of up to four magnitudes fainter than the target

star can be used.

This technique however requires the data to be taken in good photometric condi-

tions. Any periods in the data with high frequency trends cannot be improved.

The power in the low frequency transparency variations is not expected to vary

with star magnitude. Therefore, it is expected that with temporal binning, much

fainter stars can still be used as suitable comparison stars. However, the data

was limited and does not have any stars fainter than a magnitude of V = 11.3.

Therefore, more data with fainter stars is required. Further research to see how

the power spectrum of the stellar light curves vary with wavelength should also

be performed. All the data presented was observed in the V band. However,

the atmospheric transparency variations depend on wavelength. Therefore, this

technique may be more or less suitable in other wavebands.

7.3 Optical sparse telescope arrays and scintillation

noise

For stars with light curves dominated by scintillation noise, it has been shown that

arrays of small telescopes are able to achieve higher SNRs than a single telescope

of equal area. For long exposure times, an array of N telescopes of diameter Dsub

can achieve an SNR equivalent to a single telescope of diameter equal to N3/4Dsub

for a bright star. In addition, the cost to build an array of small telescopes is

significantly smaller than the cost of building a single large aperture. However,

this is only achieved if the scintillation noise is uncorrelated between the telescopes

in the array.
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Simulations and on-sky pupil-plane data taken on the INT were used to investig-

ate the impact of several parameters, including wind direction, aperture size and

the exposure time, on the correlation of scintillation noise between neighbouring

telescopes. It was found in simulation that for long exposures, strong correlation

of scintillation noise was measured for telescopes separated parallel to the wind

direction of the dominant high altitude turbulent layer.

Results from simulation and on-sky suggest that any correlation of scintillation

noise between neighbouring telescopes averaged over the array becomes negligible

when the telescopes are separated by at least 2D from centre-to-centre, where D

is the telescope aperture. Hence, future sparse telescope arrays should be designed

with such separations.

Arrays of small telescopes could be used to perform follow-up observations of exo-

planet transits around bright stars. In addition, an array of telescopes could also

be used to improve the SNR, and hence the identification, of satellite light curves

(Kerr et al., 2021). In this application, not only is the random noise averaged,

the systematic noise due to pixel-to-pixel variation along the satellite trail will also

average, thus significantly improving the SNR.

The next step of this research is to measure the correlation of scintillation noise

between fully separated neighbouring telescope apertures on-sky. Ideally, turbu-

lence profiles would be acquired in order to compare the measured scintillation

noise correlation with that expected from simulation results. In addition, with tur-

bulence profile measurements, the telescopes could be aligned parallel to the wind

direction of the dominant high altitude turbulent layer. To avoid the addition of

instrumental systematic noise, the observations should be defocused to reduce the

effects of pixel-to-pixel variations.
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