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Abstract

This thesis applied HeTVAE [1], an attention-based VAE neural network capable of
multivariate modeling of time series, to a dataset of several thousand multi-band AGN
light curves from ZTF and was one of the first attempts to use a neural network to
harness the stochastic light curves in their multivariate form. Whereas standard models
of AGN variability make prior assumptions, HeTVAE uses no prior knowledge and is able
to learn the data distribution in a regularized latent space, reading semantic information
via its up-to-date self-supervised training regimen. We have successfully created a dataset
class for preprocessing the irregular multivariate time series and in order to interface
with the quasi-off-the-shelf network more conveniently. Also, we have trained several
different model iterations using one, two or all three of the filter dimensions from ZTF on
Durham’s NCC compute cluster, while configuring useful hyper parameter choices to work
robustly for the astronomical dataset. In the network’s training, we employed the Adam
optimizer with a reduce-on-plateau learning rate schedule and a KL-annealing schedule
optimize the VAE’s performance. In experimenting, we show how the VAE has learned
the data distribution of the light curves by generating simulated light curves and its
interpretability by visualizing attention scores and by visualizing the way the light curves
are distributed along the continuous latent space using PCA. We show it orders the light
curves across a smooth gradient from those those that have both low amplitude short-
term variation and high amplitude long-term variation, to those with little variability,
to those with both short-term and long-term high-amplitude variation in the condensed
space. We also use PCA to display a potential filtering algorithm that enables parsing
through large datasets in an intuitive way and present some of the pitfalls of algorithmic
bias in anomaly detection. Finally, we fine-tuned the structurally correct but imprecise
multivariate interpolations output by HeTVAE to three objects to show how they could
improve constraints on time-delay estimates in the context of reverberation mapping for
the relatively poor-cadenced ZTF data. In short, HeTVAE’s use cases are ranged and
it is a step in the right direction as far as being able to help organize and process the
millions of AGN light curves incoming from Vera C. Rubin Observatory’s Legacy Survey
of Space and Time in their full 6 optical broadband filter multivariate form.
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CHAPTER 1

Modeling Quasar Variability

1.1 Introduction

It is now understood that massive galaxies in our local universe are host to supermassive

black holes (SMBH), which mainly grow through mass accretion, but clear details of this

accreting region remain to be seen. A namesake of accreting black holes, active galactic

nuclei (AGN), portrays their important role in the evolution of the galaxies that host

them. Consider briefly that it is often the case that a rest-mass energy conversion of

the inflowing matter of AGN outweighs the binding energy of the host galaxy (by an

order of magnitude). Thus, if some marginal fraction of this energy is redispersed from

the accretion process, there will be consequences for the host galaxy. The crux in our

understanding of these regions lies in our inability to spatially resolve them, ironically

despite AGN being the brightest known objects. This inner region typically resolves to

sub-microacrsecond scales, surpassing the resolution capabilities of modern telescopes.

One option has been X-ray interferometry studies, which played a role in imaging the BH

shadow of M87. The capacity of X-ray interferometry likely will extend to the nearest

Seyfert galaxies in the future, but will always elude the vast majority of AGN. As such,

we consider an alternative, indirect approach called reverberation mapping.
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Figure 1.1: Depiction of the black hole shadow in M87 from the Event Horizon Telescope
Collaboration through X-ray interferometry techniques (in units of brightness tempera-
ture).

The unleashing of gravitational potential energy through accretion causes X-ray and

Extreme UV emission that originates close to the BH and is reprocessed as a thermal

continuum in the accretion disc and as a broad-line emitting gas in a region sensibly

named the broad line region (BLR). Reverberation mapping exploits that this energy

release is both time-variable and that light travel time is constant to deduce structural

information from the region by calculating a time delay from the observed emission line

flux’s response to the continuum flux’s influence. The time delay (τ) is proportional to

the size of the region so we can effectively swap spacial resolution for temporal resolution

if we acknowledge that RBLR = cτ . Results from this have allowed us to deduce that the

BLR is relatively small, as time delays from the BLR of typical Seyfert 1 galaxies are on

the order of days to weeks.

The characteristic broadness of its emission lines is due to Doppler broadening as particles

in this region are scattered, moving on the order of several thousand kilometers per

second from being gravitationally bounded to the BH. If we assume Keplarian motion,
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Figure 1.2: From [2], Visual with relative size scales for X-ray reverberation, optical/UV
continuum reverberation, broad line region reverberation and dust reverberation.

the velocity of the gas can be determined with the line width as vBLR = f∆V , where

f is the order of unity depending on the overall geometrical distribution of the BLR

clouds, their kinematics, and their line of sight emission properties. We can then use the

estimated radius of the BLR to gather virial BH mass, MBH =
RBLRv2BLR

G
.

1.2 Quantifying Quasar Variability

If in reverberation mapping we aim to find correlations between associated variabilities

of the continuum and BLR emission, we are heavily reliant on the ‘amount’ of variability

in the observed sources, and albeit glossed over, the perceived variability itself is no small

source of information about the inner details of AGN. The light curve data is a obviously

a projection of the activity in AGN so understanding the data generating process behind

it means understanding more about the underlying processes they are resultant of. A

variety of models have been introduced to ‘harness’ it, some of which fortuitously pro-

vide an interpolation of the light curves that improves cross correlation techniques and

estimating time delays. One key challenge facing the models are the aperiodicity of the

variability signature as characterized by rapid, large amplitude stochastic flux variations

on timescales from hours to years across the entire spectrum. What is more, the irregu-

lar sequencing of the light curves prompts technical difficulties because most sequential

modeling procedures rely heavily on the assumption of uniform measurement cadence;
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for instance those seen in Natural Language Processing tasks.

So, much less a model, estimating a magnitude value for the variability is a good way to

pick out light curves that show meek variability or excessive variability. As a basic way

to do this, we could take the ratio of the maximum flux and the minimum flux for a given

light curve (Rmax; [7]). The next step would be to compute a sample variance [8]:

S2 =
1

N − 1

N∑
i=1

(xi − x)2 (1.1)

Yet this metric does not consider additional variance from the measurement uncertainties.

For that we remove the contribution from the errors to get the excess variance and

normalized excess variance:

σ2
XS = S2 − σ2

err (1.2) σ2
NXS =

σ2
XS

x2 (1.3)

The fractional root mean square variability (Fvar) is also frequently used, but is a proxy

of σ2
NXS and expresses the same information. Regardless, both are helpful as they convey

an estimate of variability for a light curve beyond the contribution from measurement

errors:

Fvar =

√
S2 − σ2

err

x2 (1.4)

Beyond this, finding a more complex model to pick out different aperiodic variability

signatures would be helpful. Having a model means that, in a similar vein to having a

magnitude of the variability, we can take a look at how the light curves are distributed

with respect to the model parameters to find unusual sources or to see what types of

variability is reflected by the majorities. We can discern distinct ‘classes’ of AGN that

are representative of particular variability characteristics, and then compare new objects

to these existing classes to see if their activity diverges from what has generally been seen
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already.

Recently, Changing-state AGN (CSAGN) present a new challenge to catch anomalous

variability in real-time. In this case, an AGN is changing over months to years from any

one of several states or classification types to another: type 1 (showing broad permitted

emission lines); type 2 (lacking them); objects that show large flux changes in their broad

emission lines. As such, finding models that can detect the precursors to the changing

states or forecast the transition is of interest to be able to direct attention to potential

CSAGN candidates. Potential CSAGN candidates are chosen more or less through visual

inspection currently, having unusual flaring activity or excessive change in optical flux.

Other unobvious precursors could be unveiled with better models.

Also very often researchers will use the model to see how the variability changes (i.e.

how the model parameters change) with respect to different physical properties of the

black hole. Especially if the model parameter reflects some relatively intuitive aspect of

the variability, then we can see directly how the variability changes from different black

hole parameters. Ultimately, if robust enough correlations between model parameters

and black hole physical parameters are found, then one can use the model fits to estimate

black hole parameters with merely the light curves.

To mention anomalous activity again, if it is indeed shown that AGN variability is in

large part a product of black hole physical parameters, then anomalous variability will

only reflect anomalous black hole parameters, which is not necessarily a problem but

distracts from finding more truthfully anomalous variability, like in CSAGNs. Balancing

datasets by their black hole physical parameters is a clever way around this.

1.2.1 Carma Modeling

As of late, Continuous Auto-Regresssive Moving Average (Carma) models have been used

to model and harness AGN variability. The variability can be thought of as abstracted

by the model parameters so we can think about how these light curves are distributed
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relative to this characterization to find interestingly variable sources. In addition, many

any experiments have been performed to see how these models parameters, i.e. descriptors

of variability, correlate with physical parameters of the black hole. This is a case where

the model obligingly providing interpolations of the light curves to help with reverberation

mapping studies by way of Gaussian processes.

The Carma(1,0) process specifically or Ornstein–Uhlenbeck process, or in astronomical

literature, the Damped Random Walk model (DRW; [9]) has been the foremost used

method to model AGN light curves. Being the most simple case of these stochastically

volatile systems, the DRW is usually described by two parameters, τ , referred to as

the relaxation time (or characteristic timescale; damping timescale; signal decorrelation

timescale) and the amplitude of variability, σ. It entails a fixed-slope power spectrum

density (PSD) on short timescales and a flat PSD at timescales beyond τ and its covari-

ance function is Snm(∆tnm) = σ2e−|∆tnm
τ

| . It has also been described as the ‘married

drunkard’s walk’ in comparison to the ‘drunkard’s walk’ because this particular drunkard

(the DRW) has a tendency to ‘come home’ to spouse instead of drifting away: its random

walk asymptotically shifts back to its mean [10].

Lately the suitability of the DRW model for AGN light curves has been called into

question. For instance, [11] noted that fits for τ from many surveys have been biased in

that the light curves need to be generally ten times the length of τ in order to properly

constrain it. In addition, PSDs steeper than DRW PSDs have been shown on the high

frequency timescales of a few months in Kepler light curves ( [12], [13]) as well as in larger

Pan-STARRS [14]. Discrepancies with the DRW PSD on low frequency timescales have

also been found [15]. To instantiate a physical intuition, if either observed AGN variability

is a projected result of more than one underlying process or multiple realizations of one,

then the DRW model is will show discrepancies with AGN light curves [16]. Such results

have led researchers to believe that the DRW model is too simplistic, inspiring several

to investigate higher-order Carma models, whose PSDs are more aligned with AGN light

curves. Namely, the Damped Harmonic Oscillator (DHO) [17], [18], [19].
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Interestingly a DHO’s equation of motion or physical inspiration is described by a spring

with a drag force and displacement force both acting in the opposite direction of the

displacement. The parameterization we will describe here for it is from [19], having four

parameters with ξ as the damping ratio, ω0 as the natural oscillation frequency, σϵ as

the amplitude of the short term perturbing white noise, and τperturb as the characteristic

timescale of the perturbation process beyond which the perturbation process loses power.

τperturb and σϵ are conveniently kept to be equivalent to the associated DRW parameters.

As previously mentioned, Carma models are frequently used to help us relate black hole

physical parameters with the observed AGN variability. Particularly, inverse relationships

between optical variability and Eddington ratio, luminosity, and rest-frame wavelength

have been found, but if these correlations have been found using the DRW model, then

they are potentially spurious, either because the fits of the DRW are incorrect or because

it is an inappropriate model for describing the variability. In the analysis of [19], more

recent correlations have been been posed with DHO parameters, such as σDHO exhibiting

an inverse relationship with Eddington ratio and black hole mass, and τperturb an inverse

relationship with bolometric luminosity.

1.2.1.1 Limitations

Here we will briefly outline why some of the limitations of Carma modeling in a brief

similar vein to [20]; if not for the sake of perspective of using these models to describe AGN

variability, then at least for the sake of motivating the use of the deep learning methods

described later on. For one, they question how models defined by Linear Stochastic

Differential Equations (LSDEs) are insufficient to describe AGN variability that is for

the most part dictated by nonlinear differential equations. Straightforward enough, but

intuitively this means that there is a very limited range of functions that the models can

describe, set by unphysically inspired assumptions we make of the variability. It would be

better to have a physically inspired model that produces data, which we can then compare

to perceived data. On a very high level we assume that the information garnered from
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AGN variability can be compressed into the pair (or quartet) of parameters.

This stands in stark contrast to deep learning (DL) approaches that in a mathematically

provable way can fit any functional form. And not that DL models have physical inspira-

tion, but their unbiasedness can let the data attest to itself and more honestly compress

things. In the unsupervised approach we will take later on, the worst assumptions we

make are (1) that past observations help to guide future ones and (2) that variability can

be expressed in a lower dimensional space, the size of which we can dictate.

1.3 Existing Reverberation Mapping Algorithms

The practiced methods we use to calculate time delays make a couple of key assumptions

about the relationship between the continuum and BLR emission. Namely, that the

continuum originates from a central source, that there is a relatively simple relationship

between their observed fluxes and that the BLR cloud response time is instantaneous.

These assumptions imply that we can quantify the relationship between a change in the

continuum flux and the associated latent change in emission line flux by equation 1.5 [21].

∆L(t, V ) =

∫ ∞

0

Ψ(τ, V )∆C(t− τ)dτ (1.5)

At a particular time delay and line-of-sight velocity, Ψ measures the response that a given

change in the continuum flux would necessitate for the emission line flux. But in practice,

we usually settle for the mean time scale response by cross-correlating the continuum and

emission-line light curves as a means to estimate the centroid of the delay map. In the

case of spectral light curves, this means maximizing the following function.

CCFXY (τ) =
Cov(Xt, Yt−τ )√

V ar(Xt)V ar(Yt−τ )
(1.6)

A similar analysis can be done with photometric light curves, except that the broadband

filters cover both the continuum and emission lines. Now instead we would search for the
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maximum of the difference between the CCF of the two light curves and the ACF of the

continuum light curve [22], where the ACF is the CCF between a light curve and itself,

describing how the light curve is related to itself at its past observations or lags.

CCF (τ) = CCFXY (τ)− ACFX(τ) (1.7)

Unfortunately what hinders the efficacy of this cross correlation analysis is that it requires

data to be uniformly sequenced, but ground based telescopes are quite restricted by

dinural and seasonal restraints and weather permissions, often resulting in very sparse and

irregular measurements across time. To mitigate this, the interpolation cross-correlation

function (ICCF; [23]) was introduced, which linearly interpolates the driving continuum

light curve before measuring time delays. This method falters in so much as it depends

heavily on the sampling quality of the driving light curve, but it still very frequently

used to estimate reverberation lags. Also earlier on, the discrete correlation function

(DCF; [24]) was proposed, which calculates the correlation at all of the discrete time

points available and places the values of the correlation at different lags into equally

spaced bins.

1.3.1 ZDCF

The Z-Transformed Discrete Correlation Function (ZDCF; [25]) is an improvement on the

DCF’s faulterings such that it adapts the bin sizes relative to the number of observations

in the light curve so that not all bins are equal in time-lag width, provides robust error

estimates and performs a Fisher’s z-transform to improve estimates for the CCF. The

Fortran implementation [26] of the ZDCF is offered as well as code to detect the maximum

likelihood peak location (PLIKE).

1.3.2 Javelin

JAVELIN, a python implementation of SPEAR [27], models the variable source’s driving

continuum light curve using a Damped Random Walk (DRW). The algorithm takes a
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different approach than typical cross-correlation in that it applies a top hat filter to the

DRW fit of the driving light curve, then scales the light curve across its magnitude and

shifts it by a time-delay to match the emission-line light curves. Consequent parameter

estimates for the top-hat width, scaling factor and time-delay are made using Markov

Chain Monte Carlo algorithms (MCMC). Its worth noting that it takes the same approach

as the ICCF does in that it is particularly dependent on the continuum light curve to

guide the lag estimation.

The authors acknowledge that the relationship between driving and emission-line light

curves can be nonlinear, but that ‘the amplitude of variation on reverberation timescales

is sufficiently small that the linear approximation seems to be justified’ [27]. Relative

to CCF methods, Javelin yields tighter uncertainties in the time delays [28], potentially

due to a more appropriate model of the driving light curve. Javelin adds no particular

scaling to the error bars, assuming they are already accurate; a case which is considered

subsequently in PyROA.

1.3.3 PyROA

PyROA [29] introduces a running optimal average (ROA) in order to model light curve

data with a holistic approach, considering data from each associated light curve via ‘stack-

ing’ to form the general model and subsequently derive lags, making it less dependent on

the sampling quality of the driving light curve. Compared to Javelin by way of a DRW,

no assumptions are made about the shape of the driving light curve; the shape is modeled

and smoothed explicitly using the data provided.

The running average is an inverse-variance weighted (Wi) average of the N observations

described by the tuple ti, Di and errors σi shown in 1.8a. 1.8b reflects the Gaussian

window function that the model includes to blur light curves, reducing the relevance of

points relative to their temporal distance and error values according to the window’s

width, ∆. Equation 1.8c shows the variance for the model. With a singular ‘stacked’

model, X(t), the window is the same across all the light curves.
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X(t) =

∑N
i=1 DiWi(t)∑N
i=1Wi(t)

(1.8a)

Wi(t) =
1

σ2
i

e−
1
2(

t−ti
∆ )

2

(1.8b)

V ar(X(t)) =
1∑N

i=1Wi(t)
(1.8c)

A smaller value of ∆ in effect implies a tighter fit, while a larger one, a less precise fit.

Similarly, smaller value of ∆ implies more effective model parameters, while a larger one,

less. The balancing act imposed by this parameter between underfitting and overfitting is

consequently decided by minimizing the Bayesian Information Criterion statistic (BIC).

Individual Light curve fits are ascertained for each light curve by shifting the ROA by a

given τ , scaling by the relevant rms A and shifting by the relevant mean B 1.9. For such

parameters, the emcee [30] MCMC sampler is used with uniform priors and the BIC as

its likelihood.
fi(t) = AiX(t− τi) +Bi (1.9)

With the same blurring knob across all the light curves controlled by ∆, the transfer

function is by default a Dirac Delta. But, going beyond this, PyROA allows for other

transfer functions to be used, interestingly like those of: Gaussian, log-Gaussian and

uniform, which allow for more malleability and blurring that is optimal for each light

curve individually, and in effect, introduces the parameters, τi, the mean lag and ∆i, rms

of the delay distribution. PyROA additionally accounts for potentially underestimated

observational measurements of the light curves so that error parameters are adjusted with

an extra term, in this case, s (equation 1.10). The ROA’s noise model handles outliers

via sigma clipping. This sets the chi-squared values of data points outside a reasonable

threshold (Nσ; 3σ lies outside a probability of 99.7%) to be constant, which equivalently

expands the datum’s error bars to be exactly the same as the sigma threshold.

σj,i →
√

σ2
j,i + s2i (1.10)
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CHAPTER 2

Deep Learning

DL has emerged as a general framework for learning complex nonlinear functions. The

main advantages of DL models are that they exhibit a much weaker bias than Carma

models, injecting no information in order to fit the data. The staple multilayer perceptron

(MLP) or standard neural network (NN) is able to map any number of input features to

an output value using weights in hidden layers and nonlinear activation functions. The

weights are then optimized for an objective function or cost function via some form of

gradient descent. Different adaptations of NNs like convolutional neural networks (CNNs)

work through the same fundamental principles, but improve upon MLPs for particular

datasets because they exhibit a better inductive bias to capture the relationships in the

data, which serves to steer the network in the right direction to learning the desired

functional mapping. One result of a CNN’s inductive biases is translational equivariance,

which means that if the input is translated, the output will reflect the translation. In

images, particularly in object detection, this is desirable because if the object moves,

the output should detect the movement, but still acknowledge the object. If an image is

input into an MLP, it is flattened first. If this same image is translated in some way and

then flattened, the input is totally out of order, and the MLP will have to go quite out

of the way to accommodate for this. The CNN maintains its translational equivariance
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by applying the same ‘filter’ of weights across the input image. This implies that local

relationships are captured relative to the size of the filter and that the outputs do not

change with respect to location.

Sequential models assume that the input data is instead sequentially related to provide an

advantage over MLPs. The evolution from the subsequently mentioned Long short-term

memory (LSTM; [31]) networks to the Transformer [3] can be condensed into injecting a

better inductive bias in our models because LSTMs struggle to capture long term depen-

dencies, while Transformers make it less difficult to account for any timescale dependency.

Significant amounts of money and research have gone into sequence-to-sequence models

that assume regularly spaced-input because of the utility for applying these models to lan-

guage problems like neural translation. Once the principles of modern sequential models

for deep learning are established, the nontrivial adaptations they must make for irregular

time series can be discussed.

2.1 From Recurrence to Attention (solely)

Prior to the introduction of the Transformer, sequential models in deep learning relied

on recurrent architectures that persisted relevant information from previous data points

to learn temporal dependencies. Each position of the sequence is processed one by one,

generating a hidden state h<t> relative to previous hidden state h<t−1> and the input

x<t>. The output for the cell is the hidden state passed through a linear layer and a

softmax to generate probabilities for the prediction y<t>. In the case of modeling natural

language, the index of this vector with the highest probability corresponds to the word

that the network thinks is most likely next.

h<t> = tanh(Wh[h
<t−1>|x<t>] + bh)

o<t> = Woh
<t> + bo

y<t> = softmax(o<t>)

(2.1)

Improvements to ‘vanilla’ recurrent neural networks (RNNs) sought to address the prob-
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Figure 2.1: Depiction of ‘vanilla’ recurrent cell and corresponding equations.

Figure 2.2: Depiction of tanh and its associated gradient. Note the saturating regions in
the gradient graph on both tails.

lem of vanishing gradients, which hampered the networks ability to learn long-term de-

pendencies. As the error is propagated backwards in the network, the earlier gradients

can become exponentially small due to the chain rule in conjunction with the gradient

structure of applied nonlinear functions like sigmoid and tanh. For instance, the tanh

function has gradient values in the range (0,1] with large saturating regions on its bound-

aries so the gradients are almost zero in these regions. As backpropagation through time

progresses, these small numbers are multiplied, resulting in insignificant weight updates

for the earlier layers and thus dysfunctionally slow learning. While in theory a recurrent

architecture could carry relevant information over from an unfixed latency, plain RNNs

do not pose a better solution than archetypal MLPs with limited time windows because

of this vanishing gradients problem.

Consequently, LSTMs were introduced and are able to pass along relevant information
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C̃<t> = tanh(Wc[h
<t−1>, x<t>] + bc)

it = σ(Wi[h
<t−1>, x<t>] + bu)

ft = σ(Wf [h
<t−1>, x<t>] + bf )

ot = σ(Wo[h
<t−1>, x<t>] + bo)

C<t> = it ∗ C̃<t> + ft ∗ C<t−1>

h<t> = ot ∗ tanh(C<t>)

y<t> = softmax(Wyh
<t> + by)

(2.2)

Figure 2.3: Equations and associated image for forward propagation in an LSTM cell.

over longer input sequences to handle ‘long-lag’ problems using memory ‘gates,’ while

leaving the recurrent, short-term feedback loop structure unchanged; hence the naming

convention: Long short-term Memory network. The gates allow the network to more in-

tuitively weight or control the influence of previous input and the current input regarding

what information it would pass along from current input, what it would ‘forget’ from pre-

vious input and what of this mixture it would output, helping to reconcile the vanishing

gradients problem in addition to weight update conflicts in standard RNN architectures.

Intuitively, in any instance where a long lag dependency is trying to be established by up-

dating the weights that have already learned short-term structure of the sequence, there

will be a weight update conflict. More gates mean means less weight update conflicts and

more control over the flow of information in the network.
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The LSTM’s true potential has not been received until relatively recently. Antecedent

to the first GPU (1999), it remains relevant almost 20 years later. Although the Gated

Recurrent Unit (GRU; [32]) was introduced and reduced the number of cell ‘gates’ to

two, the LSTM still outperforms it on many tasks. In the case where the two different

architectures perform similarly, it is worthwhile to instead use the GRU because it trains

faster as a result of having a relatively smaller parameter count.

Many modern add-ons to traditional neural network architectures also contribute non-

detrimentally towards the vanishing gradient problem. For instance, batch normalization

takes each output layer’s values before a typical nonlinear function is applied and normal-

izes them to fit comfortably inside the saturating regions, where these values have more

substantial gradients to update the network with. Moreover, the Rectified Linear Unit

(ReLU; [33]) activation function has been introduced. It has values of zero when x < 0

and a line with a slope of one at x values greater than zero. Its constant slope means

stepping down the gradient to update model weights is not as impeded and learning is not

diminished by these saturating regions. Weight initialization has also proven itself to be

at the crux of training NNs. The weight initialization used by Hochreiter and Schmidhu-

ber (sampling [−.2, .2] or [.1, .1]) was impressively not far off from today’s ideologies like

Xavier initialization [34], which for a tanh activation means sampling [−1/
√
N, 1/

√
N ]

for each weight with N as the number of input nodes to the layer.

The next several paradigm shifts for sequence models in deep learning have been for the

sake of Seq2seq problems like neural machine translation. To handle these problems an

input sentence is passed through an RNN word by word, and the last output vector, say

h<J>, is considered as a summary of this sentence, which is used by another RNN to

generate the translated sentence. This system of using a compressed summary of the

input sequence to produce an output sequence is referred to as an encoder-decoder style

architecture.
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Recognizing this single output vector as a bottleneck to learning, Attention mechanisms

were introduced [35]. Interestingly, the now ubiquitous term ‘attention’ was not estab-

lished until some time after the fact. The thought process behind it was that the network

should not only construct a better summary to pass to the decoding layers, but also those

decoding layers should have better access to said summary. The network should be able

to refer back (or pay attention) to what was relevant in the original sentence at its leisure.

But before ‘attention’ stood on its own, it was used in cahoots with recurrent architec-

tures. In such Attention-RNNs [35], the attention mechanism happens in between the

encoder and decoder layers. The idea is to create context vectors, c<i> (not to be con-

fused with the LSTM cell state C), that are passed as input for each decoder block (1

to I) and contain the most relevant information for that specific decoding step from the

input sequence.

To generate c<i> for one of the decoding layers: all output vectors h<j> from the encoding

steps (1 to J) are concatenated with the previous hidden state of the current decoder

block, s<i−1>, as[s<i−1>| h<1>], [s<i−1>| h<2>] ...[s<i−1>| h<J>].

Each of these concatenated vectors are passed through a linear layer and normalized with

a softmax, capturing the degree of relevance every output from the encoding phase, h<j>,

has to the input s<i−1> in the form of a probability score, αi1, αi2, ...αiJ .

(Linear layer)

eij = W [s<i−1>| h<j>] + b (2.3)

(Softmax)

αij =
exp(eij)∑J
j=1 exp(eij)

(2.4)

Each h<j> is then scaled by its relevance score, and the scaled vectors are added together

to create c<i>.

c<i> =
J∑

j=1

αijh
<j> (2.5)
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Figure 2.4: Depiction of an Attention-based RNN. Consider that we are
interested in calculating c<1>. We would take the concatenated vectors
[s<0>| h<1>], [s<0>| h<2>], [s<0>| h<3>], [s<0>| h<4>] and pass them through a linear
layer, creating e11, e12, e13, e14. Softmaxing these values gives us α11, α12, α13, α14, to get
c<1> = h<1>α11 + h<2>α12 + h<3>α13 + h<4>α14 and voila.

Lingering still is that in recurrent models, each input of a sequence has to be processed se-

rially or one at a time, precluding intra-example parallelization. If parallelization within

examples is not possible, our ability to perform mini-batching is reduced as sequence

lengths get larger and larger because such examples have to exist in the same finite-sized

memory. Concerns like these over the RNN’s speed and scalability sparked a need for

parallelized sequence models in which inputs could be perceived and dealt with simultane-

ously. Google brain introduced the Transformer in ‘Attention is all you need’ introduced

and novel in so much as it disposed of recurrence entirely, relying solely on attention

(with some bells and whistles).

In attention-based recurrent networks, we calculate attention between the previous hid-

den state in the decoder and each output of the encoder to get a compressed summary

to input into that decoding step. In the Transformer, attention is calculated betwixt the

input sequence itself to create a compressed summary that can be ‘queried’ at each decod-

ing step without recurrence (at least in the encoder). Moreover, instead of concatenating
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the vectors, passing them through a linear layer and softmaxing them to get attention

scores, attention is calculated by passing the individual vectors through a linear layer

(actually two with a ReLU in between), computing a scaled dot product between them

and then softmaxing them. The advantage that the dot product attention has is that it

is faster and more memory efficient such that it can be implemented with matrix multi-

plication, wrapping up the calculations neatly as Attention(Q,K, V ) = softmax(QKT
√
dk

)V ,

with Q,K,V all being the post-linear layer representations of the input sequence. In the

case of translation and NLP tasks, ML-friendly representations of the input data are word

embeddings, and the linear layers can scale them to whatever dimensionality is preferred

before ‘self-attention’. Q,K,V are then each N (the length of input sequence) by d (the

length chosen to scale input representations to).

The Transformer network’s ‘Scaled Dot-Product Attention’ imposes a scaling factor
√
dk

to prevent the vanishing gradient problem if the matrix multiplication of Q and K returns

large dot products. Analogous to databases, the attention function maps query values to

key values, intuiting a question and answer that each step in the sequence can ask and

respond to the other. The output is a weighted sum of the values (V ) which contains

relevant information of adjacent dependencies in a sequence at each step in the input

sequence. The Transformer use of ‘self-attention’ to connect or relate all input positions

requires a constant number of operations compared to recurrent layers that require O(n)

sequential operations. This lets one consider the entire input sequence simultaneously,

while decreasing the path length that forward and backwards signals have to traverse find

correlations between different positions in an input sequence. Prior attempts to reduce

sequential computation employed convolutions to garner representations in parallel and

were successful in doing so, limiting the number of operations required to find correla-

tions from input and output positions as the distance between them grew: Linearly for

ConvS2S, and Logarithmically for ByteNet. The Transformer took a leap forward in

reducing this computation to constant time.

For the incident sequence in the previous figure, x<1> to x<4>, each position is trans-
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Figure 2.5: Self-attention visualization from [3], opacity shows relevance proportions.
It is important to note as well the interpretability of attention distributions that show
clear grammatical and semantical structure, not a quasi-illegible latent vector like an
LSTM encoder would output, especially as the ‘black-box’ nature of many deep learning
algorithms can be unsettling or unacceptable in many domains.

formed by the shallow MLPs (Q,K,V each have their own) to get q<1> to q<4>, k<1>

to k<4>, v<1> to v<4> all of a chosen dimension d. For each q, scaled dot products

are taken with k<1> to k<4>, as e11 = q<1>k<1>,..., e14 = q<1>k<4> and scaled by
√
d

before being softmaxed to α11, ..., α14. The probability scores α, or relevance each k

has to a particular q are scaled by the values and combined to get attention(q<1>) =

v<1>(α11) + v<2>(α12) + v<3>(α13) + v<4>(α14).

Thus the resultant attention embedding is a matrix attention(Q,K, V ), whereby each

column refers to the attention scores of dimension d for a particular step in the input

sequence.
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The next step is stacking multiple attention blocks together to form Multi-head Atten-

tion. Each attention head is a different linear projection of the original input sequence

representation and conjoined as: Multi-head(Q,K, V ) = Concat(head1, ..., headh)W
O

with headi = Attention(QWQ
i , KWK

i , V W V
i ). The intuition here is that different ques-

tions, Q, pose different answers, K, that the network should pay attention to relative to

the input; it ‘allows the model to jointly attend to information from different represen-

tation subspaces at different positions’ [3] or different layers of conceptual abstraction.

One word might provide the most relevance to another, or the best answer in one way,

and another word might provide the best answer to the original word with a different

question. In the decoder block, the keys and values are passed from the encoding block of

the input sentence, while the queries come from what the decoder has output so far. In

training we have the entire target sequence, but to simulate a test case where we would

not, the queries for values not predicted yet are masked. This process begins with a

< sos > (start of sentence) token.

Transformer-esque models ’inject’ time into input embeddings because learned self-attention

does not contain order information (the representation could be shuffled without loss of

information). As such, each relative position PEpos+k is linear function of PEpos. These

positional encodings can be learned or fixed, and the authors choose a fixed sinusoidal

version in this model as their performance was the same.

PEpos =

 sin(pos ∗ ωi) i is even

cos(pos ∗ ωi) i is odd


(2.6)

ωi =
1

10000
2i

dmodel

(2.7)

To make predictions the representation of the input sequence is used as both the K and

V values, and the Qs are the labels, or the translated sentence. Transformers are still
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Figure 2.6: From [3], the Transformer architecture. A couple of extra things to note: all
of the residual connections incorporated; the embedding feeding in on itself N times.

limited by giving output recurrently, whereby to ensure that each subsequent prediction

is only dependent on the already translated words, future Qs are masked (setting values

to − inf). In the initial phase of prediction, all the Qs are masked except the < sos >

token, then the first word is predicted, all of the other corresponding Qs are masked and

so on.

To reiterate, attention blocks provide the network with an ability to weight, or ’pay

attention’ to the most relevant parts of the input sequence for learning, irrespective of

sequential or temporal ‘distance.’ Self-attention ’is an attention mechanism relating dif-

ferent positions of a single sequence in order to compute a representation of the sequence’

and it is the first architecture to use attention mechanisms solely. As far as the name

‘Transformer’ is concerned, it’s meant to imply itself as the next paradigm of sequential
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modeling. The field is henceforth ‘transformed,’ and the authors believe ‘attention-only’

architectures are the inevitable next step in deep learning advancements. Moreover, its

naming is relative to the transductive tasks it can be applied to.

The only drawback lies in the rare case that the input representation dimension d is larger

than the sequence length as the computational complexity per layer of self-attention is

O(n2d) compared to recurrent networks O(nd2). But, if input sequences are incredibly

long self-attention can be administered to a neighborhood size around each step in a

sequence.

2.2 From AEs to VAEs

Deep learning has altered the field of machine learning to the extent that complex feature

representations can be learned by the model without needing the expertise that would be

required otherwise. Specifically, auto-encoder modules (AEs) are able to learn informative

and compressed summaries of input data in the form of a discrete, finite length vector. To

do this, input data is propagated through a sufficiently deep network with a ’bottleneck‘

layer, called an encoder, while a second NN, called a decoder, tries to reconstruct the

original data from its compressed form. Sensibly, if the network is to minimize the

reconstruction error, it must find the most compact representation of the data to go

through the suffocating layer.

Apart from data compression, AE concepts are used ubiquitously in DL tasks such as

image segmentation, image inpainting and data denoising in addition to the seq2seq

procedures previously mentioned. For instance in data denoising, one would add noise

to the input data and pass it through the autoencoder, comparing it with the denoised

labels in order to teach the network to denoise the data on its own.

To instigate a motivation for Variational Autoencoders (VAEs; [36]), consider that you

have a trained AE for your data, and as such, you have a series of latent space vectors

for each example that are distributed in some way. With some investigation, you might
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find that the vectors are very unintuitively spaced because the network has no constraint

on this space and will do whatever ‘cheating’ it can to more easily reconstruct the data.

If you chose a random vector to decode in the realm of this space you would be returned

something likely very incongruent to the rest of the data.

Ideally, the distribution of the latent space should be both continuous and complete so

that two vectors near each other decode similarly and every vector in the space decodes

meaningfully. VAEs accomplish just this, building upon standard AEs by altering the

encoder to output a multivariate Gaussian distribution (two vectors for µ and σ) instead

of a discrete vector and changing the cost function to place a constraint on the latent space

in order to permit random sampling and structured uncertainty. And while considering

a VAE as an autoencoder with a constrained latent space is a simple enough conceptual

way of thinking about it, at the heart of VAEs is variational inference, and understanding

how the VAE creates a continuous and complete latent space necessitates understanding

variational inference.

Variational inference is a technique used to approximate a complex distribution by choos-

ing the most comparable option from a family of parameterized distributions that are

reasonable to work with. The complex distribution we are interested in approximating is

the compressed distribution of the data: a latent random variable z that we would like

to infer from some observed data x. Let us first gander at the expanded form of Bayes

rule:

p(x, z) = p(x, z)

p(z|x)p(x) = p(x|z)p(z)

p(z|x) = p(x|z)p(z)
p(x)

(2.8)

The conditional distribution, p(z|x), or the posterior is desirable to compute as it rep-

resents the distribution over the latent variable conditioned on the observed data, i.e. a

posteriori. The likelihood p(x|z) is proportional to the posterior and is the probability
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of the data given particular values for the latent variable. The prior p(z) constitutes

our inductive bias on the latent space’s distribution. The problem lies in computing the

normalizing constant, or marginal probability p(x), which is oft intractable with high-

dimensional, ‘real-world’ datasets not of simple functional forms or tractable conjugate

cases because one must integrate over every possible value of the latent variable.

p(x) =

∫
z0

...

∫
zD−1

p(x|z)p(z)dz0...dzD−1 (2.9)

To circumvent this we can try to use a surrogate, q(z) with a familiar Gaussian form to

approximate the possibly complex, multi-model posterior distribution. Then it would be

convenient to be able to compare our posed surrogate distribution q(z) with p(z|x). The

Kullbeck-Leibler (KL) divergence does exactly this, measuring a non-negative distance

between two given distributions, while being zero if the distributions are equal. Thus

setting up the following optimization problem:

q∗(z) = arg min
q(z)∈Q

(KL(q(z)∥p(z|x)) (2.10)

From the family of distributions we chose, q(z) ∈ Q, we are looking for the optimal

one q∗(z) that minimizes the KL divergence from the posterior. Unfortunately we have

created another problem: how can we compare the proposed distribution to the posterior

if it is unknown? First we can look at the KL divergence between the posterior and the

supposed q(z) in equation 2.11.
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KL(q(z)∥p(z|x)) = Ez∼q(z)[log
q(z)

p(z|x)
]

= Ez∼q(z)[log
q(z)p(x)

p(z|x)p(x)
]

= Ez∼q(z)[log
q(z)p(x)

p(z, x)
]

= Ez∼q(z)[log
q(z)

p(z, x)
] + Ez∼q(z)[log p(x)]

= Ez∼q(z)[log
q(z)

p(z, x)
] + log p(x)

= −Ez∼q(z)[log
p(z, x)

q(z)
] + log p(x)

= −L(q) + log p(x)

(2.11)

After some rewriting, the quantity on the l.h.s. is dependent only on the distribution

q so it can be simplified to just L(q). It also is entirely computable considering that

it is not dependent on the marginal, p(x), or the posterior. The r.h.s. is the log of a

probability distribution, which is a fixed value, as it does not change with our surrogate

distribution, and will be negative, as a distribution only takes on values [0, 1], and the log

of a value in [0, 1] is always negative. Thus, for the KL divergence to be positive, L(q)

has to be negative; in fact smaller than the evidence, log p(x). Hence L(q)’s namesake,

the Evidence Lower Bound (ELBO).

KL(q(z)∥p(z|x)) = log p(x)− L(q)

= evidence − ELBO
(2.12)

If the evidence is fixed, then maximizing the ELBO implies minimizing the KL divergence,

or minimizing the KL is an equal optimization problem to maximizing ELBO. This is

all well and good to see how variational inference works, but how does this relate to the

neural network form of the variational autoencoder? How will we calculate the ELBO

via a neural network architecture?
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q∗(z) = arg min
q(z)∈Q

KL(q(z) ∥ p(z|x))

= arg max
q(z)∈Q

L(q)

= arg max
q(z)∈Q

Ez∼q(z)[log
p(z, x)

q(z)
]

= arg max
q(z)∈Q

Ez∼q(z)[log
p(x|z)p(z)

q(z)
]

= arg max
q(z)∈Q

Ez∼q(z)log p(x|z) + Ez∼q(z)log p(z)− Ez∼q(z)log q(z)

= arg max
q(z)∈Q

Ez∼q(z)log p(x|z) +KL(q(z) ∥ p(z))

(2.13)

Revisiting the ELBO term in 2.13, we see inexplicitly approximating the posterior with

q(z) by maximizing the ELBO entails calculating the KL divergence between the prior

distribution and the proposed distribution and calculating the likelihood of the data. In

the framing of a VAE, the encoder is what computes the proposed q(z), and the decoder

is what computes the likelihood p(x|z). The encoder is a neural network that outputs

vectors for each µ and σ, which are used to form a multivariate Gaussian whose covariance

matrix is a diagonal matrix with the diagonal entries given by the exponentiated output

of the decoder network (for simplicity’s sake). The decoder is another neural network

that tries to reconstruct the original data from the latent space sample, and whatever it

reconstructs, we can then determine how characteristic it is of the actual data. Equiva-

lently, the decoder maximizes the expected log likelihood of x given z when it is sampled

from q∗(z) by passing z through a neural network that is trained to minimize the mean

squared error between the predicted reconstruction of x and its known values.

The KL term from 2.13 can just be added to the neural network’s cost function because

we decide the prior over our latent variable z to follow a familiar functional form and have

access to the current approximate of the posterior, q(z). Specifically, the KL between the

two Gaussian’s, q(z) and p(z), is shown in equation 2.14.
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KL(q(z)||p(z)) = log
σp(z)

σq(z)

+
σ2
q(z) + (µq(z) − µp(z))

2

2σ2
p(z)

− 1

2
(2.14)

It is worth mentioning that sampling from the latent space during training using the

obvious parameterization, of µ and σ, is non-differentiable. The solution to this is the

reparameterization trick, which relies on an auxiliary noise term to compute the sample

and thus connect the encoder and decoder neural networks.

z = µ+ σϵ; ϵ ∼ N (0, I) (2.15)

In the case of a Gaussian, the valid and backprop-able reparameterization is shown in

equation 2.15.

So once the network is trained, we have a distribution q(z) that approximates the posterior

p(z|x) over the latent space, thus ensuring it as a continuous distribution that we can

sample from. Anywhere in this continual distribution is fair game with regard to being

able to reconstruct a sample from it and getting something not unlike the dataset that

the network was trained on. This is the generative aspect of VAEs.

2.2.1 Self-Supervision vs. Unsupervision

We have seen how attention differs from recurrence in that it is better able to accom-

modate a multitude of different time-scale relationships, and we have seen how a varia-

tional autoencoder intuitively constrains the latent space into a smooth distribution as

compared to a standard autoencoder, but the novelty of training a neural network in a

self-supervised way should also be discussed briefly.

Self-supervised learning can be thought of as under the umbrella of unsupervised learning

in so much as it uses the structure of the data itself to learn, but its technique usually

works by hiding a subsample of the data from the network and making predictions for
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specifically that hidden data. To relate this to the masking procedure in [3], The Trans-

former’s training task does not hide any information in the encoding scheme: it uses the

full input data and masks known output word embeddings so that they are not used

prematurely in the decoding steps, i.e. when predicting the second word in the output

sequence, it uses the entire attention-encoding from the input sequence and the first word

in the output sequence to make its prediction. The self-supervised version of this would

be to hide part of the input sentence when creating the encoding, predicting to the words

which are hidden.

The advantages of self-supervised learning are that the network learns more semantically

relevant representations of the data and so also better performs on downstream tasks

with it being standard now to use in large scale language models [37].

2.3 Existing Methods

Recurrent AEs have proven themselves to be successful in many tasks in astronomy.

For example, they have been successful as feature abstractors for the sake of stellar

classification using light curves from optical variable stars [38]. In the case of extracting

insight from Quasar Variability, [39] has set the precedent and proved their efficacy over

the DRW by training an LSTM RNN on approximately 15,000 light curves from the

Catalina Real-time Transient Survey.

In this work, the authors first project the latent space representations of the light curves

from the trained AE onto two dimensions using principal component analysis (PCA).

They then placed a gridded surface on the 2-D space and averaged the latent vectors in

each ‘square.’ This gave them an idea of the types of variability that were represented

in each of the regions and what types of variability were reflected by the majority of

the dataset versus the minorities. Following this, they used physical parameters corre-

sponding to the light curves like black hole mass and optical luminosity and found the

most correlated dimension of the latent space vectors with each parameter respectively.

They did this by passing the latent vectors through a one layer MLP trained to maxi-
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mize the coefficient of determination value, R2 for each parameter. Then all but one of

the latent vector’s values were zeroed out and passed through the same MLP, and pre-

sumably whichever dimension of the latent vector returned the highest R2 was the one

most correlated with the associated physical parameter. Finally, by toggling the value for

this dimension of the latent vector and reconstructing the light curve with the decoder,

they could see by proxy how the physical parameter altered the variability. From what

we know about AEs producing disparate latent space vectors that are not continuous

and complete, this same experiment performed with a VAE would be more intuitive as

toggling values from the smooth latent space distribution of VAEs makes more sense.

In a recent attempt to search for CSAGN, [40] imposed an RNN VAE (RVAE) to look

for variable outliers out of a couple hundred thousand light curves from Zwicky Transient

Facility (ZTF) data. Very thoughtfully, the authors acknowledged that because physical

parameters can have an affect on the variability, the dataset should be balanced with

respect to those parameters. Otherwise, the anolamous light curves might be anomalous

with respect to the physical parameters; that is, a light curve corresponding to an AGN

with anomalous black hole mass might be accounted as an anomaly in their algorithm if

the balancing were not to have been done. They used two approaches to detect anomalies:

an isolation forest algorithm [41]on the latent space forms of the light curves, and light

curves with unusually high reconstruction errors relative to the rest of the dataset.

In addition, the authors of Astromer [42] employed a self-supervised irregular time series

equivalent to the Transformer architecture that swaps the discrete-time positional encod-

ing with a continuous-time positional encoding. In the equation 2.16, j is the index of

the projection of the observation times that are d dimensional.

PEi,tl =

 sin(tl ∗ ωi) i is even

cos(tl ∗ ωi) i is odd


(2.16)

ωi =
1

100
2i

dmodel

(2.17)
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This produces great light curve representations for downstream tasks like supervised

classification, but does not teach the network to impute, forecast or capture uncertainty

information. Interestingly also, the light curve representations created are 200x256 di-

mensions with input light curves of 200x2. (1) this is not really a bottleneck, and (2) the

observational errors are not considered during training.

Moreover, Astroconformer [43] uses a convolutional layer with rotary positional encoding

[44] and time-shifting [45] before self-attention to predict stellar surface gravity from

Kepler light curves [46] as strictly a supervised task (no autoencoder or bottleneck part).

They also augment Kepler light curves’ noise profile and cadence to mock upcoming Rubin

Observatory data and test the model’s efficacy. Newer positional encoding methods like

rotary positional encoding (RoPE; [44]) make it so that no ‘addition’ is needed to the

feature vectors, and relative positional information is injected in them with clever linear

algebra without disrupting the compatibility function (i.e. the scaled dot product). Time-

shifting was a bit unclear as the citation for it was in reference to a github repository for

a specialized RNN; the repository more accurately refers to the technique as ‘Token-shift’

from [47]. To our understanding, the process works by shifting feature vectors that are

close or adjacent in temporal proximity back and fourth impermanently to improve the

network’s capturing of local temporal semantics.

Interestingly, all of the aforementioned RNN-based models are adapted to irregular time

series by including ∆t, the difference between observation times, as an input feature along

with the observational measurements. There is no reason that continuous-time positional

encoding mechanisms like RoPE or like in Astromer can not be used instead for these

models too.

A very promising method called Neural Processes ( [48]; NPs) has emerged as of late

as an evolution of gaussian processes that is deep learning compatible. A Gaussian

Process (GP) is a powerful way to ascribe probabilities to a range of functions conditioned
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on data using a multivariate normal distribution through bayesian inference. For it, a

covariance function or ‘kernel,’ κ is chosen to define a similarity measure between all

pairs in the data; equivalently, the multivariate Gaussian’s covariance. As such, it acts

as a constraining silhouette for the possible forms the function can take. Advantages of

GPs are that they are easy to update given new data and handle uncertainty very well,

with a streamlined way to incorporate errors on observations. We refer the reader to an

outstanding description of them in [49]. Potentially constraining aspects of GPs are that

the data’s fit is innately gaussian and its covariance is dictated by the assumptions we

inject of the data via κ. Also, they have quite long run times during both training and

inference, especially for large-scale data and adapting them to multivariate time series

can be a challenge because of having to specify a positive definite covariance function. A

circumvention for this is to use separable covariance functions that can be decomposed

into a product of simpler one-dimensional covariance functions, but this requires the

dimensions to share temporal kernel parameters.

NPs follow up with GPs by using deep learning to learn a distribution over all of the po-

tential functions for given data example or ‘context’ set. They incorporate two familiar

components: an encoder and a decoder. The encoder creates a local representation of

each of the input-output pairs by passing each pair through an MLP. The local represen-

tations are then aggregated and passed through another MLP to form a representation

of the example. There are two main subfamilies of NPs: the Conditional Neural Pro-

cess (CNP; [4]) and the Latent Neural Process (LNP; [50]), which differ in so much as

the decoding phase takes either the aggregated representation for the CNP or the latent

variable for the LNP and passes this information along with each target input through

another neural network to make the predictions. The LNP models the joint distribution

of the target variables and the input variables, rather than just the conditional distribu-

tion of the target variables given the inputs, allowing it to capture complex correlations

and dependencies between the variables, including nonlinear and non-Gaussian depen-

dencies. However, the LNPF requires approximating an intractable objective function,

something again familiar, ELBO. Improved variants of the NP family have come along
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Figure 2.7: CNP depiction from [4]. Notice how each input-output pair is processed
independently and the local representations are aggregated.

in the same way variants of the VAE have for both subfamilies, such as an attention

variety, attnCNP and attnLNP [51] and a convolutional variety, ConvCNP [52] and Con-

vLNP [53]. NPs also employ self-supervised learning in their training procedure, and try

to learn a function that learns over each, in our case time series, function, which is why

they are sometimes referred to as meta-learners. For much further detail, we refer the

reader to the following blog post [54].

The CNP has successfully been been applied to modeling Quasar variability [55], with

data from All-Sky Automated Survey for Supernovae; that is, 153 objects and 150-600

points per source. Moreover, [56] used attnLNP to simultaneously infer physical parame-

ters and probabilistically interpolate simulated multiband DRW light curves. This is the

first case of considering the light curve modeling multivariately, but they were not able

to apply the network to ‘real’ multi-band data. In general, NPs seem to require a larger

number of training iterations and have more parameters than VAEs, which can increase

their training time, but the potential of NPs should not be understated, and we implore

the reader to keep tabs on more recent advancements to the NP family moving forward

as modeling light curves as stochastic processes, as a distribution of potential functions,

is a very natural approach.
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For now, we look to an alternative method that has the data capacity of autoencoders,

learns the data generating process in that it is a VAE, uses recent deep learning tactics

like self-supervision and attention, can adapt to multivariate data, and is able to handle

uncertainty like GPs and the NP family. In general, previous deep learning approaches

have not necessarily been tested for the sake of reverberation mapping, where its clear

use in RM would be to nonlinearly interpolate light curves before the cross-correlating

steps to determine time-delays. This is in part because architectures oriented towards

interpolation are few and far in between and are mainly focused on auto-encoding for

feature extraction and thus for downstream tasks.
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CHAPTER 3

Implementation of the Method

3.1 Heteroscedastic Temporal VAE

In describing HeTVAE, we hope that we are not being too redundant with the authors:

Satya Narayan Shukla and Benjamin M. Marlin. This work is the product of Satya’s

doctoral dissertation [57] entitled “Deep Learning Models for Irregularly Sampled and

Incomplete Time Series." HeTVAE is an evolved form of the same author’s a predecessor

model: The Multi-Time Attention Network (mTAN; [58]), and as such, some of the

ideas slightly glossed over in HeTVAE’s paper are more fleshed out mTAN’s, which we

hope to resolve; we also hope to slow down some of the notation for our own sake.

The crucial difference between the two models is that HeTVAE more adeptly handles

uncertainty quantification, but both adhere to an attention-based variational autoencoder

architecture for irregular and incomplete multivariate time series and both train in a self-

supervised fashion.

What is most notable about this deep learning architecture, in comparison to existing light

curve modeling procedures, is its promise for using light curves in a multiband capacity
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or multivariately, creating interpretable probabilistic latent space representations while

probabilistically interpolating each light curve with respect to all the bands. HeTVAE

applies up to date concepts from machine learning to do so: its nature as a VAE reflects

current standards for generative modeling, and its use of attention and self-supervised

training adhere to state of the art practices for sequential modeling.

Given that hoards of archival multiband data of time-domain surveys currently exist

and there is an unprecedented data surge expected from the ground-based Vera Rubin

Observatory’s Legacy Survey of Space and Time (LSST), i.e. for six optical broadband

filters ugrizy and 100 million light curves from AGN alone over the course of 10 years

[59], we consider it important that data is used to its fullest extent. Additionally, the

importance of considering uncertainty estimation can not be overstated if we are to use

models to pre-select interesting sources and guide follow up strategies.

3.1.1 Notation

Following the authors’ notation choices: in a multivariate light curve example n, there

are D dimensions with each dimension d as a light curve sdn = (tdn,xdn), where tdn =

[t1dn, ..., tLdndn] and xdn = [x1dn, ..., xLdndn] correspond to the observations taken and the

number of observations Ldn. Moving forward, n will be dropped for clarity, and we try to

use bold font to refer to vectors. We also refer to magnitudes or flux as interchangeable

with xdn.

3.1.2 Time Embedding

The fundamental difference between the Transformers approach and its astronomy-adjacent,

Astromer [60], is that HeTVAE does not compute self-attention. In Astromer’s case, the

light curve’s magnitude values would be projected on to a higher dimensional plane with a

chosen dimension using a feedforward layer. Then positional encoding would be injected

and attention scores would be computed using self-attention. Resultingly, information is

projected back to the observed points, with each observation having an estimate of how
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much it should ‘pay attention’ to other observations in a light curve.

In contrast, HeTVAE tries to project information to a series of reference points to dis-

cretize the irregular time series. According to this concept, it instead projects the time

values (and not the magnitude values) to a learned multi-dimensional plane and it also

projects the time values of a series of reference points, the number of which is a hyperpa-

rameter and which are initialized as evenly spaced between 0 and 1, to a multi-dimensional

plane. Henceforth, the algorithm takes attention between the projected reference time

points and the projected observed time points to compute attention scores, so each ref-

erence point has an estimate of how much it should ‘pay attention’ to each observation

in a light curve.

Ultimately there are H embedding functions, ϕh(t), that project the time points, akin to

H heads in multi-head attention. ωih and αih represent learnable parameters applied to

each time point in a light curve before a nonlinear sine function, akin to frequency and

phase. i is the index of dr-dimensional projection; this is shown in 3.1.

ϕh(t)[i] =

 ω0ht+ α0h, if i = 0

sin(ωiht+ αih), if 0 < i < dr

 (3.1)

3.1.3 Attention Mechanisms

We have seen that conceptually attention refers to how much a particular word or in this

case, time point should ‘pay attention’ to another. In this way, the embedding created

from this idea is significantly more intuitive than previous auto-encoder architectures

that, for instance, would pass along information via an n-dimensional vector of the last

hidden state of an recurrent cell.

The two attention-based building blocks of this neural network are coined the value en-

coding and the intensity encoding. The intensity encoding is the key stepping off point

that differentiates HeTVAE from mTAN in that it provides information about the ob-

servational sparsity, or distance between points really, that is somewhat lost in mTAN’s
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embedding that only uses the value metric. This not only better informs the model gen-

erally speaking, but also makes uncertainty approximations for HeTVAE’s interpolation

possible.

Taking a step back, we need to define a compatibility function to assign attention weights

with. In the Transformer, this is a scaled dot product between vectors. In this case we

pass the time embeddings retrieved from ϕh(t) through another linear layer composed of

parameter matrices wh and vh, the same size as the time embedding, before computing

the scaled dot product. Thus, each compatibility function is relative to a particular

attention head h and its corresponding time embedding ϕh, as shown in equation 3.2.

With both the nonlinear time embedding and the dense layer before the scaled dot product

or compatibility calculation, the relationships or correlations found between time points

can extend beyond just euclidean distance.

αh(t, t
′) = (

ϕh(t)whvT
hϕh(t

′)T√
de

) (3.2)

3.1.3.1 Value Encoding

The value encoding is computed in the ‘traditional’ way that attention vectors are formed

in that it is a weighted sum of the values, where the weight assigned to each value is given

by a compatibility function of a query and a corresponding key. In this case each observed

time point’s embedding acts as a key to the embeddings of the reference time points that

are the queries. Each reference point then ascertains an attention weight for each of

a light curve’s time points, which is scaled by the observed magnitudes at those time

points, as the magnitudes play the role of the values. Finally, those scaled magnitudes

are summed to give a representation of magnitude at the reference points.

The authors initially leave it open for using alternative pooling methods to sum-based

pooling (i.e. max pooling). This is because it might be advantageous to use max pooling

in the case where an example is very sparse (i.e. only one or two observed points), but

this is not pertinent with light curve data, so sum-based pooling will be used (and is
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automatically done in the matrix multiplication operations). Moreover, the attention

module is explicitly written this way by the authors to reflect parallelism with the subse-

quent intensity equation. Thus, the equation (2) from HeTVAE’s paper can be simplified

through the steps in 3.3 if we assume sum-based pooling.

valh(tq, td,xd) =
pool(exp(αh(tq, tid))xid|tid ∈ td, xid ∈ xd)

pool(exp(αh(tq, ti′d))|ti′d ∈ td)

=

∑Ld

i exp(αh(tq, tid))xid∑Ld

i′ exp(αh(tq, ti′d))

=

Ld∑
i

(softmaxi(αh(tq, tid)))xid

= softmax(α(tq, td)) · xd

(3.3)

where softmaxi(z) = exp zi∑K
j=1 exp zj

for i = 1, 2, . . . , K, and its job is to normalize a vector

into probabilities. Thus we have probabilities of the attention weights between a query

point tq and the observed points td for a light curve, which we take a dot product with

according values of xd (magnitude) to get a real-valued number that corresponds to the

predicted xd at the reference point tq, relative to the attention head h.

For the sake of familiarity with the canonical Attention(Q,K, V ) = softmax(QKT
√
dk

)V

equation [3], equation 3.3 can be viewed in its vectorized form as 3.4. This results in a

vector of value encodings for each reference point tiq ∈ tq and happens to be how things

are implemented in code.

valh(tq, td,xd) = softmax(αh(tq, tTd ))xd (3.4)

3.1.3.2 Intensity Encoding

The intensity encoding aims to inform the network of observational sparsity across time,

as the value encoding relinquishes this information and mainly serves to put forth mag-

nitude values to the reference points. If we did not employ this encoding, the network

would not have much information to output confidence intervals at each time point we

choose to project to.
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Figure 3.1: Value encoding. Attention is taken between a reference time point (rk is the
same as tq) and the light curve’s observed time points and softmaxed. The magnitude
values of the observed time point that correlate most with the particular reference time
point relative to a particular attention head are passed forward to the reference time
point.

Attention is calculated between a reference time point and the observational time points

of a particular light curve example as well as between the same reference time point and

the union of all time points in the dataset, tu. Each set of calculations are summed and

then divided, which introduces a way to propagate observational input sparsity across

the network. Intuitively, if attention is large between a reference time point and a data

example relative to the union of all observed time points across the dataset, there is less

observational sparsity in the light curve relative to the reference point.

inth(tq, td,xd) =
pool(exp(α(tq, tid))|tid ∈ td)

pool(exp(αh(tq, ti′d)|ti′d ∈ tu)
(3.5)

There is no strict requirement that tu must be the union of all time points across the

dataset although it nicely implies that the highest value the intensity encoding can be is

one. If this becomes a problem with very large datasets, we can choose tu to be some

number (treated as a hyperparameter) of fixed points.
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Figure 3.2: Diagram of the intensity encoding. The query points usually mentioned as
tq are the same as the reference points r.

Sum-based pooling will be used so that (6) is equivalently

inth(tq, td,xd) =

∑Ld

i exp(α(tq, tid))∑Lu

i exp(α(tq, ti′u))
(3.6)

3.1.4 The Rest of a Forward Pass

Once attention encodings are calculated (INT & VAL in 3.3a), they are concatenated and

mixed linearly across all the attention heads and across all the data dimensions to form

the intermediate representation. The intermediate representation or output of UnTAND,

h, is processed through two MLPs as seen in the bottom of 3.3b. It can be seen that

the model includes a deterministic pathway, outputting a discrete latent vector like a

standard autoencoder, computed in parallel with the probabilistic latent state, which

was shown to improve performance through their ablation studies and also which also
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(a) Diagram of the entire Un-
TAND module.

(b) Visual for the rest of for-
ward propagation after com-
puting UnTAND. Note how
the added parallel pathway is
involved, and how the distri-
bution is at generated at each
time point.

we can turn off to make a true VAE. These pathways are then concatenated to form the

final embedding of the light curve to be decoded.

UnTAN(tq, t,x)[j] =
H∑

h=1

D∑
d=1

[
inth(tq, td)

valh(tq, td,xd)

]T [U int
hdj

U val
hdj

]
(3.7)

To decode this embedding, the series of points we wish to project the light curve to

are the queries, t′, the reference points of the embedding are the keys and the values

are the embedding. Without also adding the heteroscedastic output layer to predict a

distribution at each of the points, t′, this model would output a constant uncertainty

across time. This is the last step in figure 3.3b. In the training phase, the subsampled

light curve would go through the entire forward process we have discussed, and we would

try to predict to the unseen points via t′, taking a loss at those predictions.
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3.1.5 Objective Function

As has been shown, typical VAE loss attempts to maximize Evidence lower bound

(ELBO), which serves as a lower bound for the log-likelihood of the observed data. The

objective function for ELBO then consists of a negative log-likelihood term between the

predicted gaussian distribution and observed value and the KL divergence term between

the latent distribution and the the prior, a unit multivariate normal distribution. The

authors found it helped the network to not get stuck in spurious local minima where data

is thought to just be noise if a mean squared error term is added to create a composite loss

because of the heteroscedastic output layer; this term is dictated by a tunable coefficient

λ.

Formally, the composite loss exists from equation (11) of the original paper as L(θ, γ),

where θ is the parameters for the decoder, and γ, the encoder, and we add the coefficient

β in accordance with our KL annealing schedule.

L(θ, γ) =
N∑

n=1

1∑
d Ldn

(
Eqγ(z|r,sn)[log phetΘ (xn|zcatn , tn)] (3.8)

− βDKL(qγ(z|r, sn)||p(z)) (3.9)

+ λEqγ(z|r,sn)[||xn − µn||22]
)

(3.10)

Most notably, the loss is normalized by the number of points in an example (Ld), so it

is impartial to the length or number of observations. The first two terms, 3.8 and 3.9,

make up ELBO, while 3.10, the MSE term.

DKL(qγ(z|r, sn)||p(z)) =
K∑
i=1

DKL(qγ(zi|r, sn)||p(zi)) (3.11)

=
K∑
i=1

log
σqγ i

σpi

+
σ2
pi + (µpi + µqγ i)

2

2σ2
qγ i

− 1

2
(3.12)
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Equation 3.12 reflects how the KL term is implemented in code relative to the author’s

definition in 3.11 and equation 3.14 reflects how the nll is calculated. x′
jdn is the predicted

output distribution at xjdn, parameterized by µx′
jdn

and σx′
jdn

for the jth point for the

dth dimension of an example n.

log phetθ (xn|zcatn , tn) =
D∑

d=1

Ldn∑
j=1

log phetθ (xjdn|zcatn , tjdn) (3.13)

= −1

2

D∑
d=1

Ldn∑
j=1

(
log σ2

x′
jdn

+
(xjdn − µx′

jdn
)2

σ2
x′
jdn

+ log(2π)

)
(3.14)

3.2 Adaptation

The author’s code base, https://github.com/reml-lab/HeTVAE, provided us with the

model schematic, but was not without its faults. For instance, all of their experiments

used one attention head, but when we tried to use several, we found a bug in the multi-

head implementation that needed fixing. Some of the other bugs that we can recall fixing

were in their implementation of dropout and in the propagation of the device variable

used when working with the model (cpu/gpu/mps). Otherwise, we wrote software to more

conveniently prepare datasets, save and load model checkpoints, visualize training and

latent spaces, etc, which can be found at https://github.com/mwl10/hetast/tree/

master/src. All jupyter notebooks that reflect the code procedures we used for our

experiments are included in this repository as well, and explanations for the dataset class

we wrote for more convenient preprocessing can be found in appendix A.

3.2.1 ZTF Data & Preprocessing

The Zwicky Transient Facility (ZTF) is located at the Palomar Observatory and is a

computer-automated time-domain survey that uses a 4-foot Schmidt telescope with with

a 472 degree-wide field of view camera, scanning the entire Northern sky with an approx-

imately three-night cadence for phase I (May 2018 – September 2020) and a two-night
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cadence for its phase II (December 2020 – present) for its custom g and r filters and a

less resolved four-night cadence for its i filter ( [61] [62] [63]).

The ZTF api was queried using a function and sample catalog with 3398 objects gener-

ously provided by Paula Sánchez Sáez to obtain light curve files for each of the g, r and

i bands from the latest data release 15, which had a total observation span from March

2018 – November 2022 or MJD 58,200– 59,700 (for i: 58,200-59,200). Physical properties

like black hole masses, redshifts, Eddington ratios and luminosities were included in the

catalog we were given, but are from the catalog of Spectral Properties of Quasars from

Sloan Digital Sky Survey Data Release 14 [64].

We added light curves from data release 16 which was further through Jan 2023 or 58,200–

59,900 (for i: 58,200-59,400) from nine objects with known lags in the ZTF-relevant bands

garnered from higher resolution surveys to test our method for reverberation mapping.

These objects are: 3C120, 3C273, H2106-099, MCG+08-11-011, Mrk 142, Mrk 817, Mrk

876, NGC 2617 and NGC 5548. The api returned 3407 raw light curve files (many without

any observations) for each of the bands.

We filtered the light curves as guided by [40], who help delineate nuances of the ZTF

api. The authors note that it occasionally returns more than one light curve for one band

so it would be apt to choose the longest of those returned. They go on to only retain

light curves with mean magnitudes brighter than 20.6 as per this value being close to

the limiting magnitude of ZTF and fainter than 13.5 to avoid saturated observations.

We retain light curves according to the limiting magnitudes for each specific band. The

limiting magnitude for g = 20.8 mag, r = 20.6 and i = 19.9 [61]. [40] sensibility set the

minimum mean magnitude to be 20.6 for the g band light curves they worked with, which

is what we based our filtering on. In light of this, we set the minimum allowed mag for g

to 20.6, r to 20.4 and i to 19.7. Additionally, they removed sources with ranges less than

730 days and less than 50 observations, and sources that did not show variation based

on two calculated variability features, Pvar, the probability of a source being intrinsically
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variable and σ2
NXS, the normalized excess variance. Futhermore, the ZTF documentation

mentions to remove points with any catflags quality score unequal to 0, and we average

the magnitude values for any duplicate time points.

We decided to remove the constrictions for number of observations entirely, allowing

for light curves with greater than one observation to be considered, and we removed

our constraint on variability. The objective function normalizes the loss from each light

curve over the number of points it has so removing the constraint on the number of

observations should not interrupt the network very much. As for removing the variability

constraint, we hypothesize that it will let the network learn to separate light curves with

regard to their ‘amount’ of variability in the latent space, apart from including them

to have a larger representative distribution of AGN variability. Most importantly, for

the multivariate models, we made it so that the the model could consider examples with

missing light curves in any of the bands (so long as it was not all three of them of course).

To do this, we had to make some extra accommodations in dataset preprocessing for the

missing light curves and zero out both the subsample mask and reconstruction mask

for them during training so they would not be considered in the learning process. This

increases the model’s ability to ingest uglier, more incomplete datasets.

3.2.1.1 Outlier Pruning

As for cleaning the light curves, points with magnitude error greater than 1 are removed.

Then we remove points further than 10 standard deviations from the mean magnitude

of the light curve (if any). We initially implemented code to follow the likes of [65] to

remove outliers, in which a three-point median filter is applied to the time series and a

quintic polynomial is fit whereby points with residuals from this higher than 0.25 mag are

removed unless more than 10 percent of the light curve points are removed; otherwise the

clipping threshold is increased until that is not the case. We instead figured the network

should be acknowledging unusual variation and activity and learning from it, instead of

trying to smooth it out.
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Figure 3.4: Preview of cleaned and normalized ZTF light curves of eight arbitrary objects
in the dataset.
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We found that chopping-off light curve values past certain time points could be beneficial

if the distribution of the ranges of the light curves was right-skewed. As such, we added a

function to remove points past a given number of standard deviations beyond the mean of

the ranges of the light curves across the dataset. This is because the references points are

laid out by the network according to the light curve ranges. We did not end up needing

to do any ‘cutting’ because there was no right-skewness, but rather left skewness in our

data; a large majority of the light curves had a range of 1500 days, so the network will

try to spread out the reference time points according to this range.

3.2.1.2 Normalization

Magnitude values are normalized for each individual light curve to have a mean of zero

and a standard deviation of one after the outliers have been removed. The magnitude

errors are normalized by dividing them by the standard deviation of the light curve’s

magnitudes. For a while we had it so that each light curve subtracted its own minimum

time value, which was a subtle bug that broke multivariate training. Instead, the time

points of each light curve are subtracted by the minimum time value across all dimensions

for an example/object. We found that normalizing the time values in a min-max capacity

(to between 0 and 1) hurt performance, which intuitively makes sense as normalizing time

values this way would corrupt the time-scale dependencies and variability relationships in

time that the model is trying to learn, generally interrupting the physical interpretation

of time. On the other hand, dividing time values by 365 produced no effect so we withheld

from doing this as well. We show the normalized light curves from a handful of arbitrary

objects in 3.4.

3.2.1.3 Light Curve Property Distributions

From 3.6 we can see that apart from the uniformly-distributed redshift, the distributions

of the AGN physical properties are Gaussian. The number of observations and the median

cadence plots confirms that i very much less sampled relative to the other bands, and the

ranges generally align with the time frames of the data release, while the median values

of σ2
nxs confirm our understanding that variance increases across lessening wavelength.
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dataset min length shape max time
gri 0 (3177, 3, 4396, 3) 1687.1758

25 (1527, 3, 4396, 3) ‘’
50 (1033, 3, 4396, 3) ‘’

gr 0 (3167, 2, 3950, 3) 1687.1758
25 (2815, 2, 3950, 3) ‘’
50 (2668, 2, 3950, 3) ‘’

gi 0 (3106, 2, 2408, 3) 1687.1367
25 (1527, 2, 2408, 3) ‘’
50 (1034, 2, 2408, 3) ‘’

g 0 (3087, 1, 1962, 3) 1687.1367
25 (2831, 1, 1962, 3) ‘’
50 (2690, 1, 1962, 3) ‘’

r 0 (3141, 1, 1988, 3) 1505.0703
25 (2956, 1, 1988, 3) ‘’
50 (2778, 1, 1988, 3) ‘’

i 0 (2613, 1, 539, 3) 1002.1328
25 (1537, 1, 539, 3) ‘’
50 (1039, 1, 539, 3) ‘’

Table 3.1: Dataset shapes given a particular filter on the minimum number of observations
allowed. A dataset that is of the dimensions (1527, 2, 2408, 3) means that there are 1527
examples with 2 filter dimensions/light curves per example. 2408 would be the number
of observations (across both of the light curves) for the longest/most observed example
in the dataset. Each example specifically formats its observations (time/mag/magerr)
across its own two light curves without regard for the other examples and then pads itself
with zeros to match 2408. We better describe how the formatting of the datasets is done
in appendix A (figure A.7) as we acknowledge this is not very clear.
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Figure 3.5: Light curve property distributions from the sample catalog.
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Figure 3.6: Physical property distributions from objects in the sample catalog.

3.2.2 Pre-training Configuration

All of the subsequent hyperparameter tuning was done using a validation set that is a 20%

subset of the training set. We use an overlapping validation set because each subsample of

an object’s light curves is distinct and to follow the precedent set by HeTVAE’s authors.

In referring to different models trained on different datasets univariate or otherwise, we

will refer to it by the ZTF band(s) it was trained on, i.e. gri model; g model; gr model.

We specifically tuned on the g band data, finding good results across both univariate

cases of the other bands and multivariate cases. We have set up the hyperparameters

and other network configurations to be read using Hydra from a .yaml configuration file

so that we can change the configuration of the network and run studies to obtain optimal

hyperparameters values on the command line.

3.2.2.1 KL Annealing

A common problem with training VAEs is that the KL divergence term in the loss van-

ishes, which results in a lack of learned structure in the latent space. The latent vectors

immediately collapse into the shape of prior distribution, throttling the ability of the
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Figure 3.7: A monotonic annealing schedule means that the coefficient for the KL term
is gradually increased until it reaches one, staying there. A constant schedule implies
the coefficient is always one. This figure from [5] shows the learned space structure for a
10 sequence dataset trained on an LSTM VAE with each sequence as a 10-dimensional
one-hot vector with the hot-one appearing in each different position.

Figure 3.8: An example schedule where the time that KL is increasing versus constant is
split 50-50 across a given number of iterations with 4 cycles in total per 1500 iterations.

network to learn a more interesting posterior. At the same time, because the network

ignores or blocks the now vanished KL term, the network will operate like a standard

AE and focus more on the reconstructions instead of global information. A simple way

to mitigate this issue is KL Annealing [5], in which the coefficient of the KL loss term

β is cyclically increased. Thus the network will learn structure, gradually condense this

structure to the prior and rinse and repeat.

3.2.2.2 Handling Errors on Input

In the case of having errors on the observations, as are generally available in astronomy,

a mean squared error loss can be weighted such that the reconstruction error is punished

more where measurement errors are small and less when measurement error is large.
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Equation 3.15 shows this augmentation, which has been used on several occasions ( [39],

[38], [40]) in modeling light curves with deep learning. We keep aligned with the notation

of HeTVAE’s authors such that x′ represents network’s predicted values and x and σ2
x,

the true values. Specifically for VAEs, the MSE loss must also be rescaled by a factor

(F1) after it is weighted by the errors so it does not overwhelm the KL term.

In terms of augmenting HeTVAE’s loss function, which we detail in section 3.1.4, to

account for observational errors during training, it is less trivial with the additional

negative log-likelihood term from the heteroscedastic output layer. We have to weight

this term as well as the MSE term, and rescale them both to keep the balance with each

other, as well as the KL term. We have implemented the following adjustment to weight

Lnll in equation 3.16, but we have not yet used it for training (with F2 as the scaling

factor for the negative log-likelihood). We want to maintain the 5:1 MSE to NLL ratio

and just about 1:1 MSE to KL ratio; as such, we set F1 to 10 and F2 to 100.

LMSE = Eqγ(z|r,sn)||xn − µn||22]

=
D∑

d=1

Ldn∑
j=1

(xjdn − µx′
jdn

)2

LWMSE =
1

F1

D∑
d=1

Ldn∑
j=1

(xjdn − µx′
jdn

)2

σ2
xjdn

(3.15)

Lnll = log phetθ (xn|zcatn , tn)

=
D∑

d=1

Ldn∑
j=1

log phetθ (xjdn|zcatn , tjdn)

= −1

2

D∑
d=1

Ldn∑
j=1

(
log σ2

x′
jdn

+
(xjdn − µx′

jdn
)2

σ2
x′
jdn

+ log 2π

)

Lwnll =− 1

2

1

F2

D∑
d=1

Ldn∑
j=1

(
log(σ2

x′
jdn

+ σ2
xjdn

) +
(xjdn − µx′

jdn
)2

σ2
x′
jdn

+ σ2
xjdn

+ log 2π

)
(3.16)

We also have implemented a Monte Carlo approach to incorporating uncertainty on the
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observations by sampling from Gaussian noise on par with the estimated measurement

error at each time step create new-examples, i.e. resampling the light curves.

xdn = x1dn + ϵ1dn, x2dn + ϵ2dn, ..., xLdn
+ ϵLdn

; ϵjdn ∼ N (0, σjdn) (3.17)

3.2.2.3 Fraction

The network trains itself by imputing a fraction of the observed points of a light curve

and trying to predict to the unseen points with each training iteration taking a different

random subsample (as shown in figure 3.9). This fraction is yet another hyperparameter,

acting as the self-supervised aspect of the neural network. From intuition, using a higher

fraction means the network is learning to impute smaller and smaller segments of the

light curve. Too little of a fraction and too much is being asked of the network so the

loss landscape might be impeded. The authors used 0.5 for this value in all of their

experiments and so do we. It would be interesting to experiment more with the frac

hyperparameter in future work. If warm starts were used on the frac hyperparameter,

would the network be able to interpolate larger and larger gaps and thus ‘better’ learn

the dataset; or would this be more memorization than we would like?

3.2.2.4 Model Size

Tuning the hyperparameters that dictate the size of the model is difficult because they are

all interconnected. They are six: latent_dim, rec_hidden, num_ref_points, embed_time,

width and num_heads. The first, embed time, is the dimensionality of the time embed-

dings. The second, the dimensionality of the output of the UnTAND module before

projecting to the latent space, the projection being two linear layers with a size equal

to width. latent_dim is the dimensionality of the latent space, with a latent_dim-dim

vector per reference time point in the latent space. num_ref_points is the number of

reference time points. The number of attention heads is num_heads.

We suspect the ratio between each of these hyper parameter is the most important aspect

of them, so that none bottleneck one another or constrain the network’s ability to learn,
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Figure 3.9: Visualization for the network’s training procedure. A random subset of half
of the points are given to the network and it attempts to make predictions at all the
unseen observations.
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i.e. if embed_time is too small then how does that limit the usefulness of having a larger

and larger latent space? Does increasing any one of the hyperparameters 2-fold really

increase the capacity of the network or do the sizes of them work more in unison?

Given that there are six hyperparameters associated with the model size, that would

entail searching over a very large space of combinations, while having to tune nuisance

parameters for each different model size trial so it is fairly contested. An example of a

nuisance parameter would be the learning rate because its optimal value changes with

the model size. Instead, the approach we took was to appreciate the heavy lifting that

the authors did hyperparameter tuning on their datasets, finding that the model size

hyperparameters were pretty generally applicable and robust with respect to different

datasets.

The first of the authors’ datasets, PhysioNet, is a 37-dimensional time series dataset with

measurements spread across 48 hours from intensive care unit (ICU) records with 8000

examples. The largest number of observations across all the 37-dimensional examples

is 203, and the union of all the time points across the dataset is 2880. Thus, in our

formatting scheme the dataset shape would be (8000, 37, 203, 2). The second, MIMIC-

III [66], is a privately-accessed dataset of irregularly sampled physiological signals across

time from the Beth Israel Deaconess Medical Center., but there are preprocessing details

in appendix A.1.1 of [67]. In it, there are 53, 211 examples with 12 physiological variables

and 48 hours of data that all take all less than 1 sample per hour. Without requesting

access to this dataset, we can thus infer that, at most, the largest number of observations

across all the 12-dimensional examples is 12 ∗ 48 = 504 because each dimension of the 12

would potentially a maximum of 48 observations, which would create a dataset roughly

of the shape (53211, 12, 504, 2). As compared to the ZTF data and light curve datasets

generally, these datasets have more dimensions, while the ZTF data has many more

observations. The complexity of their datasets versus the light curves for the model to

learn hopefully balances out by way of this tradeoff.
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dataset num-
heads

num-
ref-
points

embed-
time

rec-
hidden

latent-
dim

width

Physionet 1 16 128 128 128 128
MIMIC-III 1 16 128 128 128 512
ZTF 16 16 128 128 128 512

Table 3.2: Model size hyperparameter choices across datasets.

For the hyperparameters that changed across their datasets, we performed a grid search

for the optimum in our dataset, i.e. for the width of the linear layers as this was 128 for

PhysioNet and 512 for MIMIC-III. We also tested configurations ad hoc, like for instance

it seemed as though only having 16 reference points could potentially be constraining, but

saw no obvious improvement with increases of this value to 32 and 64. Also, as discussed

previously, there was a bug in their model that precluded us being able to use more than

one attention head so upon fixing this bug, we performed a grid search on the number of

attention heads and found the optimum to be a quite contrastive 16 as compared with

the other datasets’ 1. 3.2 shows the hyperparameter values across datasets, including

those tentatively chosen for the ZTF dataset.

We seemed to be close to the 1-gpu memory limit with this size model too, restraining

us from trying larger models. The final model contains 574662 learnable parameters and

each model checkpoint rounded out to about 6.72 megabytes. We can cautiously hypoth-

esize that more substantial increases in the models capacity would require maintaining

the ratio between model size hyperparameters because of their working in tandem, in

effect, doubling the size of the network. In the future, more rigorously tuning of the

hyperparameters would likely be a constructive effort.

3.2.2.5 Union Time-points

In the HeTVAE paper, authors left experimenting with different arrays for the intensity

attention calculation for future work. They used the union of all the time points across

the dataset, tu, which works for datasets where observations might not be always taken,

but if they are taken, are taken on regular interval. For example, if across all the time
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series, observations can be taken at any value [0, 0.5, 1, 1.5, ... ,100], which would

make a ’union tp’ of length 200. It also is reasonable if time values are rounded and

thus there are less measurement times, which is the approach taken with the PhysioNet

Challenge 2012 [68] (rounded to the nearest minute from 48 hours total) and which

resulted in 2880 potential measurement times. For our ZTF dataset, the union of all the

recorded time values greater than 200, 000, making this unreasonable and unnecessary

to use and computationally expensive. Instead we choose an array whose length is a

hyperparameter, evenly spread across time between the maximum and minimum time

values of the normalized dataset. Accordingly, we tried a grid search between lengths of

500 to 5000 by increments of 500 and landed on 3500.

3.2.2.6 Batch Size

Frequently, we ran into memory issues with GPUs when using Durham’s Nvidia Com-

puting Cluster (NCC), likely because of a lack of experience with debugging these issues

and training these networks at scale. Because of this, we ended up with very small batch

sizes of 2, which does nothing harmful other than to slow down training. We tried tactics

like using float16 tensors (half tensors) for the dataset, but PyTorch does not have most

operations implemented on such size tensors. For reference, total dataset size for all three

bands is 0.39 GB.

3.2.2.7 Making Predictions

HeTVAE has a number of ways to express uncertainty as we have seen. (1) it can

vary the latent state distribution for each example, resulting in a different interpolation.

(2) it expresses uncertainty at its heteroscedastic output layer, predicting a marginal

distribution at each time point we interpolate to. Therefore when making interpolations

we take 10 samples from the the latent state distribution, decode them separately to get

an interpolation for each sample and average them to get a final result. When sampling

from the latent space for our anomaly detection, z from qz, we average 10 latent space

samples.
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3.2.3 Experiments

The intention for chapter four is to give a ‘sampler’ of HeTVAE’s capabilities as well as

including more of what we have learned about training and applying the model. We will

show several different model iterations for both multivariate and univariate data cases and

detail failures, room for improvement and successes in applying those models to various

tasks. The potential usages for our latent variable model are ranged, from interpretability

experiments, to anomaly detection or filtering, to forecasting, to downstream tasks with

both the latent space (setting up supervised problems) and interpolations (reverberation

mapping).

3.2.3.1 Filtering Algorithm

Luckily we have a smooth distribution over the latent space to work with, so outliers

from the general population are isolated conveniently. The issue is that these outliers can

be vague outliers; that is, they are outliers with respect to any trait that makes them

‘different’ from the rest of the population. One way to cancel out traits that we do not

want to appear as anomalous is by balancing the dataset with respect to that trait, and

thus outliers with respect to all leftover unbalanced traits are realized. For instance, if we

wanted to balance the dataset with respect to the number of observations, we could do

this by keeping a finite number of light curves for bins that each correspond to a different

range of epochs, i.e. we can have a maximum of 10 light curves with 0-10 observations, a

maximum of 10 light curves with 10-20 observations and so on. This example in particular

should be unnecessary for our model, because the objective function normalizes number

of observations Ldn out of the calculated error. Hence also, we can adjust the loss function

to make the model agnostic to a specific trait.

Interestingly, the binning improves the model’s accuracy for examples that were previ-

ously anonymous with respect to that trait, at the expense of losing training data. An

analogous example would be if we were trying to predict a rare cancer from medical im-

ages. It would be likely that the dataset only has a very small proportion of examples

that constitute cancer so the model could achieve an impressive average accuracy if it just
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predicts that the all the images do not constitute cancer. We could balance the dataset

to get an even number of cancer examples and non-cancer examples to train on or we

could adjust the loss function so that there is more of a penalty for the network to be

wrong with examples of cancer (relative to their proportionality in the dataset) to the

same end. But rather than taking the direction of ‘evening out’ subgroup’s, and having

anomalous activity with respect to all other aspects of, in this case Quasar variability,

‘pour out,’ we decided to try and find ways to target specific types of variability with the

latent space.

To get a general idea of what is happening in the latent space embedding vectors of the

light curves, we can use PCA visualizations; PCA preserves global structure by finding a

lower dimensional hyperplane that accounts for the most variance in the data, where the

first principal component explains the most variance, the second (orthogonal to the first)

the next highest variance, etc. Each principal component, that explains a given amount

of variance in the data, has an amount of contribution from each of the original features,

so if some of these original features explain little to no variance in the data, they are

‘unnecessary,’ and hence principal components are often used to remove redundant and

unnecessary features input into a learning algorithm. For our case, what PCA can do is

identify latent space features that account for major differences in variability patterns of

the light curves that the network has intuited, akin to drawing the longest lines across the

high-dimensional latent space distribution and placing the light curve embeddings along

the line. Then, we can place object’s embeddings into bins across the said line, average

the embeddings, and reconstruct these averages to see how the light curves look different

with respect to each bin of the component.

Indeed, each principal component will also highlight a relatively different aspect of vari-

ability that changes across the dataset, so if the variability that corresponds to a par-

ticular bin, from a particular principal component, is interesting, we can take a look at

all the light curves that exist in such bin already and in the future, we can encode any

light curves with the network and see if their encoding winds up in this bin as a filtering

60



Figure 3.10: This visualization of superimposed broadband filters for ZTF at z = 0.6257
is from code written by dr Anđelka Kovačević and Isidora Jankov [6].

algorithm. It may be that one of these principal components is reflective of variability

metrics like excess variance or fractional variability, or a step further, is evidence of flaring

activity or abrupt decreases/increases in flux that we think are indicative of CSAGNs.

We also aim to look at the traditional ways of detecting anomalies with the autoencoder

like searching for abnormally large reconstruction error or passing all of the latent space

features through an IF [69]. Briefly, an IF is based on a decision tree, which is set up by

selecting random features from the data and creating thresholds between the minimum

and maximum values for those features in the dataset. Then, anomalous activity can be

sussed out because it tends to take less time for the anomaly to be isolated by the tree.

3.2.3.2 Reverberation Mapping

We plan to use HeTVAE’s interpolations of the ZTF light curves to higher cadence, reg-

ularly spaced intervals, in tandem with PyROA [29] in an attempt to improve time-delay

estimates. As stated previously, we test this proposed method on objects with known

reference lags garnered from other surveys, but reduce those mentioned to specifically the
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AGNs 3C273, MCG+08-11-011 and NGC 5548 in our analysis. We first are curious as to

whether we can reproduce the original lags using the ZTF light curves of these objects,

knowing that the sampling intervals of ZTF are on par with or (more likely) longer than

the time delays from the objects we have chosen, which will surely have an effect on the

ability to estimate time delays. We use the quite powerful and unassuming framework

PyROA [29] for this. In the case that we are able to reproduce the lags with the ZTF light

curves and PyROA, it will be informative if interpolating the light curves with HeTVAE

interrupts the time delay estimations or reaffirms them. Alternatively, if it is the case

that PyROA can not reproduce the lags, but in using the interpolations of HeTVAE, we

can reproduce or even constrain them, the algorithm’s helpfulness is shown. Even with

light curves that have clear variable features for PyROA to anchor onto, because most of

the lags are shorter than the cadence, a higher resolution of interpolation from HeTVAE

may assist, and with light curves that have missing features from a lack of observations,

HeTVAE may be able to infer these features with its semantic knowledge from the general

population of light curves or, if a multivariate model, may be able to from the other light

curve dimensions.

We can presume that the network attempts to learn generic variability features, tak-

ing semantic knowledge across the dataset to create the reconstruction/interpolation, so

its ability to account for highly-resolved, individual shapes might be lacking somewhat.

Thus, if it is the case that the network’s interpolations are not precise enough, we can

move to fine-tune the model to a smaller subset of light curves or, if necessary, particular

segments of those light curves.

Table 3.3 shows the estimated lags for the objects with the associated references listed

as well. In most instances the lags were measured assuming a different filter than g as

the driving light curve so we subtracted the g lag from them as per its being the shortest

wavelength light curve available with ZTF data, and thereby is used as the driving light

curve. In the following analysis, we delve into the epoch separations for each object’s

light curves to prepare them for PyROA’s lag estimation. We try to match the detrending
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Object τgg τgr τgi cite

MCG+08-11-011 0.00+0.08
−0.07 0.69+0.16

−0.15 1.02+0.20
−0.18 [72]

3C 273 0.0+1.77
−1.96 11.01+1.71

−2.07 13.94+2.94
−2.37 [73]

NGC 5548 0.0+0.06
−0.04 0.93+0.06

−0.07 2.01+0.11
−0.08 [74]

Table 3.3: Known lags for the AGN MCG+08-11-011, 3C 273 and NGC 5548. Lags for
3C 273 were estimated with PyROA, while the other two with Javelin.

Figure 3.11: Normalized ZTF light curves for which objects we have known lags.

mechanisms used in the papers with the published lag estimates for consistency’s sake

and because cross-correlation analyses rely on the stationarity assumption and therefore

the trends can bias the estimated lags ( [70], [71]).

3.3 Summary

In this chapter we have discussed HeTVAE as a generative attention-only deep learning

architecture with the functionality of projecting an irregularly sequenced, multivariate

time series onto an arbitrarily chosen set of time points by querying the latent state.

It builds off of the authors’ predecessor, mTAN, by introducing a novel intensity atten-

tion mechanism to reflect observational sparsity in time and a heteroscedastic output
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Object Filt mag Nobs length Median ca-
dence

σnxs ∗ 100

MCG+08-
11-011

g 14.932 170 1122.008 2.961 0.041

r 14.128 245 1471.008 1.914 0.032
i – – – – –

3C273 g 13.103 288 1550.961 1.965 0.003
r 13.117 369 1672.270 1.848 0.003
i 12.766 29 1120.0 5.471 0.000

NGC 5548 g 14.153 403 1579.848 0.996 0.023
r 13.630 469 1576.895 0.988 0.011
i 13.697 99 1172.855 3.971 0.009

Table 3.4: Light curve properties for reverberation mapping samples once the data is
cleaned.

distribution that is able to represent this uncertainty in its predictions. It does so in a

different vein than Gaussian Process Regression methods, which reflect variable uncer-

tainty through posterior inference at the expense of significantly higher run times in both

training and inference.

The forward process for the network is as follows: (1) embed both the reference time

points and the light curve’s observed time points to a higher dimensional plane. (2) for

the value computation, at each reference time point embedding, take attention scores

with all of the observed time embeddings using a compatibility function, softmax these

scores and scale them by them by the magnitude values of the light curve before summing

them together to garner a representation of magnitude at that reference point. (3) for the

intensity encoding, the compatibility function is used between a reference time point and

the observational time points of a particular light curve example as well as between the

same reference time point and all of our union_tp points, where each set of calculations

are summed and then divided. (4) concatenate the two attention metrics, and mix them

linearly. (5) because the same embedding function and compatibility function is used

for all dimensions, follow steps 1− 4 for each dimension of the data and after the linear

mixing sum cross all dimensions. (6) for a new attention head and thus a new embedding

function and a new compatibility function, follow steps 1−5, then sum the representation

across all attention heads. Steps 5 and 6 are encapsulated in equation 3.7. (7) is where
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things change if we are using a true VAE or the added parallel pathway. For the true

VAE, pass the encoded representation into an MLP creating two vectors for µ and σ, and

sample. For the added parallel pathway, also pass the encoded representation through

another MLP adjacent to the first, and concatenate it with the sample. (8) Now we can

query this final embedding at arbitrary time points, performing the same computation as

in the value encoding, and thereafter, (9) we pass this through a final MLP to produce a

predictive distribution representative of magnitude at each of the time points we chose.

If in the training phase (10), we would have originally used a subsample of the light

curves in the encoding process and chosen the arbitrary time points to be the unseen

time points, computed the composite loss 3.1.5 at such points and backpropagated.

As for our dataset, we have added a convenient preprocessing class to morph the dataset

into neural-network compatible form, have allowed the ability to backpropagate from an

augmented loss function that incorporates observational error and allowed for missing

light curves to not disrupt the computations. We have also gone over the handful of

HeTVAE-specific hyperparameters that were adjusted to make the network perform well

on our dataset and hopefully are robust to other similar light curve datasets too. More-

over, we have made interfacing with the training configuration convenient and accessible

via a legible yaml file and the command-line and have provided the ability to load and

use pretrained models to make predictions. Finally, we introduced our methodologies

towards the experiments we performed with results detailed in the following chapter. We

briefly note that in all instances we are training and using the model with the parallel

pathway 3.1.4 as was optimal for the authors. We could in the future remove this for

the true VAE, which would probably be more pertinent to our filtering and anomaly

detection experiments, but save that for future work.
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CHAPTER 4

Results & Discussions

4.1 Training

We optimize for the objective using the Adam optimizer [75] with the standard parameter

values (β1 = 0.9 and β2 = 0.999). Initially, we manually decreased the learning rate

whenever the network returned a nan loss, starting from 1× 10-4 to 3× 10-4 and ending

at about 1 × 10-6. Stark jumps in the loss occurred when we were manually adjusting

the learning rate between model checkpoints. The entire process was trial and error with

countless hiccups in the process; for example, we accidentally reset the KL coefficient

in code with each training pause and only noticed upon more closely monitoring and

keeping track of the KL loss. Although only one example, this highlights the rather

delicate nature of training these more complex models; easy to fix, but catching subtle

bugs while training the model on hpc clusters is time consuming.

We concluded that it would be significantly more efficient, in that we would not have

to supervise/manually pause and resume training on the compute clusters constantly,

to implement a learning rate scheduler. We generally had to reduce the learning rate

by a fraction when the loss stagnated during these manual adjustments, which made it

66



quite clear that an effective scheduler would be a decaying one. We chose PyTorch’s

ReduceLROnPlateau, which has several hyperparameters: the threshold, which sets

how much the loss must change after patience number of epochs to reduce the learning

rate by multiplying it with the factor. Observing the loss values and plateaus from the

manually adjusted experiments led us to set the threshold to 0.01 because the plateaus

occurred at that magnitude, a factor of 0.9 to smoothly decay the learning rate and a

patience of ∼ 100 epochs so as not to rush its reduction.

The KL schedule that seemed to be optimal was a bit surprising in that we only increased

β, the kl coefficient, from between 0 and 0.1 to 0.2 for the single dimension models else

the KL loss would totally vanish. We found that this stop value increased with increasing

dimensions so that we used 0.3− 0.6 for the 2d models and 0.6− 0.8 for the 3d models.

Otherwise we concluded with about 4− 8 cycles for every 1500 iterations with the time

of β to be increasing versus flat β equal. With this schedule, it is clear that the latent

space is compressing and decompressing to learn better structure, considering that we

can see peaks and troughs in the KL loss for each cycle or equivalently when β increases

in the cycle, the KL loss decreases and jumps when β is reset back to 0 (figure 4.1a).

We briefly also note that the learning rate’s starting value was able to be higher for the

one-dimensional models (3×10-4), but 1×10-4 for higher dimensional models even though

we used 1× 10-4 in all instances out of convenience.

Taking a further look at the learning curves in the gri model, we can see that the test

loss is stable, so that the size of the test set we chose as 10% of the training set is

reasonable. The validation loss completely aligned with the training loss, which made

us skeptical that it should likely be a separate group of distinct examples (instead of

uniquely subsampled examples from the training set as HeTVAE’s authors employed) in

the future. It could be a potential bias against generalization performance because of its

use in tuning hyperparameters.

Most models we trained converged at average NLL values of 0.8 to 0.9 and average MSE
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values of 0.35 to 0.4. We ended up using only 8 attention heads in some instances because

of how much slower it was to train models with 16, which altered the MSE loss on the

order of about ∼ 0.1. The MSE values seem quite high until one remembers that the

model is predicting to points it has no information from in the encoding phase, as opposed

to previous AE models that encoded the entire light curve and then took losses at all

the points. For reference we present some of the interpolations of arbitrary g band light

curves interpolated to a low resolution of 100 points between the light curve’s ranges via

the gri model as training progresses in 4.2.

There should be no harm training the network to reach as minimal a MSE and NLL as

possible on the training set so long as the test loss does not increase drastically. In future

experiments it would be more apt to apply apply k-fold cross validation, but we leave

this for subsequent experiments due the sake of time constraint. We did not significantly

experiment with dropout, but using a value of 0.1 seemed to reduced the gap between test

loss and training/validation loss slightly, which is what we administered. For reference,

the mean time it took to complete 10 iterations of training (with 16 attention heads

and the gri model) was ∼ 2000 seconds (among 10 measured sets of 10 iterations) or

∼ 30 minutes. Extrapolating this to 1000 iterations is 60 hours on the GPU (a NVIDIA

TITAN with 12.288 gigabytes of memory) without pauses in between.

We mention the hyperparameters were generally decided upon by the performance of the

g model as it was very early on in the work, and we did not even know if training on the

multivariate datasets would even pan out. Yet it was established later on that the main

configuration parameter worth adjusting among increasing dimensions was n_union_tp,

i.e. it was set to a uniform sequence of 3500 points between the ranges of the light curves,

and changing this number to 20K for the gri model improved its NLL performance from

∼ 0.9 to ∼ 0.8. We suppose it was then less bottlenecked from being able to project

enough information on the time series’ sparsity. We show the learning curves with this

increased n_union_tp in figure 4.1b. Finally, to show the model’s capability to both be

fine-tuned and to ingest uglier datasets, we show the learning curves of a gri model that
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(a) (b) (c)

Figure 4.1: Learning curves for the gri model, including the average negative log-
likelihood, the average mean squared error, the learning rate, the Kullback–Leibler di-
vergence and its coefficient to reflect the cyclical annealing schedule. (b) is reflective
of the gri model with an increased n_union_tp array as compared to (a). (c) shows
the result of retraining an iteration of the gri model to include the examples that were
filtered out because of not having a minimum length of 25 observations across all light
curves. Its visible in (c) by the learning rate plot that the patience parameter in the
ReduceLROnPlateau schedule was larger as it did not get decremented as quickly as in
(a) and (b). All of these plots reflect the extent to which hyperparameters can be toyed
with, (for better or worse) and are meant to give an example of how the learning curves
look more generally across the other sorts of models were trained (be it the g model, r
model, gr model, etc.)

was originally trained with examples in which the minimum length requirement for all

the light curves was 25 and was subsequently retrained to include all missing light curves

without a minimum length requirement (resetting the LR) in figure 4.1c.

We found that the model’s performance in using it locally after training on the HPC to

be inconsistent. It would return abhorrent NLL scores locally, but reasonably good MSE

scores, which made it not so obviously noticeable until viewing the interpolations. As

such, all the experiments,originally coded on easy to manage local jupyter notebooks,

had to be written as scripts for the HPC system. We initially thought it could be a bug

with the random seeds, but ruled that out, making sure the software packages controlling

such things (PyTorch, Numpy, Pandas) were aligned and the same version, to no avail.

Regardless, the notebooks are entirely viewable at https://github.com/mwl10/hetast/

tree/master/src/notebooks.
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Figure 4.2: Example interpolations as training progresses on the gri model (but showing
only the g band light curves) of three arbitrary objects with 100 points evenly spread
between each light curve’s ranges. This is before we implemented the learning rate sched-
uler, which shortened the number of iterations required to reach convergence. We note
that the only change required to forecast instead of interpolate would be to change the
array of target time points we choose to project to to the future versus between the range
of the light curves.
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4.1.1 Discussion

The process of coming to have a workable model was a difficult one. We retrospectively

conclude the amount of configurable hyperparameters the model has as a weakness, and

it forced us to turn to use more powerful tools like Hydra and Optuna to organize and

experiment with them. It was doubly difficult having to bounce everything between the

HPC system and locally. Nonetheless, some of the conclusions we drew were: (1) The

KL annealing schedule stop parameter increased as we used more color filters/dimensions,

likely because more dimensions made the latent space harder to contract. Moreover, upon

looking at the number of KL cycles relative to the learning curves 4.1, this parameter

could also be reduced, even halved, as the (visually) large number of cycles used might

be interfering or distracting with the model’s learning. (2) The loss landscape of the

model was tricky and more delicate across increasing dataset dimensions so accordingly

the learning rate was able to begin higher for 1d models (3 × 10-4) than for 3d ones

(1 × 10-4) although we did not have to change the learning rate to be any smaller for

datasets that were not filtered with a minimum length requirement. Almost always the

loss would plateau for a significant period of time before suddenly dropping, and thus

a larger patience value for the scheduler could mean that the network would be able to

reach these random dropping off points in the loss, with the caveat that if set to be too

long the network could return nan loss.

(3) Overfitting was not so drastic of a problem, and the test set size we had was accept-

able, but a separate validation set would be more conservative and probably should have

been used to tune hyperparameters. (4) We could stop and start the network training

without problems, retrain a model to specific examples, a different dataset, for instance

one less filtered 4.1c, functionally. (5) n_union_tp needed to increase across dimensions,

and we have yet to determine some formulaic method for finding the optimal value of

n_union_tp across different dataset varieties, but in the future could look at the inten-

sity embedding scores to make sure that they are not too small and in between 0 and

1 so the sparsity information is optimally passed across (apart from just looking at the

loss values to configure it). To find a formulaic best value for n_union_tp, we could
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compare its optimal value to things like the cadences found in the dataset or the number

of observations per light curve to sus out a pattern. (6) We note that we have yet to

draw any conclusions about how the performance of the network scales beyond the size

of our dataset, which at its largest, the gri dataset with no minimum length requirement,

consisted of 3177 examples and a total of 8823 light curves across each of the dimensions

(with at least 1 observation).

4.2 Using the VAE

4.2.1 Visualizing Attention

One of the advantages of using attention-based embeddings is that they should be some-

what interpretable. For instance, in HetVAE we can look at the normalized attention

scores for the observed points with any one of the reference time points. Also, we have

16 attention heads for our model so we have 16 different ways that a reference time point

can ‘pay attention’ to the observed time points in a light curve. Figure 4.3 shows a

visual depiction of this, which highlights how the different attention heads have learned

to look at different segments of the light curve, and thus different variability timescales,

and in some cases, learned to look more broadly at the entirety of the light curve when

discerning relevant summary information for the embedding.

4.2.2 Blending Light Curves

To show off some of the capabilities of the model being a VAE and to entertain our

curiousity a bit, we can do several things. For instance, we could encode two arbitrary

light curves, average their encodings, sample the average and decode the sample to create

a ‘blended’ form of them. More specifically, we encode each light curve, average their

discrete paths, average the mean and standard deviation output from the encoder, take

ten samples then decode each separately with the target timepoints as the union of

time points for both light curves, and finally average the separately decoded sample’s

interpolations. We choose two pairs of arbitrary light curves from our dataset and use

the trained g model, shown in figure 4.4.
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Figure 4.3: Visualization of the attention probability scores for the g band light curve of
SDSS 080306.81+195953.1 for the univariate g model. This shows how much attention a
reference time point (the first) is paying to the each of the observations in the light curve,
which is different for each of the 16 attention heads. This is akin to the plot in 2.5 that
shows attention scores via opaqueness.
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Figure 4.4: The blends of SDSS 145353.90 + 093423.2 and 141004.41 + 334945.5 and
093410.97 + 180641.9 and 151119.75 + 170937.7 with the g model. The x axis is in days,
starting at zero for each light curve.

4.2.3 Generating Light Curves

Moreover, we can test the data generating capabilities of the VAE by sampling randomly

from the latent space. In this case, we take a random sample from a Gaussian centered

at 0 with variance of 1 of the dimensions num_ref_points (16) by latent_dim (64) and

decode it with the network (using this sample in the discrete pathway too). We project

the simulated light curves arbitrarily onto the cadence of exisiting light curves in our

dataset and show simulated examples for both the g and gr models, as shown the figures

4.5 and 4.6 respectively.

4.3 Filtering Algorithm

4.3.1 PCA Binning

In this experiment, we use PCA to help us discern how light curves with different sorts of

variability are distributed in the latent space. To see what variances in the latent space

the principal components are pointing out, which should point out intuited ‘differences’

in variability of the light curves, we can bin the light curve’s latent space embeddings

after they are projected onto some of these components, average the embeddings within
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Figure 4.5: Simulated light curves with observational times taken from different existing
light curves. On the y-axis is normalized magnitude, and on the x-axis is days starting
at 0.

the bins and reconstruct those averages to see what the reconstruction looks like. We

apply the same technique as in the blending section 4.2.1 here, reiterating, that is to

average the discrete pathways for all of the light curves in a given bin, average their mean

and standard deviations from the encoder and take 10 samples separately passing each

sample along with the averaged discrete path to the decoder to make 10 reconstructions,

which are then averaged. Whether or not we failed to mention this, the light curve is not

subsampled before encoding now that it is not in the training phase.

We show a couple of different binning configurations using the g model: Namely, figure

4.7 makes six one-dimensional bins for each of the first 10 principal components sep-

arately, and 4.8 uses the first two PCA components to project the embeddings on a

two-dimensional plane so that the bins are squares within the plane. For 4.7, we show

the reconstructions projected on the time points of an an actual light curve (4.7a) as well

as an unrealistic (4.7b) uniformly spaced cadence between 0 and 1500 days. Throughout

these examples the majority of the light curves from the actual dataset ‘look’ like the

middle bins, while the minorities are in the outskirt bins. We support this with figure
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(a)

(b)

(c)

(d)

Figure 4.6: Simulated light curves after randomly sampling from the latent space of the
gr model, projected onto observation times from randomly chosen light curves in the
actual dataset. On the y-axis is normalized magnitude, and on the x-axis is days starting
at 0.
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4.9a, which shows how light curves from the dataset are distributed across the six bins

of 4.7 for the first five the principal components. Considering that the latent space is

trained to be a high-dimensional Gaussian, it makes sense that the way that the light

curves are distributed in the pca dimensions matches this.

Additionally worth mentioning is that each principal component explains a percentage of

the variance in the embeddings, sensibly entitled: explained variance ratios (figure 4.9b).

The ratios for the first five principals components are [0.0423, 0.02230.0205, 0.0170, 0.0108]

and thus account for 11.297% of the total variance. The first 20 principal components

account for 18.591%, the first 100, 33.679%, and the first 500, 78.289%. This is good

because it leads us to believe that information content is somewhat reasonably spread

out across the latent space features and importantly, that they are all relevant in some

way for the model.

Now we hope that we can discern bins that we deem ‘interesting’ because in those bins

are light curves that share such viewed characteristics of the reconstructions that we can

further explore. But which are in fact interesting? Firstly, it is interesting to see how

smoothly the light curves morph across bins ( 4.8, 4.7a, 4.7b), and this reflects the VAE’s

continuous latent distribution. Secondly, it is interesting to see the discrepancies made

between light curves across bins. We notice that this gradient most often changes by way

of the light curves with both low amplitude short-term variability and high amplitude

long-term variability being placed in the top bins, light curves with little variability

being placed in the middle bins, and light curves with both high-amplitude short-term

variability and high-amplitude long-term variability being placed on the bottom bins.

This discrepancy is very obvious in the bins that blend the first two components 4.8. To

make the separation somewhat more blatant, we can calculate variability metrics for the

bins like the sample variance, S2, as labeled in figure 4.10.

In addition, we cannot forget that we can perform the same such pca binning experiments

with the multivariate models so that in each bin we have a reconstruction for as many
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Figure 4.7: Reconstructions of the averged embeddings in different bins for different
principal components projected onto a realistic cadence from a light curve in our dataset
(a), and the same reconstructions projected onto a uniform cadence (an observation every
2.5 days between 0 and 1500 days) to more clearly show the variability characteristics
(b).
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Figure 4.8: This figure shows the averaged light curve reconstructions from two-
dimensional bins made by the first two principal components.

(a) Light Curve embeddings dis-
tributed along first five principal com-
ponents

(b) Amount of variance from the em-
beddings explained by each principal
component. A few outliers can be seen
at 0.04 and several at 0.02 and 0.01,
meaning these are the first few compo-
nents that explain the most variance.

Figure 4.9
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Figure 4.10: Showing the reconstructions from averaged light curves in the square bins
created from PC 0 and PC 1, but with the sample variance labeled by the value (in the
top left of all subplots) and a corresponding red line, the length of which is proportional
to the value of S2.

light curves as there are dimensions. In particular we show the analogous visuals of 4.8

and 4.7b with the gr model, making two-dimension bins with PC 0 and PC 1, figure

4.11b, while the one-dimensional bins for different PCs in figure 4.11a.

Now that we have shown some different binning configurations to reflect how the model

learns to separate light curves in the latent space, we can choose bins and peer in-

side of them to reaffirm that the the reconstructions created are indeed indicative of

the light curves placed inside of them. Consider that we choose bins because of their

clear variability characteristics, making them great candidates for followup studies for

a reverberation mapping analysis. Then any of the top row of figure 4.8 seem sen-

sible to choose, (indexing by row first) that is the following bins: (6, 3), (6, 4), (6, 5).

In the first of those bins, the reconstruction is the amalgamation of four light curves

with SDSS names 142125.66+394328.8, 083331.59+523405.2, 225430.16+281655.4 and

093410.97+180641.9; in the second, 102734.60+073513.9 and 114228.50+103229.3 and

in bin (6, 5) is 100621.69+124533.0. In this case, we get more than one light curve for all

but bin (6, 5) (if we wanted more in each of the bins we could just use less bins). Briefly

glancing at the light curve in bin (6, 5) with the reconstruction and the light curve shown
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(a)

(b) Figure 4.11: (a) is the the same figure as shown in 4.7b, but this time with the gr model.
Specifically, the averaged light curve reconstructions from bins of different principal com-
ponents, but this time we have a reconstruction in both the g and r bands for each bin.
The red line shows the proportional sample variance, and for all of the r reconstructions,
the relative sample variance to g is shown. In almost every instance, the variance for the
r reconstruction is higher than its companion g; this is visibly clear as well, aligning with
our understanding that variance increases with lessening wavelength. (b) is the same
figure as in making 2d square bins with the first two principal components with the g
model 4.8, but this time with the gr model so that there are reconstructions created for
two light curves in each bin.
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(a) Light curve that was placed in bin
(6, 5) of figure 4.8.

(b) The reconstruction from the light
curve in the bin.

Figure 4.12

(a) g band light curves returned from
bin (6, 3) of figure 4.8 with SDSS ids
labeled.

(b) The reconstruction from
the light curves in the bin.

Figure 4.13

side by side in 4.12, we are somewhat reassured about not having made any clerical er-

rors because the light curve looks identical to the reconstruction in the bin we took it

out of (if one excuses the scaling and normalization distortions). We also show the light

curves from bin (6, 3) side by side with their reconstruction in figure 4.13, noticing that

while all of these light curves somewhat show a globally increasing trend, they are most

visually similar by way of their relatively similar magnitudes of fluctuation on different

time scales.

The filtering aspect of this experiment is such that if we had more ZTF light curves

we could encode them, map them on to the pre-made PCA dimensions and bins and
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Figure 4.14: Object whose light curves end up in PC 8 bin 5 of 4.7.
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Figure 4.15: To clarify what is happening, we show the light curve embeddings, in this
case from the gri model, projected onto the first two principal components and draw lines
to show the bins separations. Whichever light curves embeddings appear in a given square
are those whose embeddings are averaged and subsequently reconstructed to reflect the
bin, i.e. these 2d bins are where the reconstructions come from for 4.8 and 4.11b.

remove/keep light curves according to which bins they end up in. Most likely we would not

have much of an interest in any of the bins that reflect weak and structureless variability

patterns, which is the vast majority of the dataset given that most often these types of

light curves are in the middle bins. We could remove such bins or we could instead grab

light curves out of very specific bins. For example, PC 8 bin 5 of 4.7, as the light curve(s)

in this bin look to have some of the highest amplitude variability changes. In this case

there is only one object, 153311.13 + 335102.9 shown in 4.14. We mention briefly that

the encodings for ∼ 3k light curves take less than a minute to create locally, which makes

this procedure quite fast to do.
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4.3.2 Isolation Forest

We now use the zs from the gri model and search for anomalies using an isolation forest.

The benefit of this method two-fold in that it takes into consideration all of the latent

space features in tandem when deciding on anomalies and provides a score to each object

so that we can dial-in a threshold wherein below it, objects are ‘anomalies.’ Thus we

can also choose how many objects to focus on by this threshold. Yet these anomalies

are vague and might highlight light curves that are anomalous due to parameters we

already can calculate. We have seen in the binning experiments that light curves with

particularly high variance will be anomalous because the dataset is mainly characterized

by minimally variable light curves and thus the network is better adapted to them, and

indeed variance, or some proxy of it, is a calculable trait so this bias is just a distraction

from more candid anomalies. Catching this issue shows the benefit of doing the PCA

experiments, but other biases would likely not be as visually obvious. Therefore, we will

want to get an idea of what other parameters this model specifically might be sensitive

to so in the future we can mitigate them, especially if we move to larger datasets later

on.

The mild approach we take is to garner a list of objects that are anomalies with respect

to calculable traits like black hole parameters (bolometric luminosity, redshift, black hole

mass, eddington ratio) or other light curve characteristics like anomalous range, median

cadence (sparsity), etc, and see which overlap with the IF’s returned anomalies as well as

look at their anomaly scores from the IF. The intersections that breed the largest amount

of objects likely indicate which parameters the network is sensitive to and thus should

be counteracted with fairness tactics in the future to prompt finding more interesting

anomalies. We acknowledge that this method is somewhat hand-waving, but nonetheless

might offer some insight as to what AGN parameters the model is most surprised by as

per their affect on variability.

The authors of the RVAE used in [40] balanced their dataset with respect to black hole

mass, the number of observations in the light curves and bolometric luminosity by capping
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the amount of objects allowed in the dataset for a given range of the parameter values.

In our model the number of observations is normalized out by the loss function, which

is another way to mitigate a bias/dataset imbalance. Redshift seemed to be a disrupt-

ing parameter for their experiments, because of host galaxies intruding emission and/or

because of time dilation and rest frame difference. Fortunately, with respect to z, this

dataset is already about uniformly distributed between 0.6 and 0.65 and thus balanced

as can be seen in 3.6, but we can look to see if the objects we added for reverberation

mapping purposes show up as anomalous because their redshifts are lower as compared

to the rest of the dataset; the highest being 0.158.

We employ the gri model trained only on objects whose light curves all have greater than

25 observations even though we have another retrained version of it (refer to figure 4.1c)

to include the objects whose light curves did not meet this requirement. This is because

we realized the retrained network would be biased to perform better on the light curves

it was originally trained on, and thereby the latently added light curves would appear

anomalous. In future experiments, we would just train a model to include all the missing

light curves from scratch, especially because with the minimum length filter being 25,

there are only 1527 objects to meet the requirement, while if it is 0, essentially all of the

objects in the catalog (3177). Now extrapolating to massive datasets, imagine how much

of the data distribution is lost if the filter is applied.

Moving forward to configure the isolation forest, we sample 10 times from the qZ encoding

distribution and average those samples for each object. We apply 500 estimators for the

forest, and gauge our threshold by the lookings of the returned anomaly score distribution,

shown in 4.16. Below −0.46 yields 39 objects, while below −0.45 yields 135. We choose

the latter as the IF list to compare with to err on the side of caution. In finding sources of

bias, we look at the top 2% of anomalous black hole masses, bolometric luminosities and

eddington ratios, either as larger or smaller than the mean, as the dataset is distributed

relatively Gaussian-like with respect to these parameters (see 3.6).
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Figure 4.16: Anomaly scores from the encodings for the gri model with the minimum
length light curve filter set to 25.

Of the 30 objects that constitute having the top 2% of outlier black hole masses, they

are all greater than 2.05 standard deviations from the mean, and only two of them are

in the greater IF list. The average anomaly score for these objects is -0.435, which is

comfortably in the mass of the anomaly score distribution 4.16. The object with the most

anomalous black hole mass (9.4) had an anomaly score of -0.428 and was 3.36 standard

deviations above the mean of black hole masses.

Doing the same for objects in the top 2% for having anomalous bolometric luminosity,

there is 1 mutual object with the IF’s list, these objects are are all at least 2.365 standard

deviations above the mean and they have an average anomaly score of -0.437. The object

with the most anomalous luminosity of 46.745 ergs s−1 had an anomaly score of -0.438

and was 3.72 stds above the mean. As for eddington ratio, 2 mutual objects with the top

2% that was 1.92 standard deviations above the mean, having an average anomaly score

of -0.438. The top outlier was 2.85 stds above the mean with an anomaly score of -0.438.

Briefly looking at the anomaly scores of the objects we added to the dataset because their

redshifts are particularly low, those that were not filtered out from this dataset being

Mrk876 with redshift (0.1211), Mrk817 (0.1584), 3C273 (0.1583), NGC5548 (0.0163),
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Mrk142 (0.0446), NGC2617 (0.0143), have the following anomaly scores: -0.435,-0.430,-

0.440,-0.438,-0.433, which again is not so abnormal.

Now we peer at anomalous range and median cadence. We suspect that anomalous ranges

could pose an issue for this network, as the way the reference points are distributed likely

makes performance more optimal for the mass population, and we did not normalize

the time points. The ranges of observations of the light curves sensibly align with the

surveys time frame so that the g and r light curves are mainly 1500 days in length,

while 1000 for the i. Now unlike the black hole parameters, the light curves are not

normally distributed with respect to these parameters. There are not necessarily outliers

that have uncharacteristically long ranges, but there are those with shorter than normal

ranges (left-skewed). In this case we average the ranges across light curve dimensions and

choose the objects within the 2nd percentile, which is 1001 days. The average anomaly

score across these objects is -0.437. The shortest range was a very outlying 579 days. It

had an anomaly score of -0.440, and thereby none of these objects were mutual with the

IF’s list. We acknowledge that this does not rule out the model’s sensitivity to longer

than average ranges, which we are just as if not more suspicious of although we leave this

for future testing.

Objects whose light curves have unusual median cadences also could distract from the

anomalies returned by HeTVAE, i.e. examples with extreme data sparsity. Once again,

we average this value across dimensions. The distribution is significantly right skewed

so we look above the 98th percentile or 4.98 days and get an average anomaly score of

-0.437 for those objects. The object whose light curves had the greatest median cadence,

a very outlying 8.7 days, had an anomaly score of -0.443.

Moving on from looking for sources of bias, we gaze through the returned anomalies from

the IF list to look for promising CSAGN candidates because we know the model finds

high-amplitude variability features anomalous and thus CSAGNs could be a subset of the

returned anomalies from the model, as they are usually visually picked out by unusual
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flaring activity or abrupt decreases or increases of observed magnitude/flux. We show

five interesting objects from the top twenty returned list of anomalies with SDSS names

145950.60+ 065302.5, 131800.84+ 092822.5, 161344.89+ 283014.2, 004406.58+ 082536.9

and 211200.97 − 003635.2. In particular, three of these objects (161344.89 + 283014.2,

131800.84+092822.5 and 211200.97−003635.2) show a ‘plateau’ feature as detailed in [40]

characteristic of CSAGNs, where the object presents a spell of low amplitude variation

or even constant emission before/after very abrupt variations.

4.3.3 Discussion

While the binning experiments pointed out impressive semantic information the VAE has

extracted, they showed us that the model was quite biased by the excessive amount of light

curves in the dataset with little to no variability. Thus the model’s performance was more

optimal for these light curves and any light curve with excessive variance was claimed

anomalous. If that is satisfactory, and if we wanted to sift out more variable light curves,

then we were successful. We were able to characterize the two different subgroups of

variability we mentioned (high amplitude long-term and short-term versus high amplitude

long-term and low amplitude short-term), but we had no way of differentiating between

variable light curves otherwise because of this bias, meaning that the network was not

even able to separate out light curves that would show anomalous variability due to

having anomalous black hole parameters (given that none of the list intersections were

significant), much less able to separate out the nuances of truthfully anomalous objects.

The main (and naive) mistake of ours was to not employ the dataset filters pre-training

that simply removed light curves that showed little to no intrinsic variability (i.e. one

of normalized excess variance/intrinsic variance or Pvar; [40]). But more recent research

into algorithmic fairness tactics use the VAEs themselves to point out systemic bias in

datasets and adaptively resample the dataset based on the biases that the latent space

points out. For example, in future experiments, we could first train a VAE as we have

already to point out light curves with very little variability. Then we could remove them

because we are interested in studying only variable light curves, i.e. by removing those in
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Figure 4.17: Five interesting objects from the top twenty anomalies sussed out by the
gri model.
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Figure 4.18: The light curve embeddings from the gri model projected onto PC 0 and
PC 1 with the the 135 IF anomalies pointed out in red and the top 20 in black. Here it
is clear that not all of the anomalies from IF are also anomalous w.r.t. the first two PCs
as some are in the middle of this density plot.

the PCA bins that show little to no variability. Following this, we take our newly filtered

dataset and train the VAE with it, focusing on mitigating bias with respect to parameters

of the objects/light curves that we already know of to then reveal more candid anomalies.

We also briefly mention that we found the IF’s returned anomalies were disrupted because

of the fact that we had not yet with trained the model to include observational errors

in the loss function so they would be punished just as much for not fitting points with

high error bars as for with points where the opposite is true. A model trained via a

loss function weighted by errors means that light curves with higher error bars would be

easier to fit and thus be less anomalous.

On a more optimistic note, our results show that the network can harness and comprehend

multicolor AGN light curves unlike previously applied deep learning algorithms. We are

thereby eager to apply this model to a much larger dataset to test its scalability as we

understand that realistically one could visually inspect a dataset of this size and that our
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dataset is likely not entirely characteristic of the more general AGN population. Based on

our results, we would also be remiss not to reiterate the necessity considering algorithmic

fairness and of having an astronomer in the loop when applying machine learning to such

a problem (and more generally to have a domain expert supervise the use of an ML model

in any applied context).

4.4 Reverberation Mapping

In the following section, we move object by object, using PyROA on the light curves

to get an idea of what lags can be estimated without our interpolations and then use

the interpolations to see if any improvements can be made; this includes detailing the

fine-tuning procedure we employed to get the best possible interpolations.

Based on our initial description of PyROA in 1.3.3, we have a few major toggles in the

algorithm’s usage. The first is the prior on the degree of blurring introduced by the size of

the running average’s Gaussian window ∆ with the default being 0.01− 10.0 days. More

blurring, or a higher window, implies less parameters, less close of a fitting to the curves

and an improved ability for the ROA to stretch across cadence gaps. Moving forward

we often use the same three increasing window size priors for the Markov chain: the

default blurring of 0.01-10 days, a moderate blurring of 5-15 and a high blurring of 10-30

with initial values of 1,10,20 days respectively. The second toggle is the transfer function,

which we change from the default dirac delta function to add another degree of blurring in

estimating the lags for each band. We utilize the log-Gaussian transfer function, which, in

addition to the extra blurring per light curve, imposes a more physically-inspired situation

in that lags can not be negative.

All of the algorithm’s other default priors are: [0.0, 20.0] for the rms, [0.0, 100.0] for the

mean, [−50, 50] for the lags and [0.0, 10, 0] for the extra error blanket. The default number

of walkers for each parameter is hard-coded to be 7Nl + 3, where Nl is the number of

light curves, and the default number of samples is 10k with 5k burn-in. For simplicity’s

sake, in every instance of using the algorithm henceforth we take 50k samples and remove
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the first 45k to do our best to ensure the chain has stabilized and the samples are thus

from the true posterior. In the following epoch separation visuals, we draw lines between

the observational gaps based on them being a given number of standard deviations above

the mean cadence, dt. The number of standard deviations is chosen for each light curve

relative to what seems to most optimally separate the groupings of observations.

Now after we gather the best guess lags from the PyROA algorithm, which, if nothing

else, will give us a bearing on how well we can estimate time-delays using relatively low

cadence ZTF light curves, we move to use HeTVAE’s interpolations of the light curves in

conjunction with PyROA in the ultimate hope that we can align those lags more with the

published estimates. We mainly use PyROA to appropriate its blurring transfer function

and because it does not really inject any additional information otherwise as it uses a

running average.

We found that the interpolations of the light curves when training on the entire dataset

were underfit and jagged, but aligned to the general shape of the light curves well, i.e.

figure 4.2. The model did not reach for extreme and unique variability features of individ-

ual light curves because that would reduce its general performance. In addition, the more

clearly variable light curves were outliers so the performance on light curves of that vari-

ety, indeed those optimal reverberation mapping, is less than perfect for that reason. The

vagueness of the interpolations is a problem for reverberation mapping analysis, where it

is mostly only beneficial to have highly particular interpolations. Now these interpolations

could be very specific to the individual light curve and not draw from a general concept

of AGN variability, much like PyROA’s running optimal average; in fact, we could have

highly the same such individualized interpolations with HeTVAE if we trained with very

small datasets or even individual light curves, which we will subsequently show.

But luckily the solution is somewhat straightforward with the models we have trained

already, that have a solid generic understanding of AGN variability, and that is fine-

tuning. The idea is to resume training from the best checkpoint with the light curves
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we want better, more specific, interpolations for. In this case we have the best of both

worlds such that the interpolations still draw from the general ideas of AGN variability

that the deep learning model has intuited, but so too do we have the specificity required

for individual light curves. We would be able to do this locally if not for the bug with

models performing differently on our local computers after they have been trained on the

compute nodes. If the issue was resolved, so too could the general user with access to

the model checkpoint fine-tune the model to arbitrary ZTF light curves or potentially

even more out-of-distribution (OOD) light curves (like those from other surveys) locally

because it is not very computationally expensive to do so.

More specifically, when we fine-tune on the light curves, we turn off the kl-annealing

schedule, while resetting the original ReduceLROnPlateau schedule for the optimizer

to the same initial loss of 1e − 4, but with a patience of a much larger ∼500 epochs to

squeeze out performance. In addition, we resample additional copies (10) of the light

curves using the method of equation 3.17 to add information about their observational

errors because we have not yet trained on the augmented loss to include them. When we

make the interpolations, we follow the same steps as in making the reconstructions for

the PCA bin experiments, but average the interpolations across the resamples of the light

curves, and might as well choose as highly resolved of a cadence as possible to interpolate

to, computationally permitting; this was a cadence of 0.1 or 0.2 days as otherwise we

would get ‘gpu out of memory’ errors.

4.4.1 MCG+08-11-011

The previously published lags for MCG+08-11-011 were generated using Javelin in [72].

Javelin by default linearly detrends the light curves. We do the same in an attempt

to remove as much bias as possible from our experiments, regardless of whether or not

the light curves appear stationary. These reference lags were in the ugriz filters so we

subtract the g lag out from r and i as it is our available driving light curve. The light

curves used to generate them had an approximately daily cadence over 4 months in 2014.
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Figure 4.19: Epoch separations based on dt being a given number of standard deviations
beyond the mean (whichever number of stds for each of the light curves so that their
epochs would best align across bands).

For the MCG+08-11-011 ZTF light curves, with epoch separations shown in figure 4.19,

we do not have a light curve for i, so we focus PyROA on the g and r epochs with

noticeable variability features (epochs 1 and 2). These segments are both approximately

300 days in length (∼10 months); (1) from ∼ 58300 to 58600 MJD and (2) from ∼

58700 to 59000 MJD with a median cadence of about 3 and 2 days for the g and r

bands respectively. Thus in spite of the lower ZTF cadence, we have longer periods of

observations to study and base lag estimates off of.

As far as fine-tuning goes, having run approximately 50k additional iterations with the

trained gri model on the light curves for this object plus its associated resamples took

the errors from around the average loss all the way down to a NLL of ∼ −2.2 and MSE

of ∼ 0.002. Quite unreasonably, we can see what the model does with the missing light

curve for i in 4.20a. Here the model exclusively uses its intuition from the g and r

band light curves and its understanding of the relationships its learned between bands

from other objects across the dataset to make its informed guess as to what the i band

looks like. Otherwise, the model’s interpolations fit the multivariate example well in

that they are able to match the variability on short time scales (see figure 4.20b), while

keeping a decent overarching shape across all of the light curves and assuming a stochastic
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variability behavior. Yet the error snake is blatantly not very sensible because in instances

where there are not points, across any of the light curve bands for that matter, the

uncertainty does not increase (but at least the model knows to project more uncertainty

in i’s interpolation). We note that this object was filtered out of the original training set

because it did not satisfy the minium length requirement of having 25 observations in i,

and thus its being fine-tuned on showcases the models ability to adapt to unseen data.

Before we move to calculate the lags, we also show the interpolations resulting from

fine-tuning the g and r univariate models on MCG+08-11-011’s g and r light curves

respectively in figure 4.21a to show how they differ from the multivariate model in figure

4.20. In this case, the model is not able to take information from the light curves of the

other filters to support its interpolations. Additionally, we show how the learned kernel

for a multivariate model trained from scratch (exclusively on this example/its resamples)

returns different results than those from the fine-tuned models in figure 4.21b.

We now pass the segments (1 and 2) and their associated interpolations from HeTVAE

into PyROA, dropping the cadence of the interpolation from 0.1 days to 1.0 to save

compute time. Reiterating, the median cadence of the g band light curve before the

interpolation was about 3 days and the r, about 2 days. Both segments were about 300

days long individually and thus now have about 300 points each from the interpolation.

Pre-interpolation, the lags estimated by PyROA on epoch 1 were confidently in agreement

across all of the different blurring window priors to estimate the r band lag at ∼ 5 days,

specifically for the default window it was 5.160+0.625
−0.621 days. We show the fit with the

default priors in figure 4.22a. Post-interpolation, the lags returned were 0.161+0.071
−0.078 ,

1.924+0.581
−0.658 and 3.752+1.083

−0.894 days for the default (figure 4.22b), medium (figure 4.22c), and

high (figure 4.22d) blurring priors respectively. The default prior overfit the light curves,

tending the corresponding lag estimate toward zero. The medium prior visually appeared

to have the best fit to the light curves, while the high prior underfit them. Nonetheless

all of these estimates are more constraining to the reference lag of 0.69+0.16
−0.15 days than the
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Figure 4.20: HeTVAE’s fit to MCG+08-11-011’s light curves after fine-tuning (0.1 day
cadence), including a zoomed in view of the interpolation for epoch 2 in (b).
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Figure 4.21: (a) shows interpolating the g and r band light curves with their associated
univariate g and r models. It is quite clear between 58200 and 58400 MJD that the
interpolations are contrasting because the g model does not have knowledge of r light
curve and vice versa, whereas the model knows they tend to be aligned with one another
in the fine-tuning with the multivariate model (figure 4.20). (b) shows training a gri
model from scratch with just the light curves of MCG+08-11-011 (plus their resamples).

97



(a) Pre-interpolation with default
blurring.

(b) Post-interpolation with default
blurring.

(c) Post-interpolation with medium
blurring.

(d) Post-interpolation with high blur-
ring.

Figure 4.22: MCG+08-11-011’s PyROA fits on epoch 1.

pre-interpolation estimates.

As for the raw segment of epoch 2 the lags were all generally in agreement (all between 1.5

and 2 days) across the different blurring window priors. The fit with the default priors is

shown in 4.23a as it visually was an adequate fit and had the longest and skinniest of the

posteriors of the three. The r lag in that case was 1.528+0.428
−0.399 days. Post-interpolation, the

default blurring prior again overfit the curves and tended the lag towards zero (0.040+0.029
−0.045

days), while the medium blurring seemed to be the best fit, returning 0.744+0.273
−0.319 days.

Just as in epoch 1, the highest blurring window underfit the interpolated light curves

and returned a lag of 1.636+0.551
−0.573 days. For this segment, the interpolation resulted in
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(a) (b)

Figure 4.23: Pre (a) and (b) post-interpolation PyROA fits for epoch 2 of MCG+08-11-
011’s ZTF light curves.

the estimated lag being within the uncertainty limits of the reference lag, i.e. 0.744+0.273
−0.319

versus 0.69+0.16
−0.15 days.

Finally, we are whimsically curious to try to extract lags from the i band light curve

that HeTVAE interpolated without having had any points, but just the knowledge of

the other two dimensions (g and r) and the knowledge from other object’s/example’s

interdimensional relationships using the interpolation associated with the second segment.

To reduce bias, we set the transfer function to be Gaussian, not log-Gaussian, so that

negative lags are possible. Additionally, we have to lower the prior range for the mean of

the i band light curve because it is not unnormalized. i’s initial τ is set to be 0 and its

prior range -50 to 50 days. We show the fit with medium blurring in 4.24. The estimated

lags in this instance were 0.951+0.289
−0.284 and 0.484+0.309

−0.392.

We show the reference lags and lag estimates from the best PyROA fits pre and post

interpolation of the epochs in 4.1.
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Figure 4.24

MCG+08-11-011

τgg τgr τgi

Reference
(javelin)

0.00+0.08
−0.07 0.69+0.16

−0.15 1.02+0.20
−0.18

PyROA

epoch 1 original 0. 5.160+0.625
−0.621 −−

interpolation 0. 1.924+0.581
−0.658 −−

epoch 2 original 0. 1.528+0.428
−0.399 −−

interpolation 0. 0.744+0.273
−0.319 −−

interpolation
(including i)

0. 0.951+0.289
−0.284 0.484+0.309

−0.392

Table 4.1: Lags garnered from PyROA with ZTF light curve segments from MCG+08-
11-011.
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Figure 4.25: Epoch separations for NGC 5548’s ZTF light curves.

4.4.2 NGC 5548

The light curves for NGC 5548 with their epoch separations are visible in figure 4.25.

We focus in on epoch 3 (59150 - 59450 MJD) in this analysis. We can observe that the

i band in this instance has enough observations to match the variability features of the

other two light curves in epoch 3. We again interpolate them to a uniform 1 day cadence,

but note the resolution of the original ZTF light curves for the g and r bands is quite

high already with median cadences of 0.996 and 0.988 days, whilst i 3.971.

The reference lags, as published in [74], are from SDSS ugriz light curves with an ap-

proximately daily cadence over seven months (∼ 200 days) from January to July 2014.

As such, we have comparable cadences in the g and r bands whereas the i band is, not

unusually, lacking for the ZTF data, but on the other hand we have a larger window of

observations. We again have to subtract out the estimated g lag from the reference lags as

it is our driving light curve. The reference lags were also computed with Javelin, which we

know linearly detrends light curves by default, and thus we do the same for consistency’s

sake. In this occurrence, the published lag estimates are not unreasonably smaller but

rather on par with the cadence of the light curves, being 0.93+0.06
−0.07 and 2.01+0.11

−0.08 for the r

and i bands respectively.
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Figure 4.26: The average MSE and NLL values while fine tuning the gri model on the
ten resamples of NGC 5548’s light curves. The first part of the curve, from 0 to about
1500 iterations shows the the model’s training on the full dataset before switching to
exclusively the resampled light curves of NGC 5548. Most of the relearning happens
within 500 iterations, but the NLL continues to converge until around 50k iterations, and
the MSE converges within the shown 5k iterations.

The retraining process converged at about 50k iterations and brought the NLL to -1.245

and the MSE to 0.010, but the mass of the improvement happens in about 500 iterations

of fine-tuning. We show the learning curves for the first several thousand iterations of the

retraining process in 4.26 to support this. The interpolations for epoch 3 from fine-tuning

are shown in figure 4.27, which shows how it fits the short timescale variability patterns

of the light curves.

In both the interpolations and original versions of the light curve portions, we obtain 50k

samples of the PyROA’s MCMC chain and take the last 5k as the posterior to ensure

as best convergence as we could muster. For epoch 3 of the original light curves, we

found very similar estimated lags for both the default and medium blurring priors, but

a much shorter and stubbier posterior for i in the medium blurring window. Any higher

blurring resulted the curves being underfit. We thus show the corner plots for the default

window prior (figure 4.28a). Here, the mean lag and associated uncertainty returned for

the r band was 2.209+0.628
−0.327 and 1.634+0.616

−0.591 for i. But noteworthily, there is a second small

peak in the posterior, also apparent in the medium blurring configuration, that skewed

the mean lag of r from the centroid estimate of 2.145 days; it is seemingly aligned with

1.211 days, the 16th percentile of the distribution (the second dashed line from the left

of 4.28a).

Upon using the interpolation for this region, which also returned very similar lag estimates
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Figure 4.27: View of the full 0.1 day cadence interpolation of epoch 3 of NGC 5548’s
ZTF light curves resultant from fine-tuning.

for either using the default or medium blurring and was significantly underfit with the

higher blurring prior, the r lag posterior centers instead near the value that was at this

second peak, 1.317+0.370
−0.402, shown in figure 4.28b, while the i lag returned 1.606+0.374

−0.314, a

similar value as before using the interpolation but with lower uncertainties. The final

time-delay estimates from the original light curve portions and associated interpolations

are shown in table 4.2.

NGC5548

τgg τgr τgi

Reference
(javelin)

0.0+0.06
−0.04 0.93+0.06

−0.07 2.01+0.11
−0.08

PyROA

epoch 3 original 0. 2.209+0.628
−0.327 1.634+0.616

−0.591

interpolation 0. 1.317+0.370
−0.402 1.606+0.374

−0.314

Table 4.2: Final lag estimates for epoch 3 of NGC5548.
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(a) (b)

Figure 4.28: PyROA fit and posteriors for the estimated time-delays (a) pre-interpolation
(default blurring priors) and (b) post-interpolation (medium blurring).

4.4.3 3C 273

The light curves for 3C 273, with their epoch separations shown in 4.29, have an average

cadence of 1.965, 1.848, and 5.471 for the g,r and i bands respectively. We use the only

pronounced i band segment labeled as epoch 1 and epoch 3 of the g and r bands in

this anaylsis. The reference lags we use are from James Thorne’s (Durham) master’s

thesis [73] and are soon to be published, where Las Cumbres Observatory (LCO) data

with an average cadence across the bgvriz filters as 0.583 days (and less than five minutes

in 75 percent of the data) and observations across 58500 to 59700 MJD were employed

to estimate lags. Our ZTF data actually overlaps entirely with this, being from 58200

to 59900 MJD. We also know the reference lags were calculated with PyROA, that their

concluded lags were garnered from 59150-59450 MJD, which fortuitously aligns with our

third epoch, and finally that their data was detrended by subtracting a fitted linear

polynomial prior to being passed into PyROA.

As such, we have our most controlled experiment being that the reference lags were

estimated with PyROA and that we can use the same observational time frame with our

ZTF data that was used to estimate the reference lags. Thus, this experiment is the
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Figure 4.29: Epoch separations of 3C 273’s ZTF light curves.

most direct comparison of how the lower cadence in ZTF data, especially low in i with 29

observations) affects the reverberation mapping analysis and how the interpolation might

improve it. It is also of note that the variability features in the associated light curves

of 3C 273 are the least pronounced as compared to the other objects we have analyzed,

posing another issue for the reverberation mapping, but the reference lags are at least

larger than the cadence (11.01+1.71
−2.07 days for r and 13.94+2.94

−2.37 days for i).

The retraining process brought the loss down to an NLL of −1.373 and MSE of 0.0165,

which again seemed to converge around 50k more iterations (but again the majority

of improvement within 1k). We show the interpolations in 4.30. We focus in on the

third epoch and detrend both the original light curve segment and the section of the

interpolation associated with it (59150 - 59450 MJD; 1 day cadence) separately. Pre-

interpolation, PyROA was unable to match the ROA shape to the i band light curve,

returning very large uncertainties on its estimated lag and very non-uniform posteriors

for both r and i, shown in 4.31a. Specifically, the r’s lag posterior was right-skewed near

0, likely because lag estimates less than zero are cut off by the log-Gaussian transfer

function, and the i’s lag posterior was almost uniform. The assosciated estimates were

1.119+0.820
−1.635 and 26.068+14.836

−15.975 days for the r and i bands respectively. We also tried to fit

the g and i band light curve portions without the r and noticed PyROA still was not

able to fit the i band, returning an almost identical posterior.
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Figure 4.30

NGC5548

τgg τgr τgi

Reference
(PyROA)

0.0+1.77
−1.96 11.01+1.71

−2.07 13.94+2.94
−2.37

PyROA

epoch 3 original 0. 1.119+0.820
−1.635 26.068+14.836

−15.975

interpolation 0. 1.843+1.322
−1.590 12.206+4.039

−4.127

Table 4.3: Lags garnered from PyROA with ZTF light curve segments from 3C273.

Upon using the interpolation, the i band’s fit was clarified, returning a clearer poste-

rior whose lag estimate of (12.206+4.039
−4.127) is very much aligned with the reference lag of

13.94+2.94
−2.37. As for the r lag, the interpolation raised the estimate slightly and returned

a much more uniform posterior as well. The interpolation corner plots from the PyROA

fit are shown in figure 4.31b, while the all of final lag estimates are shown in figure 4.3.
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(a) (b)

Figure 4.31: Pre (a) and post (b) interpolation PyROA fits for epoch 3 of 3C 273’s ZTF
light curves.

4.4.4 Discussion

Upon inspecting the light curve interpolations, we found that long-term variations were

matched, but more rapid variability was not covered, however the fine-tuning procedure

corrected this. The multivariate model was able to make educated guesses on gaps that

were shared across dimensions, while understanding differences between dimensions like

variability amplitude increasing with lessening wavelength (i.e. quite explicit in 4.27).

Moreover, the network picked up on the stochastic variability patterns without explicit

direction, yet the uncertainties returned were not very intuitive. The adaptability of the

model was shown by way of this fine-tuning procedure, and in this vein we mention that

we were able to also re-train explicitly on the shorter segments of the light curves (and not

just cut out these segments from the fine-tuned interpolations of the whole light curves),

which could have been an issue because of the way the network uses reference points, and

those are likely very settled to the range of the whole light curves.

For all three of the objects covered, we were able to hone in the estimated time-delays

more closely to the published estimates from higher-cadence surveys. MCG+08-11-011

was an example where we had access to two 300 day observational epochs that highlighted
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very pronounced variability features, at least for the g and r bands, but of course had

the relatively low-cadence characteristic of the ZTF survey. In the case of epoch 1,

r’s time-delay was able to be constrained from 5.160+0.625
−0.621 to 1.924+0.581

−0.658 days using the

interpolation from HeTVAE, where the reference lag was 0.69+0.16
−0.15. For epoch 2, the

interpolation improved the time-delay estimate of r from 1.528+0.428
−0.399 to 0.744+0.273

−0.319, making

it align with the reference lag. Finally, we used the interpolation from HeTVAE for the

i band, which had no actual observations, and changed the prior settings for PyROA to

allow for a very broad range of lags (-50 to 50 days) and found the lag was able to be

estimated from the interpolation and was non-negative, which reflects how the power of

a multivariate model although the lag was not longer than the r band lag so we can not

presume that the network has learned that much about the intra-band relationships.

As for the reverberation mapping analysis of NGC5548, we looked closely at epoch 3,

where we had good variability structures across the three bands, but of course an im-

perfect cadence especially lacking for the i band. We found that pre-interpolation Py-

ROA returned a multimodal posterior for the r band lag estimate, where the primary

centroid did not align with the reference lag, but the secondary centroid did, and post-

interpolation, the posterior for r’s lag instead was explicitly centered where the secondary

centroid had been. The lag estimate for i based on the interpolation did not change its

value at all really, but rather confined the uncertainties.

3C 273 was an example where we had a very noisy i band portion of the light curve to

use and less variability structures as compared to the other objects, in addition to having

the standard low-cadence of observations. Here, PyROA was very thrown off for both

lag estimates, returning obscurely shaped posteriors and a non-existent fit for the i band.

The interpolation made it so that both of these posteriors were cleaned up and the i band

lag estimate was in good agreement with the reference lag.

In all of these instances, the eldest data that was used to estimate the reference time-

delays was from 2014. Accordingly, it is unlikely that the accretion disc of the three

108



objects has changed since then, meaning the true lags would also likely not change. In

NGC5548 and MCG+08-11-011, Javelin was used to estimate the lags, which employs

a DRW model to fit the curves (and which we should have probably also used in these

experiments as a comparison to see what lags could be estimated pre-interpolation of

the ZTF light curves). In literature [76], [28], [77], it has been discussed that Javelin lag

uncertainties are somewhat tight. If the lag uncertainties for the reference lags that were

computed using Javelin (NGC5548 and MCG+08-11-011) were higher, it could make

some of our lag estimates from the ZTF data more agreeable.

Moreover, we note that the error bars from the interpolation were likely underestimated,

and were helped by PyROA’s rescaling algorithm. If we look at the rescaling/inflating

of the errors done by PyROA on its fits to, for example, MCG+08-11-011 pre and post

interpolation, for segment 1 we get 0.0312 pre-interpolation and 0.06362 post for the g

band and 0.0422 pre-interpolation and 0.0599 post for the r band, while for segment

2, 0.0417 pre-interpolation and 0.0444 post for the g band and 0.0277 pre-interpolation

and 0.0453 post for the r band. Similar discrepancies for the error inflation parameter

between pre and post interpolation fits from PyROA were seen with both NGC 5548 and

3C 273 so it is safe to assume that the error bars from the interpolation of HeTVAE

were underestimated a bit more than those of the original light curves; a flaw we could

visually point out of the interpolations, luckily corrected by PyROA. We presume that

training the the augmented loss function to include the observational error would improve

the uncertainty estimates output by the interpolations, but also we probably should have

stopped the fine-tuning earlier so that the interpolations were not as entirely overfit as

they were (although that is somewhat the point of fine-tuning).

We additionally noticed that when fitting PyROA on the interpolations, the algorithm

most always settled its blurring window parameter ∆ to the bottom end of the prior

setting, meaning that it was eager to fit the interpolations as tightly as possible. Thus,

we were very in control of how closely the fit was via these priors. We can assume it

acted in this way because the ROA was significantly penalized by the χ2 term such that
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this penalty outweighed the penalty for having an overly-complex model because there

were so many points to fit from the interpolation. The danger here is that when PyROA

overfit the interpolations, the lags tended to zero because the light curves became too

indistinguishable (see figure 4.22b in MCG+08-11-011’s analysis).

In the immediate future, we hope to try higher cadences of the interpolations (0.5 days

or less) instead of the 1 day cadence that was used. We also hope to try estimating

lags by interpolating larger gaps (like those between epochs). It would also be relevant

to have time-delay estimates from Javelin on the pre-interpolated light curves to see

how HeTVAE’s interpolation compares to the DRW fit in terms of their affect on lag

estimates. Moreover, it would be apt to study the power spectrum of these light curves

to better understand the prominence of different variability timescales acting based on

the interpolations and compare it to the kernel of a damped random walk or damped

harmonic oscillator. And of course it would also be beneficial to use a larger dataset so

that we can be more certain the larger distribution of AGN is covered.

Finally, it is relevant to discuss the scalability of this procedure as it would be desirable

to perform the same such lag estimations on significantly more than three objects. What

restricts this and slows things down is both the fine-tuning procedure and using PyROA.

The quick-and-dirty method would instead be to use the interpolations as is (i.e. like those

in 4.2) and employ ZDCF/ICCF instead with the hope that the time-delays resultant of

this procedure would still help constrain lags better than without the interpolation; even

manually picking out segments/epochs of the light curves is a hinderance to efficiency.

Omitting the use of PyROA, but still fine-tuning would be an improvement because fine-

tuning is not too much of a hinderance due to the efficiency of gpus. We leave this testing

for future work, but deemed it worth acknowledging.

110



CHAPTER 5

Conclusion

The original project outline for this master’s was to use and analyze existing algorithms

for AGN light curve fitting and reverberation mapping. We instead had the naïve idea

to find our own method and were ultimately drawn to the deep learning regime, having

a handful exemplar papers ( [55], [38], [39], [40], [56], [43], [42]) of neural networks being

applied to astronomical time series to guide our methodologies. The interesting case of

time series data is that it is adjacent to the sequential modeling used for language, which

there are hoards of information and blog posts about, and the research is further along in

those contexts as per their commercial use cases and profitability. Because of this, most

of our understanding of the new bells and whistles in deep learning comes from that angle

and guides chapter 2. In it, we discuss and try to close the gap in our understanding

between two major paradigm shifts from recurrent models (LSTM, [31]; GRU, [32]) to

Transformers [3], from standard autoencoders to the variational variety (VAEs; [36]) and

from unsupervised learning to self-supervised learning.

Once we better understood some of these newer paradigms, we shopped around for a

model that could be applied to irregular time series and found that this is a not so trivial

hiccup to account for considering there were so few to choose between. We landed on
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‘Heteroscedastic Temporal Variational autoencoder’ (HeTVAE; [1]). Its attraction and

novelty on paper, as compared to other applied deep learning models on light curves,

was that it applied all of these up to date concepts, not just one or two, as well as

considered uncertainty, could provide intepolations and could handle the light curves in

their multivariate form. For instance, in comparing it with the GRU-based VAE (a GRU)

in [40] that was used for anomaly detection of AGN light curves, HeTVAE is attention-

only rather than recurrent, it employs self-supervised learning as opposed to unsupervised

learning in that it does not encode the whole light curve and try to predict the same light

curve after encoding/decoding, but instead it encodes a subset of the light curve’s points

and tries to predict to those not encoded. In addition, there was no KL annealing schedule

employed in this GRU-VAE, not to mention it only considered univariate light curves and

is not capable of probabilistic interpolation.

In practice, HeTVAE required some nurturing and frankly we have not had significant

hands-on experience with training/working with these models so a lot of the code we

wrote/rewrote to adapt it was in an attempt to help our self-understanding of its inner-

workings, i.e. we wrote a significant amount of code to use the model (interpolate with-

/decode/encode with/plot results) in a way that made more sense to us. There were some

bugs of course likely because the authors were more focused on the publication and how

the code needed to run for their datasets/their configurations like bugs in the multi-head

attention (1 head sufficed for their datasets), dropout, etc. A larger adaptation of ours

was for the astro datasets, which of course are not downloadable and formatted bench-

mark datasets. We were truly making our best educated guesses as far as writing code

to format and prepare the light curves in a multivariate form (described in appendix A)

because we had very little examples to base the procedures off of, i.e. How do you nor-

malize multivariate time series? How do you format the multivariate time values within

the numpy arrays in a neural network-digestible form? We also made our best guess on

augmenting the loss function to include information of observational error (even though

we left training with it for future work). Other things we added to supplement HeTVAE,

beyond the authors, included employing the KL annealing schedule, using uniformly
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spaced arrays instead of the union of all time points across the dataset for n_union_tp

(this was actually left for future work by HeTVAE’s authors), readying the code for the

HPC system and the ability to save/load model checkpoints. We mainly hope that the

work we have done created a better interface to train/access/use the model and urge the

reader to gander at the github repository (https://github.com/mwl10/hetast).

Now training the model was interesting because of the amount of switches/controls we

had access to; there were an innumerable amount of different configurations for this

model’s hyperparameters compounded by the amount of different configurations that

modern deep learning packages offer, i.e. different learning-rate schedules, optimizers,

etc. We found ourselves stubbornly spending too much time tinkering with the software

as opposed to more importantly doing the science. When we made changes we often

would introduce bugs that slipped past us, and thus we came to a deep understanding of

the importance of writing tests in the future. We deem it a weakness of HeTVAE to have

so many configurable hyperparameters, but nonetheless once the model was configured

it was able to learn on a plethora of multivariate light curve examples, including entirely

missing light curves for a given band in an example, which is an important case as filtering

out these examples for larger datasets means losing out on a lot of data. We also found

we were able to retrain models at will, which turned out to be very convenient for the

interpolation’s sake as the model did not converge at very low losses.

In using the model, we were able to show off the intuitive kernel learned by the latent

space in a few ways. We visualized the attention scores to see what the first reference point

was looking at when gathering what information from the light curve should be passed

to it (figure 4.3) and provided simulated light curves with a couple of different model

iterations. We confirmed the space’s continuous nature via the blending experiments

(figure 4.4) and the morphing across bins of the reconstructions made from the PCA

binning experiments, i.e. figure 4.8. More study of the reconstructions of bins from

higher principal components would be interesting, i.e. what other discrepancies across

light curves have been learned by the latent space? As well as more study of the attention
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scores, like what timescales are being paid most attention to?

What we learned from the PCA experiments was the danger of algorithmic bias (i.e. a

model performing better/worse on a given subset/group within a dataset) in that there

was a disproportionate number of less-than-variable AGN examples in the dataset, which

pushed all light curves opposite of that description to be anomalous. Thus we created

an algorithm that was able to filter out the more variable light curves, but were not

able to target anomalies within the variable light curves themselves. We could use the

algorithm in the future to curate a dataset of more variable light curves and then train a

new model explicitly on those light curves. Then we would want to counter other biases

from parameters we can calculate (i.e. physical parameters of the black hole, light curve

descriptors, etc) so they would not distract from ‘truthful’ anomalies. The irony is that

filtering out examples means losing information from the wider AGN distribution, which

is why countering bias within the objective function is helpful. Regardless, algorithmic

bias is a topic that is coming more to the forefront of AI research, and we are eager to

keep an ear on the ground.

In the reverberation mapping experiments, we successfully improved time-delay estimates

from the low cadence ZTF light curves by utilizing interpolations resultant from fine-

tuning a multivariate model on three specific objects, 3C 273, MCG+08-11-011 and

NGC 5548, and resamples of their light curves to add observational error information.

We used PyROA as a way to show what a modern reverberation mapping algorithm was

able to estimate without our interpolations (using solely its running optimal average) and

subsequently with our interpolations, as compared to published reference lags for these

objects as calculated from higher resolution light curves. We found that in none of the

instances the interpolations worsened the lag estimates, and in most instances made them

more aligned with the published estimates. We additionally showed the extent to which

the model learned the transfer function given its interpolation of the i band light curve of

MCG+08-11-011 without having had any actual observations to make use of and found

that we were able to calculate a non-negative lag with the interpolation. We note that
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to further gauge the novelty of using HeTVAE’s interpolations to improve time-delay

estimates we should compare results to those of Javelin (a DRW fit) on the raw ZTF

light curves. It would be interesting also to use the newer damped harmonic oscillator

(DHO) fits, which are pretty easy to get with EzTao software [78], to estimate lags with

and compare them with our interpolations.

In the future, we hope to perform experiments similar to [39], i.e. find the features of the

latent space most associated with different black hole parameters and change/exaggerate

their values to see how it changes the light curve reconstructions, i.e. how does an incre-

ment/decrement to black hole mass change the light curve? This is especially regrettable

because doing this with the multivariate model means we could have studied how the

light curves change across the different filters given different black hole parameters, i.e.

how does the transfer function change for different sorts of black holes?

The weaknesses of HeTVAE are in its vast number of hyperparameters and in its un-

certainty estimates for the interpolations. Asking the model to predict uncertainty in

addition to a point estimate is likely asking a lot of the network, at least for these

stochastic high-dimensional light curves. There is no reason HeTVAE’s architecture be

set in stone given that model fails to include residual connections as well as batch nor-

malization, which are proven to help with training Transformers and might improve its

performance. Either way, it is in this vein that we think the future of Neural Pro-

cesses [50] is promising as these models frame the problem of: learning a function over

functions in a way that does not require all of the ‘tricks’ that HeTVAE employs, on

top of the fact that they more cleanly handle uncertainty, i.e. as compared to including

observational uncertainty in HeTVAE, where augmenting HeTVAE’s loss function was

cumbersome (equation 3.15/3.16). Specifically, models in the neural process family we

have not seen tested are the convolutional variety. For instance, the Convolutional Latent

Neural Process [53] that introduces a powerful inductive bias: translational equivalence

to neural processes. In addition very powerful generative models like normalizing flows

and diffusion/denoising models (probably the most powerful) have been introduced as
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evolutions of VAEs. For example, while VAEs inexplicitly optimize the log-likelihood of

the data by maximizing the evidence lower bound (ELBO) and have a strong Gaussian

prior, the later two explicitly learn the data distribution and therefore the loss function

is simply the negative log-likelihood, allowing for more flexible/multimodal distributions.

Of course, these models require much more compute and likely do not have adaptions for

irregular time series yet, but hopefully approaches to handle missing data in general are

more standardized moving forward. They are most noteworthily used in image generation

(i.e. caption-to-image generators), but as is usually the case the scientific adaptations are

made after the marketable ones. We believe that in the future there will be deep learn-

ing models that adapt the intuitive framing of these time series datasets as stochastic

processes (like neural processes do) to the advanced generative capabilities of diffusion

models and normalizing flows.

Using more advanced dimensionality reduction techniques (for visualization) than PCA

would probably also be fruitful to more adequately describe what is happening in the

latent distribution. PCA lacks in its ability to preserve local clusters, but using newer vi-

sualization methods that aim to do this nonlinearly like Uniform Manifold Approximation

and Project (UMAP; [79]) would be interesting to use in order to better our interpreta-

tion of the latent space and thus AGN subgroups. Unfortunately these methods require

tuning more hyperparameters; in UMAP’s case: nearest neighbors, which is the number

of expected neighbors within a cluster and minimum distance, which describes how tighly

UMAP packs close-together points.

All in all, this work has configured Heteroscedastic Temporal Variational Autoencoder

(HetVAE) for an irregular, multivariate time series dataset consisting of AGN light curves

from ZTF across g, r and i bands for several thousand objects. HeTVAE’s ability to ac-

count for inhomogenous datasets and its relative training robustness given its complexity

was shown, being the first method to provide encouraging results for creating multivariate

summaries of AGN light curves and nonlinearly interpolating each light curve respective

to the summary, which will be especially relevant as we look to maximally harness the
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6 filter light curves incoming from the Vera Rubin Observatory Legacy Survey of Space

and Time (LSST).
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APPENDIX A

Code Explanations and The Data Catalog

A.1 DataSet Class for Formatting the Light Curves

A nontrivial task of applying these models to account for and learn on incomplete and

multivariate time series data is formatting the datasets to be ingested into the neural

network. As such, we made a class to simplify and compartmentalize important aspects

of this process and a utility function get_data() to build the dataset given access to

some of the more dynamic preprocessing decisions. The main folder where the data

exists should have subdirectories labeled by the band name with files in the band folders

entitled such that the object reference or name should be sep arated by an underscore

from the rest of the filename so the object’s light curves can be matched properly to

handle the multivariate case. The exemplar directory structure is shown in figure A.1.

Now we can walk through each successive method used in the body of get_data() A.2

to understand how the class is built and thus how the data is prepared. First we set

the random seed, as is good practice for the sake of reproducibility in our shuffles or

distribution samples. In any of the class methods that call permutations or sample from

distributions, it is good practice to call the random seed again, such as set_data_obj()
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Figure A.1: Example directory structure for a dataset. In this case the prefix of the
filenames are the SDSS Object IDs.

1 np . random . seed ( seed=seed )

2 torch . manual_seed ( seed=seed )

3 i f f o l d e r . lower ( ) . f i nd ( ’ z t f ’ ) > 0 : l c s = ZtfDataSet ( f o l d e r )

4 else : l c s = DataSet ( f o l d e r )

5 l c s . f i l e s_to_df ( )

6 l c s . read ( sep=sep )

7 l c s . prune ( min_length=min_length , s t a r t_co l=start_co l ,

8 keep_missing=keep_missing )

9 i f chop : l c s . chop_lcs ( )

10 l c s . resample_lcs ( num_resamples=num_resamples , seed=seed )

11 l c s . normal ize ( )

12 l c s . format_ ( )

13 l c s . set_union_tp ( uniform=True , n=n_union_tp )

14 print ( f ’ da ta se t created , { l c s . datase t . shape=} ’ )

15 l c s . set_data_obj ( batch_size=batch_size , s h u f f l e=shu f f l e ,

16 t e s t_ sp l i t=t e s t_sp l i t , seed=seed )

Figure A.2: Body of the get_data function.
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or resample_lcs(). A dataset class is then initialized with the folder location, which

calls the constructor in A.3. For clarity, all of the class attributes that are potentially set

later on are initialized here.

1 def __init__( s e l f , f o l d e r ) :
2 i f os . path . i s d i r ( f o l d e r ) :
3 s e l f . f o l d e r = f o l d e r
4 else :
5 raise Exception ( f "{ f o l d e r } i s not a d i r e c t o r y " )
6
7 s e l f . v a l i d_ f i l e s_d f = pd . DataFrame ( ) # keep t rack o f the f i l e s across dimensions
8 s e l f . bands = [ ] # array o f band names
9 s e l f . da ta se t = [ ] # array w/ ragged datase t , format l a t e r on

10 s e l f . unnormalized_data = [ ] # keep unnormalized data f o r deprocess ing
11 s e l f . union_tp = np . array ( [ ] ) # union_tp fo r hetvae ’ s i n t e n s i t y pathway
12 s e l f . target_x = np . array ( [ ] ) # for making i n t e r p o l a t i o n s l a t e r on
13 s e l f . sigma_nxs = np . array ( [ ] ) # normalized exces s var iance
14 s e l f .mean_mag = np . array ( [ ] ) # mean magnitude
15 s e l f . med_cadence = np . array ( [ ] ) # median cadence

Figure A.3: The constructor for the DataSet class.

After instantiating the object, we call files_to_df() in snippet A.4, which reads each

band folder to successively match light curve files using a dataframe, so when parsing

through each file in each band folder a new row is created for newly encountered objects

with columns corresponding to the respective band and for already encountered objects,

the dataframe is indexed by the object name. As stated initially, for this approach to work

the object’s name should be separated by an underscore from the rest of the filename and

if no underscore is found, then the file without its extension is used. Being able to match

the object or example names is irrelevant for univariate datasets, but for consistency’s

sake the files still must be placed in a band folder. The dataframe, self.valid_files_df ,

is filled with the object’s file location and for missing light curves, filled with pandas’

default (nan). We show an example of such a dataframe in figure A.5.
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1 def f i l e s_to_df ( s e l f ) :
2 band_folders = [ os . path . j o i n ( s e l f . f o l d e r , bf ) for bf in os . l i s t d i r ( s e l f . f o l d e r ) ]
3 i f band_folders and a l l ( [ os . path . i s d i r ( bf ) for bf in band_folders ] ) :
4 for bf in band_folders :
5 band = os . path . basename ( bf )
6 f i l e s = [ os . path . j o i n ( bf , f i l e ) for f i l e in os . l i s t d i r ( bf ) ]
7 print ( f ’ found { l en ( f i l e s ) } f o r {band=} ’ )
8 i f len ( f i l e s ) > 0 : s e l f . bands . append (band )
9 for f i l e in f i l e s :

10 i f f i l e . f i nd ( ’_’ ) > 0 :
11 obj_name = os . path . basename ( f i l e ) . s p l i t ( ’_ ’ ) [ 0 ]
12 else :
13 # i f no underscore to separa te ob j name , take f i l ename as i s
14 obj_name = os . path . s p l i t e x t ( os . path . basename ( f i l e ) ) [ 0 ]
15 s e l f . v a l i d_ f i l e s_d f . l o c [ obj_name , band ] = f i l e
16 else :
17 raise Exception ( ’Empty data d i r e c t o r y or f i l e s found where band f o l d e r s should

be . ’ )

Figure A.4: files_to_df method.

Figure A.5: Example of valid_files_df .

The next two class methods are read() and prune(). read() reads the files into a python

array that is a list with lists for numpy arrays of the light curves for each object,

with a placeholder array of zeros for every missing light curve in a given dimension,

i.e. [[np.ndarray, np.ndarray, np.ndarray],[np.ndarray,np.ndarray,np.ndarray]] for three

dimensions. It takes the parameter sep, which is the separator for the given data files

with the default being a comma. The pruning method is the first case where its procedure

would be specific to the dataset at hand, i.e. we want to filter out light curves close to the

limiting magnitude of ZTF or we want to filter out ZTF error codes. To keep the relative

generity of the filtering method, we can create a subclass of DataSet and override the

functions that change with respect to the dataset.
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The generic implementation of prune() aims to average duplicate points and filter out

unworthy light curves and unworthy points in the light curves. It takes in four parameters:

start_col, which dictates which column the observation times exist at, with mag/flux

and magerr/fluxerr in two the columns following it, min_length, which is the minimum

number of observations allowed for a valid light curve, keep_missing, the boolean value

that decides whether or not we keep multivariate examples with missing light curves,

and std_threshold, the number of standard deviations beyond which we would remove

points as outliers. In the subclass’ implementation of prune, ZTF specific filtering choices

are included, like removing over-saturated light curves and those that are close to the

limiting magnitude of ZTF based on the mean magnitude of the light curves or filtering

ZTF-specific error codes relative to the ‘catflags’ column. The function is delicate in that

the order of these processes matters and there are a lot of extra cases to account for.

For instance, we have to account for the case that all the light curve’s points might be

removed when filtering outliers or the case that one round of duplicate averaging might

create more duplicate points. We additionally attempt to let users know if start_col was

set improperly, instead of letting the error propagate implicitly. We keep track of how

many light curves are dropped per example because it all of the light curves are dropped

for all the dimensions, then we can get rid of the entire example (in the files dataframe

too). If keep_missing is set to false, we only keep examples that have light curves in

every dimension; that is, none of their light curves have been replaced.

We now have a relatively clean, ragged array, still in the format like [[np.ndarray, np.ndarray,

np.ndarray],[np.ndarray,np.ndarray,np.ndarray]]. Some accessory methods follow prune,

like chop_lcs() and resample_lcs. Chopping the light curves might be necessary for

HeTVAE if the distribution of lengths of the light curves is very right-skewed; that is,

there are anomalously long lengths with respect to the larger proportion of the dataset.

This is because of the way HeTVAE uses its reference time points. resample_lcs is a data

augmentation tactic to add additional light curve examples as well as incorporate uncer-

tainty information from the observational error by sampling from a distribution centered
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1 def prune ( s e l f , s t a r t_co l =1, min_length=1, keep_missing=True , std_threshold=10) :

2 r ep l a c e = np . z e r o s ( ( 1 , 3 ) ) # p laceho l d e r

3 drops = [ ]

4 for i , ob j e c t_ l c s in enumerate( s e l f . da tase t ) :

5 replace_count = 0

6 for j , l c in enumerate( ob j e c t_ l c s ) :

7 ’ ’ ’ f i l t e r l c s w/ no po in t s ’ ’ ’

8 i f not l c .any ( ) :

9 replace_count+=1

10 s e l f . datase t [ i ] [ j ] = r ep l a c e

11 continue

12 ’ ’ ’ g e t columns fo r t ,mag , magerr ’ ’ ’

13 try :

14 l c = l c [ : , s t a r t_co l : s t a r t_co l +3] . astype (np . f l o a t 3 2 )

15 a s s e r t l c . shape [ 1 ] == 3

16 except Exception :

17 raise Exception ( ’ double check s ta r t_co l va lue ’ )

18 ’ ’ ’rm o u t l i e r s ’ ’ ’

19 y , y_mean , y_std = l c [ : , 1 ] , np . mean( l c [ : , 1 ] ) , np . std ( l c [ : , 1 ] )

20 o u t l i e r s = np . where ( ( y > (y_mean + y_std∗ std_threshold ) ) | \

21 (y < (y_mean − y_std∗ std_threshold ) ) ) [ 0 ]

22 l c = np . d e l e t e ( l c , o u t l i e r s , ax i s =0)

23 i f len ( l c ) == 0 :

24 replace_count+=1

25 s e l f . datase t [ i ] [ j ] = r ep l a c e

26 continue

27 ’ ’ ’ average dup l i c a t e po in t s ’ ’ ’

28 while len ( l c ) != len (np . unique ( l c [ : , 0 ] ) ) :

29 l c = np . array ( [ l c [ np . where ( i==l c [ : , 0 ] ) [ 0 ] ] . mean (0) for i in np .

unique ( l c [ : , 0 ] ) ] )

30 ’ ’ ’min l eng t h f i l t e r ’ ’ ’

31 i f len ( l c ) < min_length :

32 replace_count+=1

33 s e l f . datase t [ i ] [ j ] = r ep l a c e

34 continue

35 s e l f . da ta se t [ i ] [ j ] = l c

36 i f ( replace_count >= len ( s e l f . bands ) ) or \

37 (not keep_missing and replace_count > 0) :

38 drops . append ( i )

39 s e l f . v a l i d_ f i l e s_d f . drop ( s e l f . v a l i d_ f i l e s_d f . index [ drops ] , i np l a c e=True )

40 s e l f . datase t = [ s e l f . da ta se t [ i ] for i in range ( len ( s e l f . da tase t ) ) i f i not in

drops ]

Figure A.6: Code for prune().
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at zero with a standard deviation equal to the observational error for each observation

and adding that sample to the original mag/flux value.

The normalization method is next and its code is self-explanatory, but we also keep a copy

of the unnormalized data in unnormalized_data for future de-normalization purposes.

Apart from prune(), the most hard-working function is format_(), that fixes the ragged

list of lists of numpy arrays into one proper numpy array. To do this time values must

be the same for all the light curves corresponding to an object or for one multivariate

example. As such, the intra-example time values are combined and magnitude/flux values

are placed according to the newly unified time array with zeroes where there are not

recorded observations. Then, the longest of the intra-example union time arrays across

the entire dataset informs us of how many zeroes we need to fill other examples with to

make all of the example’s lengths uniform.

Figure A.7: Downsized example of intra-example light curve formatting.

set_union_tp() is very important because of its relevance to the intensity pathway of

HeTVAE. Its parameters, a boolean, uniform, if set to True, and n decide if the array

is to be evenly spaced, with n points from 0 to the maximum time value across all light

curves. If uniform is False, then self.union_tp will be the union of all the time points

across the dataset.

set_data_obj() is the final stage of data preparation so that the dataset can be digested

134



1 def format_ ( s e l f ) :

2 union_tp_ex = [ np . unique (np . hstack ( [ l c [ : , 0 ] for l c in ob j e c t_ l c s ] ) ) for

ob j e c t_ l c s in s e l f . da ta se t ]

3 union_tp_max = np .max( [ len ( utp ) for utp in union_tp_ex ] ) # to zero f i l l w/

4 for i , ob j e c t_ l c s in enumerate( s e l f . da tase t ) :

5 for j , l c in enumerate( ob j e c t_ l c s ) :

6 # need to reformat the ob s e r va t i on s r e l a t i v e to union_tp

7 new_y = np . z e r o s_ l i k e ( union_tp_ex [ i ] )

8 new_yerr = np . z e r o s_ l i k e ( union_tp_ex [ i ] )

9 mask = np . i s i n ( union_tp_ex [ i ] , l c [ : , 0 ] ) # where are the t imepo in t s

r e l a t i v e to union_

10 indexes = np . nonzero (mask ) [ 0 ]

11 new_y [ indexes ] = l c [ : , 1 ]

12 new_yerr [ indexes ] = l c [ : , 2 ]

13 # se t the new time s e r i e s t ha t i s c o r r e c t l y formatted

14 new_lc = np . array ( [ union_tp_ex [ i ] , new_y , new_yerr ] ) .T

15 new_lc = np . append (new_lc , np . z e r o s ( ( ( union_tp_max − new_lc . shape [ 0 ] ) , 3 )

) , ax i s =0)

16 s e l f . da ta se t [ i ] [ j ] = new_lc

17 s e l f . datase t = np . array ( s e l f . dataset , dtype=np . f l o a t 3 2 )

18 print ( s e l f . da tase t . shape )

Figure A.8: Code for format().

1 def set_union_tp ( s e l f , uniform=False , n=1000) :

2 """

3 c a l c l u a t e s an array o f the union o f a l l the time po in t s across the da ta s e t

un l e s s uniform==True ,

4 in t ha t case s e t union_tp to n uni formly spaced po in t s between the maximum and

minimum observed time

5 across the da ta s e t

6 args :

7 uniform ( boolean ) −−> uni formly spread?

8 n ( i n t ) −−> number o f uni formly spread p t s

9 s i d e e f f e c t s

10 − s e t s s e l f . union_tp

11 − p r i n t s l eng t h o f union tp

12 """

13 s e l f . union_tp = np . unique ( s e l f . da ta se t [ : , : , : , 0 ] . f l a t t e n ( ) )

14 print ( ’max time : ’ , np .max( s e l f . union_tp ) )

15 i f uniform :

16 step = np . ptp ( s e l f . union_tp ) / n

17 s e l f . union_tp = np . arange (np .min( s e l f . union_tp ) , np .max( s e l f . union_tp ) , s tep

)

18 s e l f . union_tp = s e l f . union_tp . astype (np . f l o a t 3 2 )

19 print ( f ’ c r ea ted union_tp a t t r i b u t e o f l ength { l en ( s e l f . union_tp ) } ’ )

Figure A.9: Code for set_union_tp().
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1 def set_data_obj ( s e l f , batch_size=8, t e s t_ sp l i t =0.1 , s h u f f l e=False , seed=2) :

2 i f s h u f f l e : # keep a con s i s t en t s h u f f l e f o r unprocess ing

3 np . random . seed ( seed=seed )

4 torch . manual_seed ( seed=seed )

5 shuf = np . random . permutation ( len ( s e l f . da tase t ) )

6 s e l f . da ta se t = s e l f . datase t [ shuf ]

7 s e l f . unnormalized_data = [ s e l f . unnormalized_data [ i ] for i in shuf ]

8 s e l f . v a l i d_ f i l e s_d f = s e l f . v a l i d_ f i l e s_d f . r e index ( s e l f . v a l i d_ f i l e s_d f . index [

shuf ] )

9 # va l and t ra in s e t can be the same because l i g h t curves are cond i t ioned

10 # on d i f f e r i n g subsamples

11 sp l i ndex = int (np . f l o o r ((1− t e s t_ sp l i t ) ∗ len ( s e l f . da tase t ) ) )

12 t ra in ing , t e s t = np . s p l i t ( s e l f . dataset , [ sp l i ndex ] )

13 va l id_sp l index = int (np . f l o o r ( 0 . 8∗ len ( t r a i n i n g ) ) )

14 _, va l i d = np . s p l i t ( t r a in ing , [ va l id_sp l index ] )

15 s e l f . t e s t_sp l i t_index = sp l index # keep t h i s f o r denormal i z ing l a t e r

16 print ( f ’ t r a i n s i z e : { l en ( t r a i n i n g ) } , v a l i d s i z e : { l en ( va l i d ) } , t e s t s i z e : { l en (

t e s t ) } ’ )

17 t ra in_loader = torch . u t i l s . data . DataLoader ( t r a in ing , batch_size=batch_size )

18 va l id_loader = torch . u t i l s . data . DataLoader ( va l id , batch_size=batch_size )

19 te s t_loader = torch . u t i l s . data . DataLoader ( t e s t , batch_size=batch_size )

20 union_tp = torch . Tensor ( s e l f . union_tp )

21

22 s e l f . data_obj = {

23 " t ra in_loader " : t ra in_loader ,

24 " te s t_loader " : test_loader ,

25 " va l id_loader " : va l id_loader ,

26 ’ union_tp ’ : union_tp ,

27 "input_dim" : len ( s e l f . bands ) ,

28 }

Figure A.10: Code for set_data_obj().

by the neural network. The first parameter, batch_size, sets the size of the batch for

the PyTorch dataloader. The second, test_split, is the proportion of the training data

to split to the test set. The third, shuffle, is a boolean that decides whether or not

to shuffle the dataset, ensuring that the files dataframe and the unnormalized dataset is

shuffled the same way for de-processing and latent analysis. Finally, because we have a

shuffle happening, the random seed parameter is necessary.

The entirety of the class can be found at https://github.com/mwl10/hetast/blob/

master/src/dataset.py as we omit some of the code for brevity.
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A.2 Data Catalog

The catolog used for training can be found here:

https://htmlpreview.github.io/?https:/github.com/mwl10/hetast/blob/master/....
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