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Abstract 
 

The structural assignment of organic molecules in spectroscopy underpins our 

understanding of their related physical and chemical properties. This is particularly 

prominent for pharmaceuticals, where understanding the behaviour of a material in both 

solution and solid can dictate its applicability for future developments. Nuclear Magnetic 

Resonance (NMR) spectroscopy can play a critical role given its ability to elucidate local 

environment information whilst providing insight to conformation, polymorphism, 

dynamics, and exchange.  

In this thesis, organic materials have been probed using both solid and solution state NMR 

methods with the aim of providing comprehensive and robust structural characterisation. 

This has been demonstrated through the determination of the correct structural model of 

indapamide using an NMR crystallographic approach alongside the evaluation of possible 

multiple-quantum-based pulse sequences to probe carbon connectivity both indirectly and 

directly. A Bayesian probability-based workflow has also been presented as a method to 

evaluate a proposed experimental assignment of a material where its proof of concept is 

discussed.  

In the final chapter, the solution state behaviour of the pharmaceutical, ritonavir, has been 

revisited where the assignment, exchange behaviour and conformation has been evaluated. 

This has led to the extraction of kinetic information directly from 1H-1H exchange 

spectroscopy (EXSY) spectra to comprehensively understand the interconversion of 

conformers in the solution state.  
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Chapter 1: General Remarks 
 

1.1 Brief Introduction to NMR 

 

NMR is a powerful and versatile spectroscopic technique to probe the local atomic 

environment of materials. The initial discovery of NMR was first published in 1946 for both 

solution1 and solids.2 However, there has been a clear discrepancy in the method 

development and application of NMR with the use of solution state methods vastly 

outweighing its solid state counterpart. 

This is, in part, due to the increased complexity associated with solid state acquisition and 

interpretation. Static lineshapes tend to be broad and featureless, resulting in overlapped 

signals where it can be difficult to extract the required chemical information. Such lineshapes 

occur as there is an intrinsic lack of motion in solids which introduces an orientational 

dependence. This is where all possible orientations are observed on acquisition. In contrast, 

molecular tumbling in solution allows the orientational dependence to be averaged, 

resulting in highly resolved, narrow lineshapes that provide chemical insight into a studied 

material. This has led to solution-state NMR methods being commonplace in many branches 

of chemistry to elucidate structure, concentration, conformation, dynamics, exchange and 

impurities. 

However, there is an abundance of information that can be extracted from solid state NMR 

(SSNMR). Through developments in both methodology and spectrometer hardware, such as 

magic angle spinning (MAS), the broad lineshapes can be reduced to resolved, individual 

signals that can be assigned to individual environments.3,4 When MAS is used in conjunction 

with specialised pulse sequences, significant information can be extracted from the acquired 

data. Alongside this, data acquisition is also not limited to a single dimension. In 1971, Jeener 

conceptualised a two-dimensional (2D) NMR experiment5 which was achieved 

experimentally  by Ernst and co-workers 5 years later.6 This was a significant advancement 

in the structural assignment of molecules as clearer distinction between signals was aided 

by the additional, orthogonal dimension.7 This led to an increase of both solution state and 

solid state 2D NMR pulse sequences to gain further insight into molecules through both 

homonuclear and heteronuclear correlation. This has been taken a step further, particularly 

in biological NMR where advances in 3D and 4D pulse sequences have been described.8,9 
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1.2 Structural Assignment in NMR 

1.2.1 In Solids 
SSNMR, particularly 1D 13C SSNMR spectra, can be used as a fingerprinting tool to determine 

the form present in the sample studied alongside deriving crystallographic parameters.10 

However, to achieve a robust structural assignment, signals must be assigned to particular 

environments. This plays a key role in the understanding of the physicochemical properties 

of the studied material. Through the complementary nature of crystallography with NMR, 

the field of NMR Crystallography has become a reliable structural characterisation tool.11 

Coupled with Density Functional Theory (DFT) first principles calculations, the approach can 

aid in comprehensive assignment where SSNMR chemical shifts are assigned, helped by the 

calculated chemical shifts that are generated from the crystallographic structural model. The 

breadth of applicability of the approach is vast where recent reviews have demonstrated its 

use in the assignment of pharmaceuticals, zeolites and proteins to name a few.10,12–16 

With focus on pharmaceuticals, a large number of drugs are formulated as tablets so the 

understanding of the behaviour and related physicochemical properties is critical.15 The NMR 

crystallographic approach can also investigate the solid state landscape to identify possible 

polymorphs. This would avoid repetition of the infamous cases of ranitidine hydrochloride, 

ritonavir and paroxetine hydrochloride.17–20  

1.2.2 In Solution 
Structural assignment in solution state NMR can be considered more straightforward due to 

information available in the acquired data. As there is greater resolution relative to SSNMR, 

the J-couplings associated with signals can provide insight into the local atomic environment 

where the 1H chemical shifts are primarily used to assign the materials through use of a wide 

variety of different 1D and 2D NMR experiments.21 This is discussed further in Chapter 6 

where experimental data can be used to probe conformation and exchange behaviour 

associated with the studied material. As with SSNMR, assignment in solution can be aided 

with comparison to calculated NMR parameters. There are popular strategies that combine 

computational predictions with structural elucidation22–26 alongside methods that utilise 

statistical parameters to indicate a preferential structure.27–29  
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1.3 Thesis Outline 

 

This thesis describes the application of NMR to aid in robust structural understanding of 

organic materials in both the solid and solution state. As an accompaniment to the results 

presented, a Data Archive has been created and, as seen for Chapter 3, will be provided as 

the work is published or can be requested from Prof. Hodgkinson.  

Chapter 2 details the relevant NMR theory applied within this work alongside general 

background information relating to conventional crystallography and DFT-based calculations 

used as part of the NMR crystallographic approach in Chapters 3 to 5. Alongside this, the 

chapter also outlines the methods used in Chapter 6 to probe assignment, exchange, and 

conformation using solution-state NMR. Chapter 3 describes the determination of the 

correct structural model of the pharmaceutical, indapamide (IND). Use of DFT-based 

calculations and lineshape analysis were critical in the identification of the correct structural 

model, whilst the crystallographic investigation uncovered the problems associated with the 

other possible structural models.   

A Bayesian probability-based workflow to quantitatively assess the compatibility of a 

proposed solid state assignment has been presented in Chapter 4. The developed workflow 

aims to quantitatively consider additional experimental data, alongside chemical shift 

agreement, in order to evaluate the compatibility of a proposed assignment. A variety of 

materials have been evaluated to investigate its ability to aid assignment. In Chapter 5, the 

applicability of dipolar-mediated, multiple-quantum pulse sequences to elucidate the carbon 

connectivity of molecular organic solids has been reported and its scope explored. Two pulse 

sequences have been investigated; the previously published dipolar-based 13C-13C Incredible 

Natural Abundance Double Quantum Transfer Experiment (INADEQUATE) and a newly 

developed dipolar-based 1H-13C Double Quantum/Single Quantum (DQ/SQ) pulse sequence.  

The final results chapter, Chapter 6, focuses on solution state NMR methodology with the 

investigation into the behaviour of the pharmaceutical, ritonavir (RVR) in solution. RVR was 

chosen as its behaviour in solution is not as well-documented as its infamous conformational 

polymorphism in the solid state. The assignment and initial observations in relation to its 

solution conformation in different solvents has been discussed in conjunction to the 

development of a quantitative workflow to calculate kinetic parameters from 1H-1H 

exchange spectroscopy (EXSY).  
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Chapter 2: Theory and Methodology  
 

The theory described in this chapter has been adapted from ‘Spin Dynamics’ by M. H. Levitt,30  

‘Solid-State NMR: Basic Principles and Practice’ by D. C. Apperley, R. K. Harris and P. 

Hodgkinson,31  ‘NMR: The Toolkit’ by P. G. Hore, J. Jones and S. Wimperis,32 ‘Understanding 

NMR Spectroscopy’ by J. Keeler,33 The Nuclear Overhauser Effect in Structural and 

Conformational Analysis’ by M. P. Williamson and D. Neumann,34 and ‘High-Resolution NMR 

Techniques in Organic Chemistry’, by T. D. W. Claridge.21 

2.1 General NMR Theory 

2.1.1 Vector Model and the Rotating Frame 
Spin-active nuclei have a non-zero intrinsic spin angular momentum (𝐈) whose magnitude is 

defined by the spin quantum number, 𝐼. 𝐼 can be either an integer or half-integer, thus 𝐈 has 

2𝐼 + 1 allowed spin states. When 𝐈 is non-zero, the spins possess a nuclear magnetic moment 

(𝝁). This is defined by the gyromagnetic ratio (𝛾), which is nucleus specific, and the value of 

𝐼, as seen in equation 2.1. The allowed spin states to vary between values of −𝐼 and +𝐼 for 

the nucleus under study and are defined by the magnetic quantum number, 𝑚𝐼, as according 

to equation 2.2. The selection rule to allow transitions is ∆𝑚𝐼 = ± 1. The transition describes 

the movement of spins from one energy level to another where, for an allowed, directly 

observable transition, the change in 𝑚𝐼 does not exceed ± 1.  

 

𝜇 =  𝛾𝐈 Eq. 2.1 

  

I𝑧 = 𝑚𝐼ℏ Eq. 2.2 

  

𝐸 = −𝜇𝑍𝐵0 = −𝛾𝑚𝐼ℏ𝐵0 Eq. 2.3 

  

∆𝐸 = 𝐸𝑢𝑝 − 𝐸𝑑𝑜𝑤𝑛 = −𝛾ℏ𝐵0  = ℏ𝜔0 Eq. 2.4 

  

             𝑣𝑁𝑀𝑅 = −
∆𝐸

ℎ
= −

𝛾𝐵0

2𝜋
 Eq. 2.5 
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In the absence of an external magnetic field (𝑩𝟎), the spin states are degenerate. However, 

upon application of 𝑩𝟎, this degeneracy is broken. This results in a net excess of 𝝁 being 

aligned in the same direction as 𝑩𝟎, where this break in degeneracy is controlled by the 

Zeeman interaction in equation 2.3. The frequency of the transition can be described as a 

difference between the energy levels but also as the Larmor frequency (𝜔0), as shown in 

equation 2.4 and frequency units (𝑣𝑁𝑀𝑅) in equation 2.5. When placed in an external 

magnetic field, 𝝁 precesses about 𝑩𝟎 at 𝜔0 (or 𝑣𝑁𝑀𝑅  in frequency units), where it is assumed 

that 𝑩𝟎 is along the z-axis.  

Assuming that the sample is at thermal equilibrium and the sign of 𝛾 is positive, there is a 

slight preference of the spin states to align with 𝑩𝟎 rather than be opposed. If the sign of 𝛾 

is negative, the spins oppose 𝑩𝟎. This preference is described by the Boltzmann distribution 

in equation 2.6 and means that the lowest energy level of all the 2𝐼 + 1 states of a given 

nucleus is slightly more populated than the others. The mathematical expression for the 

Boltzmann distribution defines 𝑁up as the population of the higher energy level and 𝑁down 

as the population of the lowest energy level with other parameters defined in the previous 

equations. As the thermal energy at room temperature (𝑘𝐵𝑇) is 4-5 orders of magnitude 

larger than the related difference in the energies of the upper and lower energy states, 

resulting in a preference for spins to sit in the lower energy level of approximately 1 in 

100,000. Therefore, NMR can be described as an inherently insensitive technique where the 

net bulk magnetisation (𝑴) is slightly preferentially aligned with 𝑩𝟎 for the z-component at 

equilibrium, as shown in figure 2.1. In contrast, the xy component at equilibrium is zero. 

 

𝑁up

𝑁𝑑𝑜𝑤𝑛
=  𝑒

𝐸up−𝐸𝑑𝑜𝑤𝑛

𝑘𝐵𝑇 = 𝑒
ℏ𝜔0
𝑘𝐵𝑇  Eq. 2.6 

 

To acquire experimental data, a radio-frequency (RF) pulse must be applied to the sample 

whilst it is in the presence of 𝑩𝟎. This perturbs the spin state populations established at 

thermal equilibrium, rotating 𝑴 towards the xy plane. If the pulse frequency (𝜔𝑅𝐹) matches 

that of 𝜔0, it is considered on-resonance and can be straightforwardly visualised using the 

rotating frame of reference in figure 2.1. In the normal laboratory frame, 2.1 a), 𝑴 precesses 

around 𝑩𝟎 at 𝜔0 but when the RF pulse is applied, the rotating frame at 𝜔𝑅𝐹  is more 

appropriate. As shown in 2.1 b) and c), 𝑴 now precesses at frequency 𝛺, equation 2.7, 
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around 𝑩𝟏. 𝑩𝟏 appears static along the x-axis, assuming an on-resonance pulse, whilst 𝑩𝟎 is 

effectively removed from consideration.  

 

𝛺 = 𝜔0 − 𝜔𝑅𝐹 Eq. 2.7 

 

 

 

Figure 2.1: a) 𝝁 of the spin states precess about 𝑩𝟎 in the laboratory frame but appears 

stationary in the rotating frame b). When 𝑩𝟏 is applied at a flip angle (𝛽) , of 90°, 𝑴 is rotated 

away from 𝑩𝟎 and the magnetisation precesses at 𝜴 in c). 

The RF pulse can be defined by its flip angle (𝛽), as shown in equation 2.8. This is the angle 

that 𝑴 precesses relative to 𝑩𝟏, where 𝜏𝑝 is the pulse duration. The most common pulses 

used are 90° (π/2) and 180° (π). A key pulse duration discussed in this work is 𝜏CP, which 

refers to the cross-polarisation (CP) contact time. This is a parameter which can be optimised 

in two-dimensional (2D) pulse sequences, as discussed further in Section 2.2.4.  

 

𝛽 =  𝛾𝐵1𝜏𝑝 Eq. 2.8 

 

Equation 2.8 can also be written in terms of nutation frequencies, as shown in equation 2.9 

for the nutation frequency of 1H spins. The relationship between the 90° pulse length (𝜏90) 

at a given MAS rate and the nutation frequency plays a critical role in cross polarisation (CP) 

measurements, as discussed further in Section 2.2.2. 
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𝑣1
𝐻 = 

𝛾𝐵1

2𝜋
=

1

4𝜏90
 Eq. 2.9 

 

2.1.2 Detection 
As the system returns to thermal equilibrium after the RF pulse, the NMR signal is generated 

from the induction of current in a wire coil which is situated near the sample. The x and y 

components of the decaying magnetisation are detected by the receiver and in older 

spectrometers, the current is captured along two orthogonal axes in the rotating frame. This 

distinguishes between negative and positive frequencies and is called quadrature detection. 

Two free induction decays (FIDs) are the result of this, one is labelled ‘real’ whilst the other 

‘imaginary’, where after phasing, the imaginary component can be discarded. In modern 

spectrometers, the signal tends to be mixed and the subsequent real and imaginary 

components are generated with software. This is Direct Quadrature Detection. 

2.1.3 Relaxation 
After the RF pulse, 𝑴 decays back to equilibrium via relaxation mechanisms. These pathways 

all occur at different timescales. 𝑇1, known as longitudinal (spin-lattice) relaxation, refers to 

the return to equilibrium of the z-component of 𝑴 after perturbation. Assuming 𝑴 is in the 

xy plane (i.e. a 90° pulse), the relaxation can be defined using equation 2.10. 

 

𝑀𝑧(𝑡) =  𝑀0 (1 − exp ( 
−𝑡

𝑇1
)) Eq. 2.10 

 

 The value of 𝑇1 can range from milliseconds to seconds and has a direct impact on 

acquisition as all the spins need to return to equilibrium before repeating the experiment. 

The term which defines the time between successive experiments is the recycle delay. 

Therefore, the recycle delay for a material can then be determined from 𝑇1 relaxation 

measurements, where for quantitative measurements, 5 x 𝑇1 is recommended. 

𝑇2 refers to transverse (spin-spin) relaxation and relates to the magnetisation decay of the 

xy-component of 𝑴 after an RF pulse. This is an irreversible relaxation mechanism which has 

a direct impact on the resulting lineshape of the acquired data. Smaller values of 𝑇2 result in 

broader lineshapes which can reduce resolution in the resulting peaks, as captured in 

equation 2.11, where 𝐹𝑊𝐻𝑀 refers to full-width half maximum of a signal in Hz. 
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𝐹𝑊𝐻𝑀 = 
1

𝜋𝑇2
 Eq. 2.11 

 

The last relaxation mechanism discussed is longitudinal relaxation in the rotating frame, 𝑇1𝜌 . 

This is the return of the xy-component of 𝑴 in the presence of spin-locking from the RF 

magnetic field, 𝑩𝟏. A spin-lock describes the use of a second RF pulse to the initial RF pulse 

that rotates 𝑴 around 𝑩𝟏, in order to hold the magnetisation along 𝑩𝟏 in one direction to 

prevent free evolution of transverse magnetisation in the rotating frame. 𝑇1𝜌  tends to be 

affected by molecular motion on the kHz timescale so can provide insight into dynamic 

processes on this timescale. 

2.1.4 NMR Interactions 
For diamagnetic materials, there are six NMR interactions of interest and these can be split 

into external and internal NMR interactions. The external NMR interactions are the Zeeman 

interaction (�̂�Z) and the RF pulse (�̂�RF) whilst the internal NMR interactions refer to the 

chemical shielding (�̂�CS), indirect coupling (�̂�J), dipolar coupling (�̂�D) and quadrupolar 

coupling (�̂�Q).  As only spin-½ nuclei are studied in this thesis, the quadrupolar interaction 

will not be discussed further. The Zeeman interaction is by far the greatest in magnitude, but 

the other contributions still play a pivotal role in how a given nucleus behaves during the 

experiment.  

To describe the interactions, the Hamiltonian (�̂�) notation can be used, as in equation 2.12. 

𝐼 are the individual spin angular momentum operators, 𝑹 are the tensors in a Cartesian 

representation and 𝑵 refers to either the second spin angular momentum operator or the 

external magnetic field. This value is dependent on the interaction discussed. Tensors, such 

as 𝑹, are often symmetric so in such circumstances, it is possible to form the principal axis 

system (𝑹𝑷𝑨𝑺) as shown in equation 2.13.  

 

�̂� = (𝐼𝑥 𝐼𝑦 𝐼𝑧) ∙ (

𝑅𝑥𝑥 𝑅𝑥𝑦 𝑅𝑥𝑧

𝑅𝑦𝑥 𝑅𝑦𝑦 𝑅𝑦𝑧

𝑅𝑧𝑥 𝑅𝑧𝑦 𝑅𝑧𝑧

) ∙ (

𝑁𝑥

𝑁𝑦

𝑁𝑧

) Eq. 2.12 

  

𝑹𝑷𝑨𝑺  = (
𝑅𝑋𝑋 0 0
0 𝑅𝑌𝑌 0
0 0 𝑅𝑍𝑍

) Eq. 2.13 
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One simplification that is used in the following sections is the secular approximation. As 

discussed previously, the Zeeman interaction is generally the dominant interaction whilst the 

internal interactions, in contrast, are much smaller in magnitude. Therefore, the secular 

approximation can be applied where, for the internal interactions discussed in this thesis, 

are treated as first order perturbations of �̂�Z. This allows for simplification of �̂� but is only a 

valid approximation at large magnetic fields and also when the Zeeman interaction 

dominates. 

Chemical Shift and Chemical Shift Anisotropy (CSA) 

The chemical shift is a key NMR interaction studied for structural assignment. The local 

environment of each nucleus is influenced by the circulating electrons. The electrons induce 

a local magnetic field known as 𝑩𝐢𝐧𝐝𝐮𝐜𝐞𝐝 . 𝑩𝐢𝐧𝐝𝐮𝐜𝐞𝐝  opposes 𝑩𝟎, therefore, the nucleus 

experiences a local field (𝑩𝐥𝐨𝐜𝐚𝐥) that is defined by the difference between 𝑩𝟎 and 𝑩𝐢𝐧𝐝𝐮𝐜𝐞𝐝 . 

This can be described by the shielding tensor (𝜎), in equation 2.14, where 𝑩𝟎 is assumed to 

be along the z-axis. The full Hamiltonian is displayed in equation 2.15 but this can be 

simplified further through use of the secular approximation, resulting in equation 2.16.  

 

�̂�𝑐𝑠 = −�̂� ∙ 𝝈 ∙ 𝜸𝑩𝟎 Eq. 2.14 

  

�̂�𝑐𝑠 = −(𝐼𝑥 𝐼𝑦 𝐼𝑧) ∙ (

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧

𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧

𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

) ∙ (
0
0
𝐵0

) Eq. 2.15 

  

�̂�𝑐𝑠 = −𝐼𝑧𝜎𝑧𝑧𝛾𝐵0 Eq. 2.16 

 

The distribution of electrons around each nucleus is not spherical. Therefore, it introduces 

anisotropy to the shielding tensor property. 𝜎𝑧𝑧  then exhibits an orientational dependence, 

as seen in equation 2.17, with the (3𝑐𝑜𝑠2𝜃 − 1) term. The value of 𝜃 and  𝜙 refer to angles 

defining the orientation of the principal axis system (PAS) in the magnetic field with 𝜃 

corresponding to the angle between the PAS relative to B0. The notations, 𝑅𝑖𝑠𝑜 , 𝑅𝑎𝑛𝑖𝑠𝑜  and 

𝜂 refer to isotropic chemical shift, anisotropy and asymmetry, respectively. The parameters 

have been defined using equations 2.18 to 2.20 with the magnitude of the PAS values (𝜎𝑋𝑋, 

𝜎𝑌𝑌 and 𝜎𝑍𝑍) listed in equation 2.21. 
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𝜎𝑧𝑧(𝜃) = 𝑅𝑖𝑠𝑜 + 
1

2
𝑅𝑎𝑛𝑖𝑠𝑜{(3𝑐𝑜𝑠2𝜃 − 1) + 𝜂(𝑐𝑜𝑠2𝜙𝑠𝑖𝑛2𝜃)} Eq. 2.17 

  

𝑅𝑖𝑠𝑜 =
1

3
(𝜎𝑋𝑋 + 𝜎𝑌𝑌 + 𝜎𝑍𝑍) Eq. 2.18 

  

𝑅𝑎𝑛𝑖𝑠𝑜 = 𝜎𝑍𝑍 − 𝑅𝑖𝑠𝑜 Eq. 2.19 

  

𝜂 =  
(𝜎𝑌𝑌 − 𝜎𝑋𝑋)

𝑅𝑎𝑛𝑖𝑠𝑜
 Eq. 2.20 

  

|𝜎𝑍𝑍 − 𝑅𝑖𝑠𝑜|  ≥ |𝜎𝑋𝑋 − 𝑅𝑖𝑠𝑜| ≥ |𝜎𝑌𝑌 − 𝑅𝑖𝑠𝑜| Eq. 2.21 

 

𝑅𝑖𝑠𝑜  is the average of the diagonal PAS values, whilst 𝑅𝑎𝑛𝑖𝑠𝑜  is defined as the largest deviation 

in the chemical shift from the isotropic value. 𝜂 is the difference between the other two 

principal values which are not involved in the 𝑅𝑎𝑛𝑖𝑠𝑜  calculation and is always between 0 and 

1. As each orientation is represented in the acquired experimental data in solids, the 

resulting lineshape can be broad and is called a powder pattern lineshape. 

It is common to work with chemical shifts rather than chemical shieldings so they are 

converted using equation 2.22. 𝑣reference  refers to the reference material used whilst 

𝑣sample is the material under study. The standard reference for 13C, 1H and 29Si. used is 

tetramethylsilane (TMS) whose chemical shift is at 0 parts-per-million (ppm) for the given 

nuclei. 

 

𝛿 =  
𝑣sample − 𝑣reference

𝑣reference
 × 106 Eq. 2.22 

 

Dipolar coupling 

Nuclei can also interact when they are close in space via through-space dipolar coupling. The 

energy of the interaction is defined by 𝐸𝐷, equation 2.23, where a distance dependence (r) 

is seen. As r is the distance between the two dipoles, dipolar coupling can provide direct 

insight into the internuclear distance of the studied pair. Using the secular approximation in 

equation 2.24, the calculation can be simplified further. 𝐷𝐼𝑆 is the dipolar coupling constant 

in Hz, defined by equation 2.25, and 𝜃 is the angle between the vector of the spins and 𝑩𝟎.   
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𝐸𝐷 = {
𝝁𝑰 ∙ 𝝁𝑺

𝑟3
−

3(𝝁𝑰 ∙ r)(𝝁𝑺 ∙ r)

𝑟5
}
𝝁𝟎

4𝜋
 Eq. 2.23 

 

𝐸𝐼𝑆 = −
1

2
(3𝑐𝑜𝑠2𝜃 − 1)𝐷𝐼𝑆 Eq. 2.24 

  

𝐷𝐼𝑆 = (
𝛾𝐼𝛾𝑆ℏ

𝑟𝐼𝑆
−3 ) (

𝜇0

4𝜋
) Eq. 2.25 

 

There is also a dependence on the spin-pair where the Hamiltonian varies based on whether 

the pair is homonuclear,  as in equation 2.26, or heteronuclear, as in equation 2.27. 

 

�̂�𝐷(homonuclear) =  𝐸𝐼𝑆  ∙ (3𝐼𝐼𝑧𝐼𝑆𝑧 − �̂�𝑰�̂�𝑺) Eq. 2.26 

  

�̂�𝐷(heteronuclear) = 𝐸𝐼𝑆  ∙ (2𝐼𝐼𝑧𝐼𝑆𝑧) Eq. 2.27 

 

In an isolated spin-pair in solids, all possible values of 𝜃 are observed. This results in the 

powder lineshape pattern known as the Pake doublet.35  

 

Figure 2.2: The heteronuclear Pake doublet for spin A in an AX spin system. Adapted from 

reference 31, the dashed lines highlight the two spectra for each value of 𝑚𝐼 for spin X whilst 

the solid line shows the characteristic Pake doublet lineshape of their sum.  
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The outer limits in figure 2.2 are when 𝜃 = 0° whilst the horns correspond to 𝜃 = 90°. The 

distance between the two horns is the value of DIS so the internuclear distance between 𝐼 

and 𝑆 can be derived. However, in reality, acquired data that involves dipolar interactions is 

much more complex as broad lineshapes are observed. This is due to the studied spin also 

coupling with other spins within the system.  

Indirect (J) coupling 

The circulating electrons of neighbouring nuclei can interact with one another, resulting in 

the through-bond NMR interaction of indirect coupling. Known also as scalar or J coupling, 

its application to solid state NMR is mainly in multidimensional experiments to probe 

connectivity.36 Due to its smaller magnitude relative to other interactions, indirect coupling 

has minimal impact to the signal appearance in the solid state so is not observed in the 

systems discussed in Chapters 3 to 5. In contrast, indirect coupling provides significant 

information in the solution-state through the lineshapes observed for particular signals, as 

shown in Chapter 6. The full Hamiltonian between spins 𝐼 and 𝑆 on the same material is given 

in equation 2.28. To note, there is no orientational dependence.  

 

�̂�𝐽 = 2𝜋(𝐼𝑥 𝐼𝑦 𝐼𝑧) ∙ (

𝐽𝑥𝑥
𝐼𝑆 𝐽𝑥𝑦

𝐼𝑆 𝐽𝑥𝑧
𝐼𝑆

𝐽𝑦𝑥
𝐼𝑆 𝐽𝑦𝑦

𝐼𝑆 𝐽𝑦𝑧
𝐼𝑆

𝐽𝑧𝑥
𝐼𝑆 𝐽𝑧𝑦

𝐼𝑆 𝐽𝑧𝑧
𝐼𝑆

) ∙ (

𝑆𝑥

𝑆𝑦

𝑆𝑧

) Eq. 2.28 

 

 

2.2 Solid State NMR Methodology 

2.2.1 Magic Angle Spinning (MAS) and Decoupling 
Due to the lack of intrinsic motion in solids, resolution of signals in SSNMR data is poor. As 

discussed previously, the equations that define CSA, quadrupolar coupling and dipolar 

coupling contain the orientationally dependent term of (3𝑐𝑜𝑠2𝜃 − 1). As solids exhibit little 

to no motion, all values of 𝜃 are observed which results in a broad, featureless spectrum with 

limited chemical information. However, two techniques can be used to improve the 

information content of the acquired data.  
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MAS 

The first technique is magic angle spinning (MAS). This requires the rotation of the sample at 

an angle of 54.74° relative to 𝑩𝟎, the contributions from orientationally dependent 

interactions are minimised. This is because the (3𝑐𝑜𝑠2𝜃 − 1) term equates to 0.  

The MAS rate does need to be equal or greater than the magnitude of the interaction being 

removed otherwise spinning sidebands (SSBs) can appear in the experimental data and 

complicate assignment.31 As the difference in frequency between the sidebands is equal to 

the MAS rate used, a variation in MAS rate can be used to differentiate between the true 

signals and SSBs. The presence of SSBs can be minimised with faster spinning speeds but this 

is at the expense of rotor size. Smaller rotors have a faster maximum spin rate where at the 

time of writing, rates of >170 kHz have been reported.37 This does, however, come at the 

expense of the amount of sample used, therefore use of smaller rotors can be somewhat 

counterproductive when studying dilute nuclei like 13C.  

Decoupling 

The second technique employed to aid resolution of signals is decoupling. Decoupling pulse 

elements are particularly important to help in the suppression of the dipolar coupling 

contributions which cannot be fully minimised by MAS alone. The largest contributor tends 

to be couplings that involve 1H spins and the application of pulses aims to disrupt the 

interactions to reduce their contribution to the acquired data. The combination of 

decoupling sequences alongside MAS is commonplace in structural assignment of molecular 

organics, as discussed within the literature.10,12,38 Decoupling sequences can either be as 

homonuclear or heteronuclear. 

Heteronuclear decoupling pulse sequences are arguably easier to implement with 

continuous wave and two-pulse phase-modulation (TPPM)39 being popular choices. Method 

development of such pulse sequences remains an active area of research40,41 and has 

resulted in sequences, such as the common pulse element of Small Phase Incremental 

Alternation (SPINAL-64).42 This has been used in this work, where the key parameter to 

optimise is the 1H decoupling pulse length.   

In contrast, homonuclear decoupling is more complex and requires a selection of specific 

pulses in order to disrupt the homonuclear dipolar coupling of 1H nuclei. This is also an area 

of active research, with the 2016 review by Mote, Agarwal and Madhu summarising five 

decades of method development.43 In this work, frequency-switched Lee-Goldberg (FSLG) 
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has been used.44–46 FSLG involves off-resonance pulses on the 1H channel where rapid 

switching of both frequency and phase occurs throughout the pulse duration.44 It is a robust 

sequence, where choice of offset frequency and interval duration can be maintained and 

adjusted if required. 

2.2.2 Cross Polarisation and Modifications 
Cross-polarisation (CP) has been used to increase the sensitivity of low abundant nuclei,  

namely 13C, in this work. The majority of nuclei can be acquired directly via direct excitation 

experiments but for organic molecules, where 13C is a critical nucleus to probe, CP is more 

useful and preferred. 

For CP, 1H spins are initially excited and then during the CP period, the magnetisation from 

the 1H spins is transferred to the dilute 13C spins in order to increase the resulting observed 

signal for the 13C nuclei. To ensure the maximum efficiency during the magnetisation transfer 

stage, the Hartmann-Hahn matching condition, equation 2.29, must be met.47 For maximum 

efficiency, the match condition should be optimised at the MAS rate desired as the match 

can be written in terms of nutation frequencies, as shown in equation 2.30 below where 𝑛𝑣𝑟  

reflects the explicit MAS rate consideration. The relationship between pulse length and MAS 

rate has been discussed in equation 2.9 previously.  

 

𝛾𝐻𝐵1
𝐻 = 𝑦𝑋𝐵1

𝑋 Eq. 2.29 

  

𝑣1
𝐻 = 𝑣1

𝑋 ± 𝑛𝑣𝑟  Eq. 2.30 

 

 

Figure 2.3: General pulse sequence for CP. Magnetisation is transferred from 1H to 13C where 

a spin-lock pulse is also applied on the  1H channel during the contact time period.  
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The pulse sequence for a generalised CP experiment is shown in figure 2.3, where the 1H 

spins are first excited with a 90° pulse whilst the second pulse, the spin-lock, is phase shifted 

relative to the initial pulse. The spin-lock holds the 1H magnetisation along 𝑩𝟏. Alongside the 

spin-lock period, there is also a pulse applied to the 13C spins. The length of when the two 

pulses are applied is known as the contact time (𝜏𝐶𝑃) and should be optimised prior to data 

acquisition. If the contact time is too short, inefficient magnetisation transfer will occur 

whilst signal decay via the heteronuclear dipolar coupling will be prevalent when the contact 

time is too long due to 𝑇1𝜌 . However, this can be exploited using dipolar dephasing 

experiments, as discussed later in this section. A ramped spin-lock pulse tends to be used on 

the 1H channel to sweep through the match conditions to allow for a robust Hartman-Hahn 

match.48 During t2, detection occurs on the 13C channel whilst heteronuclear decoupling is 

applied to the 1H channel. 

A key benefit of CP experiments is that the acquisition parameters are based on the abundant 

spin rather than the dilute spin. This means that the recycle delay is defined by 𝑇1 of the 1H 

spins, which tends to be faster than the 13C spins. This then results in an increase in the signal-

to-noise ratio (SNR) of the spectrum which allows for quicker acquisition relative to direct 

excitation if identical acquisition parameters are used. There is also the signal enhancement 

benefit which is defined by the ratio between the gyromagnetic ratios of the studied nuclei. 

For 𝛾H/𝛾C , the value is around 4-fold where, as shown in equation 2.4, the magnitude of the 

gyromagnetic ratio directly influences the frequency of the transition.  

Unfortunately, the CP experiment is not completely quantitative relative to direct excitation. 

This is because the signal intensities may not reflect the full number of protons contributing 

to the CP signal at a given site. As the local dipolar coupling strength (equation 2.25) 

associated with the sites is not uniform, due to dependence on the protonation of a given 

environment, this may hinder quantitation. However, this variation in strength can be 

exploited through spectral editing experiments. Alongside this, standard 1D 13C CP spectra 

can be complicated by the appearance of SSBs so total sideband suppression (TOSS49) has 

been used to remove the SSBs from the acquired data. A series of delays and π pulses are 

applied on the 13C channel which average out the SSBs at low to moderate spinning rates.  

This can be taken one step further with non-quaternary suppression (NQS), where an 

additional, dipolar dephasing delay, is used.50 Initially described by Opella and Frey, the 

heteronuclear decoupling within the dipolar dephasing time is switched off. The 13C spins 

then precess in their local 1H dipolar fields so the magnetisation of the nuclei decay, as 

mentioned previously. Protonated sites, such as CH2 and CH groups, decay significantly whilst 
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quaternary carbons do not as there are no directly bonded protons. CH3 groups would be 

expected to decay but as the group exhibits fast rotation, it disrupts the local dipolar 

couplings which in turn, reduces the decay observed so suppression is not achieved.50 

2.2.3 Relaxation Measurements 
Inversion-recovery relaxation measurements can be used to determine values of 𝑇1 for the 

materials studied in this work. The pulse sequence is shown in figure 2.4.31 The experiment 

involves a series of acquisitions over a range of delay times (τ) which are then fitted to 

equation 2.31, where S0 reflects the signal intensity when 𝜏 = 0. It is important to ensure that 

the recycle delay used is much larger (4-5 times larger) than the suspected value of 𝑇1 to 

allow the spins to return to equilibrium before successive experiments.  

 

 

Figure 2.4: The inversion-recovery pulse sequence. Magnetisation is inverted prior to the 

delay period. The subsequent 90° pulse prepares the magnetisation for detection during t2. 

 

𝑆(𝜏) = 𝑆0 (1 − 2𝑒
−

𝜏
𝑇1) 

Eq. 2.31 

 

2.2.4 Homonuclear and Heteronuclear Correlation 
Homonuclear 

Homonuclear correlation experiments are either mediated by dipolar or J-couplings. In this 

work, the 13C-13C connectivity has been probed using the dipolar-based 13C-13C  INADEQUATE 

and is discussed further in Section 5.2 of Chapter 5.  

Heteronuclear 

The standard experiment used to probe heteronuclear correlations is the 1H-13C HETCOR 

experiment which correlates the 1H and 13C spins via dipolar coupling.44,51,52 As dipolar 
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coupling is distance dependent, it provides insight into the through-space distances of the 

environments.  

The pulse sequence is shown in figure 2.5 where there is an initial 90° pulse on the 1H spins 

which is then followed by the evolution period, t1, on the 13C channel with homonuclear 

decoupling. Homonuclear decoupling is essential during the evolution period to ensure 

decent resolution in the indirect 1H dimension. Next is the CP step, where the contact time 

can be varied to limit the C-H distances detected during t2. Shorter contact times allow only 

direct C-H correlations (where the proton is directly bonded to the associated carbon) to be 

observed whilst longer contact times allow for magnetisation transfer to occur over longer 

distances. During detection in t2, heteronuclear decoupling is applied.  

 

Figure 2.5: 1H-13C HETCOR pulse sequence. After the initial 1H 90° pulse, the spins are left to 

evolve during t1 prior to magnetisation transfer during CP and subsequent acquisition on the 

13C channel in t2. 

An alternative experiment is the 1H-13C double-quantum/single-quantum (DQ/SQ), where 1H 

DQ coherences are correlated with 13C SQ coherences to indirectly probe the carbon 

connectivity of a material.53–56 The pulse sequence development and optimisation is 

described further in section 5.3 of Chapter 5.  

Within these experiments, spin diffusion must be considered as its presence can complicate 

assignment. At longer contact times, apparent cross peaks can appear that are the result of 

strong homonuclear dipolar couplings between 1H spins; this is spin diffusion. Spin diffusion 

can be exploited to provide insight into internuclear distances57 however, its presence as 

relay peaks in 1H-13C HETCOR can be misleading. It is something to consider when evaluating 

weak, longer-range cross peaks to ensure the interpretation is correct.   
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2.2.5 Multiple-quantum (MQ) Coherences 
In NMR, the only detectable coherences are SQ coherences as these obey the 𝛥𝑚𝐼 =  ±1 

rule. SQ coherences have a coherence order (𝜌) of 1 whilst other coherences, zero-quantum 

(ZQ) and double-quantum (DQ) have values of 𝜌 = 0 and 𝜌 = 2 respectively and are considered 

multiple quantum (MQ) coherences. These have been visualised in figure 2.6. 

 

Figure 2.6: Coherence orders associated with a two-spin system with ZQ (blue), SQ (black) 

and DQ (red) coherences, respectively.  

Using a generalised DQ/SQ pulse sequence in figure 2.7, the initial excitation recoupling 

element excites the DQ coherences which then evolve over the evolution period, t1. The 

reconversion recoupling element then converts the DQ coherences into z-magnetisation 

which is necessary as MQ coherences cannot be detected directly. After reconversion, a 90° 

pulse generates the SQ coherences that are subsequently detected in t2. To ensure only 

particular coherences are selected and observed, phase cycling is used.58 Through a 

particular choice of phase and steps, particular coherences can be isolated and detected.  

 

Figure 2.7: General representation of a DQ/SQ pulse sequence. The DQ coherences are 

initially excited and left evolve during t1 prior to reconversion and subsequent acquisition 

during t2. 

There are a vast array of different recoupling pulse sequences but in this work, symmetry-

based pulse sequences have been used, namely Supercycled POST-C5 (SPC5) and R209
2
.59,60 

These are examples of γ-encoded pulse sequences which fall into two broad categories: 
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namely the CN𝑣
𝑛
 and RN𝑣

𝑛
  classes. The key variation between the two classes is how the phase 

alternates.61  

 

Figure 2.8: Adapted from reference 61, the construction of the CN𝑣
𝑛

 and RN𝑣
𝑛

 pulse sequences.61 

CN𝒗
𝒏

 

Examples of these sequences include Permutationally Offset Stabilised C7 (POST-C7)62, a 

popular recoupling block within the literature54,55,63 and  SPC559, the recoupling block used in 

the proposed 1H-13C DQ/SQ pulse sequence in Chapter 5. The construction of the CN𝑣
𝑛

  

sequences is depicted in figure 2.8 where n rotational periods are subdivided into N equal 

intervals. Each interval contains an RF pulse cycle where the spins (and therefore the phase) 

are rotated incrementally from 0° to 360° by the angle 2πν/N. The choice of n and ν can be 

altered to suit the needs of the recoupling sequence. For example, POST-C7 (C71
2
) is known 

as a CSA compensated DQ recoupling sequence where there are seven equal intervals (N=7) 

across two rotor periods (n=2) with the phase of the spins incrementing by 2π/7. 

RN𝒗
𝒏

 

In contrast, the RN𝑣
𝑛

  sequence consists of N/2 pairs of elements, Rφ R’φ, where the overall 

phase shift is equal to πν/N radians. The construction of the sequence is similar to the CN𝑣
𝑛

  

sequences but instead of incrementally rotating the pulse in each element, each element is 

instead rotated 180° each time, as shown in figure 2.8. Initially, a sequence of RF pulses which 

rotate the spins through 180° about the x-axis is chosen, this is R. The signs of the RF pulses 

are then inverted to create the phase-inverted element, R’. An RF amplitude is selected to 



20 | P a g e  
 

ensure that N elements of R occupy the same time interval as n rotational periods of the 

sample where N must be an even number. R209
2

  has been used in this work for the dipolar-

based 13C-13C INADEQUATE and this corresponds to 10 pairs of elements over two rotor 

periods where the overall phase shift is equal to 9π/20 radians or 81°.60  

2.2.6 Other General Experimental Details 
Phase Cycling 

As discussed in the previous section, the generation of coherence orders is only achieved by 

RF pulses. However, the RF pulses will not only generate the coherences of interest but also 

unwanted coherence pathways. In order to select the desired coherence pathway, phase 

cycling must be used. Through repetition of the pulse sequence and an incremental phase 

shift of certain pulses and the receiver, the overall sum of the FIDs will remove the unwanted 

coherence pathways whilst retaining the desired coherence pathways.  

There are two key rules to phase cycling that must be followed, in order for the phase cycle 

to be successful. The first rule refers to the phase change of a pulse by an increment, defined 

as Δφ, which will result in a phase shift to any coherence (Δp) that is changing coherence 

order within the pulse sequence. This has been summarised with equation 2.32.  

 

Δφ Δp Eq. 2.32 

  

360°/𝑁 Eq. 2.33 

 

The second rule, defined in equation 2.33, refers to the phase cycle steps where 𝑁 is the 

number of repetitions of the pulse sequence itself. Alongside the desired pathways (Δp) that 

are selected, pathways of Δp ± 𝑁 will also be selected but all other pathways blocked.  In 

order for the phase cycle to be successful, it must reach completion, therefore, the total 

number of FIDs must be an integer multiple of 𝑁. Rule 2 does also select higher quantum 

order coherences as well as the desired SQ and/or DQ coherences, however, they tend to be 

ignored as the excitation efficiency does decrease with the increasing quantum order.  
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Spectrometer Calibration and Referencing. 

Prior to pulse calibration, the magic angle was checked periodically using the Br nucleus (I = 

3/2) in KBr with the standard reference samples used for the acquired data being adamantane 

and glycine. 

2.3 Solution State NMR Methodology  
 

Chapter 6 discusses the investigation into the solution-state behaviour of ritonavir (RVR). A 

variety of 1D and 2D experiments were acquired but the key datasets used were the 1H-1H 

NOESY/ROESY and 1H-1H EXSY spectra.  

2.3.1 Nuclear Overhauser Effect (NOE) 
The NOE can be briefly defined as a change in intensity of one resonance, 𝐼, when the spin 

transitions of another resonance, 𝑆, are perturbed from its equilibrium population. An NOE 

can only arise if the two nuclei share a mutual dipolar coupling to undergo cross-relaxation. 

As dipolar couplings are intrinsically distance dependent, the presence of NOEs can provide 

insight into internuclear distances as the magnitude of the NOE falls rapidly with increasing 

distance. 

Internuclear distances can be derived from 1H-1H NOESY (and 1H-1H ROESY) spectra. 

Pioneered by the Butts group64,65, when it is assumed that the initial rate approximation is 

obeyed66 and the length (𝑟𝐼𝑆) and cross peak intensity (𝜂𝐼𝑆) of one H-H distance is known, the 

length of a second H-H distance can be derived. This is defined in equation 2.34. 

 

𝜂𝐼𝑆(ref)

𝜂𝐼𝑆(x)
=

𝑟𝐼𝑆
−6(ref)

𝑟𝐼𝑆
−6(x)

 

 

Eq. 2.34 

The reference H-H distance ideally should be a distance that is well-known within the 

literature or guided by crystallographic structures.65 Caution is needed however for weaker 

NOE signals, where interproton distances are over 4 Å. These signals will be comparable in 

intensity to those associated with noise and artefacts so misidentification is much more 

likely.65  

2.3.2 Calculation of Exchange Rates 
2D 1H-1H EXSY spectra were used to understand the chemical exchange of RVR in Chapter 6. 

The 1H-1H EXSY was first published by Jeener, Meier, Bachmann and Ernst and it has become 
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a popular and reliable method in the understanding of chemical exchange.67–70 Exchange 

rates can be extracted from the resulting exchange cross peaks as their presence indicate 

that slow exchange is occurring between conformers. Therefore, it can be quantified.69,71 A 

brief overview of quantification is provided below but a comprehensive discussion can be 

found within the references provided.67–74  

When exchange is classed as slow, the incoherent transfer of the magnetisation can be 

described using equation 2.35. 𝑰(𝜏𝑚) represents the matrix of the diagonal (𝐼𝑖𝑖) and cross-

peak (𝐼𝑖𝑗) intensities at a mixing time (𝜏𝑚) that is non-zero whilst 𝑰(0) is the intensity ratio 

when 𝜏𝑚  is zero. 𝑳 is the dynamic matrix of exchange constants (𝑳𝒊𝒋) and 𝑀𝑀 and 𝑀𝑚  are 

the intensities of the diagonal peaks when 𝜏𝑚 = 0. As defined in equation 2.37, 𝑘𝑀𝑚  is the 

rate of exchange between the major conformation (𝑴) and minor conformation (𝒎) whilst 

𝑘𝑚𝑀  is the reverse. RM and Rm are the relaxation rate constants and 𝑇1𝑖  refers to the 

longitudinal time constants for 𝑀 and 𝑚 respectively. 

 

𝑰(𝜏𝑚) = 𝑰(0)𝑒𝑳𝜏𝑚 Eq. 2.35 

  

𝑰(𝜏𝑚) =  [
𝐼𝑀 𝐼𝑀𝑚

𝐼𝑚𝑀 𝐼𝑚
]            𝑰(0) =  [

𝑀𝑀 0
0 𝑀𝑚

] Eq. 2.36 

  

𝑳 = [
−𝑅𝑀 − 𝑘𝑀𝑚 𝑘𝑚𝑀

𝑘𝑀𝑚 −𝑅𝑚 − 𝑘𝑚𝑀
] Eq. 2.37 

  

𝑅𝑀 =  
1

𝑇1𝑀
     𝑅𝑚 = 

1

𝑇1𝑚
 Eq. 2.38 

 

To determine the kinetic parameters from the experimental data, there are two approaches 

that have been used. These are the iterative fit (IF) and the direct matrix analysis (DMA).  

For IF, the 𝑰(𝜏𝑚) matrix, defined by the intensities and mixing time, can be iteratively 

adjusted to optimise the fit of the matrix.75–78 The larger the number of mixing times 

considered, the more reliable the resulting fit will be.77 The DMA approach is slightly different 

as it requires a maximum of one non-zero mixing time, thus the required spectrometer 

acquisition is less. Using two spectra, where 𝜏𝑚 = 0 and 𝜏𝑚 = 𝑡, the kinetic parameters can 

be derived with equations 2.39 and 2.40, which are derived from the re-arrangement of 

equation 2.35. 
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𝑰(𝑡𝑚)𝑰(0)−1 = 𝑒𝑳𝑡𝑚 =  𝑨 =  

[
 
 
 
𝐼𝑀
𝑀𝑀

𝐼𝑀𝑚

𝑀𝑚

𝐼𝑚𝑀

𝑀𝑀

𝐼𝑚
𝑀𝑚 ]

 
 
 

 Eq. 2.39 

  

𝑳 =  
1

𝑡𝑚
𝑿(𝑙𝑛𝜦)𝑿−1 Eq. 2.40 

 

The equation can be defined by matrix 𝑨 which is constructed of the intensity values derived 

from the experimental data. Ix refers to the intensities extracted from the 𝜏𝑚 = 𝑡 t 1H-1H 

EXSY spectrum whilst the values of 𝑀𝑥  are extracted from the 𝜏𝑚 = 0 1H-1H EXSY spectrum. 

A can be diagonalised to give a square matrix of its eigenvalues (𝜦) and the matrix of 

eigenvectors (𝑿). This allows the logarithm of 𝜦 to be taken to give the solution for 𝑳 which 

can then ultimately output the resulting exchange rate values.  

If thermodynamic parameters are of interest, 1H-1H EXSY spectra can be taken at different 

temperatures and resulting rates can be evaluated using the Arrhenius equation defined by 

the pre-exponential factor (𝐴), activation energy (𝐸𝑎), universal gas constant (R = 8.314 J K 

mol−1) and temperature (𝑇).  

𝑘 = 𝐴𝑒
−𝐸𝑎
𝑅𝑇  Eq. 2.41 

 

2.4 Crystallography  

 

Single-crystal X-Ray diffraction (SCXRD) data was acquired by the Durham University 

Crystallography Service by Dr. Dmitry Yufit whilst the power X-ray diffraction (PXRD) data 

was acquired by Mr. Gary Oswald. Chapter 3 in the textbook ‘Fundamentals of 

Crystallography’ by C. Giacovazzo, H. L. Monaco, G. Artioli, D. Viterbo, M. Milanesio, G. Gilli, 

P. Gilli, G. Zanotti, G. Ferraris and M. Catti has been used to provide an overview for this 

section.79 

A crystal structure can be defined as a regular arrangement of atoms or molecules in a 

repeating 3D pattern. Due to the long-range periodicity associated with crystal structures, 

the structure and symmetry can be captured by the unit cell. The unit cell is the smallest 

repeating unit that reflects the studied material where the symbol Z refers to the number of 
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formula units in the unit cell whilst Z' is used to define the number of molecules within the 

asymmetric unit. The asymmetric unit captures the number of independent formula units in 

the unit cell which are not related by symmetry.31 SSNMR can be used to determine Z'.80 

The unit cell is defined by Z' and the space group. There are 230 unique space groups and 

they have associated symmetry operations that relate the multiple copies of the asymmetric 

unit to one another. Possible symmetry operations include rotations, reflections, translations 

and inversions. They can behave independently or can be combined to form more complex 

elements such as glide planes (reflection and translation) and inversion axes (rotation and 

inversion). 

There are two types of scattering of electromagnetic radiation, elastic and inelastic. X-ray 

diffraction relies upon the elastic scattering of the X-ray photons by the electrons within the 

sample to provide insight into the electron density of each atom. Bragg’s Law,81 equation 

2.42, must be satisfied for coherent scattering to occur. This has been visualised in figure 2.9. 

Assignment of the correct Miller indices (ℎ𝑘𝑙) from the reflections results in the 

determination of unit cell parameters via the Bragg equation. The intensities of reflections 

identify the atomic positions of the atoms whilst systematic absences provide insight into 

the symmetry. 

 

2𝑑ℎ𝑘𝑙sinθ = 𝑛𝜆 Eq. 2.42 

 

 

Figure 2.9: Depiction of Bragg’s Law where dhkl refers to the spacing between the two planes  

in the crystal structure, defined by the Miller indices (h,k,l) and θ is the incident angle used.  
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A conventional X-ray diffraction experiment measures intensities, where the magnitude is 

proportional to the structure factor|Fℎ𝑘𝑙|
2. This is represented in equation 2.43. In equation 

2.44, 𝐅𝒉𝒌𝒍 has an associated dependence on the phase of the scattered wave (𝜙) where, to 

calculate the electron density from the resulting reflections, equation 2.45 is needed. Fhkl 

reflects both phase and magnitude of the diffracted wave from the crystal and this is 

characterised with the Miller indices. The value of 𝑓𝑗  refers to the individual atomic scattering 

factors with 𝑥𝑗 , 𝑦𝑗, 𝑧𝑗  being the fractional coordinates for each atom.  

 

Iℎ𝑘𝑙 ∝ |Fℎ𝑘𝑙|
2 Eq. 2.43 

  

𝐅𝒉𝒌𝒍 = |Fℎ𝑘𝑙|𝑒
𝑖𝜙 Eq. 2.44 

  

𝐅𝒉𝒌𝒍 = ∑𝑓𝑗𝑒
2𝜋𝑖(ℎ𝑥𝑗+𝑘𝑦𝑗+𝑙𝑧𝑗)

𝑗

 Eq. 2.45 

 

Although the amplitude is obtained from the diffraction experiment, the phase cannot be 

measured directly; this is known as the phase problem, however, there are many methods 

in the literature that can be used to mitigate against the problem.79 To obtain the structural 

model, the parameters used to describe the structure are varied and compared to the 

experimental structure factors until a good match is achieved. The agreement between the 

calculated structure factors and the experimental data can be evaluated to determine the 

agreement between the two. This quantified as the 𝑅-factor, equation 2.46,  where F𝑜𝑏𝑠  and 

F𝑐𝑎𝑙𝑐 reflect amplitudes of the experimental and calculated structure factors, respectively. 

The 𝑅-factor can monitor the quality of the proposed structural model, where a lower 𝑅-

factor usually indicates a better agreement. However, as discussed in Chapter 3, this can be 

misleading in determining the correct structural model.  

 

𝑅(𝐹) =  
∑ |F𝑜𝑏𝑠 − F𝑐𝑎𝑙𝑐|

∑ |F𝑜𝑏𝑠|
 Eq. 2.46 

 

There are two common types of diffraction that are used for structure determination, SCXRD 

and PXRD. Both methods can obtain 3D structures however, SCXRD is preferred as the 
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structural determination is much easier using the resulting 3D diffraction data. However, 

there is a reliance on suitable crystals of a particular size and quality, which limits the types 

of materials studied.82 When unavailable, PXRD can be used. Unfortunately, the data 

collected is compressed into a single dimension as a PXRD pattern so determination of a 

structural model solely from the PXRD pattern is challenging without complementary 

techniques, such as SSNMR, as reviewed by Harris in 2022.80,82–84 

2.5 Computational Calculations 

 

The calculations conducted in this work are DFT-based through the program of CASTEP 

(Cambridge Serial Total Energy Package).85 A brief overview is provided here but several 

reviews have assessed the implementation of CASTEP in NMR crystallography of solids.10,86,87 

Specific methodology and parameter choice has been discussed within the relevant chapters. 

2.5.1 General Theory 
Density Functional Theory (DFT) has been instrumental in aiding robust structural 

assignment of molecular organics using NMR data in both the solid state and solution state. 

With focus on the solid state, DFT-based codes can compute NMR parameters for a variety 

of different nuclei directly from structural models. This has been incorporated into the NMR 

crystallographic approach and formed the basis theme for the reviews by Hodgkinson and 

Bonhomme et al.10,86  

DFT is considered the best compromise between computational feasibility and calculation 

accuracy. The Kohn-Sham equations, equation 2.47, demonstrated that the electronic 

properties of an atom can be determined from the electron density (𝜌).88–90  

 

−
1

2
𝛻2𝜳𝑛(𝒓) + 𝑣𝑒𝑓𝑓(𝒓)𝜳𝑛(𝑟) = 휀𝑛𝜳𝑛(𝑟) 

Eq. 2.47 

  

𝑣𝑒𝑓𝑓(𝒓) =  𝑉𝑛𝑢𝑐 + 𝑉ℎ𝑎𝑟𝑡𝑟𝑒𝑒[𝜌] + 𝑉𝑋𝐶[𝜌] Eq. 2.48 

 

Using the notation of Bonhomme et al.86, 𝜌 is determined from the sum of the occupied 

states at position, 𝑟. The 𝛻2 operator refers to the kinetic energy of the non-interacting 

electrons whilst 𝑉𝑛𝑢𝑐  is the electrostatic interaction with the nuclei and 𝑉ℎ𝑎𝑟𝑡𝑟𝑒𝑒[𝜌] is the 

mean field electrostatic interaction with the other particles in the system. These three terms 
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can be precisely calculated. However, the key issue for DFT calculations is that the last term, 

the exchange-correlation contribution (𝑉𝑋𝐶[𝜌]) is not known so must be approximated. This 

term is critical as it calculates the exchange energy from the electron density so reliable 

approximations are needed which are achieved through choice of functional. A common 

functional used is the Perdew, Burke and Ernzerhof (PBE) functional91 and this has been used 

in this work.   

DFT allows the total energy of a system to be derived solely from the electron density whilst 

other methods, such as Hartree-Fock92,93, use a many-body wave function. Ultimately, 

Hartree-Fock calculations are more accurate but they are extremely computationally 

expensive and become unfeasible for routine use.10 However, DFT implementation must be 

adapted for the solid state as solid materials contain a significant number of electrons. 

Therefore, methods are needed that find a balance between computational expense and 

conservation of key information. CASTEP uses a planewave pseudopotential approach, 

where the wavefunctions are described using a planewave basis set.85,94 The basis set itself 

is defined by the maximum kinetic energy of the waves it contains and its size can be 

controlled from a single parameter, Ecut.10,86 This utilises Bloch’s theorem where for single-

particle wave functions, only the unit cell needs to be considered with periodic boundary 

conditions as the associated wavefunctions are quasi-periodic.86,95 Ecut can be optimised 

through convergence, as described in the following section. An additional parameter that 

can also be optimised is the k-point sampling of the first Brillouin zone in reciprocal space. 

There is a balance however between choice of k-sampling and computational expense.  

One problem with the planewave basis set is that to represent the core electrons, a 

significant number of planewave coefficients would be required. CASTEP mitigates for this 

by using pseudopotentials where the frozen core approximation is applied.96 This assumes 

that the core electrons are tightly bound and therefore do not take part in chemical bonding 

and that they remain unperturbed in different chemical environments.97 However, 

significant amounts of chemical and physical properties are influenced by the core electrons, 

including NMR parameters, so it is crucial that the core electron information is returned prior 

to the calculation of NMR properties. The method used in this thesis is the gauge-induced 

projector augmented wave (GIPAW).94,98 This uses ultra-soft pseudopotentials (USP) which 

allow convergence at lower values of Ecut.91,99 Overall, the CASTEP and GIPAW approaches 

allow for comprehensive calculation of NMR parameters for a variety of nuclei.  
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There are some caveats to the DFT-based method of calculating NMR parameters. These 

have been discussed in detail by Hodgkinson previously.10 As the form of VXC is approximated, 

there will be associated errors (around 2-3 % of the usual chemical shift range for a nucleus86) 

with the resulting NMR isotropic chemical shielding values. DFT calculations are also 

calculated at 0 K so thermal effects are omitted. This can be counteracted with DFT molecular 

dynamics simulations (DFT-MD) in CASTEP at different temperatures but this is a time 

consuming task so have not been used in this work.10 It is also important to have a realistic 

structural model prior to calculations, otherwise, the resulting NMR parameters can be 

widely incorrect. The usual source of input structures is the Cambridge Structural Database100 

but it is important to ensure that the structural models are geometry optimised prior to the 

calculation of NMR parameters. In X-ray diffraction (XRD), the standard practise in structural 

refinement is to place hydrogen atoms at chemically plausible, geometric positions if they 

cannot be unambiguously refined. This is due to their small electron density. As NMR probes 

the local environment, chemical shifts are sensitive to atomic position so the structural 

model must be geometry optimised to ensure proper placement of the atoms.80 The 

variation in hydrogen positions can be significant and can be quantified to help identify 

unrealistic structural models, as discussed in Chapter 3.101,102 

2.5.2 Convergence 

To determine the optimal calculation parameters, convergence testing was used where the 

size of the basis set, Ecut, and the k-point sampling could be varied, alongside the version of 

CASTEP used.1 For a given parameter, convergence is observed when a plateau is present in 

plotted data points.  

The co-crystal, isoniazid-4-hydroxycinnamic acid (INH-4HCA) has been used in the example 

below. The co-crystal features in Chapter 4 where reliable calculated chemical shifts are 

crucial to help aid assignment. As shown in figure 2.10, there is evaluation of both CASTEP 

version (17.2 against 22.1) and choice of Ecut for the NMR parameter calculation. The 

resulting plots depict the difference in calculated shieldings relative to the Ecut = 1200 eV 

calculation. 

 
1 The version of CASTEP was evaluated due to an upgrade of the high-performance computer, which 
resulted in a variation in the standard version of CASTEP available.  
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Figure 2.10: Example of convergence testing of the Ecut values for the NMR parameter 

calculation using CASTEP version 17.2 (top) and version 22.1 (bottom) for the 13C chemical 

shifts (left) and 1H chemical shifts (right) of INH-4HCA. 

It was found that the version of CASTEP did not significantly vary the resulting isotropic 

chemical shieldings that were calculated. Alongside this, there was a plateau around 600 eV 

for 13C and 900 eV for 1H, where variation in shielding values were below 0.1 ppm. Due to 

the higher value of Ecut needed for 1H, 900 eV has been used as the standard in the NMR 

parameter calculation unless specified otherwise. 

Convergence was also attempted to determine the value of Ecut used in geometry 

optimisation where the standard value used is 600 eV. Taking both 13C and 1H environments 

for INH-4HCA, as shown in figure 2.11, there is a slight variation in calculated shielding values 

for each environment. However, this is due to the change of Ecut for the NMR parameter 

calculation rather than the value of Ecut for the geometry optimisation. Therefore, it was 

decided that the standard value of 600 eV would be used in geometry optimisation. 
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Figure 2.11: Comparison between the resulting chemical shieldings calculated for INH-4HCA 

on variation of the values of Ecut for geometry optimisation (600 eV in red and yellow, 900 eV 

in green and blue) and NMR parameter calculations (600 eV in red and green, 900 eV in yellow 

and blue).  

The second parameter that can be optimised is the k-point spacing. There is an intrinsic link 

between the number of k-points sampled and the total computational time, as shown in 

table 2.1 for INH-4HCA. Therefore, unless specified otherwise, the spacing used was no 

greater than 0.1 Å−1 with the k-point offset of (¼,¼,¼). This avoids the Γ point (0,0,0) as 

sampling here is particularly unrepresentative of the complete Brillouin zone.10  

Table 2.1: Example of k-point spacing variation for INH-4HCA for the NMR chemical shift 

calculation using CASTEP version 17.2. 

Material k-point spacing / Å-1 0.1 0.05 

Number of k points sampled 4 6 

Total Calculation Time / min 93.1 144.1 
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2.5.3 Referencing 

Once the NMR isotropic chemical shieldings are calculated, they need to be referenced for 

comparison to the experimental chemical shifts. This has been discussed in detail in Chapter 

4, as a variety of methods can be used. One of these is on-the-fly linear scaling, where a plot 

of calculated isotropic shieldings (𝜎𝑟𝑒𝑓) against the experimental chemical shifts (𝛿𝑒𝑥𝑝,𝑖) 

results in a value for the gradient, 𝑚, and the intercept, 𝜎𝑟𝑒𝑓, as seen in equation 2.49. The 

values of 𝑚 and 𝜎𝑟𝑒𝑓  can then be fitted to convert the calculated shieldings into scaled and 

referenced GIPAW calculated chemical shifts, 𝛿𝑐𝑎𝑙𝑐,𝑖. Alternatively, 𝑚 can be set to −1 and 

equation 2.50 can be used instead where 〈σcalc〉 and 〈σexp〉 refer to the average of the 

calculated shieldings and experimental chemical shifts respectively. This method is 

advantageous as an assignment is not required. Both methods have been used in this thesis.  

 

𝛿𝑒𝑥𝑝,𝑖 = 𝜎𝑟𝑒𝑓 − 𝑚𝜎𝑐𝑎𝑙𝑐,𝑖 Eq. 2.49 

  

𝜎𝑟𝑒𝑓 = 〈𝜎𝑐𝑎𝑙𝑐〉 + 〈𝛿𝑖𝑒𝑥𝑝〉 Eq. 2.50 

 

The agreement between the experimental and calculated chemical shifts can be evaluated 

using root-mean-square deviation (RMSD). As a simple metric, its magnitude can indicate 

whether there is an issue in a proposed assignment where in equation 2.51, 𝑁 is the number 

of data points.10 Salager et al. as well as Hartman et al. provided a benchmark to assess 

resulting RMSD values. 103,104 These were 1.9 ± 0.4 ppm for 13C and 0.33 ± 0.16 ppm for 1H. 

The two publications take slightly different approaches as on-the-fly linear scaling was used 

by Salager et al. on 15 organic compounds103 whilst Hartman et al. derived 13C and 1H ranges 

from a fragment-based approach from predetermined regression parameters on a set of 

benchmark systems.104 

 

RMSD = √
1

𝑁
∑(𝛿𝑒𝑥𝑝,𝑖 − 𝛿𝑐𝑎𝑙𝑐,𝑖)2

𝑁

𝑖

 Eq. 2.51 
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2.6 Software Used 
 

Acquired experimental NMR data was processed in Topspin105 and visualised using Topspin, 

MestreNova106 and JASON.107 The resulting spectral plots in this work were created either in 

ssNAKE108, Python109  or Adobe Illustrator.110 Deconvolution of experimental peaks was 

completed using the open-source ssNAKE software and to view calculated NMR parameters 

from CASTEP, the resulting magres files were imported directly into MestreNova or JASON. 

To simulate NMR spectra, MagresView and MagresPython111 were used to produce synthetic 

1D and 2D spectra that were subsequently used to aid assignment. The supercomputer, 

Hamilton7 and Hamilton8, was used to run calculations using CASTEP versions 17.2, 19.1 and 

22.1. Olex2112 and Mercury113, a programme within the CSD Software Package,100 was used 

to visualise crystal structure files in .cif formats and simulate PXRD patterns. For RVR in 

Chapter 6, Avogadro114 and Scigress115 were used to draw and visualise the conformations of 

RVR.   

This work directly benefitted from networking / training activities run by the Collaborative 

Computing Project for NMR Crystallography, funded by EPSRC grant EP/T026642/1. 

2.7 Summary 
 

This chapter has aimed to describe the general NMR theory and related methodology used 

within this thesis. This is in conjunction with the general background of both crystallography 

and computational methodologies used to aid structural characterisation across Chapters 3 

to 5. As Chapter 6 probes the solution-state, the theory and methods that have been used 

have also been briefly discussed. Specific experimental acquisition, calculation parameters 

and synthetic information are included in subsequent chapters where relevant.  
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Chapter 3: Validation of Structural 

Models: The Case of Indapamide 

Hemihydrate 

3.1 Introduction 

 

The Cambridge Structural Database (CSD)100 is an invaluable resource of crystal structures. 

In NMR crystallography, the CSD is a source of structural models for a system under 

investigation. Therefore, the choice of which model to use is important.10 A survey by 

Widdifield and co-workers in 2020 identified that within the CSD, there are over 3000 ‘repeat 

structures’ which reflect multiple structural determinations for what appears to be the same 

solid form.102 As the CSD is a repository of crystal structures, for a given material, there can 

multiple structural models corresponding to different forms but also for the same form. One 

such example is furosemide where there are two structural deposits (FURSEM01 and 

FURSEM17) for the same material. The only difference between them was the placement of 

a single hydrogen atom.116 Without additional verification from alternate methods, such as 

solid state NMR, the choice of which structural model to use can be difficult.  

During an investigation to identify the configurational preference of amide torsions in 

molecular organic solid pharmaceuticals, Indapamide hemihydrate (herein IND), was 

evaluated. IND is of interest due to its importance in the treatment of hypertension.117,118 

Recent literature has focused on improvements in bioavailability through amorphization 

studies119–121 and co-crystallisations with other pharmaceuticals.84,122  

 

Figure 3.1: Formula unit of indapamide hemihydrate. 
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Additional forms have also been studied to characterise the solid state landscape of IND so 

it was not surprising that there were various depositions in the CSD.123,124 The form of interest 

was the hemihydrate as this is the form used in tablet formulation.125 It was expected that 

the related structural deposits would have incremental reference codes, as seen for 

furosemide.116 Instead, there were three unique reference codes (FOCCAD, VAGKUM and 

WOCPEM) which all referred to the same solid form but, as shown in figure 3.2, the structural 

models varied considerably.83,84,125 A key variation was the disorder in VAGKUM in figure 

3.2(b).  

a) FOCCAD 

 

b) VAGKUM 

 

c) WOCPEM 

 

Figure 3.2: Visualisation of structural deposits of a) FOCCAD, b) VAGKUM and c) WOCPEM. 

The crystal structures were obtained directly from the CSD and visualised in Mercury.100,113 

For VAGKUM, one of the sulfonamide positions is visualised whilst the other position is 

represented with spheres. 
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Disorder is not uncommon and it can be difficult to characterise disordered structures due 

to the reduction in long-range order which can pose a challenge for crystallographic 

studies.82,126,127 Complementary techniques, such as SSNMR, can provide insight and 

reinforcement to verify and validate disorder through its ability to probe short-range, local 

order.10,82  

There are two types of disorder: static or dynamic.10,126 Static disorder is when the atoms are 

located in different positions in adjacent unit cells whilst dynamic disorder is when the atom 

positions vary with time and the rate of exchange can be temperature dependent. Static 

disorder tends to cause inhomogeneous line broadening whereas dynamic disorder can 

result in sharp lines of a time-averaged spectrum when dynamics are faster than the NMR 

timescale.126,128 Dynamic disorder can also be characterised further through variable-

temperature (VT) experiments to probe the lineshape as the rate of motion varies.126,128–130  

In relation to IND, the disorder on the sulfonamide group is chemically plausible as there is 

literature precedent that sulfonamide groups are prone to dynamic disorder.131–133 The water 

molecule in VAGKUM is also disordered where one of the protons sits on a glide plane.125 

Both are examples of disorder by symmetry. This is where a section of the molecule is 

disordered across two (or more) atomic positions. It does not reflect the space group 

symmetry individually but through superposition of all atomic positions, the space group 

symmetry is then respected.134–136 

3.1.1 Aims of This Work 

The aim of this work was to determine firstly which is the correct structural model and then 

uncover why the structural models were so different. Using an NMR crystallographic 

approach, particularly 13C solid state NMR and first-principles calculations, the correct model 

could be determined. Alongside additional crystallisation studies, the correct structural 

model was verified and validated whilst the issues with the other structural models were 

identified.  The work in this chapter has been adapted from the publication, “Resolving 

alternative structure determinations of indapamide using 13C solid state NMR”.80 

3.2 Materials and Methods 
 

IND was purchased from Merck Life Sciences Ltd (CAS Number: 26807-65-8) and used 

without further purification. The following methodology has been adapted from reference 

80.  
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3.2.1 Powder X-Ray Diffraction 

The PXRD data was acquired by Mr. Gary Oswald. Data acquisition was performed on a 

Bruker D8 Advance diffractometer where the PXRD pattern was collected at room 

temperature for 60 minutes. The data was visualised and fitted using Topas Academic 

software.137 Simulated PXRD patterns were calculated from the structural deposits in 

Mercury (Version 5.3.0).113 

3.2.2 Single-Crystal X-Ray Diffraction 

The SCXRD data was acquired and solved by Dr. Dmitry Yufit of the Durham Crystallography 

Service. Previous literature used the recrystallisation method of slow evaporation to obtain 

suitable crystals for SCXRD.84,125 VAGKUM was produced from a hexane-acetonitrile 

solution125 whilst WOCPEM was serendipitously resolved after a failed co-crystallisation of 

IND with gliclazide in MeOH.84 Both conditions were attempted, however, only the WOCPEM 

conditions were successful.  

10 mL of MeOH was used to dissolve IND and the resulting solution was left to slowly 

evaporate at room temperature for approximately two weeks to produce suitable crystals. 

The X-ray single crystal data was collected using MoKα radiation (λ = 0.71073 Å) on a Bruker 

D8 Venture 3-circle diffractometer equipped with a Cryostream (Oxford Cryosystems) open-

flow nitrogen cryostat at the temperature 120.0(2) K. The structure was solved by direct 

methods and refined by full-matrix least squares on F2 for all data using Olex2112 and 

SHELXTL138 software. Crystallographic data for the structure have been deposited with the 

Cambridge Crystallographic Data Centre as supplementary publication CCDC-2115849 and 

reference code WOCPEM01.  

3.2.3 Solid State NMR 

The 13C CP/TOSS49 spectrum was acquired at a MAS frequency of 9 kHz on a Oxford 11.7 T 

(13C of 125.65 MHz) superconducting magnet, and a Bruker AVANCE III HD console, operating 

at frequencies of 499.69 (1H) and 125.65 (13C) MHz. The data was collected using a 4 mm HX 

magic-angle spinning probe at ambient temperature with a spectral width of 50 kHz taken 

across 512 co-added transients using a recycle delay of 7 s and a contact time of 1 ms. 

SPINAL-64 heteronuclear decoupling42 was used during acquisition with a 1H nutation 

frequency of approximately 73.5 kHz and a 1H 90° pulse length of 3.4 µs. The 13C chemical 

shifts were referenced using the high-frequency signal of adamantane (δiso(13C) = 38.5 ppm). 

The resulting spectrum agreed well with previously published data.124  
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3.2.4 Computational Methods 

First principles calculations were carried out using the GIPAW method implemented into 

CASTEP version 17.2/19.185  using the Perdew, Burke and Ernzerhof (PBE) functional and on-

the-fly generated ultrasoft pseudopotentials.91,99 Integrals were taken over the Brillouin zone 

using a Monkhorst-Pack grid.139 Unless specified otherwise, the maximum k-point spacing 

was 0.1 Å–1 and a k-point offset of (¼, ¼, ¼) was used. The value of Ecut was 600 eV. All atomic 

positions were geometry optimised with a fixed centre of mass and the unit cell parameters 

fixed at their diffraction-determined values. Input files were generated using CIF2cell,140 with 

the original CIF labelling incorporated into the output .magres files.111 NMR parameters were 

calculated94,98 using the same parameters, and the resulting 13C shielding values were 

converted to chemical shifts using a subset of 13C resonances that could be unambiguously 

assigned in the experimental data. 

Due to the large size of the unit cell of WOCPEM and WOCPEM01 (166 atoms), the 

calculations were modified slightly to ensure that Hamilton could calculate NMR parameters. 

From the unit cell, the k-point grid was 2 × 1 × 1 therefore the k-point offset, (¼,¼,¼) could 

be removed. This meant the calculations could be performed on a single k-point at (½, 0, 0). 

Crucially, this was not at the gamma (Γ) point of (0,0,0).10 Alongside this, “node dilution” was 

used to disperse the memory required for the calculations where the number of tasks 

allocated to each node was dropped from 24 processes to 18. This allowed the 54 GB of 

memory per compute node to be used effectively. 

For VAGKUM, to model each possible orientation of the sulfonamide group, the  VAGKUM 

CIF file was separated into two separate CIFs, as shown in figure 3.3. This approach has been 

adopted in previous publications.131,141  

Unfortunately, this could not be done for the symmetry of the water molecule so the virtual 

crystal approximation (VCA) was used to model the 50% occupancy of the two proton 

positions of the water molecule.142 Due to the approximations, the calculations themselves 

did lack physical significance and were treated with caution.   
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Figure 3.3: VAGKUM_A (left) and VAGKUM_B (right) visualised to highlight the sulfonamide 

group disorder associated with VAGKUM.  

3.2.5 Lineshape Analysis 

Lineshape analysis was conducted using ssNAKE (Version 1.3) where the standard 

parameters of the software were used.108 These were Powell143 minimisation across 500 

evaluations coupled with a Lorentzian / Gaussian fitting method. For the fitting, the common 

lineshape and integral was kept constant, as detailed in table 3.1, to simplify the fitting 

procedure. It was assumed that the each of the four environments would exhibit similar 

lineshapes.  

Table 3.1: Lineshape analysis fitting parameters for C16 and C9 in ssNAKE.108 

Environment 
Me CO 

1 2 3 4 1 2 3 4 

Chemical Shift / ppm 16.0 16.8 16.8 17.6 167.7 168.6 168.9 169.5 

Integral 1.78e+10 8.88e+09 

Lorentz / Hz 83.3 114.0 

Gauss / Hz 25.3 19.8 

 

3.3 Initial Calculations and Variation in Structural Models 

3.3.1 History of the Models 

FOCCAD was the initial structural deposit by Smrkolj and Meden in 2006.83 They were unable 

to grow suitable crystals for SCXRD so the structure was solved from PXRD data. A decade 

later, Bojarska and co-workers were successful in obtaining the SCXRD structure, VAGKUM. 

VAGKUM was described as ‘pretty similar’ to FOCCAD with the key variation being the 
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disorder on the sulfonamide group. Rather accidentally, Aljohani and co-workers then 

isolated the SCXRD structure of WOCPEM.84  

Table 3.2: Crystallographic parameters for FOCCAD, VAGKUM, WOCPEM and WOCPEM01. 

 FOCCAD VAGKUM WOCPEM WOCPEM01 

Formula Unit C16H16ClN3O3S·0.35H2O C16H16ClN3O3S·½H2O 

Mr / g mol−1 372 374.83 

Temperature / K 298 100 150 120 

Wavelength / Å 1.54 1.54 0.71 

Crystal System Monoclinic Monoclinic Monoclinic Monoclinic 

Space Group P2/a2 I2/a P21/c P21/c 

a / Å 23.811(3) 15.059(9) 30.060(11) 30.140(10) 

b / Å 9.6940(9) 9.6218(6) 9.6685(3) 9.6025(4) 

c / Å 15.114(2) 23.508(14) 23.573(10) 23.461(8) 

β / °  91.66(3) 92.60(16) 92.33(4) 92.59(10) 

V / Å3 3487.2(3) 3402.6(4) 6845.4(5) 6783.2(4) 

Z, Z´ 4,1 8,1 16,4 16,4 

Data 

Restraints 

Parameters 

- 

- 

9 

3036 

3 

261 

12492 

41 

948 

18001 

61 

979 

R1 [1 ≥ 2σ(I)]3 0.0560 0.0369 0.0868 0.0842 

 

The resulting PXRD patterns from both publications matched that of Smrkolj and Meden 

despite clear differences in the crystallographic parameters as shown in table 3.2. The key 

variation was the values of Z and Z´ where WOCPEM has approximately double the unit cell 

volume relative to VAGKUM and FOCCAD. Interestingly, the simulated PXRD patterns for 

VAGKUM and WOCPEM, when overlaid, were virtually identical, as shown in figure 3.4. 

 

 
2 To note, the space group of FOCCAD appears incorrect in the CSD .cif deposit. The original reference 

states a space group of I2/a.83 

3 Values can be found under _refine_ls_R_factor_gt within the related .cif files within the Data Archive.   
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Figure 3.4: Overlay of the simulated PXRD patterns for VAGKUM (red) and WOCPEM (blue). 

Alongside the variation in disorder, there was a difference in the R-factor between VAGKUM 

and WOCPEM. The R-factor is a metric that represents the quality of agreement and on first 

glance, VAGKUM appears the better model with its lower R-factor.82,144,145 However, a lower 

R-factor does not necessarily mean a correct structural model.146 SSNMR can be used to 

provide complementary information to allow distinction between the structural models.100 

3.3.2 Initial Calculations 

The CIF files for FOCCAD, VAGKUM and WOCPEM were used as downloaded from the CSD 

and the atomic displacements were evaluated after DFT geometry optimisation, based on 

the works by Widdifield et al. and van de Streek and Neumann.101,102 If displacement was 

greater than 0.25 Å, this indicated a problematic structure where the choice of 0.25 Å as a 

threshold was to mitigate against the variation in proton positioning during geometry 

optimisation. From table 3.3, it was clear that FOCCAD was significantly problematic whilst 

VAGKUM saw larger RMSD values than desired but this is not surprising, as discussed in the 

previous section. In contrast, WOCPEM observes slight displacement. 

Table 3.3: Derived parameters from geometry optimisation and RMSD between the original 

atomic positions and geometry optimised positions for FOCCAD, VAGKUM_A, VAGKUM_B 

and WOCPEM.  

Structure 
RMSD (non-H) 

/ Å 

Maximum 

Displacement / Å 

Displaced 

Atom 

Region of 

Molecule 

FOCCAD 0.347 2.039 H15 Sulfonamide NH 

VAGKUM_A 0.179 1.003 H2N3 Sulfonamide NH 

VAGKUM_B 0.141 0.778 H1W Water 

WOCPEM 0.041 0.825 H13A Water 

 



41 | P a g e  
 

Atomic displacement (ADPs) ellipsoids, as described by Müller, were also used to visualise 

the models to identify problematic regions and disorder.147–150 The ADPs were visualised in 

figure 3.5 where it further reinforced the flaws in FOCCAD. In contrast, the ellipsoids for the 

water molecule in VAGKUM were large but this was expected due to the proposed disorder 

whilst for WOCPEM, the ellipsoids remained relatively small with larger ADPs for 

exchangeable protons. For both VAGKUM and WOCPEM, the ADPs do not indicate a severe 

issue with the structures whilst for FOCCAD, there is a clear problem. In combination with 

the RMSD and maximum displacement values discussed above, FOCCAD was not considered 

further in this work.  

a) FOCCAD     b) VAGKUM 

   

c) WOCPEM 

 

Figure 3.5: From the standard ellipsoid visualisation in Mercury, the ADP visualisation of a) 

FOCCAD, b) VAGKUM and c) WOCPEM. The probability level for the ellipsoids was set at 30%. 

3.4 13C Solid State NMR Spectra 

 

With FOCCAD omitted from further study, this left VAGKUM and WOCPEM. As shown in 

table 3.2, there are clear variations in the crystallographic parameters, particularly, the value 

of Z´ (Z´= 1 for VAGKUM and Z´ = 4 for WOCPEM). SSNMR was used to identify Z´ as the 

multiplicity of signals present is indicative of the value of Z´.31  
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Figure 3.6: A 13C CP/TOSS spectrum of IND acquired at a MAS frequency of 9 kHz with a 

contact time of 1 ms and recycle delay of 7 s. Further experimental parameters have been 

described in Section 3.2. The labelled, molecular structure is included alongside the 

assignment of the subset of environments that were used in the scaling procedure. The 

GIPAW calculated chemical shifts (blue, dashed lines) of WOCPEM are also included. 

For IND, there are 16 carbon atoms therefore, if Z´ = 1, there is the expectation of 16 peaks 

in the 13C CP/TOSS spectrum however, if there are more, a Z´ greater than 1 is likely.151 In 

figure 3.6, there are more than 16 peaks present which indicates a Z´ > 1 structure. The 

lineshapes of the highest frequency signal (168 ppm) and lowest frequency signal (16.8 ppm) 

are characteristic of multiple sets of signals. These were evaluated using lineshape analysis. 

3.4.1 Lineshape Analysis 

To further reinforce that Z´ = 4, lineshape analysis of the lowest (C16) and highest (C9) 

frequency peaks in the 13C CP/TOSS spectrum was attempted where, as shown in figure 3.7, 

Z´ = 4 fits well with the observed experimental lineshapes.  
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Figure 3.7: A 13C CP/TOSS spectrum of IND. Adapted from figure 3.6 where inset boxes contain 

the lineshape deconvolution of C9 (CO) and C16 (Me) into four individual components. 

3.4.2 Comparison to Calculations  

Using the subset of 13C resonances labelled in figure 3.6, the calculated 13C shielding values 

were scaled and referenced relative to each structural model for comparison where RMSD 

was used to assess the agreement. As shown in table 3.4, WOCPEM saw the best agreement. 

However, this must be observed pragmatically as the proposed assignment assumed that the 

order of calculated chemical shifts correspond to the experimental chemical shifts. 

Therefore, it is likely that the RMSD values are not representative.10 Nevertheless, it was 

apparent that WOCPEM is in much better agreement with the experimental data than 

VAGKUM. 

Table 3.4: RMSD values calculated using a subset of carbon environments as labelled in figure 

3.6  for VAGKUM A, VAGKUM B and WOCPEM. 

Structural Model Scaling Parameters RMSD / ppm 

VAGKUM_A −1.0318𝑥  + 173.2 12.5 

VAGKUM_B −1.0052𝑥 + 173.2 11.9 

WOCPEM −0.9458𝑥 + 163.5 1.4 

 

This was reinforced further in figure 3.8 where the qualitative agreement between 

experimental and calculated chemical shifts was significantly better for WOCPEM (blue) 

relative to VAGKUM_A (purple) and VAGKUM_B (green). There does appear to be 

systematic deviations in the alkyl region but this could be the result of the sensitivity of the 

methyl carbons to nuclear quantum effects, as described by Dračínský and  odgkinson, 
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where they observed deviations of up to 20 ppm.152 Alternate scaling could mitigate against 

this,53 however, this was not feasible for IND as there are not enough peaks below 100 ppm 

for the regression to be meaningful.144 

 

 

Figure 3.8: Comparison of referenced GIPAW calculated chemical shifts to experimental 13C 

SSNMR chemical shifts of VAGKUM_A (purple), VAGKUM_B (green) and WOCPEM (blue). 

3.4.3 Overall Insight from the NMR Crystallographic Approach 

Without the requirement for repeat crystallography experiments, the NMR crystallographic 

approach has confidently demonstrated that WOCPEM is the more realistic structural model 

for IND. From the 1D 13C CP/TOSS spectrum alone, it was apparent that Z´ > 1 and this 

therefore ruled out VAGKUM. Alongside this, there are no lineshapes that are indicative for 

disorder. Therefore, it does not appear that IND exhibits any disorder that is modelled in 

VAGKUM. However, to understand the ambiguity surrounding the other structural deposits, 

additional crystallographic exploration was required. 

3.5 WOCPEM01 

 

A recrystallisation following the published method by Aljohani et al. was attempted.84 This 

resulted in the crystallographic deposit of WOCPEM01 which has been visualised in figure 

3.9. As shown in table 3.2, WOCPEM01 mirrored WOCPEM in its crystallographic parameters 

as well as the non-H RMSD and maximum displacement, as tabulated in table 3.6. The GIPAW 

calculated chemical shifts were also compared in figure 3.9 where the resulting RMSD value 

was again similar to WOCPEM (−0.9489𝑥 + 164.4, RMSD = 1.32 ppm).  
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Figure 3.9: Top is the structural deposit of WOCPEM01 with standard ADP ellipsoids visualised 

in Mercury whilst on the bottom is the comparison of referenced GIPAW calculated 13C 

chemical shifts to 13C CP/TOSS data for WOCPEM (blue) and WOCPEM01 (red). 

Table 3.6: Derived parameters from geometry optimisation and RMSD between the original 

atomic positions and geometry optimised positions for WOCPEM and WOCPEM01.  

Structure RMSD (non-H) / 

Å 

Maximum 

Displacement / Å 

Displaced 

Atom 

Region of 

Molecule 

WOCPEM 0.041 0.825 H13A Water 

WOCPEM01 0.093 0.826 H3AB Sulfonamide NH 

 

3.6 The Presence of Pseudo-symmetry 

 

IND is an example of a crystal structure exhibiting pseudo-symmetry.79,153–158 This is when 

crystallographically independent molecules deviate from regularity, causing an increase of 

independent molecules in the asymmetric unit.153,156 Steed and Steed in their 2015 review of 



46 | P a g e  
 

high-Z´ structures highlighted that 27% structures that have Z´> 1 have approximate 

symmetry elements.156 

3.6.1 SCXRD 

The four IND molecules in the asymmetric unit are crystallographically independent and 

related by symmetry except for the orientation of the sulfonamide group. The sulfonamide 

group sits slightly differently in each of the four IND molecules which disrupts the periodicity, 

breaks symmetry and results in an increase of Z´ to 4.  

a) b)  

Figure 3.10: Comparison between a) VAGKUM and b) WOCPEM01  asymmetric units. There 

are similarities in the positioning of the sulfonamide group which may have resulted in the 

erroneous disorder conclusion for VAGKUM. The visualisation was achieved using Olex2.112 

An overlay of the four independent molecules is shown in figure 3.10 b). The presence of 

pseudo-symmetry can complicate the choice of space group.153,156 If pseudo-symmetry is 

mistaken for true crystallographic symmetry, this will result in an erroneous structural 

solution.156 Within the experimental XRD data, a pseudo-symmetric structure produces 

strong reflections arranged as expected, but the deviation from regularity produces 

additional weak reflections.157 This was observed for IND. A direct comparison of the overlaid 

IND molecules in WOCPEM01 to VAGKUM in figure 3.10 shows the similarity in how the 

sulfonamide group is modelled. It is theorised that VAGKUM and WOCPEM are modelling 

the same material, but the key difference is that VAGKUM has mistaken the pseudo-

symmetry for disorder. 

R-factor Variation 

WOCPEM does have a considerably larger R-factor (8.7%) relative to VAGKUM (3.7%). 

Several factors do contribute to the final R factor which may result in a higher value for a 

better structure.146,159 One of which is the wavelength used as this can increase the number 



47 | P a g e  
 

of reflections considered.79 This correlates with the number of reflections considered by 

WOCPEM relative to VAGKUM as the former reflects the inclusion of additional weak 

reflections present in the WOCPEM and WOCPEM01 data.160  

3.6.2 PXRD 

Alongside the SCXRD study, the PXRD pattern was analysed further with the help of Prof. 

Ivana Radosavljevic Evans to determine whether the weak reflections are observed. The (hkl) 

file from SCXRD data acquisition can provide insight about the intensities of the reflections 

in the CIF file.161  

 

Figure 3.11: The truncated experimental PXRD pattern of WOCPEM01 with the positions and 

very weak intensities for the (300), (310) and (111) reflections of unit cell marked with an 

asterisk (*). The data has been visualised in Topas Academic Software by Prof. I. R. Evans.137  

The presence of superstructure reflections is indicative of a pseudo-symmetric structure. The 

simulated PXRD patterns of VAGKUM and WOCPEM in figure 3.4 look identical on first glance 

but further inspection of the simulated patterns saw additional superstructure reflections 

for WOCPEM. As NMR indicated that WOCPEM (and WOCPEM01) was the correct structural 

model, there was the possibility that the very weak reflections would be seen in the acquired 

PXRD pattern. 

 As shown in figure 3.11, relative to the other reflection intensities, the highlighted 

superstructure reflections for WOCPEM01 were around 3-4 orders of magnitude less than 

other reflections but critically, they were present. To exaggerate the weak intensities, a log 

scale was used to compress the vertical axis. 

Table 3.7 also reflects this with comparison of the average intensities between expected 

reflections and identified superstructure reflections from the hkl file. Overall, the evidence 

of superstructure reflections in the PXRD data further supported that WOCPEM (and 

WOCPEM01) is the correct structural model of IND.  
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Table 3.7: Tabulation of (hkl) intensities for WOCPEM01 which are superstructure 

reflections.4 

(hkl) Reflection Average 

Intensity (I) 

σ(I) 2θ / ° 

(3,0,0) 9.9 1.2 8.6 

(3,1,0) 13.9 1.8 10.2 

(1,1,1) 25.4 2.4 12.6 

(4,0,0)5 119.0 9.3  

(16,0,0)4 3053.1 228.9  

 

3.7 Conclusions 

 

This chapter aimed to demonstrate the power of NMR crystallography in the validation of 

structural models through the example of IND. From the 13C NMR alone, it was 

straightforward to identify that Z´ is greater than 1, hence determining that WOCPEM is the 

most likely structural model. This was reinforced with lineshape analysis as well as first 

principles calculations. To determine why there are discrepancies between the models, a 

crystallographic investigation was conducted. It identified that IND is a molecular organic 

solid that exhibits pseudo-symmetry and that VAGKUM mis-identified this as disorder. 

 

 

 

 

 
4 To note, for each reflection, the absolute average of all related intensities and related averaged errors 
(σ) were calculated from the individual values located in Table A1 in the Appendix.  

5 The hkl reflections of (4,0,0) and (16,0,0) have been included solely as a comparison of the intensity 
magnitude to the identified superstructure reflections in figure 3.11. The 2θ values have not been 
included.  
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Chapter 4: Development of a Bayesian 

Probability-Based Workflow to Aid 

Solid State NMR Assignment 

4.1 Introduction 
 

A key step in any structural study is the assignment of chemical shifts to molecular sites. This 

is particularly important when the acquired experimental data is being used for 

comprehensive structural studies rather than as a conventional fingerprint tool. The NMR 

crystallographic approach can facilitate this where agreement between experimental 

chemical shifts and GIPAW calculated chemical shifts, reinforced by additional experimental 

data, can indicate the compatibility of a proposed assignment.10,12 The benefit of additional 

experimental data to aid assignment has been highlighted in several reviews.10,12,38,82  

The use of calculated chemical shifts has been instrumental in the identification of mis-

assignments within the literature.10 Such examples include naproxen162–164 and 6-

aminopencillanic acid (6-APA)165–167 whose initial assignment were revised when the 

inclusion of additional experimental data and corresponding calculated chemical shifts 

resulted in a modified assignment. Unfortunately, mis-assignments are somewhat common, 

as highlighted in the 2020 review by Hodgkinson.10 Therefore, methods by which to avoid 

such scenarios are desirable. 

The 2020 review also highlighted how spectral overlap can complicate assignment. This was 

seen for naproxen where the disputed assignment region involved partial overlap of the 13C 

signals.162–164 Methods, such as MAS and robust decoupling sequences, can be used to 

improve signal resolution, but particularly for 1H signals, overlap can remain. As a result, 

assignments tend to be partial where well-resolved 13C or 1H signals are confidently assigned 

whilst less resolved signals require additional data acquisition. This means replication of a 

published assignment can be tedious and difficult to achieve. The problem is only 

exacerbated when the number of signals increase for more complex materials, such as Z´ > 

1 materials. 



50 | P a g e  
 

To tackle overlap, experimental methods, such as spectral-editing and multidimensional 

spectra, can be used to provide additional insight. This is demonstrated for L-tyrosine methyl 

ester hydrochloride (Tyr) in figure 4.1. As seen in the 50-55 ppm region, there is partial 

overlap of two signals so the environments (marked with asterisks) cannot be assigned 

confidently. However, with the 13C NQS spectrum in red, a confident assignment can be made 

where the Me group is assigned to the higher frequency signal of 53.7 ppm and the CH signal 

to 53.1 ppm. The 13C NQS can be used to distinguish between quaternary and protonated 

carbons, as discussed in section 2.2.2, however, the fast rotation of CH3 groups reduces the 

suppression observed.50 This then allows for the distinction between the CH and the CH3 

peaks in Tyr, as seen in figure 4.1 below. Interestingly, if only the GIPAW calculated chemical 

shifts were considered, the assignment would be incorrect.  

 

Figure 4.1: A 13C CP/TOSS (top) and 13C CP/TOSS/NQS (NQS) of L-tyrosine methyl ester 

hydrochloride with the GIPAW calculated chemical shifts visualised with blue triangles. 

Acquisition parameters can be found in Section 4.2.  

4.1.1 Quantitative Methods to Assess Solid state NMR Assignment  
The quantification of assignment compatibility tends to be limited to the agreement 

between the experimental and calculated chemical shifts. There are several methods to 

evaluate agreement including Mean Absolute Error (MAE) in equation 4.1, and root-mean-

square deviation (RMSD) in equation 4.2. The outputted values reflect how much the 

proposed experimental assignment deviates from the calculated chemical shifts.10 

= | exp  calc |

C   SS

N S

  

                                

        
            
    

              

Me C  8 6 8

C Me  2 9 92
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MAE = 
∑ |𝛿exp,𝑖 − 𝛿calc,𝑖|𝑖

𝑁
 Eq. 4.1 

 
 

 

RMSD =  √
1

𝑁
∑(𝛿exp,𝑖 − 𝛿calc,𝑖)2

𝑁

𝑖

 Eq. 4.2 

 

These metrics tend to pragmatically evaluate and potentially validate global assignments but 

they tend to falter when faced with overlap as the agreement between possible assignments 

do not indicate a preference. Typical values for a respectable agreement for 13C and 1H 

chemical shifts is around 1.9 ± 0.4 ppm and 0.33 ± 0.16 ppm, respectively.103,168 So, if possible 

assignments fall within these bounds, it is difficult to argue which assignment is most 

preferable. As an assignment queries small differences between signals in a similar region of 

the spectrum, the metrics do not aid in the process unless additional weighting parameters 

are introduced. However, this can complicate interpretation more, as decisions must be 

made as to how the weighting is done which can introduce ambiguity.10 For context, the two 

possible assignments of Tyr discussed in figure 4.1, the resulting RMSD values (which are 

equally weighted) were 1.13 and 1.06 ppm. Both values fall within the proposed 13C bounds 

and only vary by 0.07 ppm so no distinction is achieved. Additional quantitative methods 

have also been proposed to consider other pieces of experimental data such as the approach 

by Brus and Czernek to evaluate 1H-13C HETCOR quantitatively. However, this method suffers 

poor convergence and is not straightforward to implement so will not be discussed 

further.164,169,170  

4.1.2 Bayesian Probability in NMR 
In Solution 

Another way to evaluate the compatibility of an assignment is through Bayesian probability-

based methods. The DP4 parameter, first proposed by Smith and Goodman in 2010, has been 

embraced within the solution-state NMR community.27  Its implementation has resulted in 

over 650 citations at time of writing, with several iterations published since.28,29,179,171–178 

DP4 was designed to calculate the relative probability between alternative structures, mainly 

diastereoisomers, through comparisons between the experimental and calculated 13C and 1H 

chemical shifts.27 To note, this has been taken a step further with the DiCE workflow where 

15N chemical shifts can also be considered.176 Critically, DP4 was demonstrated to outperform 
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alternate metrics, such as MAE, in identifying the correct diastereoisomer from the 

possibilities.27  

There are two key assumptions made when using DP4. First, the workflow assumes that the 

error (e), defined as the absolute difference between the experimental and calculated 

chemical shift values, is random and uncorrelated. The second assumption is that the 

resulting error values can be fitted to either a Student’s t distribution, defined by the mean 

(µ), standard deviation (𝜎) and degrees of freedom (𝜈)27 or a normal distribution, defined by 

µ and 𝜎.172 Most recent iterations of the DP4 script have adopted the latter distribution 

function.172–174,177 The mathematical expressions for distribution functions used in DP4 and 

iterations are shown in equations 4.3 and 4.4. The µ is assumed to be 0, due to the associated 

linear scaling of calculated chemical shifts, and the 𝜎 values (and 𝜈 values where appropriate) 

are nucleus specific. Pshift,A refers to the individual probability of assignment A, 𝑇 represents 

the Student’s t distribution and 𝑁 reflects the normal distribution. These are cumulative 

distribution functions. 𝜎 (and 𝜈 in equation 4.3) are chosen based on the nucleus under 

study, as discussed further in section 4.3.2.  

 

𝑃𝑠ℎ𝑖𝑓𝑡,𝐴 = ∏1 − 𝑇𝑣 (
|𝛿𝑐𝑎𝑙𝑐,𝑘 − 𝛿𝑒𝑥𝑝𝑡,𝑘|

𝜎
)

𝑁

𝑘=1

 Eq. 4.3 

 
 

 

𝑃𝑠ℎ𝑖𝑓𝑡,𝐴 = ∏1 − 𝑁 (
|𝛿𝑐𝑎𝑙𝑐,𝑘 − 𝛿𝑒𝑥𝑝𝑡,𝑘|

𝜎
)

𝑁

𝑘=1

 Eq. 4.4 

  

𝐴𝐹(𝐴 𝑛𝑜𝑡 𝐵) =
𝑃𝐴

𝑃𝐴 + 𝑃𝐵
 Eq. 4.5 

 

Any chemical shift for any nucleus can be included in this way as long as the distribution 

parameters have been derived.176 To calculate the percentage, henceforth known as the 

agreement factor (𝐴𝐹), Bayes theorem can be used to discriminate between alternative 

possibilities. This is shown in equation 4.5 but explained further with the following example. 

Take two assignments, A and B, with the individual probabilities (𝑃𝑠ℎ𝑖𝑓𝑡,𝐴 and 𝑃𝑠ℎ𝑖𝑓𝑡,𝐵) which 

are calculated using equation 4.4. The 𝐴𝐹 for each assignment, in percentage units, can then 

be calculated using equation 4.5 to determine the probability that either A or B is correct. As 

it is a relative probability, any systematic limitations are cancelled out and the sum of the 

two 𝐴𝐹 values must be equal to 100%.  
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In solids 

Within the solid state, the application of Bayesian probability-based methods is not novel as 

the Ceriotti and Emsley groups were the first to propose a Bayesian workflow.180,181 Engel et 

al. initially proposed a Bayesian approach to help determine confidence in the identification 

of experimental crystal structures through the agreement between experimental and GIPAW 

calculated chemical shifts.180 This has been built on in the subsequent 2021 publication by 

Cordova et al. where the Bayesian approach has been used to determine the compatibility 

of a proposed experimental assignment to a 2D structure.181 This was achieved with the 

construction of a chemical shift database that used both the CSD and a machine learning 

model to generate chemical shift predictions. From the assembled database, the 

probabilistic assignment of the considered materials was then assessed.181 An alternative 

approach is OPTICS, which is more reflective of the original DP4 paper, where the error 

distribution is evaluated using the Student’s t distribution.182 The approach was developed 

using the fundamentals of the solution-state DiCE workflow,176 where the aim of OPTICS is 

to evaluate 13C chemical shifts in order to identify the correct polymorph present in the 

acquired experimental data.182 However, neither approach quantitatively considers 

additional experimental data, such as spectral-editing and 2D experiments.  

4.1.3 Aims of this Work 
The aim of this work was to establish a proof of principle for a Bayesian probability-based 

workflow that allows the incorporation of additional experimental data to quantitatively 

determine the percentage compatibility of an assignment. The workflow implementation will 

be discussed through a worked example of Tyr alongside a selection of model systems. It is 

hoped that, with the establishment of precedent, future work will focus on the development 

of a semi-automated workflow. This will allow not only collation of acquired data in one 

place, but also a straightforward evaluation of compatibility for a proposed assignment 

within a processing software.  

4.2 Materials and Methods 

4.2.1 Synthesis 
L-tyrosine methyl-ester hydrochloride (Tyr) (CAS Number: 2417-91-2), isoniazid (INH) (CAS 

Number: 54-85-3) and co-formers 2-hydroxycinnamic acid (2HCA) (CAS Number: 614-60-8), 

3-hydroxycinnamic acid (3HCA) (CAS Number: 588-30-7) and 4-hydroxycinnamic acid (4HCA) 

(CAS Number: 501-98-4) were purchased from Merck Life Sciences Ltd and used without 

further purification.  
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The co-crystals, INH-2HCA, INH-3HCA and INH-4HCA were successfully synthesised via liquid 

assisted grinding (LAG) of a 0.5 g 1:1 stoichiometric ratio of INH and the related co-former 

with minimal quantities of MeOH (< 1 mL) for 35 minutes.183 To ensure the co-crystals were 

generated successfully, the 1D 13C CP/TOSS spectrum was compared to reference 183.183 

Crystallographic data was acquired previously183 (Supplementary publications CCDC 

1993881-1993887) for INH-2HCA (PUMFOV), INH-3HCA (PUMGOW) and INH-4HCA 

(PEHFUF01). For tyrosine methyl-ester hydrochloride, the CSD deposit, YEFTUZ,184 was used. 

For published data discussed in Section 4.5, the relevant publications have been cited 

alongside the specified crystallographic files used to calculate the isotropic shieldings. 

4.2.2 Solid state NMR 
For Tyr and the INH co-crystals, the experimental data was acquired using an Oxford 

superconducting magnet operating at 11.7 T (13C of 125.65 MHz), and a Bruker AVANCE III 

HD console which corresponds to frequencies of 499.69 (1H) and 125.65 (13C) MHz. The data 

was collected using a 4 mm HX magic-angle spinning probe at ambient temperature. The 13C 

chemical shifts were referenced using the high frequency signal (δiso(13C) = 38.5 ppm) 

of adamantane. The chemical shifts for the second axis in the 2D 1H-13C HETCOR spectra were 

referenced by using the relevant 1D 1H MAS spectra or by using calculated characteristic 1H 

chemical shifts. For the INH co-crystals, 1H NMR spectra were obtained under fast MAS with 

a recycle delay of 180 s over 16 transients using the 9.4 T Bruker AVANCE III instrument. The 

experimental data was acquired by Dr. David Apperley.  

13C CP/MAS measurements were recorded with49 and without sideband suppression 

between 9 and 10 kHz. The recycle delay and contact time were optimised for each sample 

but typical values for the contact time were 0.1 ms where acquisition was over 64-256 

transients with SPINAL-6442,185 used as the heteronuclear decoupling element at a 1H 

nutation frequency of approximately 73 kHz and a 1H 90° pulse length of 3.4 µs (INH-2HCA, 

Tyr) or 3.6 µs (INH-2HCA, INH-4HCA). Non-quaternary suppression (dipolar dephasing / NQS) 

spectra50 were acquired with a typical dephasing delay of  0 μs whilst 1H-13C HETCOR spectra 

were recorded at 10 kHz MAS with a Hartmann-Hahn47 CP under sample-specific optimised 

conditions.44,51,52  In general, the contact times used were 0.1 ms and 0.4 ms with a sample 

optimised recycle delay. An FSLG pulse element44 was used for homonuclear decoupling 

(FSLG 2𝜋 pulse of 19.8 µs) whilst SPINAL-6442,185 used as the heteronuclear decoupling 

element at a 1H nutation frequency of approximately 73-75 kHz (sample dependent) and a 

1H 90° pulse length of 3.2 µs (INH-3HCA, INH-4HCA), 3.4 µs (Tyr) or 3.6 µs (INH-2HCA). 32-80 

transients were collected for each of the 64 (INH-2HCA, INH-3HCA, INH-4HCA) or 24 (Tyr) t1 
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increments with a spectral width of 50 kHz and approximately 19-20 kHz in F2 and F1 

respectively. The States-TPPI method was used to achieve sign discrimination with a 8 step 

phase cycle.  

4.2.3 Calculations 
In this work, the GIPAW method implemented in CASTEP, version 22.1 was used.85 

Calculations were performed as described in previous chapters. The cut-off energy for the 

geometry optimisation was set to 600 eV with a maximum k-point spacing of 0.1 Å−1 and a k-

point offset of (¼,¼,¼) in fractional reciprocal space. The NMR parameter calculation used 

the same parameters, except the value Ecut, was increased to 900 eV after convergence 

testing on a select group of molecules, as seen in section 2.5.2.94,98 Only the H-atom positions 

were geometry optimised. 

4.3 Workflow Development 

4.3.1 Methodology Overview 
An essential feature of the Bayesian approach is that information from multiple experiments 

can be incorporated simply by multiplying the resulting values together to determine the 

overall 𝐴𝐹. Chemical shifts are evaluated using equation 4.4 but in order to incorporate 

additional experimental data, an alternative term would be required. The individual error 

values were instead assigned based on the type of experiment6 (𝑒𝜆,𝑖), as shown in equation 

4.6 where 𝜆 reflects the type of experiment under consideration.  

𝑃𝜆,𝐴 = ∏𝑒𝜆,𝑖

𝑁

𝑖=1

 Eq. 4.6 

  
𝑃(𝐴) = 𝑃𝑠ℎ𝑖𝑓𝑡(𝐴)𝑃𝑁𝑄𝑆(𝐴)𝑃𝑆𝐶𝐻𝐸𝑇(𝐴)…   Eq. 4.7 

  
 

 

The individual values of 𝑒𝜆,𝑖  have been summarised in table 4.1 which are specific to the type 

of experiment and the information that is obtained. The additional “evidence” from these 

experiments can then be easily incorporated into 𝑃(𝐴) of equation 4.5 through 

multiplication of the resulting probabilities, as shown in equation 4.7. 

 

 
6 The values of 𝑒𝜆,𝑖 stated in table 4.1 have been determined based on the level of confidence one can 
place on a given experiment in relation to the information it provides. For example, in this chapter, a 
higher 𝑒𝜆,𝑖  value is used for the scHETCOR spectrum relative to the 13C NQS spectrum as the 13C NQS 
experiment can suffer from inefficient suppression, as discussed further in Section 4.4.1 for Tyr. 
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Table 4.1: The type of experiment, information derived and probability determination. 

Experiment Information Determination of Probabilities (Pλ,A) 

13C & 1H 

Chemical 

Shifts 

Agreement 

between 

experimental 

and calculated 

chemical shifts 

Equation 4.4 

13C NQS 

Suppression of 

CH and CH2 

signals 

Equation 4.6 where eNQS  is 0.8 

Peak is suppressed for CH/CH2 signal eNQS 

Peak is present for C/Me signal eNQS 

Peak is suppressed for C/Me signal 1 − eNQS 

Peak is present for CH/CH2 signal 1 − eNQS 

1H-13C 

scHETCOR 

(Short 

Contact 

Time) 

Whether an 

environment is 

protonated 

Equation 4.6 where eSCHET  is 0.9 

Cross peak present for CH/CH2/CH3 signal eSCHET  

Cross peak absent for C signal eSCHET 

Cross peak absent for CH/CH2/CH3 signal 1 − eSCHET 

Cross peak present for C signal 1 − eSCHET 

1H-13C 

lcHETCOR 

(Long 

Contact 

Time) 

Long-range 

dipolar 

correlations 

dependent on 

C-H distance 

(r) 

Equation 4.6 where eLCHET  is 0.75  

AND is C-H distance dependent (r)  

Cross peak present where r < 1.5 Å eLCHET + 0.15 

Cross peak present where 1.5 Å < r < 2.5 Å eLCHET 

Cross peak present where 2.5 Å < r < 5.0 Å eLCHET  − 0.15 

Cross peak absent where 2.5 Å < r < 5.0 Å 1.15 – eLCHET  

Cross peak absent where 1.5 Å < r < 2.5 Å 1 − eLCHET 

Cross peak absent where r < 1.5 Å 0.85 –  eLCHET  
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4.3.2 Workflow Implementation 
Objectives 

The complete, or as near as complete, assignment of the 13C chemical shifts is the primary 

objective of the workflow. The secondary objective is to aim for a complete, or as near as 

complete, assignment of the 1H chemical shifts. This is because a near-complete 1H 

assignment is sometimes critical to understand features of the material studied, such as 

intermolecular contacts.186,187 

Stages 

The workflow is an iterative approach that is split into stages. This allows for the introduction 

of new data until the desired objective is reached. This does vary from OPTICS, which focuses 

on 13C chemical shifts whilst Cordova et al. focuses on characterisation based on a 2D 

structure.180,181 The latter approach is ambitious and tackles the problem of ‘de novo’ 

chemical shift-based NMR crystallography.10 This varies from the proposed workflow, where 

it is assumed that the 3D crystallographic structure is known but the assignment is not. 

Choice of Thresholds 

For this workflow, a set of 𝐴𝐹 thresholds were used to reduce the number of possible 

assignments under consideration and to identify a confident assignment. If an 𝐴𝐹 exceeds 

90%, it is considered a confident assignment so no further experimental validation is 

required. In contrast, if an 𝐴𝐹 value falls below 1%, the assignment is discarded, thus 

reducing the possible assignments under consideration. This has been exemplified for the 

worked example Tyr in section 4.4. The magnitude of the raw probabilities can also be used 

to limit the number of possible assignments, as seen for naproxen in section 4.5.  

Choice of Distribution and Associated Parameters 

So, as to mirror the current iteration of DP4,  the normal distribution has been used to 

evaluate error.177,180 The values of 𝜎 used in DP4 were 2.27 ppm and 0.19 ppm respectively 

for 13C and 1H but in order to reflect the variation in calculation methods (B3LYP functional188 

against PBE-based GIPAW calculations94,98), more conservative values of 𝜎 were adopted.  

The values used were 2.3 ppm and 0.5 ppm for 13C and 1H respectively which were chosen 

based on the upper uncertainty limits proposed by Salager et al.103 In contrast, OPTICS, used 

values of 0.07 ppm, 1.71 ppm and 6.25 for 𝜇, 𝜎 and 𝑣 which were determined from a fit of 
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1111 chemical shifts to a Student’s t distribution.182  he choice of Student’s t distribution 

was appropriate as the value of ν was small.  

Referencing  

First principles calculations of chemical shieldings require conversion to scaled and 

referenced GIPAW calculated chemical shifts prior to comparison to experimental data. 

There are a variety of different approaches to referencing within the literature, which is 

reflected in the publications that discuss solid state Bayesian probability approaches.180–182  

The method used in this work was system-specific, ‘on-the-fly’ linear regression of the 

calculated shieldings against the experimental chemical shifts where the gradient (m) was 

set to –1. Engel et al.180 did describe how allowing the gradient to deviate from –1 can be 

helpful to remove system-dependent systematic errors but, in order to be effective, it 

requires a spread of values across a wide frequency range and it is more appropriate when 

calculating RMSD.10 When environments are clustered, as seen in section 4.5, the reference 

scaling term (𝜎𝑟𝑒𝑓) can vary considerably when m is allowed to deviate therefore, regression 

can be poor. It was therefore judged to use scaling that set m to –1.   

An alternative referencing approach is benchmark studies where a large collection of 

systems are used to establish referencing parameters.104 This is a preferred approach when 

a solid material has only a few environments, such as 15N, so as to avoid scaling to a straight 

line.176 There is no correct approach but as reference parameters can be system-dependent 

and vary noticeably for particular environments, system-specific scaling is used for this 

workflow.104,180 The wide variation for environments was noted by the authors of the OPTICS 

approach, where despite their preference of benchmark scaling, deviations of up to 10.6 ppm 

were seen between calculated and experimental chemical shifts.182  

Grouping  

Rather than considering all of the possible global assignments, the workflow is greatly 

simplified by the grouping of 13C (and 1H where appropriate) resonances according to their 

13C (or associated 13C) chemical shift. This then can identify which groupings require 

evaluation but also environments that can be omitted as their assignment is certain. This is 

a similar approach to Cordova et al., where the resonances were grouped based on their 

protonation state.181 This type of grouping was suitable as their input was a 2D molecular 

structure which carries a greater risk of incorrect chemical shift prediction.  
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For this chapter, the groupings were capped at 4 environments to keep the possible 

assignments limited to 24 unique possibilities (as N distinct environments results in N! 

possible assignments). If there is an increase of 1, the possible assignments increases to 120. 

This will ultimately be unfeasible to calculate by hand but will be a key area that will be 

developed and automated once precedent for the workflow has been determined.  

Consideration of Overlap 

As the workflow focuses on a known crystal structure, the calculated chemical shifts, in 

theory, should match the number of the experimental chemical shifts present in the data. 

Unfortunately, overlap remains a common limitation.  

For DP4, the recommendation for overlapped resonances was to find the midpoint and 

assign all relevant environments to the same chemical shift as there was limited effect on 

the overall metric.27 However, this is not practical in the solid state as overlap is much more 

common and averaging such environments would result in the loss of key information. 

Instead, overlap has been incorporated into this workflow, where more than one 

environment can be assigned to a particular chemical shift. The resulting probabilities and 

subsequent 𝐴𝐹s also need to take the presence of overlap into account. This is best 

demonstrated for the INH co-crystals in section 4.5, where similarities in the co-crystal 

structure result in a narrow range of both 1H and 13C frequencies which exhibit overlap.  

4.4.4 Worked Example 
 

To demonstrate how the workflow calculates compatibility of a proposed assignment, Tyr  

has been used as an example. There are 10 carbon environments, labelled from C1 to C10, 

which were grouped based on their 13C chemical shift, as shown in table 4.2.  
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Table 4.2: Proposed groupings of the experimental chemical shifts of Tyr alongside the GIPAW 

calculated  13C and 1H chemical shifts for each environment.7  

Grouping 
Experimental 13C (1H) 

Chemical Shifts / ppm 
Possible Assignments 

Calculated 13C(1H)  

Chemical Shifts / ppm 

1 171.0 C1 172.6 

2 157.8 C7 160.7 

3 135.8 C5 136.6 

4 

126.8 (5.4) 

121.9 

118.5 (5.5) 

116.2 (6.2) 

C4, C6, C8, C9 

C9 – 125.6 (5.1) 

C4 – 122.4 

C8 – 118.1 (5.5) 

C6 – 114.8 (6.3) 

5 
53.7 (3.1) 

53.1 (3.9) 
C2, C10 

C2 – 52.6 (4.2) 

C10 – 51.4 (3.1) 

6 34.7 (2.4) C3 34.7 (1.9, 2.6) 

 

The overall workflow is shown in figure 4.2 with the considered experimental data in figure 

4.3.. The two groupings of interest were Groups 4 and 5 and these have been evaluated in 

figure 4.2. The other groupings did not need to be considered as their assignment can be 

confidently identified based on qualitative comparison between experimental and calculated 

chemical shift in table 4.2. 

 

 
7 The  CSD deposit, YEFTUZ was used as the input .cif file for the calculations. The σref values used for 
13C and 1H were 167.9 and 29.3 ppm. 
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Figure 4.2: Graphical representation of the assignment workflow for Tyr. For each group of 

resonances with similar shifts, the possible assignments of carbon sites to 13C chemical shifts 

(in ppm) are listed. At each stage, the probability of a given assignment is determined and 

from this, an overall colour-coded 𝐴𝐹 value is calculated. If an assignment exceeds the 90% 

threshold, a confident assignment can be made.  Where this threshold is not met, additional 

data is added in subsequent stages, and the overall 𝐴𝐹 re-calculated. Note, in the fourth 

group, the number of possible assignments has been reduced from 24 to 6 due to the 

application of 𝐴𝐹 < 1% filter. The relevant raw probability values have been highlighted in 

yellow whilst the most probable assignment in each group is highlighted in grey.  
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4.4.1 Workflow Implementation – Stage 1 
Stage 1 of the workflow takes into account the 13C chemical shifts alongside the combination 

of short-contact 1H-13C HETCOR and 13C NQS experiments. The latter two experiments are 

considered together as they are expected to provide complementary information in relation 

to the presence of protonated and quaternary carbons. The short-contact 1H-13C HETCOR 

experiment also provides the experimental 1H chemical shift assignment, as demonstrated 

in figure 4.3.  

 

Figure 4.3: Experimental data for Tyr used in Stages 1 and 2 alongside the molecular structure 

of Tyr with Group 4 in blue and Group 5 in pink. Annotations of the 13C NQS data reflect 

whether the signal is observed (Obs) or suppressed (Red) whilst Y/N refer to the presence of 

a cross peak in the short-contact 1H-13C HETCOR spectrum where Groups 4 (blue dashed box) 

and 5 (pink dashed box) are identified. Inset is a zoomed in region focussing on the 50–54 

ppm region of the partially overlapped signals, demonstrating the resolved 1H chemical shifts 

that can be used in Stage 2. 

To evaluate the 13C NQS spectrum, the annotations in figure 4.3 refer to whether the 

environment has experienced a reduction in intensity relative to the 13C CP/TOSS spectrum 

or not. To note, the 13C NQS experiment did not fully suppress the aromatic CH signals 

relative to the known CH2 signal at 34.7 ppm, as the suppression is disrupted by the mobility 

of the ring and has been documented previously.60   his is why the ‘red’ annotation has been 

used rather than ‘suppressed’. From figure  .3, values of 𝑒𝑁𝑄𝑆 can be assigned for each 

environment in each possible assignment and combined using equation 4.6. 
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The short-contact 1H-13C HETCOR experiment has been used for two purposes in this 

example. Firstly, in stage 1, it is used to determine whether a cross peak is present at a 

particular carbon signal and this is independent of the associated 1H chemical shift. Once it 

is determined whether a cross peak is present or not, the appropriate 𝑒𝑆𝐶𝐻𝐸𝑇 value can be 

assigned for each environment in each possible assignment. 

Using the information derived from the 13C NQS and short-contact 1H-13C HETCOR spectra, 

equation 4.7 can be used and this resulted in the confident assignment of group 5 as the 90% 

threshold was achieved. The quantitative inclusion of the 13C NQS data was pivotal as 

suppression was expected for the CH signal but not for the Me signal. Group 5 also 

demonstrates how the 13C NQS spectrum and short-contact 1H-13C HETCOR spectrum can 

provide different information. In this example, the short-contact 1H-13C HETCOR data 

provided no additional insight in Stage 1 as both environments are protonated. There are 

other techniques that can be used to distinguish between different protonation states, such 

as 1D variants of 13C MAS-J-HSQC experiment used by Cordova et al.181 but also 13C CPPI 

spectra, as discussed for piroxicam in section 4.5.4.182 

The 90% 𝐴𝐹 threshold was not reached for Group 4 but filtering of the possible assignments 

could be used. As shown in figure 4.2, the majority of the possible assignments in Group 4 

do not exceed the 𝐴𝐹 < 1% threshold. Therefore, they can be disregarded. The remaining 

possible assignments for consideration in Stage 2 consistently assigned C4 to 121.9 ppm, 

therefore C4 could confidently be assigned to 121.9 ppm and not included in Stage 2. 

4.4.2 Workflow Implementation – Stage 2 
The second purpose of the short-contact 1H-13C HETCOR experiment in this example was the 

determination of the 1H chemical shifts. These were used in Stage 2. Their incorporation into 

the workflow reflects the 13C chemical shifts, where the only variation is the choice of σ in 

equation 4.4. For the 6 possible assignments in Group 4,  the 𝐴𝐹 threshold of 90% is 

achieved, therefore no additional experimental data was needed. At this point, the most 

probable assignment for Tyr has now been proposed.  

4.5 Model Systems 
 

To demonstrate different scenarios where the workflow can be used, a selection of model 

systems have been studied.  
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4.5.1 INH Co-crystals 
Isoniazid (INH) is an antitubercular drug with poor stability in the solid state. This has led to 

interest in co-crystallisation of INH with other materials in order to improve its 

stability.183,189,190 One set of coformers studied for co-crystallisation were cinnamic acid 

derivatives (2HCA, 3HCA and 4HCA), as detailed by Mashhadi et al.183 A variety of different 

co-crystals were prepared and characterised with a selection of techniques, including 

SSNMR, however, due to significant overlap, there was no structural assignment, so this 

provided a great opportunity to apply the workflow. 

 

Figure 4.4: Labelled molecular structures of INH and the associated coformers 2HCA, 3HCA 

and 4HCA. 

The experimental data considered were the 13C and 1H chemical shifts, 13C NQS and both 

short-contact and long-contact 1H-13C HETCOR spectra. The choice of referencing, where m 

is set to −1 was appropriate for these systems due to clustering of both 1H and 13C chemical 

shifts.191 For example, in INH-4HCA, the 𝜎𝑟𝑒𝑓  used was 30.1 ppm but if m was allowed to 

deviate, the 𝜎𝑟𝑒𝑓  decreased to 24.7 ppm, which can have a significant impact on the resulting 

calculated chemical shifts. Therefore, m of −1 was used.  

Inclusion of Long Contact 1H-13C HETCOR Spectra 

In order to include information from the long-contact 1H-13C HETCOR spectrum, the 

predicted C-H distances for the calculated cross peaks need to be considered. This is because 

of the 1/r6 relationship between the C-H distance (r) and cross peak intensity, where shorter 

C-H distances result in stronger cross peaks.186,187 This is the distinction between the short-
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contact and long-contact 1H-13C HETCOR experiments within the workflow. The short-contact 

variant informs on whether a particular environment is protonated or not (independent of 

1H chemical shift) as well as providing the 1H chemical shifts where appropriate. In contrast, 

the long-contact variant takes into account both the 1H chemical shift in the indirect 

dimension alongside the associated C-H distance in order to identify firstly, whether a cross 

peak is present, and second, to decide the appropriate eLCHET value to use. 

4.5.1.1 INH-2HCA 
Beginning with INH-2HCA, there were 7 groupings, 4 of which have been considered in the 

workflow, as shown in table 4.3 and figure 4.5 below. The considered experimental data can 

be seen in figure 4.6. 

Table 4.3: Proposed groupings of the experimental chemical shifts of INH-2HCA alongside the 

GIPAW calculated  13C and 1H chemical shifts for each environment.8  

Grouping 
Experimental 13C (1H) 

Chemical Shifts / ppm 
Possible Assignments 

Calculated 13C(1H)  

Chemical Shifts / ppm 

1 172.6 C9 169.8 

2 165.6 C16 162.8 

3 156.3 C2 158.3 

4 
150.1(8.8) 

146.5(8.7) 
C13-H13, C14-H14 

C13 – 152.0(8.8) 

C14 – 146.2(8.6) 

5 
139.8(8.2) 

133.2(7.0) 
C4-H4, C7-H7, C11 

C7 – 142.4(8.5) 

C11 – 139.0 

C4 – 135.2(6.8) 

6 
124.3(7.9) 

120.7(8.4) 

C1, C6-H6, C12-H12, 

C15-H15 

C6 – 124.1(7.6) 

C12 – 123.7(8.1) 

C15 – 122.2(8.6) 

C1 – 120.7 

7 

119.0(6.3) 

118.2(7.5) 

117.2(7.5) 

C3-H3A, C5-H5, C8-H8 

C3 – 118.2(7.5) 

C5 – 117.9(5.8) 

C8 – 115.7(8.0) 

 

 
8 The parameters used in the GIPAW calculations can be found in section 4.2.3. The σref values used for 
13C and 1H were 166.3 and 30.7 ppm, respectively. 
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Figure 4.5: Graphical representation of the assignment workflow for INH-2HCA. For each 

group of resonances with similar 13C chemical shifts, the possible assignments of carbon sites 

to 13C chemical shifts (in ppm) are listed. At each stage, the probability of a given assignment 

is determined and from this, an overall colour-coded 𝐴𝐹 value is calculated. The relevant raw 

probability values used in the 𝐴𝐹 < 1% filter have been highlighted in yellow whilst the most 

probable assignment in each group is highlighted in grey. 

At the end of Stage 1, Groups 4 and 5 saw 𝐴𝐹 values of over 90% so a confident assignment 

could be made. On the other hand, Groups 6 and 7 needed additional experimental 

verification. Group 6, in particular, was affected by overlap, as shown in the experimental 

data in figure 4.6. This resulted in raw probability values which appear to contradict one 

another for the 120.7 ppm signal. At 120.7 ppm, there is a signal in the 13C NQS spectrum, 

which indicates a quaternary carbon, whilst the short-contact 1H-13C HETCOR spectrum 

displays a cross peak, indicative of a protonated carbon. This contradiction does provide key 

information that at 120.7 ppm, it is likely that there are at least two environments assigned 

to this signal and at least one of these environments will be quaternary. This was reinforced 
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further when the 𝐴𝐹 < 1% filter was applied as the number of possible assignments halved 

and resulted in the confident assignment of C1 to 120.7 ppm, as shown in figure 4.5. 

 

Figure 4.6: Experimental data for INH-2HCA with a) 13C CP/TOSS and 13C NQS, b) short-contact 

1H-13C HETCOR and c) long-contact 1H-13C HETCOR spectra. Annotations of the 13C NQS 

spectrum reflect whether the signal is observed (Obs) or suppressed (Red) whilst Y/N refer to 

the presence or not of a cross peak in the short-contact 1H-13C HETCOR spectrum. 1H-13C 

HETCOR spectra have dashed red boxes indicating the key cross peaks that influenced the 

resulting 𝐴𝐹s after Stage 2 and 3. Groupings have been marked on the 1H-13C HETCOR 

spectra. 

The reduction in the possible assignments for Group 6 was carried forward into Stage 2 

alongside Group 7. However, neither grouping achieved the 90% threshold so Stage 3 was 

conducted with the additional consideration of a long-contact 1H-13C HETCOR spectrum.  A 

long-contact 1H-13C HETCOR spectrum is shown in figure 4.6 where the dashed box focuses 

on the cross peaks associated with Groups 6 and 7. For each environment within each group, 

the predicted cross peaks were calculated. These were then used to determine whether a 

cross peak was present or not for a particular assignment. In order to determine whether a 
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predicted cross peak could be present, the related experimental 1H chemical shift is used. 

Once it has been estimated whether a cross peak is present or not, the calculated C-H 

distance can be used to assign the eLCHET value according to table 4.1. Unfortunately, the 90% 

threshold was not reached for both groups, as seen in figure 4.5, so a confident assignment 

cannot be specified but an assignment preference can be seen. 

4.5.1.2 INH-3HCA  
The workflow for INH-3HCA shown in figure 4.7 follows the same pattern as for INH-2HCA. It 

is a key example to demonstrate how important the quantitative consideration of additional 

data is. The critical grouping was Group 2, C3 and C16 in table 4.4, where at the end of Stage 

1, there is clear preference towards one particular assignment but by the end of Stage 3, 

once the 90% threshold has been achieved so the most probable assignment flips.  

Table 4.4: Proposed groupings of the experimental chemical shifts of INH-3HCA alongside the 

calculated  13C and 1H chemical shifts for each environment.9  

Grouping 
Experimental 13C (1H) 

Chemical Shifts / ppm 
Possible Assignments 

Calculated 13C(1H)  

Chemical Shifts / ppm 

1 172.1 C9 170.5 

2 
162.7 

159.3 
C3, C16 

C3 – 161.7 

C16 – 160.0 

3 
149.4(8.3,8.0) 

146.0(7.6) 

C7-H7, C13-H13,  

C14-H14 

C13 – 151.1(8.2) 

C7 – 150.9(8.1) 

C14 – 149.8(7.4) 

4 

137.9 

136.1 

132.1(7.6) 

C1, C5-H5, C11 

C1 – 136.4 

C11 – 135.1 

C5 – 132.3(7.7) 

5 

124.2(7.4) 

122.4(7.1) 

121.3(6.6) 

C2-H2A, C12-H12,  

C15-H15 

C12 – 123.5(7.1) 

C15 – 122.9(6.9) 

C2 – 121.4(6.5) 

6 
118.2(6.6) 

113.5(7.8) 
C4-H4, C6-H6, C8-H8 

C8 – 118.9(7.2) 

C4 – 117.8(6.4) 

C6 – 110.7(7.9) 

 

 
9 The parameters used in the GIPAW calculations can be found in section 4.2.3. The σref values used 
for 13C and 1H were 166.8 and 30.3 ppm, respectively.  
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Figure 4.7: Graphical representation of the assignment workflow for INH-3HCA. For each 

group of resonances with similar 13C chemical shifts, the possible assignments of carbon sites 

to 13C chemical shifts (in ppm) are listed. At each stage, the probability of a given assignment 

is determined and from this, an overall colour-coded 𝐴𝐹 value is calculated. The relevant raw 

probability values used in the 𝐴𝐹 < 1% filter have been highlighted in yellow whilst the most 

probable assignment in each group is highlighted in grey. 

The 1H chemical shifts were determined from the short-contact 1H-13C HETCOR spectrum, 

where, as shown in figure 4.8 b), the 149.4 ppm signal in Group 3 has two distinct 1H chemical 

shifts. This is reflected in the workflow where there are 3 possible assignments in Stage 1 but 

6 possible assignments in Stage 2. Unfortunately, Stage 3 for Group 3 did not exceed the 90% 

𝐴𝐹 threshold but this was largely due to the 1H chemical shift assignment. If just the 13C 

chemical shifts are considered, there is a clear preference for C14 at 146 ppm and C13 and 

C7 at 149.4 ppm. The 𝐴𝐹 < 1% filter could be used on Group 4 to reduce the number of 

possible assignments from 6 to 2 where C5 could be confidently assigned to 132.1 ppm. Stage 

2 was not required, as both C1 and C11 are quaternary, but at the end of Stage 3, a 

preference is seen. Groups 5 and 6 were run as usual where the 90% threshold was met in 

Stage 3 and 1, respectively.  
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Figure 4.8: Experimental data for INH-3HCA with a) 13C CP/TOSS and 13C NQS, b) short-contact 

1H-13C HETCOR and c) long-contact 1H-13C HETCOR spectra. Annotations of the 13C NQS 

spectra reflect whether the signal is observed (Obs) or suppressed (Red) whilst Y/N refer to 

the presence or not of a cross peak in the short-contact 1H-13C HETCOR spectrum. 1H-13C 

HETCOR spectra have dashed red boxes indicating the key cross peaks that influenced the 

resulting 𝐴𝐹s after Stage 2 and 3. Groupings have been marked on the 1H-13C HETCOR 

spectra. 

4.5.1.3 INH-4HCA 
5 groups were also evaluated for INH-4HCA, as shown in the workflow in figure 4.9, using the 

experimental data in figure 4.10. In similar fashion to INH-3HCA, Group 2 of C4 and C16 in 

table 4.5, saw a variation in assignment preference between Stage 1 and Stage 3, again 

highlighting the importance of including additional data.  
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Table 4.5: Proposed groupings of the experimental chemical shifts of INH-4HCA alongside the 

calculated  13C and 1H chemical shifts for each environment.10  

Grouping 
Experimental 13C (1H) 

Chemical Shifts / ppm 
Possible Assignments 

Calculated 13C(1H)  

Chemical Shifts / ppm 

1 172.5 C9 170.8 

2 
161.7 

160.2 
C4, C16 

C4 – 162.2 

C16 – 158.6 

3 
149.8(7.5) 

146.1(7.6) 

C7-H7, C13-H13,  

C14-H14 

C14 – 150.1(7.0) 

C7 – 149.2(7.9) 

C13 – 146.9(7.2) 

4 
140.6 

135.6(7.3) 
C2-H2A, C11 

C11 – 139.8 

C2 – 137.1(7.2) 

5 
125.5(8.1) 

123.6(7.0,7.2) 

C1, C6-H6, C12-H12, 

C15-H15 

C6 – 125.6(8.5) 

C1 – 125.5 

C12 – 12.2(7.0) 

C15 – 122.9(6.9) 

6 

119(7.0) 

116.1(5.7) 

114.9(6.4) 

C3-H3A, C5-H5, C8-H8 

C5 – 118.7(7.2) 

C3 – 115.7(5.5) 

C8 – 114.5(6.8) 

 

 

 
10 The parameters used in the CASTEP-GIPAW calculations can be found in section 4.2.3. The σref values 
used for 13C and 1H were 166.1, 30.0 ppm, respectively. 
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Figure 4.10: Graphical representation of assignment workflow for INH-4HCA. For each group 

of resonances with similar 13C chemical shifts, the possible assignments of carbon sites to 13C 

chemical shifts (in ppm) are listed. At each stage, the probability of a given assignment is 

determined and from this, an overall colour-coded 𝐴𝐹 value is calculated. The relevant raw 

probability values used in the 𝐴𝐹 < 1% filter have been highlighted in yellow whilst the most 

probable assignment in each group is highlighted in grey. 

As with Group 2, Group 3 saw a preference towards an assignment at the end of Stage 3 

whilst Group 4 achieved the 90% threshold at the end of Stage 1. The 𝐴𝐹 < 1% filter was used 

in Group 5 where C1 could be set to 125.5 ppm and this reduced the number of carbon 

assignments from 6 to 3. However, as there were two distinct 1H chemical shifts for the signal 

at 123.6 ppm, as marked with red crosses in figure 4.10, the number of possible 1H 

assignments remained at 6. As with Group 3 in INH-3HCA, only a preference towards an 

assignment was seen for Group 5 at the end of Stage 3 but this again was controlled by the 

1H chemical shift assignment. If just the 13C chemical shifts are considered, there is a clear 

preference for C12 and C15 at 123.6 ppm and C6 at 125.5 ppm. The most probable 

assignment for Group 6 was achieved with certainty by the end of Stage 3.  
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Figure 4.9: Experimental data for INH-4HCA with a) 13C CP/TOSS and 13C NQS, b) short-contact 

1H-13C HETCOR and c) long-contact 1H-13C HETCOR spectra. Annotations of the 13C NQS 

spectrum reflect whether the signal is observed (Obs) or suppressed (Red) whilst Y/N refer to 

the presence or not of a cross peak in the short-contact 1H-13C HETCOR spectrum. 1H-13C 

HETCOR spectra have dashed red boxes indicating the key cross peaks that influenced the 

resulting 𝐴𝐹s after Stage 2 and 3. Groupings have been marked on the 1H-13C HETCOR 

spectra. 

4.5.1.4 INH Co-crystal Summary 
A summary of the proposed assignments for the co-crystals, as determined from the 

workflows, has been collated in table 4.6. For groupings where the 90% 𝐴𝐹 threshold has 

been achieved or exceeded, these have been put in bold.  
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Table 4.6: Proposed experimental assignment of the 13C and 1H chemical shifts for INH-2HCA, 

INH-3HCA and INH-4HCA alongside the calculated 13C and 1H RMSD values for the proposed 

assignments. Assignments which have exceeded the 90% threshold are in bold.  

Grouping 
INH-2HCA 

13C (1H) / ppm  

INH-3HCA 

13C (1H) / ppm 

INH-4HCA 

13C (1H) / ppm 

1 C9 - 172.6 C9 -  172.1 C9 -  172.5 

2 C16 – 165.6 
C16 – 162.7 

C3 - 159.3 

C16 - 161.7 

C4 - 160.2 

3 C2 – 156.3 

C13 - 149.4 (8.0) 

C7 – 149.4 (8.3) 

C14 - 146.0 (7.6) 

C14 - 149.8 (7.5) 

C7- 146.1 (7.6) 

C13 - 146.1 (7.6) 

4 
C13 – 150.1 (8.8) 

C14 – 146.5 (8.7) 

C11 – 137.9 

C1 – 136.1 

C11 – 140.6 

C2 – 135.6 (7.3) 

5 

C7 – 139.8 (8.2) 

C11 – 139.8 

C4 – 133.2 (7.0) 

C12 – 124.4 (7.4) 

C15 – 122.4 (7.1) 

C2 –  121.3 (6.6) 

C1  – 125.5 

C6 – 125.5 (8.1) 

 C12– 123.6 (7.2) 

C15 – 123.6 (7.0) 

6 

C6 – 124.3 (7.9) 

C12 – 124.3 (7.9) 

C1 – 120.7 

C15 – 120.7 (8.4) 

C4 – 118.2 (6.6) 

C8 – 118.2 (6.6) 

C6 – 113.5 (7.8) 

C5 – 119.0 (7.0) 

C3 – 116.1 (5.7) 

C8 – 114.9 (6.4) 

7 

C5 – 119 (6.3) 

C3 – 118.2 (7.5) 

C8 – 117.2 (7.5) 

  

RMSD –  13C 1.66 1.89 1.43 

RMSD – 1H 0.28 0.28 0.32 

 

Across the three co-crystals, at least half of the considered groupings have exceeded the 90% 

threshold, i.e., where the workflow can be used to fully consider and incorporate overlap 

quantitatively. This was key to achieving the primary objective of determining the most 

probable 13C assignment. Alongside this, the use of the filtering threshold (𝐴𝐹 < 1%) reduced 

the number of possible assignments in all three workflows, thus allowing for particular 

assignments to be set, thus simplifying the subsequent stages.   
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Inclusion of additional data has helped avoid mis-assignment when just the 13C chemical 

shifts are considered, as seen for Group 2 in both INH-3HCA and INH-4HCA. The workflow 

also highlights how each piece of experimental data can be used, but also when additional 

experimental data may be needed.  For example, for Group 2 of INH-4HCA, a 13C CPPI 

spectrum would provide no additional insight but a 13C-13C INADEQUATE spectrum could.  

Overall, the workflow was able to confidently assign 10 of the 15 carbons in INH-2HCA, 9 of 

the 15 carbons in INH-3HCA and 10 of the 15 carbons in INH-4HCA. This number does reduce 

slightly for the 1H assignments for INH-4HCA however, around ⅔ of the environments can be 

confidently determined where, within this number, overlapped resonances are included. In 

order to achieve the 90% 𝐴𝐹 threshold for all groupings, additional experiments would be 

needed.  

4.5.2 Naproxen (NPX)  
In the 2020 review by Hodgkinson, naproxen (NPX)162–164 was highlighted as an example of 

structural mis-assignment within the literature.10 The initial assignment for NPX was first 

published by Ando et al. but an alternative was proposed by Carignani and co-workers a year 

later.162,163 Czernek in 2015 aimed to determine the correct assignment of NPX, concluding 

that the latter assignment was correct using a selection of qualitative and quantitative 

approaches.164 The two assignments have been summarised in table 4.8. 

 

 

 

Figure 4.11: Molecular structure of NPX with carbon labels (left) and proton labels (right) that 

follow the numbering of reference 164.  

It was of interest as to whether the proposed workflow could identify the more probable 

assignment as the RMSD for 13C could not. There are four environments (C13, C8, C4 and C3) 

which vary between the assignments and as they are similar in chemical shift, it is not 

surprising that the RMSD values cannot distinguish between the two proposed assignments. 
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However, this does allow the environments to be grouped together in one group and allows 

the workflow to be tailored to just focus on groupings where ambiguity remains.  

Table 4.8: Proposed experimental assignments of NPX from the publications of Ando et al.162 

and Carignani et al.163 alongside the GIPAW calculated chemical shifts are in brackets.11 The 

environments of interest have been coloured red. 

Environment 

Ando et al. Carignani et al. 

Experimental (Calculated) 

Chemical Shifts / ppm 

Experimental (Calculated) 

Chemical Shifts / ppm 

13C 1H 13C 1H 

C10 179.2 (177.8)  179.0 (178.5)  

C6 157.8 (161.5)  158.1 (162.2)  

C14 134.5 (134.4)  134.9 (135.1)  

C2 134.5 (138.4)  134.9 (139.1)  

C3-H2 130.1 (130.0) 4.2 (6.8) 129.1 (130.7) 6.1 (6.2) 

C4-H3 129.3 (131.6) 6.2 (3.8) 130.6 (132.3) 3.8 (3.1) 

C8-H6 128.5 (132.0) 6.7 (6.1) 129.1 (132.6) 5.9 (5.4) 

C13 128.5 (129.0)  134.9 (129.7)  

C1-H1 123.7 (124.3) 7.6 (8.2) 124.0 (125.0) 7.0 (7.6) 

C5-H4 118.9 (120.7) 5.3 (5.1) 119.2 (121.4) 4.5 (4.5) 

C7-H5 104.1 (102.6) 4.8 (4.7) 104.3 (103.2) 4.1 (4.1) 

C12-H12 53.1 (49.1) 3.0 (2.9) 53.2 (49.8) 2.3 (2.3) 

C9-H7 46.8 (45.7) 4.2 (4.3) 47.0 (46.4) 3.2 (3.7) 

C11-H11 17.1 (9.1) 2.4 (2.4) 17.5 (9.8) 1.8 (1.7) 

RMSD 3.1 1.2 3.4 0.4 

 

Experimental Data 

From the paper by Ando et al., alongside the 13C and 1H chemical shifts, conventional short-

contact 1H-13C HETCOR experiment and dipolar 1D 13C Insensitive Nuclei Enhanced by 

 
11 The  CSD deposit, COYRUD12 was used as the input .cif file for the calculations. The σref values used 
for 13C and 1H were 166.8, 30.6 ppm and 167.5, 30.0 ppm for Ando et al. and Carignani et al. 
respectively. 
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Polarisation Transfer (INEPT) measurements were used.162 In contrast, Carignani and co-

workers used short-contact and long-contact 1H-13C  HETCOR spectra.163  

In order to consider the 1D  13C dipolar INEPT data, a new set of eλ,i values were needed based 

on the information the experiment can provide. From the Ando et al. paper, the 13C dipolar 

INEPT data was used to determine protonation states of environments,162 as seen for the 13C 

NQS experiment. Therefore, it was deemed appropriate that the value of eNQS (0.8) was used. 

The quoted percentages for the ratio between the signals at two different delay (𝜏) times 

were 69%, 6%, 136%, and 217%-303% for CH, CH2, CH3, and C groups, respectively.162 In order 

to account for variation from these ratios, appropriate ranges for the eINEPT were proposed in 

table 4.8.  

Table 4.8: Summary of eINEPT  values used for the dipolar INEPT, where the rules are loosely 

based on the Wickramasinghe and Ishii ratios.192  

Wickramasinghe and Ishii Ratios eINEPT  (=0.8) 

Ratio below 30% where the environment is CH2 

Ratio between 30-85% where the environment is CH 

Ratio between 85-175% where the environment is CH3 

Ratio over 175% where the environment is C 

eINEPT 

Ratio below 30% where the environment is not CH2 

Ratio between 30-85% where the environment is not CH 

Ratio between 85-175% where the environment is not CH3 

Ratio over 175% where the environment is not C 

1 − eINEPT 

 

Workflow 

The workflows for the two groupings are shown in figure 4.12 where the proposed 

assignment from each paper is highlighted in grey.162,163 The filtering threshold of 𝐴𝐹 < 1% 

was not possible therefore the magnitude of the raw probabilities in the 13C NQS + 1H-13C 

scHET column in figure 4.12 could be used instead to reduce the number of assignments 

considered in Stage 2. In the Carignani et al. assignment, the 13C NQS + 1H-13C scHET column 

either had a raw probability of 0.01 or 0.66 so those with a value of 0.01 could be discarded. 

This then allowed C13 to be assigned to 134.9 ppm. A similar method was used for the Ando 
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et al. assignment where assignments which fell below the raw probability value of 0.001 

were discarded. This left 6 possible assignments where C13 could also be assigned to 128.5 

ppm. 

The assignment of C13 does vary considerably between the two experimental datasets. 

However, identification of C13 from the dipolar 13C INEPT ratios is ambiguous as a ratio of 

104% was seen for 128.5 ppm. The expected ratio should be between 217-303%.162,192 It 

could be argued that overlap affected the ratio but this has not been discussed by the authors 

so this assignment can be considered sceptical.    

 

Figure 4.12: Graphical representation of assignment workflow for NPX where the assignment 

in grey is the proposed assignment from the publications.162,163 For the group, the possible 

assignments of carbon sites to 13C chemical shifts (in ppm) are listed. At each stage, the 

probability of a given assignment is determined and from this, an overall colour-coded 𝐴𝐹 

value is calculated. After Stage 1, a different filter could be applied based on the raw 

probabilities in the 13C NQS + short-contact 1H-13C HETCOR column, as discussed in-text.  

In Stage 2 of the workflow, it becomes apparent that the proposed Ando et al. assignment is 

not probable. If the filtering threshold of 𝐴𝐹 < 1% is applied at the end of Stage 2, the 

published assignment would actually be discarded. In contrast, at the end of Stage 3 for the 

Carignani et al. assignment, the proposed experimental assignment of both carbons and 
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protons is the most probable. Interestingly, the most probable carbon assignment seen in 

figure 4.12 from the Ando et al. workflow was more reflective of the Carignani et al. 

assignment, particularly for C4-H3 at 130 ppm.  

The workflow clearly demonstrated that the published experimental assignment proposed 

by Ando et al. is incorrect. Alongside this, the proposed assignment by Carignani et al. was 

calculated as the most probable. Even though the 90% threshold was not reached, this was 

largely due to the 1H chemical shift assignment with the overlapped signal of 129.1 ppm.  

4.5.3 6-APA 
Another mis-assignment within the literature was for 6-APA, where only the 13C chemical 

shifts have been published.165–167 The initial assignment by Clayden et al. was guided by the 

corresponding solution-state chemical shift assignment but was contradicted by Aguiar et al. 

where, from CP build-up rates, the assignment of two sets of signals were switched. These 

were C9/C10 and C3/C5.165,166 Over 20 years later, D. de Aguiar et al. used the NMR 

crystallographic approach to reinforce the initial assignment by Clayden et al.167 The 

experimental assignment proposed by each publication is tabulated in table 4.9 alongside 

the exemplar workflow, based on the most recent assignment that is shown in figure 4.13.167  

Table 4.9: Proposed experimental assignments of 6-APA from the related publications165–167 

alongside the calculated 13C chemical shifts in brackets.12 C2 has been highlighted in red 

alongside the associated RMSD values.  

Environment 
Clayden et al. M. Aguiar et al. D. de Aguiar et al. 

Experimental (Calculated) Chemical Shifts / ppm 

C11 174.3 (175.3) 174.7 (175.5) 174.1 (175.0) 

C7 167.1 (167.7) 167.3 (167.9) 166.7 (167.4) 

C3 73.7 (75.5) 66.3 (75.7) 73.3 (75.2) 

C2 67 (75.7) 67.3 (75.9) 66.8 (75.4) 

C5 66.2 (70.2) 73.8 (70.4) 65.7 (69.8) 

C6 59 (56.9) 59.2 (57.1) 58.7 (56.5) 

C9 36.9 (35.5) 28.3 (35.8) 36.6 (35.2) 

C10 27.9 (24.0) 37.2 (24.3) 27.6 (23.7) 

RMSD 

RMSD – C2 omitted 

3.7 

2.4 

7.0 

6.9 

3.7 

2.5 

 
12 The CSD deposit, AMPEN01 was used as the input .cif file for the calculations.165–167 The σref values 
used were 169.0 ppm (Clayden), 169.2 ppm (M. Aguiar) and 168.6 ppm (D. de Aguiar) respectively. 
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6-APA is a great example to demonstrate the strength of the workflow in recognising when 

there is insufficient data available and also how sole reliance on chemical shift can skew 

interpretation.  From qualitative comparison between the experimental and calculated 13C 

chemical shifts, C9 and C10 could be assigned. Therefore, the workflow focussed on the mis-

assignment of C3/C5 where there is a severe discrepancy between experimental and 

calculated chemical shifts for C2. This then had a significant effect on the resulting 𝐴𝐹 values. 

One explanation for the 4-5 ppm deviation for C2 is the effects of the neighbouring sulfur 

atom on the calculation but to verify this, specialist calculations would be needed.193–195  

 

Figure 4.13: Graphical representation of assignment workflow for 6-APA where the most 

probable assignment for Group 2  is in grey. The labelled molecular structure of 6-APA is also 

included. For each group of resonances with similar 13C chemical shifts, the possible 

assignments of carbon sites to 13C chemical shifts (in ppm) are listed. As only the 13C chemical 

shifts were available, these are the sole contributor to the 𝐴𝐹 values. 

As the 13C chemical shifts are the only piece of experimental data considered, the dramatic 

skew by C2 is observed in both initial RMSD values in table 4.6 and in the workflow. Once the 

𝐴𝐹 < 1% filter threshold has been applied, this leaves 4 possible assignments, where the only 

confident assignment is C6 at 58.7 ppm. Because of this, 6-APA demonstrates one of the 

strengths of the workflow whereby it can identify when additional experimental information 

is required and, in some respects, indicate which type of experiments should be acquired. 

However, if acquisition of additional data is not possible, the workflow can indicate a 

preference towards a particular assignment. In this instance, there is a clear preference to 

assign C6 to 58.7 ppm. Alongside this, the assignment of C5 to 65.7 ppm is also indicated as 
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the top two assignments (in relation to 𝐴𝐹 percentages) assign C5 at 65.7 ppm. However, as 

the 90% threshold has not been achieved, it only indicates a preferential assignment. 

However, relative to the mis-assignment within the literature, both contested pairs have 

been confidently assigned.  

4.5.4 Piroxicam 
The final example discussed is piroxicam as it is a material that was also considered by the 

OPTICS approach.182 In the OPTICS paper, it is stated that the correct form of a material could 

be identified solely from the 13C chemical shifts.182 Therefore, it was of interest as to whether 

the proposed workflow could achieve a similar feat where, from one set of experimental 

data, the correct form of piroxicam could be identified.  

 

 

 

Figure 4.14: Labelled molecular structure for piroxicam 

Standard Workflow with 𝑨𝑭global 

In the OPTICS paper, four forms of piroxicam (Form I, II, III and IV) were compared to one set 

of assigned, experimental data. The proposed experimental assignment from reference 182 

is presented in table 4.10. From reference 182, the data considered was the 13C chemical 

shifts, 13C CPPI and short-contact 1H-13C HETCOR spectra for piroxicam Form I. As the 13C CPPI 

was used to determine the protonation state of the signals, as seen previously for the 13C 

NQS and 13C dipolar INEPT, the value of eCPPI used was 0.8.  
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Table 4.10: Proposed experimental assignments of piroxicam from the OPTICS paper 

alongside the GIPAW calculated 13C chemical shifts in brackets for each of four forms under 

consideration.13  

Experimental 13C 

Chemical Shift / ppm 
Environment 

Calculated 13C Chemical Shift / ppm 

Form I Form II Form III Form IV 

167.1 C10 164.0 163.6 164.1 162.6 

158.7 C3 160.1 159.0 164.1 160.7 

150.6 C11 149.8 148.2 149.6 154.7 

147.4 C15 150.2 151.7 152.1 153.0 

135.9 C13 137.2 137.2 139.0 138.8 

135.9 C6 137.1 132.4 132.6 134.4 

133.9 C9 133.5 136.2 138.2 132.9 

132.3 C7 134.0 131.6 134.4 130.7 

127.9 C4 127.8 130.0 127.5 125.1 

126.8 C5 127.7 125.3 128.2 128.3 

124.1 C8 125.3 125.9 125.2 123.4 

119.6 C14 120.0 121.4 119.2 120.7 

113.8 C12 114.2 113.3 110.9 110.8 

112.4 C2 111.8 113.9 110.7 113.5 

40.1 C1 33.7 36.8 30.7 36.9 

 

In contrast to OPTICS, the proposed workflow does not ‘know’ the correct experimental 

assignment and this is reflected in table 4.11. When the assignment is allowed to deviate, 

 
13 The CSD deposits, BIYSEH13 (form I), BIYSEH05 (form II), BIYSEH07 (form III) and BIYSEH08 (form IV)  
were used as the input .cif files for the calculations The 13C and 1H σref values used were 165.0, 30.2 
ppm (BIYSEH13), 166.2, 30.4 ppm (BIYSEH05), 165.2, 30.2 ppm (BIYSEH07) and 167.8, 30.4 ppm 
(BIYSEH08), respectively. 
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there is variation in the signal assignment in Groups 4 and 5. However, when compared to 

the published experimental assignment, only Forms I and IV saw the ordering of the chemical 

shifts match.182 

Table 4.11: The most probable assignments calculated for each of the solid forms with their 

associated 𝐴𝐹 (%). Those which exceeded the 90% AF threshold are in bold.  

Group 
Exp. Chemical 

Shift / ppm 

Form I Form II Form III Form IV 

Env. 
𝑨𝑭 

/ % 
Env. 

𝑨𝑭 

/ % 
Env. 

𝑨𝑭 

/ % 
Env. 

𝑨𝑭 

/ % 

1 167.1 C10 100 C10 100 C10 100 C10 100 

2 158.7 C3 100 C3 100 C3 100 C3 100 

3 
150.6 C11 

100 
C11 

99 
C11 

100 
C11 

100 
147.4 C15 C15 C15 C15 

4 

135.9 C13 

75 

C13 

39 

C13 

58 

C13 

86 
135.9 C6 C6 C7 C6 

133.9 C9 C9 C9 C9 

132.3 C7 C7 C6 C7 

5 

127.9 C4 

76 

C4 

61 

C4 

78 

C4 

77 126.8 C5 C8 C5 C5 

124.1 C8 C5 C8 C8 

6 119.6 C14 100 C14 100 C14 100 C14 100 

7 
113.8 C12 

100 
C12 

100 
C12 

100 
C12 

100 
112.4 C2 C2 C2 C2 

8 40.1 C1 100 C1 100 C1 100 C1 100 

𝑨𝑭global / % 87 13 0 0 

 

However, the conventional workflow focuses on local regions rather than the global 

assignment. Therefore, in order to distinguish which form was the most probable, the 

relative 𝐴𝐹 percentage for the global assignment (𝐴𝐹global) needed to be defined. To calculate 

𝐴𝐹global, the raw probability for the most probable assignment in each of the 8 groupings was 

selected and subsequently combined to create a global cumulative raw probability value for 

each form. The 𝐴𝐹global value for each form was then calculated, as seen previously in 

equation 4.5, where form I, at  87%, is the most probable. This is, however, smaller than the 

OPTICS percentage of 99.56%. 
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Consideration of 13C Chemical Shifts Only 

OPTICS focuses solely on the 13C chemical shifts and therefore, this was attempted in table 

4.12. The resulting 𝐴𝐹 and 𝐴𝐹global l percentages saw a severe deviation from table 4.11, 

where Form II is identified as the most probable form despite the experimental data being 

from Form I. This swing in preference was suspected to be a consequence of allowing the 

assignment to vary. In OPTICS, it is assumed that the assignment is known whilst in the 

proposed workflow here, the assignment is assumed to not be known. Therefore, an 

additional workflow was attempted.  

Table 4.12: The most probable assignment for each solid form with their associated 𝐴𝐹 (%) 

when only the 13C chemical shifts are considered. Environments in bold are those which 

deviate from table 4.7. 

Group 
Exp. Chemical 

Shift / ppm 

Form I Form II Form III Form IV 

Env. 
𝑨𝑭 

/ % 
Env. 

𝑨𝑭 

/ % 
Env. 

𝑨𝑭 

/ % 
Env. 

𝑨𝑭 

/ % 

1 167.1 C10 100 C10 100 C10 100 C10 100 

2 158.7 C3 100 C3 100 C3 100 C3 100 

3 
150.6 C15 

59 
C15 

93 
C15 

82 
C11 

70 
147.4 C11 C11 C11 C15 

4 

135.9 C13 

37 

C13 

41 

C13 

51 

C13 

38 
135.9 C6 C9 C9 C6 

133.9 C7 C6 C7 C9 

132.3 C9 C7 C6 C7 

5 

127.9 C4 

39 

C4 

45 

C5 

44 

C5 

52 126.8 C5 C8 C4 C4 

124.1 C8 C5 C8 C8 

6 119.6 C14 100 C14 100 C14 100 C14 100 

7 
113.8 C12 

74 
C2 

59 
C12 

51 
C2 

73 
112.4 C2 C12 C2 C12 

8 40.1 C1 100 C1 100 C1 100 C1 100 

 

𝑨𝑭global / % 10 90 0 0 
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Experimental Assignment is Set 

Assuming that the experimental assignment proposed is certain,182 the workflow was 

attempted twice again, as shown in table 4.13. The 𝐴𝐹 values in table 4.13 correspond to 

when just the 13C chemical shifts are considered whilst the values in brackets are for when 

additional data is considered. When the experimental assignment is set, the resulting 𝐴𝐹global 

values are more reflective of those published previously,182 where the 90% threshold has 

been exceeded with a preference for Form I in both adaptations. Coincidentally, both 𝐴𝐹global 

values were the same for both iterations. 

Table 4.14: The most probable assignments calculated for each of the solid forms with their 

associated 𝐴𝐹 (%) when only the 13C chemical shifts (or all additional data) are considered. 

The 𝐴𝐹global values have also been included where the values calculated when all additional 

data is considered are in brackets. 

Group 

Experimental 

Chemical 

Shift / ppm 

Environment 
Form I 

𝑨𝑭 / % 

Form II 

𝑨𝑭 / % 

Form III 

𝑨𝑭 / % 

Form IV 

𝑨𝑭 / % 

1 167.1 C10 100 (100) 

2 158.7 C3 100 (100) 

3 
150.6 C11 

41 (100) 7 (99) 18 (100) 70 (100) 
147.4 C15 

4 

135.9 C13 

29 (75) 6 (39) 2 (12) 38 (86) 
135.9 C6 

133.9 C9 

132.3 C7 

5 

127.9 C4     

126.8 C5 39 (76) 28 (37) 33 (78) 21 (77) 

124.1 C8     

6 119.6 C14 100 (100) 

7 
113.8 C12 

74 (100) 41 (100) 51 (100) 27 (100) 
112.4 C2 

8 40.1 C1 100 (100) 

𝑨𝑭global / % 92 8 0 0 
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However, this demonstrates the influence that an assumed experimental assignment can 

have on the resulting 𝐴𝐹 values. This can possibly be a limitation of OPTICS because to 

achieve such high values (99.56% for piroxicam form I), there is an intrinsic bias that the 

proposed experimental assignment is correct. The workflow in this chapter aims to avoid this 

and answer a different question, where the assignment is not known but the form of the 

material is assumed correct.  

4.5.5 Section Summary 
Overall, in this section, 6 model systems have been used to demonstrate the applicability of 

the workflow to a variety of different assignment questions. It is believed that the precedent 

of the workflow has been established whereby key insight can be provided to aid assignment.  

4.6 Conclusions and Future Work 
 

The aim of this chapter was to evaluate the scope and precedent of a Bayesian probability 

based workflow to aid robust structural characterisation. Tyr has demonstrated how overlap 

can be incorporated quantitatively into the probability calculation and this was reiterated 

further in the INH co-crystals. For NPX and 6-APA, as the workflow focuses primarily on local 

regions of the spectrum, it allows for tailored evaluation of ambiguous regions within an 

assignment. Particularly for 6-APA, an additional strength of the workflow has been 

recognised whereby it can identify when (and the type of) additional data that is needed. For 

piroxicam, the workflow can be adapted in order to consider the global assignment if desired 

but this case also highlighted how the objective of the workflow is different from the 

previously published approaches. Rather than to assume that the experimental assignment 

is known, this workflow assumes that the material (and form) is pure and is known, therefore 

the calculated chemical shifts are reflective of the material.  

Critically, the precedent of the workflow has been demonstrated in relation to aiding 

assignment, therefore, future work will focus on automation of the workflow in order to 

incorporate into a software package. This will allow for expansion of the current workflow, 

particularly the size of groupings, which will allow for larger, more complex materials to be 

studied.  
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Chapter 5: Exploring The Use of 

Dipolar-Based Pulse Sequences With 

13C-13C INADEQUATE & 1H-13C DQ/SQ 

5.1 Introduction 

 

As discussed in the previous chapter, multidimensional solid state NMR plays a key role in 

the robust characterisation of molecular organic solids.10,12,38 The additional dimension in 

both homonuclear and heteronuclear experiments can distinguish between environments 

that may be overlapped or difficult to assign from calculated chemical shifts alone. One 

example is the 1H-13C HETCOR experiment which provides insight into C-H correlations 

through variation of the contact time.44,51,52 Shorter contact times can restrict the cross peaks 

observed to those associated with direct C-H pairs (protons which are directly bonded to the 

associated carbon) whilst longer contact times allow for longer-range C-H correlations to be 

seen. The longer-range correlations tend to result in cross peaks being observed for a proton 

that is not always directly bonded to the carbon associated with the 13C chemical shift.186 This 

then provides additional structural insight. J-mediated alternatives, such as the 1H-13C 

INEPT36, are also used to investigate C-H correlations but tend to be limited to direct C-H 

pairs.10,12 

An alternate probe of connectivity is through multi-quantum coherences with double 

quantum (DQ) / single quantum (SQ) experiments. The homonuclear, J-based 13C-13C 

INADEQUATE experiment is one of the best to investigate connectivity but the low natural 

abundance of 13C (1.1%) does result in data acquisition spanning several days.56,60,196,197 There 

is also a reliance on optimal acquisition parameters, where materials with small values of T1 

are the ideal candidates, so the incorporation of such experiments into a standard structural 

workflow is unfeasible. Despite these limitations, the wealth of information provided by the 

J-based 13C-13C INADEQUATE is unrivalled. This is especially important for more complex 

materials, such as Z´ > 1 materials, where signal overlap and similarities in calculated 

chemical shifts make robust assignment difficult.198,199  
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A recent alternative to the J-based 13C-13C INADEQUATE is a dipolar-based variant of the 13C-

13C INADEQUATE, published by Dekhil et al. in 2016.60 The authors describe one of the 

benefits as a reduction in acquisition time which increases the range of materials that can be 

studied.60 The build-up of magnetisation transfer is faster in dipolar-mediated experiments 

(and corresponding faster dephasing during recoupling) which, when optimised, results in 

greater signal intensities within the same time frame, as demonstrated in figure 5.1 for L-

tyrosine ethyl ester.60,200 Despite this clear improvement, the use of the dipolar-based 13C-

13C INADEQUATE has been limited.201–203 

 

Figure 5.1: Comparison between the J-based 13C-13C INADEQUATE (left) acquired by De Paëpe 

et al.200 and dipolar-based 13C-13C INADEQUATE (right) acquired by Dekhil et al.60 of L-tyrosine 

ethyl ester at natural abundance and ambient temperature. Both spectra have been adapted 

from the relevant publications and were acquired in approximately 3 days.60,200  

An alternate set of homonuclear experiments probe 1H-1H correlations where 1H-1H DQ/SQ 

has been used to aid structural assignment and also identify hydrogen bonding motifs in 

materials such as co-crystals.10,131,204,205 However, due to the low resolution associated with 

1H signals, very fast MAS is required to tackle the broad lineshapes but with its narrow 

chemical shift range, overlap can persist.186,206,207  

As 1H-1H DQ/SQ suffers from broad lineshapes and 13C-13C DQ/SQ is affected by low natural 

abundance, the 1H-13C DQ/SQ is a possible alternative to balance resolution and sensitivity 

as the desired information is captured from both nuclei in a single spectrum. In the acquired 
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data, the direct dimension of 13C SQ coherences are correlated with the indirect dimension 

of 1H DQ coherences, where the presence of a 1H DQ cross peak indicates that two protons 

are close to one another in space. The 1H DQ correlations are then linked to two different 

carbon chemical shifts, which indirectly provides insight into the carbon skeleton of the 

material.54,55,63  

Lesage et al. were among the first to publish a dipolar-based 1H-13C DQ/SQ experiment, the 

DQ-edited 1H-13C HETCOR, in 200655 which was then followed by a J-based alternative, the 

1H DQ-DUMBO – 13C SQ refocussed INEPT by Webber et al. in 2010.63 Using the latter 

sequence, the full 1H assignment of β-maltose was proposed but unfortunately, the CH2 

signals were lost during data acquisition.63 This loss of signal was a consequence of the 

duration used for the spin-echo periods within the INEPT element.36,63 The duration (1.12 

ms) was to target the 13C signals that would correlate with a 1H DQ cross peak that involved 

a direct C-H pair. Shorter duration (and 1H DQ recoupling times) would improve CH2 intensity 

at the expense of the CH groups.63 Nevertheless, the full assignment of β-maltose was 

achieved. Another J-based sequence published was the MAS-J-1H DQ – 13C-HMQC SQ pulse 

sequence by Reddy and co-workers where the acquired data was used to identify 1H DQ 

correlations, as shown in figure 5.2.54,208,209  

 

Figure 5.2: A MAS-J-1H DQ – 13C-HMQC of L-alanine, adapted from reference 54. 256 

transients were collected for each of the 170 t1 increments with a recycle delay of 4 s and a 

contact time of 2 ms at a MAS rate of 11 kHz. For each of the correlations, the associated H-

H pair is labelled relative to the molecular structure. 
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 As the 2D 1H-13C DQ/SQ spectrum correlates 1H DQ coherences with 13C SQ coherences, the 

correlation peaks, in principle, appear as pairs at a common 1H DQ frequency. This then 

indicates that the two carbon sites, which are associated with the pair of 1H DQ cross peaks, 

are connected via the 1H dipolar network. Therefore, the peak pairs, in theory, can help trace 

the carbon skeleton. This is seen in figure 5.2 where the 1H DQ correlation, Hβ-Hα, appears as 

a pair, indicating that the two low frequency carbons are close together in space. Alongside 

this, it is also not unusual to see isolated 1H DQ correlations that correlate to only one carbon 

signal, as seen for Hβ-Hβ. This is because it is not a requirement for two carbons to be present 

at each correlation. Auto-correlation cross peaks are generally observed mainly for carbons 

with multiple bonded protons, such as methyl resonances.  

5.1.1 Aims of this Work  
The aims of this work was to explore both heteronuclear and homonuclear DQ/SQ pulse 

sequences to understand whether there were reasons for their lack of prevalence within the 

literature. The dipolar-based 13C-13C INADEQUATE experiment was evaluated in relation to 

its applicability to a standard structural assignment workflow, where the pulse sequence 

used was from the publication “Determining carbon–carbon connectivities in natural 

abundance organic powders using dipolar couplings”.60 On the other hand, the dipolar-based 

1H-13C DQ/SQ experiment has been developed in-house where the optimisation and 

application has been discussed to determine the scope of the experiment. The data 

presented in figure 5.18 was supplied by Dr. Nghia Tuan Duong at the University of Marseille.  

5.1.2 Model Systems Used 
The model systems used in this work were L-alanine (Ala) and L-tyrosine methyl ester 

hydrochloride (Tyr). These were chosen due to their prevalence in the literature54,60,200 with 

specific experimental parameters included within the captions. Overall, the experimental 

data was acquired using an Oxford superconducting magnet operating at 11.7 T (13C of 

125.65 MHz) which corresponds to frequencies of 499.69 (1H) and 125.65 (13C) MHz. The data 

was collected using a 4 mm HX magic-angle spinning probe at ambient temperature. The 13C 

chemical shifts were referenced to the high-frequency signal of adamantane (38.5 ppm) 

whilst for the indirect dimension, the 13C DQ chemical shifts or 1H DQ chemical shifts were 

referenced by adding two known SQ signals together. In the 1H-13C DQ/SQ experiment, this 

was 2.8 ppm for the Me-Me 1H DQ signal in Ala whilst for Tyr, the 6.2 ppm for the Me-Me 1H 

DQ signal was used. To reference the 13C DQ chemical shifts, two signals in the 13C CP/MAS 

spectrum were added together (example correlations were 224 ppm for Tyr and 228 ppm 

for Ala). As described in the previous chapter, SPINAL-6442,185 used as the heteronuclear 
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decoupling element at 1H nutation frequencies of approximately 71-73 kHz and a 1H 90° pulse 

length of around 3.4-3.6 µs whilst an FSLG pulse element44 was used for homonuclear 

decoupling (FSLG 2𝜋 pulse of 19.8 µs). All calculations conducted follow the standard CASTEP 

protocol described in previous chapters.85,94,98  

5.2 Dipolar-Based 13C-13C INADEQUATE Experiments 

 5.2.1 Overview 
The dipolar-based 13C-13C INADEQUATE experiment was of interest due to its simplicity in 

parameter optimisation and speed of acquisition.60 It was hypothesized that the dipolar 

variant would be more suited to incorporation into a workflow and allows for a wider range 

of molecules to be studied. The original pulse sequence published by Dekhil et al. has been 

used with no variation to the pulse elements.60 Ideally, a 2.5 μs 13C 90° pulse is used which 

corresponds to a MAS rate of 10 kHz.61,210,211 For the excitation and reconversion blocks, R209
2

  

was used by the authors due to its robustness against 1H-13C dipolar coupling and 13C 

CSA.60,211,212  

 

Figure 5.3: A dipolar-based 13C-13C INADEQUATE pulse sequence adapted from reference 60 

with corresponding coherence transfer pathway. A RN𝑣
𝑛
 recoupling block is used to excite and 

reconvert the DQ coherences prior to acquisition under heteronuclear decoupling. R209
2

  was 

used which is 10 elements across 2 rotor periods.  
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5.2.2 L-Alanine (Ala) 
To ensure the pulse sequence was correctly set up, Ala was used where in figure 5.4, the 

acquired data was achieved with a 3.0 μs 13C 90° pulse at a MAS rate of 8.33 kHz.213,214 The 

expected correlations at 71 ppm (Me and CH) and 228 ppm (CH and CO) were observed 

within a total acquisition time of 12 hrs.213,214  

 

Figure 5.4: A dipolar-based 13C-13C INADEQUATE spectrum of Ala recorded on a 500 MHz 

Bruker Avance III HD spectrometer. A recycle delay of 1 s and contact of 1 ms was used at a 

MAS rate of 8.3 kHz with a 4 mm probe. Magnetisation transfer duration (τDQ) of 0.48 ms was 

used after optimisation. 1600 transients were collected for each of the 28 t1 increments with 

a spectral width of 50 kHz and 40 kHz in F2 and F1 respectively. The States-TPPI method was 

used to achieve sign discrimination with a 16-step phase cycle60 which resulted in a total 

experimental time of approximately 12 hrs. The carbon connectivity has been traced in red.  

5.2.3 L-tyrosine methyl ester hydrochloride (Tyr)  
As a more complex molecule, Tyr was investigated where a 2.  μs 13C 90° pulse was used. 

This did require significantly higher powers relative to Ala so care was taken as to avoid 

damage to the probe. Alongside this, an increase in both the number of transients and 

number of t1 increments improved resolution where the latter improved spectral 

appearance the most. As shown in figure 5.5 a), all expected 13C DQ correlations were 

observed, and the carbon skeleton was traced out. The majority of the correlations were also 

observed in figure 5.5 b) where the total acquisition time was reduced from 96 hrs to 15 hrs.  
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Figure 5.5: A dipolar-based 13C-13C INADEQUATE spectra for Tyr  on a 400 MHz Bruker Avance 

III HD spectrometer. A recycle delay of 2.5 s and contact time of 4 ms was used at a MAS rate 

of 10 kHz with a 4 mm probe. Magnetisation transfer duration (τDQ) was set to 4 ms with 90 

kHz heteronuclear decoupling after optimisation. a) 1600 or b) 400 transients were collected 

for each of the a) 86 or b) 69  t1  increments with a spectral width of 50 kHz in both F2 and F1. 

The States-TPPI method was used to achieve sign discrimination with a 16-step phase cycle60 

which resulted in a total acquisition time of approximately a) 96 hrs and b) 16 hrs. Additional 

signals are highlighted with the dashed box and the carbon connectivity is traced out in red 

whilst the missing cross peaks in (b) are clear from the lack of connectivity line. The horizontal 

trace is the skyline projection of the 13C dimension. 
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However, as observed in the dashed boxes in both spectra, there is the presence of additional 

cross peaks which are suspected to be spinning sidebands (SSBs). The approximate distances 

between the expected 13C DQ cross peaks and additional cross peaks in figure 5.6 were 

around 10 kHz, which reinforced the suspicion that the additional cross peaks were 

suspected SSBs. SSBs can cause a reduction in the centre band intensity as the magnetisation 

is shared. This may have contributed to the loss of signal intensity in 5.5 b).215 Alongside their 

presence, the SSBs exhibit different asymmetric peak shapes relative to their related centre 

band cross peak. This could be due to the variation in phase in t1 but to explore further, 

comprehensive simulations would be required.216–218  

 

Figure 5.6: Aromatic region of the dipolar-based 13C-13C INADEQUATE for Tyr acquired in 

approximately 96 hrs. Carbon connectivity is traced in red and the suspected SSBs are marked 

with blue asterisks. The horizontal trace is the skyline projection of the 13C dimension. 

5.2.4 Section Summary 
In this section, the applicability of the dipolar-based 13C-13C INADEQUATE experiment was 

investigated using two exemplar molecules. It was found that the experiment is a worthy 

alternative to the standard J-based pulse sequence. Noticeably, the total acquisition time is 

shorter and there is scope to adapt the pulse sequence to spectrometer requirements 

without sacrificing information, as observed for Ala. Parameter optimisation is 

straightforward but care must be taken if the desired 2.5 µs 13C 90° is used as the power 

requirement may be significant for particular materials. An additional consideration is the 

presence of suspected SSBs in the acquired data. These have the possibility of reducing the 

intensity of the resulting cross peaks, limiting its applicability at higher magnetic fields. 

However, the suspected SSBs could also be exploited to derive information in relation to 
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1H/13C CSA and how it is correlated between sites. This would require extensive spin 

simulations that fall outside of the scope of this work.219–221 Nevertheless, the dipolar-based 

13C-13C INADEQUATE demonstrated its capability of providing carbon connectivity 

information in a fraction of the time which increases its applicability in a structural 

assignment workflow.    

5.3 Dipolar-Based 1H-13C DQ/SQ Experiments 

5.3.1 Overview of Pulse Sequence 
Rather than using a previously published pulse sequence, a new, dipolar-based 1H-13C DQ/SQ 

pulse sequence was developed as shown in figure 5.7. As with previous sequences, it is a 2D 

correlation experiment that is characterised by two dipolar mixing times. The 1H-13C 

correlation is achieved with CP, as seen in a conventional 1H-13C HETCOR, whilst the 1H-1H 

correlation is generated via the recoupling time (τ). A 16-step phase cycle has been used to 

select the DQ coherences where choice of contact time and total recoupling time, defined as 

the sum of excitation and reconversion durations (τtotal = τexc + τrec) control the observed 

correlations. 

 

Figure 5.7: Schematic of the developed 1H-13C DQ/SQ pulse sequence with corresponding 

coherence transfer pathway. The first block of SPC5 generates the DQ coherences, which 

evolve under homonuclear decoupling before being reconverted to SQ coherences in the 

second SPC5 block. The pre-pulses (Θ) were used to rotate proton magnetisation from the 
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tilted transverse plane under homonuclear decoupling to the (xy) plane of the laboratory 

frame and back. After CP, the signal is detected in t2 under heteronuclear decoupling. 

As in a 13C-13C INADEQUATE spectrum, the correlation peaks in principle will appear in pairs 

at a common 1H DQ frequency. This would indicate that the two carbon sites are close to one 

another, connected via the 1H dipolar network. In theory, such peak pairs can thus help trace 

out the carbon skeleton in a similar way as a  13C-13C INADEQUATE experiment, but it is 

important to remember that not all cross peaks are observed as a pair as these are auto-

corelation 1H DQ signals. The types of correlations expected are visualised in figure 5.8. The 

sensitivity of the experiment should be comparable to a conventional 1H-13C HETCOR 

experiment, so should be much better than the classic 13C-13C INADEQUATE experiment, 

albeit with some sensitivity loss associated with generation of 1H DQ coherence.  

 

Figure 5.8: Schematic depicting the two expected types of 1H DQ correlations using the 

exemplar molecule, C3H7NO4S. From the molecular structure, at shorter contact times, C1 is 

expected to observe the auto-correlation 1H DQ signal of H1-H1 and the 1H DQ frequency pair 

of H1-H2 with C2. These correlations are visualised in black. At longer contact times, it is 

possible that the H1-H2 1H DQ correlation can extend to C3 and this has been visualised in red.  

5.3.2 Optimisation  
Using Ala as the exemplar molecule, a number of optimisations were completed to evaluate 

different parameters of the 1H-13C DQ/SQ pulse sequence.  

Recoupling – Choice of Element 

A key difference to previous pulse sequences was the choice of recoupling block used. In the 

literature, the standard recoupling element used is POST-C7. It is described as a well-applied, 

symmetry-based, rotor-synchronised pulse element used in a vast array of publications.53–

55,62,187,210 However, the size of the ratio required between the nutation frequency and spin 
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frequency, at 7:1, does pose limits on the pulse powers and MAS rates used.61,62 Therefore, 

in this work, SPC5 has been used instead. SPC5 has lower power requirements where, the 

symmetry requirement drops from sevenfold to fivefold.59 This reduces the demand on the 

decoupling so higher spin rates can be achieved if desired. For homonuclear decoupling, FLSG 

was used as this is the standard decoupling element used in the conventional 1H-13C HETCOR 

experiments in this thesis.44 

Recoupling – Choice of Duration 

The number of SPC5 recoupling elements used for the excitation (τexc) and reconversion (τrec) 

blocks in figure 5.7 are defined by L1 and L2 respectively. SPC5 involves 5 complete elements 

for both excitation and reconversion, however, when compared to previous pulse 

sequences, the total recoupling time was considerably longer, as detailed in table 5.1.54,59,61,63 

Table 5.1: Summary of the total recoupling times observed in the literature. 

Experiment τtotal / µs Recoupling Method 

1H DQ-DUMBO – 13C SQ refocussed INEPT63 68.6 POST-C7 

MAS-J-1H DQ – 13C-HMQC208 52 POST-C7 

1H-13C DQ/SQ (this work) 

400  

(5 elements) 
SPC5 

80  

(1 element) 

 

Reduction in signal intensity has also been noted previously by Webber and co-authors, 

where dipolar dephasing at longer recoupling durations resulted in signal loss, particularly 

for CH2 groups.10,63 This reduction in signal intensity was observed when the total recoupling 

time increased from figure 5.9 a) to 5.9 d) and was reinforced further with 1D cross section 

slices of the 1H DQ correlation at 2.8 ppm. As a dipolar-mediated experiment, the 

magnetisation build up is quicker but this is at the expense of the faster decay during 

recoupling.222 Therefore, it was decided that 1 recoupling element for both excitation and 

reconversion would be used.  
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Figure 5.9: Left are the 1H- 13C DQ/SQ spectra at varying values of τtotal for Ala, recorded on a 

500 MHz Bruker Avance III HD spectrometer using the pulse sequence in figure 5.7. A recycle 

delay of 1 s and a contact time of 0.4 ms was used at a MAS rate of 10 kHz with a 4 mm 

probe. 1152 transients were collected for each of the 48 t1 increments with a spectral width 

of 50 kHz and approximately 19.3 kHz for F2 and F1 respectively. The States-TPPI method was 

used to achieve sign discrimination with a 16-step phase cycle to achieve DQ selection. The 

τtotal (and choice of L1 and L2) were as follows: a) τtotal of 160 µs (L1/L2 = 2), b) τtotal of 240 µs 

(L1/L2 = 3), c) τtotal of 320 µs (L1/L2 = 4) and d) τtotal of 400 µs (L1/L2 = 5). 

However, this is at the expense of the appearance of additional, unwanted cross peaks 

outside the expected spectral range, as highlighted in figure 5.10. It was initially suspected 

that the correlations were unwanted coherences, so a z-filter was inserted into the pulse 

sequence.213,223–226 This was an attempt to suppress their presence, however, no change was 

observed. The unwanted cross peaks are suspected to be homonuclear decoupling artefacts. 

In order to avoid observing them in the acquired datasets, they can be omitted through 

choice of vertical plot range. This was used in figure 5.9 but also in the subsequent figures in 

this chapter. 
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Figure 5.10: A 1H-13C DQ/SQ spectrum of Ala recorded on the 500 MHz Bruker Avance III HD 

spectrometer. A recycle delay of 1 s, contact time of 0.4 ms and τtotal of 80 μs was used at a 

MAS rate of 10 kHz using the 4 mm probe. 800 transients were collected for each of the 48 t1 

increments with a spectral width of 50 kHz and approximately 19.3 kHz in F2 and F1 

respectively. The States-TPPI method was used to achieve sign discrimination with a 16-step 

phase cycle to achieve DQ selection. The suspected homonuclear decoupling artefacts are 

within the red dashed box.  

Choice of Contact Time 

As demonstrated in figure 5.11, the choice of contact time will influence the cross peaks that 

are observed. Shorter contact times, such as 0.1 ms in figure 5.11 a), limits the cross peaks 

to Cα and Cβ, the protonated carbon environments of Ala. On the other hand, when the 

contact time is increased, more cross peaks are observed. The 1H DQ frequencies have 

extended to include the quaternary carbon (CO) as well as the protonated environments. 

This was seen for the 2.8 ppm 1H DQ frequency in 5.11 b), where the auto-correlation 1H DQ 

correlation of Hβ-Hβ extends to both CO and Cα.  

However, too long a duration of both contact and recoupling time can increase the risk of 

apparent cross peaks as a direct result of spin diffusion.186,187 Spin diffusion can occur during 

the magnetisation transfer steps so choice of duration must be suitable otherwise the 

apparent cross peaks will complicate assignment.186,187   
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Figure 5.11: The 1H-13C DQ/SQ spectra of Ala where the contact time is varied where a) is 0.1 

ms and b) is 0.4 ms. A contact time of 0.4 ms and τtotal of 80 μs was used at a MAS rate of 

9434 Hz using the 4 mm probe. 512 transients were collected for each of the 48 t1 increments 

with a spectral width of 50 kHz and approximately 19.3 kHz in F2 and F1 respectively. The 

States-TPPI method was used to achieve sign discrimination with a 16-step phase cycle to 

achieve DQ selection. The horizontal trace is the skyline projection of the 13C dimension. 

Assignment labels reflects reference 54 in green whilst suspected SSB-like artefacts are 

marked with an blue asterisk (*). 

5.3.3 Ala – Comparison to Previous Literature  
Ala was used in reference 54 as an example to demonstrate the applicability of the developed 

pulse sequence, MAS-J-1H DQ – 13C-HMQC.54 This presented the opportunity to directly 

compare the published data to the acquired dipolar-based 1H-13C DQ/SQ in figure 5.12. There 

are clear similarities between the two datasets where the published data is more reminiscent 

of the short-contact 1H-13C DQ/SQ in figure 5.11 a). This was somewhat expected as the pulse 

sequence is J-mediated so the magnetisation transfer is expected to be slower despite the 

longer contact time (2 ms).54 Alongside this, in both datasets, there is the presence of an 

intermolecular correlation, labelled Hα-Hα, as marked in the blue dashed box of 5.12 b).  
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Figure 5.12: a) is the MAS-J-1H DQ – 13C-HMQC of Ala adapted from reference 54 and 

acquisition parameters are in the caption of figure 5.2. b) is the 1H-13C DQ/SQ of Ala recorded 

on the 500 MHz Avance III HD spectrometer. A recycle delay of 1 s, contact time of 0.4 ms and 

τtotal of 80 μs was used at a MAS rate of 10 kHz using the 4 mm probe. 800 transients were 

collected for each of the 48 t1 increments with a spectral width of 50 kHz and approximately 

19.3 kHz in F2 and F1 respectively. The States-TPPI method was used to achieve sign 

discrimination with a 16-step phase cycle to achieve DQ selection.  Assignment labels used 

reflect reference 54 in green whilst suspected SSB-like artefacts are marked with an blue 

asterisk (*) and dashed box includes the intermolecular correlation. 

This intermolecular correlation has been documented previously in the 2006 paper by 

Brown186 but to ensure its plausibility, the correlation was verified through visualisation of 

the molecular packing in figure 5.13. The measured Hα-Hα distance is around 3.5 Å. 

Conventionally, 1H-1H DQ/SQ spectra are expected to be observed for H-H distances of up to 

3.5 Å so the correlation is feasible and unlikely to be a product of spin diffusion.186,187 The 

observed 1H DQ intermolecular correlation does provide unexpected insight into crystal 

packing of Ala but also highlights that the interpretation of the 1H DQ signals will not always 

be straightforward, particularly for larger molecules, as seen for Tyr.  



102 | P a g e  
 

 

Figure 5.13: Molecular packing of Ala where the Hα-Hα intermolecular distance between the 

two Hα  protons has been visualised in Mercury.113 Crystal structure used was LALNIN23. 

5.3.4 Tyr – Evaluation and Assignment 
For Tyr, it was hoped that the 1H-13C DQ/SQ experiment would provide similar levels of 

insight as the dipolar-based 13C-13C INADEQUATE experiment in Section 5.2. Three sets of 

experimental data were acquired which were a short-contact 1H-13C DQ/SQ at 9434 Hz and 

two long-contact 1H-13C DQ/SQ at 9434 Hz and 10 kHz. The variation in spin rate reflects the 

variation in power used during the SPC5 recoupling element, where a lower power is 

associated with a slower MAS rate.  

To help decipher which 1H DQ correlations are present, a combination of 13C and 1H 

calculated chemical shifts were used alongside simulated 1H-13C DQ/SQ spectra. To generate 

the simulated 1H-13C DQ/SQ spectra, the related magres file was required alongside 

knowledge of the C-H and H-H distances, specifically the shortest distances, which were also 

extracted from the magres file. The resulting simulated spectra are shown in figure 5.14. The 

choice of C-H and H-H distance can be used to control the correlations observed where the 

average 1H chemical shift for the CH3 and NH3 protons have been used.  

It is important to note however, that the synthetic 1H-13C DQ/SQ spectra are relative to the 

choice of C-H distance and H-H distance only. Conversely, in the acquired experimental data, 

the dipolar couplings will be affected by dynamics, particularly those of the Me group, so the 

observed 1H DQ frequencies will vary.10,31,227,228 
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Figure 5.14: Simulated short-contact a) and b) long-contact 1H-13C DQ/SQ spectra where the 

C-H distance has been restricted to 1.5 Å and 2.5 Å, respectively. 1H DQ correlations are 

reported on the virtual axis where the H-H distances thresholds are listed within the legend. 

Labels a to f in red refer to the correlations observed in the short-contact 1H-13C DQ/SQ 

spectrum in figure 5.15.  
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Short-Contact 1H-13C DQ/SQ spectrum 

Beginning with the short-contact 1H-13C DQ/SQ spectrum, there are 6 identified 1H DQ 

correlations labelled a to f in figure 5.15 whose assignments are tabulated in table 5.2.  

 

Figure 5.15: A short-contact 1H-13C DQ/SQ spectrum of Tyr recorded on the 500 MHz Bruker 

Avance III HD spectrometer. A recycle delay of 7 s, contact time of 0.1 ms and τtotal of 80 μs 

was used at a MAS rate of 9434 Hz using the 4 mm probe. 512 transients were collected for 

each of the 48 t1 increments with a spectral width of 50 kHz and approximately 19.3 kHz in F2 

and F1 respectively. The States-TPPI method was used to achieve sign discrimination with a 

16-step phase cycle to achieve DQ selection. The correlation peaks are labelled a to f, with 

the corresponding hydrogens annotated on the molecular structure. The inset corresponds to 

the red dashed box, and highlights that the b correlation contains two distinct peaks, b1 and 

b2. The horizontal traces are skyline projections of the 13C dimension. 

Using the simulated 1H-13C DQ/SQ spectra, alongside the calculated 13C chemical shifts, 

assignments a, c, e and f were straightforwardly made. At shorter contact times, the 1H DQ 

correlations were limited to protonated environments, where the direct C-H pair is involved 

in the 1H DQ correlation. For example, e, refers to the H5-H6 correlation and involves C5 and 

C6. From the calculated 13C chemical shifts, C5 is distinct in its 13C SQ frequency so can be 
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used to distinguish the H5-H6 correlation from the H8-H9 correlation. This is used in 

conjunction with the predicted 1H DQ frequency to reinforce the assignment, where there is 

good agreement between 1H-13C HETCOR derived and 1H-13C DQ/SQ derived chemical shifts. 

Table 5.2: Summary of the identified correlations in the short-contact 1H-13C DQ/SQ. 

Label 1H DQ correlation Associated carbons 1H DQ / ppm 

a CH2-CH2 C3 5.4 

b1 CH3-CH3 C10 6.2 

b2 H2-CH2 C2 6.6 

c H8-H9 C8, C9 10.7 

d H2-NH3 C2 11.5 

e H5-H6 C5, C6 12.3 

f OH-H6 C6 17.6 

 

The assignment of b1, b2 and d in figure 5.15 required the inset where focus was limited to 

the partially overlapped region of 50-55 ppm. Using the assignment of d, b1 and b2 could be 

identified. C10 refers to the OMe group and, as shown in figure 5.14 a), only one 1H DQ 

correlation is expected whereas C2 is predicted to observe multiple correlations, including  

H2-NH3, which has been assigned as d. Therefore, C2 can be assigned to the lower 13C SQ 

frequency signal and C10 must correspond to the higher frequency 13C SQ signal. This 

distinction can also be made using a conventional 13C NQS and short-contact 1H-13C HETCOR, 

as discussed in Chapter 4. The overall assignment of experimental 1H chemical shifts has been 

summarised in table 5.3.  
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Table 5.3: Proposed experimental assignment for Tyr alongside the related GIPAW calculated 

chemical shifts14 which have been calculated in-house from the CSD deposit YEFTUZ.162,163  

Environment 

13C Chemical Shift / ppm 1H Chemical Shift / ppm 

Experimental 

Chemical 

Shift / ppm 

Calculated 

Chemical 

Shift / 

ppm 

Experimental 

(1H-13C 

HETCOR)15 

Experimental 

(1H-13C DQ/SQ) 
Calculated 

C1 171.0 172.6 - - - 

C2 (CH) 53.1 52.6 3.7 3.9 4.2 

C3 (CH2) 34.7 34.7 2.4 2.7 2.3 

C4 121.9 122.4 - - - 

C5  

(CH arom.) 

135.8 136.6 6.2 6.2 6.2 

C6  

(CH arom.) 

116.2 114.8 6.1 6.1 6.3 

C7  157.8 160.7 - - - 

C8  

(CH arom.) 

118.5 118.1 5.5 5.4 5.5 

C9 (CH 

arom.) 

126.8 125.6 5.4 5.3 5.1 

C10 (CH3) 53.7 51.4 3.1 3.1 3.1 

NH3
+    7.6 7.5 

OH    11.5 7.1 

 

Long-contact 1H-13C DQ/SQ spectra 

Two long-contact 1H-13C DQ/SQ spectra were considered in figure 5.16. The correlations of 

b2, d and e are extended to the adjacent quaternary carbons in the molecular structure, as 

predicted in the simulated spectra. It is particularly powerful as the extension of a given 

correlation in a reliable interpretation is a rare occurrence in conventional 1H-13C HETCOR 

 
14 The σref values used for 13C and 1H were 167.9 and 29.35 ppm for 13C and 1H, respectively. The 
gradient, m, was set to −1. 

15 The experimental 1H chemical shifts in this column are from the short-contact 1H-13C HETCOR, as 
described in Chapter 4. 
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spectra. Particularly, as at longer contact times in 1H-13C HETCOR spectra, it can be difficult 

to determine which cross peaks are robust as it can sometimes appear that all environments 

are correlating with one another. This is discussed further in the context of figure 5.17. 

 

Figure 5.16: A long-contact 1H-13C DQ/SQ spectrum recorded of Tyr at 9434 Hz (left) and 10 

kHz (right) where the contact time was 0.4 ms with a τtotal of 80 µs in both datasets. The 

experimental parameters for the 9434 Hz spectrum are within the figure 5.15 caption. For the 

10 kHz spectrum, a recycle delay of 4 s was used on the 4 mm probe where 800 transients 

were collected for each of the 48 t1 increments with a spectral width of 50 kHz and 

approximately 19.3 kHz in F2 and F1 respectively. The States-TPPI method was used to achieve 

sign discrimination with a 16-step phase cycle to achieve DQ selection. Previously identified 

DQ correlations are in red, whilst additional  1H DQ correlations are in blue. The horizontal 

trace is the skyline projection of the 13C dimension.16 

As labelled in figure 5.16 b), there appears to be additional 1H DQ correlations (α to ζ). These 

could be assigned using the simulated 1H-13C DQ/SQ spectra in figure 5.14 however, as only 

the contact time has been extended (from 0.1 ms to 0.4 ms) rather than the total recoupling 

time, it is unlikely that additional correlations are observed relative to the ones already seen. 

It is more likely that the additional cross peaks are artefacts from the pulse sequence itself.  

 
16 Both spectra with the F1 skyline projection are presented in Section A3 of the Appendix which 
demonstrates both the SSB artefacts that have been omitted from the plots through choice of F1 
spectral width alongside the suspected RRF resonances.   
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With further analysis of the data in figure 5.16, there are indications that the additional cross 

peaks are rotor-rf (RRF) resonances.229 The correlations labelled ε and η, which are present 

in both datasets in figure 5.16, have variable 1H DQ chemical shift values alongside the lack 

of consistency of the cross peaks labelled in blue between the experiments. The additional 

correlations observed for alanine in figure 5.11 could also possibly be explained by these RRF 

resonances. Also, the proposed 1H SQ chemical shift for the OH signal is over 4 ppm higher 

than the predicted value so the predicted 1H DQ correlations in the simulated 1H-13C DQ/SQ 

spectrum that include the OH proton are not realistic. This is important, especially as the 

majority of the predicted 1H DQ correlations fall in the 8-12 ppm region. 

The presence of such artefact cross peaks has been documented previously by Leskes, 

Madhu and Vega where they described the phenomenon as RRF resonances.229 As a 

consequence of second averaging of the dipolar interaction, they describe how RRF peaks 

are difficult to predict prior to data acquisition so when they appear experimentally, it can 

be difficult to determine what is a real cross peak and what is an RRF-resonance.229 One 

method suggested to mitigate against their presence is by shifting the RF offset and adjusting 

the spectral window that the RRF lines fall outside which by coincidence, this work has done 

post-acquisition for both the 13C-13C INADEQUATE and 1H-13C DQ/SQ datasets.  

Comparison to long-contact 1H-13C HETCOR spectrum 

The relationships between the 1H DQ correlations in figures 5.15 and 5.16 can be related to 

the 1H-13C HETCOR spectrum, as annotated in figure 5.17. Similarities can be seen between 

the protonated environments but in order to tie the information together to the observed 

1H DQ pairs, a 1H-1H DQ/SQ spectrum would be required. This is why the annotations are 

marked with an asterisk. As noted previously, at longer contact times, it can be a struggle to 

identify which long-range cross peak correlations are real or apparent. An example of this is 

seen in figure 5.17, where the lower 1H SQ cross peaks appear to correlate for all 

environments of Tyr, where it is clear that cannot be the case.  
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Figure 5.17: An annotated long-contact 1H-13C HETCOR spectrum of Tyr recorded on a 500 

MHz Avance III HD spectrometer. A recycle delay of 2 s and contact time of 1 ms was used at 

a MAS rate of 10 kHz on the 4 mm probe. 80 transients were collected for each of the 24 t1 

increments with a spectral width of 50 kHz and approximately 19.3 kHz in F2 and F1 

respectively. The States-TPPI method was used to achieve sign discrimination. The horizontal 

and vertical traces are the skyline projections of the 13C and 1H dimensions respectively. 

Annotations in red refer to ‘quasi’ 1H DQ correlation assignments observed in the 1H-13C 

DQ/SQ datasets in figure 5.16 .  

Comparison to Marseille data 

To test the reproducibility of the acquired data, a 1H-13C DQ/SQ spectrum was acquired by 

the researchers at the University of Marseille on their 400 MHz Avance III spectrometer. The 

acquired experimental data in figure 5.18 reflects the previous observations in the datasets 

discussed where, despite the longer contact time (0.5 ms), the resulting 1H DQ correlations 

reflect the short-contact 1H-13C DQ/SQ in figure 5.15. The signal intensity variation can be 

attributed to differences in SNR in the acquired datasets. Nevertheless, it was clear that the 

assigned cross peaks in figure 5.15 were reproducible whilst the suspected artefact peaks in 

figure 5.16 were not. This reinforced further that that additional correlations in  figure 5.16 

were not reproducible (this likely to be RRF resonances) and that the pulse sequence set-up 

and acquisition plays a direct role in whether they are present experimentally or not.  
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Figure 5.18: A 1H-13C DQ/SQ spectrum of Tyr recorded on a 400 MHz Avance III spectrometer. 

A recycle delay of 2 s, contact time of 0.5 ms and τtotal of 80 μs at a MAS rate of 10 kHz using 

a 4 mm probe. 768 transients were collected for each of the 48 t1 increments with a spectral 

width of approximately 35.7 kHz and 13.2 kHz in F2 and F1 respectively.  The States-TPPI 

method was used to achieve sign discrimination with a 16-step phase cycle to achieve DQ 

selection. 

5.3.5 Section Summary 
The initial aim of the 1H-13C DQ/SQ experiment was to provide an alternate method to probe 

carbon connectivity. As in the conventional 1H-13C HETCOR, the length of contact time can 

be changed but it is suspected that any new correlations, relative to the short-contact 

variant, are likely artefacts rather than new correlations.229 Using short contact times, a 

number of 1H DQ frequencies can be identified and tend to be restricted to protonated 

environments. A similar level of insight can be provided by the combination of 1H-13C HETCOR 

and 1H-1H DQ/SQ but the benefit of the 1H-13C DQ/SQ is that it is one experiment which is 

acquired at a given MAS rate. A summary of the assigned 1H DQ correlation peaks for Tyr has 

been summarised in figure 5.19, especially as the presence of RRF resonances can complicate 

assignment. 
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Figure 5.19: Visualisation of the DQ correlations identified where the red and blue 

annotations refers to assigned short-contact 1H-13C DQ/SQ and long-contact 1H-13C DQ/SQ 

spectra in figures 5.15 and 5.16 respectively.  

For some 1H DQ correlations, direct comparison of the 1H DQ frequencies to the simulated 

1H-13C DQ/SQ spectrum can identify the H-H correlation. This provides insight into the 

carbons that are close in space to one another and can be reinforced with longer contact 

times. Additional cross peaks for the same 1H DQ frequency can be extended to other 

protonated environments but more interestingly, to quaternary carbons. A great example of 

this was for Tyr where, for the H5-H6 correlation, two additional 1H DQ cross peaks were 

observed in the long-contact 1H-13C DQ/SQ spectrum in figures 5.16 and 5.18, linking C4 and 

C7. This gives connectivity information to assign the carbons of the aromatic ring and is a 

result unlikely to be achieved from the conventional 1H-13C HETCOR alone. At longer contact 

times, as seen in figure 5.17, it can become difficult to interpret the observed cross peaks 

confidently, particularly those that indicate a long-range correlation; Additional data 

acquisition is likely to be required to be convincing. In contrast, the 1H-13C DQ/SQ confidently 

achieves this in a single experiment. The simulated spectra helps reiterate a particular 

assignment but care must be taken as the predicted correlations are solely based on C-H and 

H-H distances with no consideration of other factors.  

A key benefit of the 1H-13C DQ/SQ experiment is its ability to provide insight into the 

intermolecular behaviour of materials in relation to molecular packing and possible 

hydrogen bonding. The 1H-13C HETCOR can also probe hydrogen bonding with the 

appearance of high frequency 1H SQ cross peaks, but tends to be limited to exchangeable 

protons.162,204 Here, the 1H-13C DQ/SQ experiment is observing intermolecular correlations 

between aromatic and aliphatic protons as well as exchangeable protons. 

Further optimisation is required to reduce the observed artefacts. Numerical simulations 

would be helpful to identify problems, develop strategies to mitigate against the loss of signal 



112 | P a g e  
 

intensity but also determine whether the artefact features may provide additional 

information. Variation of the RF offset, as discussed by Leskes, Madhu and Vega229 could also 

be attempted experimentally to mitigate against the RRF artefact peaks. Simulations will also 

help understand the relationship between the two durations (contact time and recoupling 

time) to fully comprehend how one affects the other to allow the experiment to be run to its 

full potential.  

5.4 Conclusions 
 

In this chapter, two different approaches to determine 13C-13C connectivity have been 

explored. A dipolar-based 13C-13C INADEQUATE experiment was found to be a suitable 

alternative to the J-based 13C-13C INADEQUATE where for both exemplar molecules, the 

carbon skeleton could be traced in a fraction of the acquisition time. In contrast, the 1H-13C 

DQ/SQ experiment has been conceptualised and explored where its initial aim as a direct 

alternative to the 13C-13C INADEQUATE experiment has morphed into a more complex study. 

Alongside indirect carbon connectivity, it has been found that additional intermolecular 

information can be derived. For future work, robust simulations would be required to fully 

optimise both pulse sequences, however, this chapter has demonstrated the precedent of 

both pulse sequences to aid in the robust structural characterisation of molecular organics 

solids.  
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Chapter 6: Exploring the Solution-

State Behaviour of Ritonavir  

6.1 Introduction 

 

Solution state NMR is one of the methods used within industry and academia to understand 

the structure, purity, conformation and conformational exchange of a given material.230–233 

In this chapter, the focus is on the ability of solution-state NMR to probe the behaviour of 

the protease inhibitor, Ritonavir (RVR). RVR is primarily used in the treatment of acquired 

immune deficiency syndrome (AIDS)234 but more recently in Paxlovid, a combination therapy 

for treatment of COVID-19.235–237 

 

Figure 6.1: The 13C CP/TOSS49 spectra of RVR Form I (top) and RVR Form II (bottom). 512 

transients were taken at a recycle delay of 4 s (Form I) or 6 s (Form II) at 10 kHz on the 4 mm 

HX MAS probe at ambient temperature. Data was acquired on the Oxford 11.7 T 

superconducting magnet, and Bruker AVANCE III HD console, operating at frequencies of 

499.69 (1H) and 125.65 (13C) MHz with SPINAL-64 heteronuclear decoupling of approximately 

73.5 kHz.42 All spectra were processed in TopSpin and reproduced from data in reference 

238.238 
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Within the solid state community, RVR represents an infamous example of a disappearing 

polymorph due to its conformational polymorphism.17 The appearance of a second form, 

Form II, after the initial drug development pipeline required an entire re-design of the 

manufacturing process in order to isolate the desired Form I.18,19 This was due to the inability 

to isolate Form I once Form II was present in the synthetic route.17 The variation in the two 

forms can be identified using 13C SSNMR, as demonstrated in figure 6.1. 

Interest in the solid state behaviour of RVR remains, where there has been work both 

experimentally and computationally to understand the solid state landscape.239–241 Most 

recently, a new form, Form III has been characterised by Zhang, Yao and Henry, where the 

configurational preferences for the key torsions have been highlighted in figure 6.2.242 

Interestingly, Form III may have been discovered previously in 2014 but had not been realised 

at the time.243,244  Kawakami et al. identified the form as Form IV, in line with the 2003 work 

by Morissette et al., but there were discrepancies in the related PXRD patterns.243,245 

However, when the PXRD pattern was overlaid with Form III, the isolated form by Kawakami 

and co-workers appears to be Form III mixed with amorphous material.242,243 Even after two 

decades of exploration, the solid state conformational landscape of RVR is not yet fully 

understood.  

 

 

Figure 6.2: Variation in torsional preference of the carbamate (CRB) and N-Methyl Urea 

(NMU) moieties in RVR across the three identified solid forms. RVR has been drawn in the 

solid state form I conformation. Figure has been adapted from reference 239.239 
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The carbamate (CRB) and N-Methyl Urea (NMU) torsions, shown in figure 6.2, play a 

significant role in the physicochemical behaviour of RVR. As noted by the initial publication 

by Bauer et al., the more stable Form II has a more unusual conformation for the CRB torsion, 

where it sits cis.19,239 They found that 2% of deposited structures within the CSD exhibited a 

cis carbamate torsion in 2001 and this number increased to 5% in 2021 where Wang et al. 

conducted a similar study.19,239 Despite its unusual configuration, the cis CRB configuration 

in Form II allows all strong hydrogen bond donors (HBD) and acceptors (HBA) to be satisfied, 

which results in its increase in stability.19 Form III on the other hand, was identified as the 

least stable form of the three.242  

The solution-state behaviour of RVR is less well documented and little is known about the 

conformational variability relative to solvent. The seminal publication by Bauer et al. does 

describe an initial study of RVR in DMSO where they found evidence of the existence of at 

least two conformations in solution at a ratio of 99 to 1.19 However, attempts to extract 

kinetic information from variable temperature experiments were unsuccessful.19 There has 

also been little discussion regarding the suspected dominant conformation as it has been 

assumed that it would reflect the solid state Form I conformation.19,239,241 Despite both CRB 

and NMU torsions varying between the forms, focus within the literature has been on the 

CRB torsion. The study by Chakraborty, Sengupta and Wales focused on purely 

computational estimations of kinetic and thermodynamic parameters for the 

interconversion of the CRB torsion.241 

The spectral assignment of RVR has also been limited to a handful of publications and patents 

within a limited solvent range.246–248 Despite the work by Bauer et al. highlighting the possible 

presence of at least two conformations in solution,19 the published assignments tend to 

assume that there is only one conformation present. If there is the presence of additional 

signals, they have not been considered as a result of conformation but of the study itself. 

One example of this is the work by Jeong and co-workers, which acknowledges additional 

signals in the 1D 1H spectrum, but they were suspected to reflect the different possible 

binding sites between RVR and the chosen catalyst for SABRE measurements.247  

6.1.1 Aims of this Work 

As literature tends to focus on the solid state behaviour of RVR, the aim of this chapter was 

to explore the solution-state behaviour through robust spectral assignment, quantification 

of the observed exchange and preliminary conformational analysis. Three different solvents 

were used (CDCl3, DMSO and EtOD) to establish whether there is solvent dependence for 
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both exchange and conformation. The work in this chapter has been completed in 

collaboration with Ms. Sophia Hassan, Dr. Juan Aguilar, Professor Aurora Cruz Cabeza and 

Professor Mark Wilson. 

6.2 Materials and Methods  

6.2.1 Materials 

RVR (CAS Number: 155213-67-5) was purchased from Merck Life Sciences Ltd and used 

without further purification. The provided solid was confirmed as Form I by PXRD, as shown 

in section A4 of the Appendix. All solvents used were of analytical grade and used as received. 

The solvents were CDCl3 (CAS Number: 865-49-6) EtOD-d6 (CAS Number: 1516-08-1) and 

DMSO-d6 (CAS Number: 2206-27-1). 

6.2.2 Methods 

A significant number and variety of experiments were conducted in this chapter to probe the 

assignment, conformation, and exchange of RVR. The data was acquired by the solution-

state NMR facility at Durham University, namely by Dr. Juan A. Aguilar and sample 

preparation was aided by Ms. Sophia V. S. Hassan. Around 15 mg of sample was dissolved in 

approximately 750 µL of each solvent and data was acquired mainly on Bruker Neo 700 MHz 

spectrometer with an operating frequency of 699.74 MHz for 1H. All experimental data was 

processed in either Topspin or MestreNova.  

For the exchange investigation, initial 1H spectra were acquired over 32 transients, each 

consisting of 6536 complex data points with a spectral width of 19.8 kHz. The 1H-1H EXSY 

spectra were acquired at ambient temperature unless specified otherwise over 4 transients, 

each consisting of 4096 (t2) and 1024 (t1) data points with a spectral width of 7.8 kHz. The 

number of increments was 512 with a repetition time of 2.5 s and 0.5 s acquisition time. The 

duration of the experiments varied depending on the mixing time used but were 

approximately 3–3.5 hrs. Mixing times used were between 0.05 s and 0.5 s. Prior to 

integration, the baselines of the 2D EXSY spectra were flattened using an automated 

polynomial baseline correction whilst the peak intensities were obtained from either 2D 

volume integration or 1D cross section slices with no line broadening applied.  The structural 

assignment was accomplished using 1D and 2D NMR experiments which included: 1D 1H, 1D 

13C{1H}, 1D and 2D 1H-PSYCHE, 1H-1H COSY, 1H-1H NOESY, 1H-1H ROESY, 1H-13C edited-HSQC, 

1H-13C HMBC, 1H-15N HSQC and 1H-15N HMBC.  
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6.3 Assignment 

6.3.1 Overall Assignment  

The structural assignment for RVR in each solvent has been tabulated in table 6.1 where 

values in brackets reflect the associated minor signal(s) with the atomic numbering in figure 

6.3. In DMSO, the assignment in table 6.1 matches what has been previously reported.246 To 

note, the notation ‘M’ refers to the major set of signals in each solvent whilst ‘m’ refers to 

the minor set of signals in each solvent.  

 

 

Figure 6.3: Molecular labelling for RVR where the conformation drawn reflects Form I (i.e the 

CRB is trans and NMU is cis).18,19 
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Table 6.1: Spectral assignment of RVR in CDCl3, DMSO and EtOD with the minor assignment 

of environments in brackets.  The full assignment can be found in the MestreNova files in the 

Data Archive.  

Label Type 

CDCl3 

13C or 15N / ppm 

1H / ppm 

DMSO 

13C or 15N / ppm 

1H / ppm 

EtOD 

13C or 15N / ppm 

1H / ppm 

1,3 iPr 

17.61,19.72 (17.63, 19.81) 

0.80, 0.89  (0.84, 0.93) 

18.14, 19.39 

0.74 

18.80, 20.01 (18.81, 20.06) 

0.82, 0.84 (0.88) 

2 CH 
29.41 (29.44) 

2.28 (2.31) 

30.39 

1.88 

31.61 (31.63) 

1.95 (2.00) 

4 CH 
60.69 (60.91) 

3.99 

59.49 

3.93 

61.24 (61.29) 

3.95 (3.99) 

5 NH 
84.10 

6.26 

84.24 

6.01 (6.05) 

85.38 

6.15 (6.21) 

6 C=O 159.30 157.42 159.51 

8 N 80.46 75.87 78.01 

9 Me 
35.03 (35.08) 

2.95 (2.97) 

34.48 

2.87 

35.20 

2.95 (2.97) 

10 CH2 
49.32 

4.33, 4.40 

48.23 

4.41,4.47 

49.54 

4.44, 4.54 (4.44, 4.55) 

11 C 151.63 152.79 153.43 

12 CH 
114.46 (114.55) 

7.00 (7.02) 

114.03 

7.18 

115.18 (115.24) 

7.14 (7.16) 

14 C 179.47 177.20 179.52 

15 N 309.42 315.40 310.42 

16 CH 
33.21 

3.25 

32.42 

3.23 

34.04 

3.27 

17,18 Me 
23.22, 23.05 

1.36 (1.38) 

22.77, 22.83 

1.30 

23.53 

1.36 

19 C=O 172.45 (172.27) 171.14 173.41 (173.05) 

21 NH 
126.11 (125.26) 

6.61 (6.62) 

126.23 

7.68 (7.70) 
129.00 

22 CH 
49.50 (49.42) 

4.17 (4.21) 

47.02 (47.10) 

4.15 (4.03) 

49.03 (48.82) 

4.27 (4.16) 

23 CH2 

40.45 (40.08) 

1.59, 1.65 (1.57) 

38.24 

1.45 

39.75 (40.31) 

1.63 (1.68) 
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24 CH 
69.61 (69.84) 

3.64 (3.59) 

68.98 (56.48) 

3.58 (3.54) 

70.17 (70.35) 

3.69 

25 OH - 4.61 (4.65) 5.28 

26 CH 
57.25 (58.17) 

3.74 (3.59) 

55.46 (56.22) 

3.82 (3.72) 

56.86 (57.34) 

3.97 (3.91) 

27 CH2 
38.87 (39.76) 

2.83 (2.73,2.78) 

37.15 

2.68 

39.08 (40.31) 

2.78, 2.81 (2.74) 

28 C 138.17 (138.25) 139.43 139.70 

29,33 CH 
129.35 

7.18 

128.97 

7.19 

130.12 

7.21 

30,32 CH 
128.36 

7.24 

127.93 

7.21 

128.89 

7.17 

31 CH 
126.27 

7.18 

125.75 

7.15 

126.83 

7.11 

34 NH 
84.58 (86.09) 

5.21 (5.14) 

86.14 (86.81) 

6.88 (6.41) 

84.50 

6.44 (5.92) 

35 C=O 155.76 (155.71) 155.55 157.39 (157.13) 

38 CH2 
58.03 (58.29) 

5.21 (5.01, 5.11) 

57.16 (57.55) 

5.15,5.12 (5.03) 

58.58 (58.93) 

5.18 (4.99, 5.03) 

39 C 133.55 134.05 135.38 (134.83) 

40 CH 
143.26 (143.19) 

7.82 (7.75) 

143.0 (142.76) 

7.85 (7.78) 

143.44 (143.59) 

7.80 (7.74) 

41 N 320.20 323.93 314.45 

42 CH 
154.44 (154.41) 

8.79 (8.77) 

155.46 (155.34) 

9.05 (9.02) 

156.28 (156.39) 

8.94 (8.93) 

44 CH2 
41.84 (42.07) 

2.72 (2.62, 2.73) 

39.78 

2.67,2.60 

41.42 (41.78) 

2.67,2.75 

45 C 137.60 (137.64) 138.73 139.25 

46,50 CH 
129.14 

7.07 

129.25 (129.12) 

7.11 (7.03) 

130.32 

7.10 (7.02) 

47,49 CH 
128.31 

7.14 

127.81 

7.16 

128.78 

7.11 

48 CH 
126.41 

7.11 

125.69 

7.13 

126.73 

7.06 
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It was clear in the experimental data in all solvents that there are at least two sets of signals 

present and an example of this is shown in figure 6.4 for the 1H environments 22, 24 and 26 

in DMSO. The choice of experiment was also used to distinguish between exchange cross 

peak pairs and NOEs where a difference in phase is seen in the 1H-1H ROESY spectrum.33 For 

example, the major (M) and corresponding minor (m) signal of environment 26 was 

identified in the 1H-1H ROESY spectrum as the corresponding cross peak is the same phase 

as the diagonal peak. If the cross peak was an NOE, it would be a different phase to the 

diagonal, as seen between 26M and 22M below.  

 

 

Figure 6.4: 1H-1H NOESY (left) and 1H-1H ROESY (right) spectra for RVR in DMSO. The benefit 

of 1H-1H ROESY is the distinction between exchange cross peaks (black) from NOEs (green). 

The environments have been labelled on both axes.  

6.3.2 Conformer Ratio 
Using a selection of resolved exchange pairs in the 1D 1H spectra, conformer ratios were 

approximated. The overall average for each torsion has been tabulated in table 6.2 where a 

significant deviation from the previous 99 to 1 estimate is seen.19  This is discussed further in 

Section 6.5.  
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Table 6.2: Summary of the average conformer ratios for the CRB and NMU torsions in each 

solvent (with associated standard error).17 

Solvent Type 

CRB Torsion NMU Torsion 

Environments 

Considered 

Approximate 

Ratio 

Environments 

Considered 

Approximate 

Ratio 

CDCl3 Non-polar 1 6.5 : 1 2 5.4 ± 0.3 : 1 

DMSO Polar, aprotic 6 10.9 ± 0.4 : 1 0  

EtOD Polar, protic 4 8 ± 0.5 : 1 1 6.1 : 1 

 

6.4 Preliminary Conformational Analysis of RVR 

 

As noted in section 6.1, the CRB and NMU torsions play a pivotal role in the conformational 

behaviour of RVR in the solid state.19,239,241 In this section, a preliminary conformational 

analysis has been conducted based on the acquired experimental data, quantitative methods 

and visualisation of proposed conformations in Avogadro.114 

6.4.1 NMU and CRB Torsion 

NMU Torsion 

Focussing first on the NMU region of RVR, the 1H-1H NOESY spectra were used to determine 

whether an NOE was observed between the NMe group (9) and the NH environment (5). As 

shown in figure 6.5, an NOE was present between 9 and 5 in DMSO, as seen in figure 5.6 b), 

but not in CDCl3 and EtOD, as shown in figure 5.6 a) and c). This indicates that there is a 

difference in the configuration in DMSO relative to CDCl3 and EtOD, where the lack of an NOE 

corresponds to a cis configuration. The 13C chemical shifts for the CO group (6) also appear 

linked to this variation in conformation where in EtOD and CDCl3, the signal is 2 ppm higher 

than in DMSO (159.3 ppm and 159.5 ppm relative to 157.4 ppm, respectively).  

   

 
17 To calculate the average,  a subset of exchange pairs within the 1D 1H spectrum that are associated 
with the CRB and NMU torsions respectively. As there are no distinct exchange pairs for the NMU 
region in DMSO, this approximate ratio was not calculated. Individual environment values can be found 
in section A5 of the Appendix. 
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Figure 6.5: Section of the 1H-1H NOESY spectrum of RVR in a) CDCl3, b) DMSO and c) EtOD,  

focussing on the presence or absence of a cross peak between 5 and 9. To note, environment 

5 in CDCl3 is broad, indicating exchange with solvent or water within the sample. 

 

Initial Evidence for CRB Torsion 

Also in the 1H-1H NOESY spectra, environments 40 and 42 do not show any long-range NOEs 

in any of the solvents. This indicates that the CRB torsion does not bring the triazole ring in 

close proximity to the main body of the molecular structure nor is it close to either of the 

phenyl rings. This does deviate from the suggested global minimum in the gas phase, where 

the conformation is collapsed in on itself with stacking of the thiazole rings for both CRB 

configurations.241 
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Figure 6.6: Section of 1H-1H NOESY spectrum focussing on environments 42 and 40 of RVR in 

a) CDCl3, b) DMSO and c) EtOD. There is an absence of NOEs (bar the expected 38-40 NOE), 

which rules out a dominant closed conformation. Environments have been labelled in the 

direct dimension.  

 

Additionally, there is significant change in 1H chemical shift of the NH environment 34 of the 

CRB torsion. In figure 6.7, the 1H chemical shift variation in DMSO (Δδ = 0. 7 ppm) and Et D 

(Δδ = 0. 2 ppm) is significant whilst in CDCl3, the variation is small (Δδ = 0.07 ppm). However, 

to further understand the behaviour of the CRB torsion, the surrounding environments 

required consideration. Environments of particular interest were 22, 23, 24 and 26 which are 

herein named the ‘quasi-alkyl’ chain and the focus was centred on the dominant 

conformation.  
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Figure 6.7: Variation in 1H chemical shift of 34 in CDCl3 a), DMSO b) and EtOD c) with relevant 

environments labelled.  

Environments 22, 23, 24 and 26 in the Dominant Conformation – T   ‘qu   -  k  ’         

The environments 22, 23, 24 and 26 link together the CRB and NMU regions via an additional 

amide torsion. Wang et al. had previously identified their involvement in two of the four 

torsions that noticeably vary between the solid state forms I and II.239 

In relation to the dominant conformation of the CRB torsion, it was found that the ‘quasi-

alkyl’ chain plays a pivotal role in the preference of the CRB configuration. Based on the 

molecular structure in figure 6.3, it would be expected that the environments would show 

local NOEs with their neighbouring environments. But, as shown in figure 6.8, this was not 

the case. In DMSO and EtOD, a variation in NOE intensity was seen between the NOEs of 22 

and 26 (22-26) and 22 and 24 (22-24).  

It was expected that a stronger NOE would be seen for 22-24 compared to 22-26. However, 

as shown in the red boxes of figures 6.8 b) and 6.8 c), the NOE for 22-26 is greater. This means 

that the ‘quasi-alkyl’ chain has a clear conformational preference that allows 22 and 26 to be 

close in space to one another. In contrast, in CDCl3, the 22-24 NOE is stronger than the 22-

26 NOE, which is expected. Therefore, the configurational preference is different in CDCl3 

relative to DMSO and EtOD. 
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Figure 6.8: 1H-1H NOESY spectra of RVR in a) CDCl3, b) DMSO and c) EtOD with red boxes used 

to highlight the NOEs of interest between 22-26 and 22-24. Environments have been labelled 

on both axes.  

This can be quantified further by extracting the internuclear distances from the NOE 

intensities, as described previously in Section 2.3.1. In order to estimate the distances for the 

22-24 and 22-26 NOEs, a reference intensity and distance needed to be defined. In DMSO 

and EtOD, 44 was used (H-H = 1.78 Å) whilst 10 was used in CDCl3 (H-H = 1.76 Å). The 

reference H-H distances were based upon the distance between the relevant CH2 protons in 

the geometry optimised structure of RVR Form II (YIPGIO03). The relevant internuclear 

distances have been presented. Alongside this, the strong NOE of 5-9 in DMSO was included 

to demonstrate what internuclear distances are expected for a strong NOE.  



126 | P a g e  
 

Table 6.3 : Experimentally Derived Interproton Distances for the 22-23-24-26 chain.18 

NOE Correlation 
Experimentally Derived Distance / Å 

DMSO EtOD CDCl3 

22-26 2.7 2.9 3.9 

22-24 3.3 3.3 2.9 

23-22 2.8 3.0 3.0 

23-24 2.9 3.2 3.0 

5-9 2.6 - - 

 

In table 6.3, the H-H distance for the 22-26 NOE is almost 1 Å shorter in DMSO and EtOD 

relative to CDCl3. In CDCl3, the environments are not close in space at all. The derived 

distances in table 6.3 can then be used to model the region to determine the preferred CRB 

configuration in the dominant conformation.  

R        M       f     ‘qu   -  k  ’            RB T r      

To understand how this difference in the quasi-alkyl chain configuration affects the overall 

conformation, models of the specific region were created in Avogadro. As shown in figure 

6.9, the variation in the N Es observed for the ‘quasi-alkyl’ chain report that the 

conformation has an impact on the surrounding moieties, which, in turn, affect the 

preference for the CRB configuration. This can play a role in the magnitude of the chemical 

shift difference observed for environment 34.  

     

Figure 6.9:  Variation of the ‘quasi-alkyl’ chain when a) 22 and 26 are close in space (as in 

DMSO and EtOD) whilst b) is when 22 and 26 are not close in space (as in CDCl3). 

 
18 Errors were determined based on references 64 and 65 where the % error quoted was approximately 
3%.64,65 In this instance, this would be around ±  0.1 Å. 
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Focusing first on the ‘quasi-alkyl’ chain in DMS  and Et D, figure 6.10 captures the two 

possible configurations for the CRB torsion. Arrows have been marked on bonds which are 

expected to exhibit some or complete rotational freedom, based on table 6.2, and the type 

of moiety. Within the CRB region, the thioazole ring (containing environments 40 and 42) is 

expected to be under free rotation as are the phenyl rings which are connected to the main 

body of RVR by the CH2 groups of 27 and 44. 27 and 44 do have associated inequivalence for 

the CH2 protons, as seen in table 6.2, but will have the ability to rotate whilst maintaining the 

inequivalence. The same is also seen for 38 where inequivalence is seen for the dominant 

conformation in DMSO whilst equivalence is seen in EtOD. These will all play a part in the 

understanding of the overall CRB configuration. 

 

 

Figure 6.10: Visualisation of the CRB torsion when the ‘quasi-alkyl’ chain is arranged as shown 

in figure 6.9 a) in DMSO and EtOD. Here, the configuration of the CRB torsion is trans in a) 

and cis in b). The relevant environment labels are in black, possible rotatable bonds are in 

blue and approximate H-H distances for possible long-range NOEs are in red. The trans CRB 

configuration for the dominant solution conformation is in better agreement with the 

previously presented acquired data. The phenyl ring protons have been omitted for clarity.  

When the CRB configuration is trans, as in figure 6.10 a), environments 40 and 42 are not 

expected to observe any long-range NOEs and this agrees with the acquired data in figure 

6.6. In contrast, when the CRB configuration is cis, environment 40 would likely observe an 

NOE with 26 and 27. The approximated distances fall within the range of those calculated in 

table 6.3 so would be expected to be observed in the acquired data. However, they were 

not, so it can be said that the dominant CRB configuration in DMSO and EtOD is trans.  

When the ‘quasi-alkyl’ chain is modelled as expected in CDCl3, similar observations can be 

made. In the trans CRB configuration, environments 40 and 42 do not observe any long-range 

NOEs whilst in the cis CRB configuration, there is the possibility of an NOE between 26 and 
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40 but this is not seen in the experimental data. The NOE between 40 and 27 is unlikely, as 

displayed in grey in figure 6.11 b), as its H-H distance exceeds the 3.5 Å cut-off described by 

the methodology.64,65 Therefore, the CRB torsion is trans in the dominant conformation, 

despite the variation in the ‘quasi-alkyl’ chain in CDCl3. 

 

Figure 6.11: Visualisation of the CRB torsion when the ‘quasi-alkyl’ chain is arranged as shown 

in figure 6.9 b) in CDCl3. Here, the configuration of the CRB torsion is trans in a) and cis in b). 

The relevant environment labels are in black, possible rotatable bonds are in blue and 

approximate H-H distances for possible NOEs are in red and grey.  

Despite its lack of impact on the CRB torsion, the conformation of the ‘quasi-alkyl’ chain can 

be explained by the variation seen for environment 34. As discussed previously, the chemical 

shift difference between 34M and 34m in CDCl3 was significantly less relative to DMSO and 

EtOD. This variation appears to be independent of the CRB torsional preference so an initial 

calculation to determine its likelihood to engage in intramolecular hydrogen bonding was 

evaluated (Section A6 of Appendix), but this found no possibility.249–251 Interestingly, the NH 

environment 5 indicated that there was the possibility of an intramolecular hydrogen bond 

(intraHB) but in order to investigate its plausibility, further work would be needed with 

molecular dynamics (MD) simulations to understand the significance of the result. This is also 

the case with the possibility of the conformational preference of the ‘quasi’ alkyl chain and 

resulting chemical shift variation of environments such as 34. The  experimental data indicate 

this possibility but in order to be confident, it would require MD simulations to determine 

the plausibility of such an effect.  

Summary 

The discussed conformational preferences for RVR in each solvent have been tabulated in 

table 6.4. In EtOD and CDCl3, the dominant conformation reflects the solid state Form I 

conformation whilst, in DMSO, the dominant conformation is more similar to Form III. It is 
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clear that there is an associated solvent dependence in regard to the behaviour of RVR in 

solution and that the CRB torsion appears independent of this. The solvent dependence of 

RVR has been discussed further with lineshape analysis in the following section.  

Table 6.4: Summary of observations for the dominant conformation of RVR in each solvents.  

Solution-State 

Solvent 

CRB 

Torsion 

NMU 

Torsion 

‘ u   -  k  ’       

(NOE Strength) 

34 1H Chemical Shift Difference 

  Δ    

CDCl3 Trans Cis 22-24 > 22-26 0.07 

DMSO Trans Trans 22-26 > 22-24 0.47 

EtOD Trans Cis 22-26 > 22-24 0.52 

 

6.4.2 Lineshapes 

A subset of environments (38, 9 and 1&3) have been chosen to demonstrate how particular 

lineshapes in DMSO differ from CDCl3 to EtOD. This can be correlated to the preference of 

the NMU torsion, as seen in table 6.4. Figure 6.12 collates together the environments 

considered, where those in italics refer to environments that are either associated with the 

NMU region (9) or neighbour the torsion (1&3) whilst 38 is involved in the CRB torsion.  

 

Figure 6.12: Lineshape variation for environments 38 (left), 9 (middle) and 1&3 (right) in CDCl3 

(black), DMSO (red) and EtOD (blue). 27M in DMSO is not observed in the middle plot as its 

1H chemical shift (2.68 ppm) falls out of the axis range whilst 9 and 1&3 are in italics due to 

their association with the NMU region of RVR.  



130 | P a g e  
 

Across the subset of environments, the 1H chemical shift in DMSO is consistently lower 

relative to CDCl3 and EtOD. The distinction of environments, such as 9, vary in DMSO relative 

to CDCl3 and EtOD, where the resolution of the minor signal is seen in the latter two solvents. 

Alongside this, 38 and 1&3 exhibit different lineshapes, indicating a variation in mobility and 

molecular shape. The possible solvent dependence on molecular shape has been touched 

upon previously with the variation in the ‘quasi-alkyl’ chain and its subsequent influence on 

the 1H chemical shift of 34.   

The iPr group, 1&3, was particularly intriguing as the lineshapes observed in CDCl3 and EtOD 

were unexpected. It was expected that free rotation of the two Me groups would be seen, 

leading to equivalence with a lineshape of a simple  doublet (due to coupling to the 

neighbouring CH). In RVR, this would correspond to free rotation about the C2-C4 axis. This 

expected doublet lineshape is seen in DMSO but, in CDCl3 and EtOD, a pair of doublets is 

observed instead, indicating that the individual Me groups are inequivalent. The CH2 group, 

38, also exhibited inequivalence despite its direct involvement in the CRB torsion and, more 

interestingly, the inequivalence varied between conformations. In the dominant 

conformation in DMSO, 38 is equivalent but becomes inequivalent in the minor 

conformation. The opposite relationship is observed in CDCl3 and EtOD where the dominant 

conformation saw equivalence whilst the minor conformation was inequivalent. As the CRB 

torsion, as summarised in table 6.4, is suspected to be trans in the dominant conformation, 

the variation could possibly be linked to the NMU torsion but to reinforce this possibility, 

extensive MD studies would be required. 

6.4.3 Section Summary  

In this section, the conformational behaviour of RVR in CDCl3, DMSO and EtOD has been 

investigated. Solvent dependence plays a significant role in the conformation of RVR where 

variations are observed across the solvents. The configurational preference of the NMU 

torsion in the dominant conformation in DMSO differs from CDCl3 and EtOD where this 

variation appears to be conserved in resulting lineshapes for a selection of environments. 

Solvent also plays a critical role in the conformational preference of the ‘quasi-alkyl’ chain 

where NOEs clearly show that 22 and 26 are close in space to one another in DMSO and 

EtOD. As the ‘quasi-alkyl’ chain also contains an    group (bonded to carbon 24), the 

behaviour of the surrounding environments may be dictated by hydrogen bonding ability 

between the OH and the solvent. The OH group in the solid state plays a key role in the more 

stable Form II, where it behaves as both HBD and HBA, resulting in stronger overall hydrogen 
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bonding relative to Form I.18,19 It is possible a similar effect is occurring in solution, resulting 

in a preferred orientation of the environments in DMSO and EtOD relative to CDCl3.   

To comprehensively determine the preferred conformation of RVR in each solvent, extensive 

MD simulations would be required. This would help fully capture the complexity and 

flexibility associated with RVR. The work presented in this section is only the beginning in the 

understanding of its behaviour in solution and how solvent plays a role in its conformational 

preference. Critically, this section has identified the torsional preferences of NMU and CRB 

torsions which can be probed further to determine kinetic information. As there are two 

distinct sets of signals in the acquired datasets, this indicates that the exchange is slow on 

the NMR timescale. Therefore, it can be probed quantitatively using 1H-1H EXSY spectra.  

6.5 Exchange  

6.5.1 Introduction to Exchange Spectroscopy (EXSY) 

The 1H-1H EXSY experiment was first proposed by Jeener and co-workers70 and allows for a 

visual representation of exchange processes that are slow on the NMR timescale.67,68 For one 

set of exchange peaks, acquisition and analysis of the 1D 1H EXSY spectrum is simpler, where 

a plot of intensity against delay time, can output the relevant exchange rate.252 However, the 

benefit of the 2D 1H-1H EXSY experiment is that multiple exchange pairs can be captured and 

quantified in a single experiment.  

 

Figure 6.13: 1H-1H EXSY pulse sequence with a schematic of the resulting 2D 1H-1H EXSY 

spectrum. The black dots reflect the diagonal peaks of the major (M) and minor (m) 

components alongside the resulting off-diagonal cross peaks (mM and Mm) with their 

associated labels when the exchange cross peak pair are viewed along the direct dimension 

(horizontally). The size of the cross peaks reflect the approximate intensities.  
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For effective acquisition of data, the choice of mixing time (𝜏𝑚) is key. If τm is too short, 

inefficient magnetisation transfer occurs whilst too long a duration would result in signal 

decay due to T1 relaxation dominating.252,253 Perrin and Dwyer defined the optimal mixing 

time using equation 6.3, where 𝑇1 is the longitudinal relaxation time constant and 𝑘 is the 

sum of the forward (𝑘𝑀𝑚) and reverse (𝑘𝑚𝑀) exchange rate constants. In the context of this 

work, the forward reaction (𝑘𝑀𝑚) primarily refers to the interconversion of the CRB torsion 

from trans (M) to cis (m) and 𝐾 refers to the equilibrium constant; This has been used to 

determine whether the outputted 𝑘𝑀𝑚  values are realistic relative to the experimental 

conformer ratios.  

 

𝜏𝑚(optimal) =  
1

1
𝑇1

+ 𝑘
 Eq. 6.3 

 

6.5.2 Exchange Calculations 

Integration Choice 

In order to calculate kinetic parameters, the intensities of the exchange pair cross peaks are 

required.19 Two methods have been used. The first was direct integration of the 2D cross 

peaks whilst the second method was the extraction of 1D slices from the diagonal cross peaks 

of the exchange pairs. The latter method reflects what was used previously to extract 

internuclear distances from 1H-1H NOESY spectra.64,65  

Slice integration was beneficial for signals where overlap was observed. Environments 46&50 

and 24  in DMSO have been used as examples of this in figure 6.14 where one of the signals 

in the exchange pair is overlapped either with itself (24) or with another environment 

(46&50). The 1D cross sections can distinguish the signal but does not guarantee realistic 𝐾 

values. This is discussed further in Section 6.5.3.  

 
19 The 1H-1H EXSY spectra in EtOD were acquired in two separate batches with two reference spectra. 
As the intensities were sufficiently similar, the reference intensities were averaged and evaluated as 
normal. 
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Figure 6.14: 1H-1H EXSY spectra for RVR in DMSO at τm of 0.1 s of environment 40 (top), 46&50 

(left) and 24 (right) where the exchange pair has been labelled in red with environment labels 

on both axes. 

Slice integration was the preferred method to extract intensities but when the shape of the 

peak is different within the exchange pair, the slice taken cannot be considered meaningful. 

This is shown in figure 6.15 for 38 in both DMSO and EtOD. The inequivalence of the CH2 

protons results in a pair of cross peaks for one environment, such as the 38M and 38Mm in 

DMSO and 38m and 38 mM in EtOD. Therefore, for environment 38, volume integration was 

the better choice whilst, for the other environments, slice integration has been used.  
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Figure 6.15: 1H-1H EXSY spectra for RVR in DMSO (left) and EtOD (right) at τm of 0.1 s of 

environment 38 where the exchange pair has been labelled in red with environment labels on 

both axes. Cross peaks of interest are 38M/38Mm in DMSO and 38m/38mM in EtOD. 

Approaches Used 

Within the literature, there are three broad categories of analysis that can be used to extract 

kinetic information: the initial rate approximation, iterative fit (IF) and direct matrix analysis 

(DMA).67,252 The two most common approaches are IF and DMA so have been evaluated in 

this work where the theory has been discussed previously in section 2.3. 

The free software, EXSYcalc uses the DMA approach,254,255 as does an earlier programme, 

D2DNMR.256 EXSYcalc has become a frequently used resource within the literature to 

estimate exchange rates in organic and inorganic materials.257–262 The method requires the 

acquisition of two 1H-1H EXSY spectra, one at zero mixing time (𝜏𝑚 = 0) and one at a non-

zero mixing time (𝜏𝑚 = 𝑡). It is essential that the mixing time chosen is appropriate otherwise 

the results will be widely over- or under-representative.72 It can be difficult to identify 

whether a mixing time is appropriate as the EXSYcalc implementation of DMA does not 

consider experimental noise. Therefore, the uncertainty estimates are not provided with the 

quoted values. To determine whether the calculated kinetic information is reliable, an 

additional step is required. 

In contrast, IF considers experimental uncertainty20. The uncertainty estimates are 

automatically calculated from the non-linear fitting of the inputted data to generate the 

kinetic parameters.76 For IF, at least two non-zero mixing times datasets are preferred as the 

 
20 The term ‘noise’ has also be used to describe the uncertainty in this work.  
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greater number of data points considered, the more realistic the fit (assuming all choices of 

τm are appropriate).  

Table 6.6: Choice of mixing time and number of environments considered.  

Solvent Number of Environments Mixing Time / s 

CDCl3 2 0.05, 0.1, 0.2, 0.5 

DMSO 8 0.1, 0.2, 0.3 

EtOD (VT) 6 0.05, 0.1(+VT), 0.2 

 

As mentioned previously, the choice of mixing time is important.252,253 The mixing times used 

are tabulated in table 6.6.  The IF approach considers all the supplied experimental data in 

one calculation so the resulting intensity against mixing time plots can be used to determine 

whether mixing times are suitable for DMA. From the intensity build-up curves in figure 6.16, 

the 0.5 s datapoint in CDCl3 could be discarded. There is no information to be gained about 

the exchange kinetics as the intensities begin to plateau so can be omitted from the 

subsequent DMA calculation. 

 

Figure 6.16: IF intensity curves for environment 40 where the 0.5 s datapoint has been 

excluded (left) or included (right).  

Approach to Uncertainties  

Both IF and DMA were used to calculate kinetic parameters for mainly the interconversion 

of the CRB torsion but also the NMU torsion with environment 5 in EtOD. However, in order 

to estimate the uncertainties for the DMA values, a Monte Carlo analysis (MC)21 has been 

 
21 Monte Carlo (MC) analysis is a computational method that uses random sampling to determine the 
likelihood of a result occurring.275,276 
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used. MC was used to estimate the associated error of the calculated kinetic parameters by 

retrospectively determining the uncertainty by adding random noise to the calculated data. 

The calculation is then repeated around 1000 times to determine the standard deviation of 

the calculated parameters. However, in order to use MC, an input noise level was needed. It 

was important to define a noise level that was realistic to avoid under or over estimating the 

associated error as the error scales with the noise level.   

Initially, the noise level was based on the random noise of the acquired experimental data 

where the random noise was estimated from the standard deviation of the intensities of a 

signal-free region of the 1D 1H cross section for each exchange pair in the reference 1H-1H 

EXSY spectrum. As the SNR was high, this resulted in values that were underestimated as the 

magnitude of the signal to random experimental noise was around 1 to 10000. Alternatively, 

the difference in the non-diagonal intensities can be used, which should combine any 

random error with systematic error in determining the integrals. This resulted in a more 

realistic SNR magnitude of around 1 to 100, where the ratio reflects the sum of the diagonal 

intensities at 𝜏𝑚 = 0 against the difference in the off-diagonal intensities at non-zero (𝜏𝑚 =

𝑡) mixing times. However, in this work, the residuals associated with the iterative fitting in IF 

were used instead to estimate the noise level. 

Noise Levels – Specific or Average? 

As more than two non-zero mixing times are considered for each solvent, the noise levels 

could be determined by the residuals associated with the fitting. However, for DMA, they 

can either be incorporated specific to each environment or averaged across the solvent. 

Figure 6.17 presents the MC distribution plots from the DMA calculation for two 

environments in DMSO, 40 and 25 at 0.1 s mixing time. The corresponding kinetic 

information has also been annotated within the relevant plot.   

It was found that when the average noise level is significantly different to the environment 

specific noise: as seen for 40, the resulting MC distribution plots become skewed, resulting 

in significant error estimates, as demonstrated in figure 6.17 a) where the average noise level 

resulted in an error estimate of 𝐾 three times the magnitude relative to when the specific 

noise level is used. This is not representative as 40 is considered a well-resolved exchange 

pair, as seen in the direct dimension of figure 6.6, so the associated noise level will be small. 

However, when the average noise level is similar to the environment specific noise level, as 

seen for 25, the resulting MC distribution plots reflect one another. In this work, to avoid 

unrealistic error estimates, environment specific noise levels have been used. The skew of 
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the MC distribution plot has also been used as a characteristic shape to indicate an 

ambiguous calculation of kinetic parameters.  

 

 

Figure 6.17: Resulting MC distribution plots for a) 40 and b) 25 at τm = 0.1 s. The top 

distribution plots are when environment specific noise levels are used 40 (noise level = 46.98) 

and 25 (noise level = 757.677) whilst the bottom distribution plots are for the same 

calculation where instead an average noise level has been used (noise level = 810.984). The 

expected shape of the distribution is a bell-shaped curve.  
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6.5.3 Solvent Dependence On Exchange 

Results 

The IF approach was used first and the resulting values for 𝑘𝑀𝑚  and 𝐾 have been tabulated 

in table 6.9. The inputted intensities have been determined using slice integration except for 

38, where volume integration has been used. Values of 𝐾 can be compared to the 

approximate conformer ratios in table 6.2 to determine whether the outputted kinetic 

parameters are realistic.  

Table 6.9: Summary of the calculated values of 𝐾 and 𝑘𝑀𝑚  for RVR in CDCl3, DMSO and EtOD 

using the IF methodology.22 

Solvent Environments 𝑲 𝑘𝑀𝑚  / s−1 

CDCl3 
40 6.3 ± 0.3 2.0 ± 0.3 

26 5.7 ± 0.5 1.5 ± 0.3 

DMSO 

46&50 12.7 ± 1.0 0.3 ± 0.05 

40 10.0 ± 0.1 0.4 ± 0.01 

38 11.2 ± 0.2 0.4 ± 0.02 

34 10.5 ± 1.2 0.4 ± 0.1 

26 10.2 ± 1.4 0.4 ± 0.1 

25 10.2 ± 0.7 0.4 ± 0.1 

24 8.8 ± 1.0 0.7 ± 0.2 

22 8.8 ± 0.7 0.4 ± 0.1 

EtOD 

46&50 14.9 ± 1.2 0.2 ± 0.05 

40 5.8 ± 0.1 0.6 ± 0.03 

38 6.1 ± 0.1 0.6 ± 0.03 

22 5.9 ± 0.5 0.6 ± 0.1 

5* 6.2 ± 0.9 1.1 ± 0.4 

 

Using the noise levels calculated from the residuals, the DMA calculation could be 

completed. DMA outputs a distinct set of parameters for each mixing time considered 

therefore for each solvent, three sets of kinetic parameters were calculated. To note, the 

 
22 * refers to an environment which is associated with the NMU torsion. The related uncertainties are 
estimated using the residuals associated with the iterative fitting of the data points. 
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datapoint at 0.5 s for CDCl3 was omitted due to the plateau observed in figure 6.16. The 

values of 𝐾 have been presented in table 6.10. 

Table 6.10: Summary of the calculated values of 𝐾 for RVR in CDCl3, DMSO and EtOD from 

DMA. The associated uncertainties were determined from the environment specific noise 

level derived from the iterative fitting.23  

Environment 
K 

Mixing Time / s 

CDCl3 0.05 0.1 0.2 

40 3.8 ± 1.9 4.3 ± 1.5 8.2 ± 1.2 

26 5.0 ± 3.9 4.0 ± 3.2 7.4 ± 2.6 

DMSO 0.1 0.2 0.3 

46 & 50 5.1 ± 28.8 9.6 ± 7.1 11.2 ± 4.9 

40 9.4 ± 0.6 9.2 ± 0.4 10.0 ± 0.4 

38 8.1 ± 1.7 12.9 ± 1.4 10.9 ± 1.2 

34 23.7 ± 147.9 6.01 ± 12.1 23.8 ± 9.7 

26 19.1 ± 62.4 26.2 ± 70.9 2.6 ± 47.3 

25 7.9 ± 5.8 17.0 ± 3.8 11.2 ± 3.6 

24 6.1 ± 17.9 18.3 ± 11.7 11.5 ± 161.7 

22 5.9 ± 104.5 50.6 ± 7.5 11.9 ± 8.2 

EtOD 0.05 0.1 0.2 

46 & 50 7.9 ± 244.2 14.3 ± 391.8 27.6 ± 10.5 

40 6.9 ± 1.9 4.6 ± 1.0 5.3 ± 0.6 

38 11.3 ± 2.1 5.3 ± 1.0 6.2 ± 0.7 

34 1.4 ± 53.7 6.7 ± 222.7 1.7 ± 50.7 

22 3.1 ± 31.5 10.6 ± 57.2 4.7 ± 41.7 

 

Despite the majority of the resulting values of 𝑘𝑀𝑚  (Section A7) being in great agreement 

with the values in table 6.9, the values of 𝐾 indicate serious deviations in the DMA approach. 

The approximate conformer ratios in each solvent (to the nearest integer) were 7:1 for CDCl3, 

11:1 for DMSO and 6:1 for EtOD and there is no consistency of the values in table 6.10. 

Alongside this, the magnitude of the associated uncertainties are considerably larger for the 

 
23 Associated 𝑘𝑀𝑚 values can be found in Section A7 of the Appendix. 
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majority of the environments relative to the IF values. The appearance of such large 

uncertainties can be characterised by the one sided skew from the expected bell-shaped 

curve in the related MC distribution plots as seen previously for environment 40 in figure 

6.17. Therefore, in this work, the IF approach has been used to evaluate exchange.  

A visual summary of the kinetic parameters calculated for the CRB torsion is shown in figure 

6.19 where two environments have been omitted from the plot (and subsequent average 

bars). These were 5 and 46&50. Environment 5 is associated with the NMU torsion so was 

not appropriate to include whilst 46&50 suffered a particular type of overlap, as shown in 

figure 6.14, that resulted in skewed 𝐾 values despite realistic 𝑘𝑀𝑚  values. For the remaining 

environments considered, they were acceptable as they achieved desirable attributes: The 

exchange pair are well-resolved from one another (an example is 40) and if there is overlap, 

the overlap only concerns the exchange pair evaluated (as seen for 24).  

 

 

Figure 6.19: Values of 𝐾 (top) and 𝑘𝑀𝑚  (bottom) obtained from iterative fitting and slice 

integration for each resolved environment with the exception of 38, where the value of 𝐾 was 

obtained from volume integration. The bars in blue refer to CDCl3, those in yellow refer to 

DMSO and those in green are for EtOD in green. Darker bars on the right show the average 

value and associated standard error. 
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The variation in 𝐾 for 46&50 has been summarised in table 6.11 where it was hypothesised 

that variation of 𝐾 was the result of the imbalance of intensities, as the diagonal cross peak, 

46&50M, has the additional contribution of the unrelated signal to the integral intensity. This 

then contributes to the deviation.  

Table 6.11: Values of 𝐾 and 𝑘𝑀𝑚  for environment 46&50 in DMSO and EtOD. Errors have 

been estimated from the residuals of the iterative fitting.  

Solvent Conformer Ratio (nearest integer) 𝑲 𝒌𝑴𝒎 / s−1 

DMSO 11:1 12.7 ± 1.0 0.3 ± 0.05 

EtOD 6:1 14.9 ± 1.2 0.2 ± 0.05 

 

To test this hypothesis, an artificial offset was applied to the well-resolved exchange pair of 

40. This was to determine whether overlap with another (unrelated) environment would 

skew the calculated 𝐾 value without severely affecting the resulting 𝑘𝑀𝑚  value. As shown in 

table 6.12, an increase of the 40M diagonal cross peak intensity resulted in an increase in 

the 𝐾 value, whilst the 𝑘𝑀𝑚  values maintained consistency. Therefore, it was clear that an 

unwanted contribution was occurring so 46&50 was omitted from the final value. 

Table 6.12: Variation in calculated 𝐾 and 𝑘𝑀𝑚   values of environment 40M diagonal cross 

peak when an offset was used.  

Solvent 
Original Offset Difference 

𝑲 𝒌𝑴𝒎 / s−1 𝑲 𝒌𝑴𝒎 / s−1 𝑲 𝒌𝑴𝒎 / s−1 

CDCl3 6.3 ± 0.3 2.0 ± 0.3 6.9 ± 0.3 1.9 ± 0.2 0.6 0.1 

DMSO 10.0 ± 0.1 0.4 ± 0.01 11.7 ± 0.1 0.3 ± 0.01 1.7 0.1 

EtOD 5.8 ± 0.1 0.6 ± 0.03 6.2 ± 0.1 0.6 ± 0.03  0.4 0.0 

 

The 𝐾 and 𝑘𝑀𝑚  of the remaining environments were consistent so average values could be 

found and are tabulated in table 6.13, where the unweighted average standard error was 

used. It is clear that CDCl3 exhibits faster exchange between the CRB conformations relative 

to DMSO and EtOD, whose values fall within error with one another. The exchange discussed 

refers to the transformation of the trans CRB configuration to the cis CRB configuration in 

each solvent. In contrast, 5 in EtOD is suspected to refer to the transformation of the cis NMU 

configuration to the trans NMU configuration. 
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Table 6.13: Average fitted rate coefficient and equilibrium constant for the suspected CRB 

interconversion in each solvent where 46&50 is omitted from the calculation. 

Solvent CDCl3 DMSO EtOD 

Average K 6.0 ± 0.4 10.0 ± 0.8 6.0 ± 0.4 

Average 𝒌𝑴𝒎 / s−1 1.8 ± 0.3 0.4 ± 0.1 0.6 ± 0.1 

 

Discussion 

The values of 𝐾 calculated have been used as a check to ensure that the calculations are 

representative of the experimental data and this was the case. Also, despite involvement in 

the NMU torsion, environment 5 has a value of 𝐾 that agrees with the other environments 

considered.  

Conversely, the value of 𝑘𝑀𝑚  for 5  in EtOD was 1.1 ± 0.4 s−1. This was larger than the average 

value calculated for the other environments in EtOD at 0.6 ± 0.1 s−1. The values do fall within 

one standard error of one another so to confidently suggest two different rates of 

interconversion, additional environments would be needed. An initial analysis of 

environment 9 in both EtOD and CDCl3 was attempted where the 𝑘𝑀𝑚  values in table 6.14 

do vary from the average in table 6.13. However, the associated error is relatively large so in 

order to improve on the accuracy of these calculations, clearer distinction of the intensities 

would be required. This could be achieved with initial optimisation of the mixing time to the 

NMU torsion but also via low temperature experiments to allow further distinction between 

the exchange pair cross peaks and to reduce line broadening. Nevertheless, the values of 

𝑘𝑀𝑚  do indicate a faster interconversion and is further evidence to indicate that NMU and 

CRB torsions have different rates of exchange and are thus independent of one another.  

Table 6.14: 𝐾 and 𝑘𝑀𝑚  values calculated for environment 9 in CDCl3 and EtOD.  

Environment 9 K 𝒌𝑴𝒎 / s−1 

CDCl3 5.0 ± 0.7 6.0 ± 3.1 

EtOD 3.8 ± 0.8 4.7 ± 2.9 

 

RVR does exhibit solvent dependence in regard to both its conformation and exchange. This 

is not unheard of for Beyond Rule of 5 (Bro5) molecules, as discussed by Sebastiano et al. 

where they describe a phenomenon of chameleonicity.263–265 RVR is classed as a Bro5 

molecule as it violates at least one of Lipinski’s criteria.265 In fact, RVR violates three of the 
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four criteria as its molecular weight is greater than 500, there are more than 10 HBA and its 

octanol-water partition coefficient, log(P), exceeds 5.239,265 This also results in its 

classification as a Class IV drug compound where it displays both low solubility and low 

permeability.266 In contrast, most Ro5 molecules are smaller, more rigid and soluble. 

Chameleonicity is where a molecule hides its polar groups in non-polar environments as a 

means to improve its lipophilicity and reduce polarity.263,264,267,268 Coincidentally, to monitor 

whether chameleonicity and the conformational adjustment of a molecule in polar and non-

polar media, the authors suggested NMR as a local probe of conformational space.269 As NMR 

probes the local order, particular environments can be used as molecular fingerprints to 

indicate a conformational change as well as monitor the rate of exchange and quantify the 

interconversion that is occurring.67,252,270 

6.5.4 Temperature Dependence on Exchange  

Results 

Alongside the standard exchange calculations, variable temperature (VT) 1H-1H EXSY 

experiments were also acquired to derive thermodynamic parameters which could be 

qualitatively compared to the previously published computational study.241 EtOD was used 

based on its chemical properties and its presence in the marketed formulation of RVR.271 The 

1H-1H EXSY spectra were acquired at three temperatures: 298 K, 308 K and 318 K.  

Four environments were evaluated: 40, 38, 22 and 5, with 46&50 omitted due to the 

intensity imbalance. To obtain integral intensities, slice integration was used except for 38, 

where volume integration was used. Table 6.15 summarises the kinetic information 

calculated from the VT 1H-1H EXSY spectra. Environment 40 at 318 K was omitted from the 

average value as the uncertainty estimate was four times the magnitude of the 

corresponding 𝑘𝑀𝑚  value. This can be attributed to the bad fit, as shown in figure 6.20. This 

indicates that a 0.1 s mixing time at 318 K was not appropriate for environment 40.  The 

residuals from the IF were used to define the associated noise levels. 
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Figure 6.20: IF intensity curves for environment 40 at 308 K (left) and 318 K (right). 

Table 6.15: Kinetic information calculated for each environment from VT 1H-1H EXSY spectra 

where those associated with the NMU torsion are in italics.  

Temperature / K Environment 𝑲 𝒌𝑴𝒎  / s–1 Average 𝒌𝑴𝒎  / s–1 

298 K 

40 6.7 ± 0.2 0.6 ± 0.05 

0.6 ± 0.02 38 6.1 ± 0.05 0.6 ± 0.003 

22 5.9 ± 0.03 0.6 ± 0.01 

5 5.4 ± 0.3 1.4 ± 0.5  

308 K 

40 5.8 ± 0.1 1.6 ± 0.1 

1.6 ± 0.1 38 5.9 ± 0.1 1.5 ± 0.1 

22 5.9 ± 0.1 1.6 ± 0.1 

5 4.9 ± 0.3 2.5 ± 0.5  

318 K 

40 6.4 ± 0.5 8.1 ± 45.3 
4.6 ± 2.5 

22 6.0 ± 0.5 4.6 ± 2.5 

5 6.3 ± 0.5 6.8 ± 14.0  

 

With the same logic, the 318 K value for 5 would also be omitted, however, to avoid fitting 

to a straight line, the value was included in the Arrhenius plots (Section A8 in the Appendix). 

The resulting values of the activation energy (Ea) and pre-exponential constant (A) for each 

torsion are in table 6.16.  

Table 6.16: Calculated values of 𝐸𝑎 and 𝐴 from Arrhenius plots of ln (𝑘𝑀𝑚) against inverse 

𝑇.  

Torsion 𝑬𝒂  / kJ mol−1 𝑨 / s−1 

CRB  80 ± 6  6.9 ± 0.3 x1013 

NMU 60 ± 4 4.9 ± 1.3 x1010 
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Discussion 

The derived parameters in table 6.16 can be compared to the computational study by 

Chakraborty et al.241 This was a purely computational study of an isolated gas phase molecule 

so quantitative agreement was not expected. For RVR, Chakraborty et al. proposed the 

calculated rates of the interconversion as 0.048 s−1 for trans to cis transformation (𝑘𝑀𝑚) 

whilst the reverse was considerably larger at 64 s−1 (𝑘𝑚𝑀).241 Compared to the values in table 

6.15, neither is similar to the experimental data, however, the magnitude of the cis to trans 

interconversion, 𝑘𝑚𝑀 , is much larger which indicates it is more likely that the exchange that 

is occurring is trans to cis for the CRB torsion.  

The computational study also proposed a value of 𝐸𝑎   for the cis to trans transformation, 

which was calculated at 58.6 kJ mol−1.241 This does differ considerably to the CRB torsion (80 

± 6 kJ mol−1) but is more reflective of the NMU torsion (60 ± 4 kJ mol−1). This correlates with 

the previously calculated values of 𝑘𝑀𝑚  for 5 and 9 but also in relation to the configurational 

change that is expected to be occurring. In EtOD, the dominant conformation of RVR has the 

NMU torsion as cis so the exchange must be transformation from the cis NMU configuration 

to trans. This then agrees with the published 𝐸𝑎 value for a cis to trans transformation, 

however, to fully reinforce this, further experimental exploration would be required.  

6.6 Conclusions 

This chapter has set out to provide additional insight into the solution-state behaviour of RVR 

through structural assignment, conformational analysis and quantification of exchange 

behaviour. It is clear that RVR is a complex molecule whose behaviour arises from its 

conformational flexibility with varying rotational barrier heights. Two critical torsions have 

been investigated and these were the carbamate (CRB) and N-Methyl Urea (NMU). It has 

been found that the CRB torsion primarily dictates the rate of interconversion, as observed 

in the approximate conformer ratios in the 1D 1H spectra, whilst the NMU torsion also 

exhibits interconversion but its dominant configuration is dictated by solvent.  

It is clear that solvent plays a pivotal role in both conformation and exchange where 

variations have been observed in lineshapes, NOEs and speed of exchange. Interestingly, the 

CRB configuration appears independent of solvent polarity but for other sections of RVR, 

polarity plays a key role. This then continues into the exchange behaviour where RVR exhibits 

faster interconversion in CDCl3 as compared to DMSO and EtOD for the environments 
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associated with the CRB torsion. Initial thermodynamic parameters have also been 

calculated in EtOD where, again, differences were seen between the CRB and NMU torsions.  

NMR can provide a comprehensive overview of the conformational behaviour of RVR, 

however, to further understand the behaviour, comprehensive MD simulations are needed. 

MD simulations can be used to help understand the molecular origin of the differences 

between the conformations in each solvent where the experimental observations in this 

chapter can be used to narrow down possible candidates.   
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Chapter 7: Concluding Remarks 
This thesis aimed to explore how NMR and the NMR crystallographic approach can be used 

to aid robust structural characterisation of organic materials. Chapters 3 to 5 have focussed 

on methodology to aid structural characterisation in solids whilst Chapter 6 discusses the 

ability of solution-state NMR to give insight into the complex behaviour of ritonavir.  

Chapter 3 discussed the importance of determining the correct structural model for the 

pharmaceutical, indapamide hemihydrate. Using a combined approach of 13C SSNMR and 

SCXRD, the correct structural model was firstly identified and the reason as to why the other 

models were incorrect was elucidated. This chapter also demonstrated how the combination 

of SSNMR and PXRD can provide complementary insight into a solid material to robustly 

determine the correct structural model. Crystal structure determination using PXRD is an 

emerging area within the NMR crystallography community, as highlighted in the 2022 review 

by Harris.82 In conjunction with the structural information derived from SSNMR, there is the 

possibility of determining structural models from PXRD patterns which, as efforts to create 

sustainable synthetic methods (such as mechanical grinding to create co-crystals183,189,272), 

allows for the structural model for a greater number of materials to be robustly determined. 

With reliable structural models, this allows for greater confidence in the accuracy of the 

resulting calculated chemical shifts, thus improving confidence in the structural assignment 

of SSNMR data. 

In Chapter 4, a Bayesian-probability based workflow that assesses the compatibility of a 

proposed assignment has been described. It works  through the quantitative incorporation 

of additional data alongside chemical shifts. The precedent of the workflow has been 

discussed using a selection of model systems, while future work will focus on automation of 

the workflow with the hope of incorporation into a spectral processing software. Recent 

literature has demonstrated the desire for a quantitative workflow to evaluate SSNMR 

spectra in relation to polymorph identification182 and determination of the correct 3D 

structural model from either a 2D molecular structure and/or from CSP.180,181 The workflow 

discussed in this thesis aims to quantify the likelihood of a proposed assignment through 

quantitative consideration of all the experimental data acquired as to reflect how robust 

structural characterisation using the NMR crystallographic approach is achieved within the 

literature.10,12,82,144,163,273  
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Robust structural assignment in the solid state benefits greatly from multidimensional 

experiments and pulse sequence development, so Chapter 5 explored two dipolar-based 

pulse sequences to determine their suitability for use in a structural assignment workflow. 

The first was the previously published 13C-13C INADEQUATE experiment60, where a similar 

level of insight is gained as its J-based predecessor but in a shorter total acquisition time. 

With the shorter acquisition time, the dipolar-based 13C-13C INADEQUATE experiment 

becomes feasible in both academia and industry as the gold-standard experiment to 

establish carbon connectivity and determine Z' amongst other applications.56,60,181 The 

structural information extracted from the experiment also has applications to aid in the 

derivation of structural models from PXRD82 as well as adaptability of the pulse sequence to 

different nuclei, such as 29Si201 and incorporation into quantitative workflows such as the 

developed workflow in Chapter 4. 

The second pulse sequence was the 1H-13C DQ/SQ experiment that was developed in-house 

and its optimisation and assignment has been discussed. Pulse sequence development is 

essential to improve in resolution of nuclei, particularly for 1H. In conjunction with 

improvements in hardware, this has resulted in resolution enhancement where 1H linewidths 

are reduced at faster MAS rates.37,186,187 However, this requires specialist hardware which 

may not be readily available to all so alternatives must be found as a means to provide similar 

and/or orthogonal insight into materials. Despite the discussed limitations of the 1H-13C 

DQ/SQ experiment, the spectra demonstrate orthogonal insight through intermolecular 

correlations reflecting the molecular packing.54,55,223 As seen for 1H-1H DQ/SQ spectra, the 1H-

13C DQSQ spectra could then provide further insight into hydrogen bonding133,206 but with the 

advantage of the additional 13C dimension which can aid assignment. 

In contrast, chapter 6 focussed on the characterisation of the solution-state landscape of 

ritonavir in a variety of solvents. The structural assignments have been presented, alongside 

the preliminary conformational analyses and associated quantitative kinetic and 

thermodynamic parameters. It was found that solvent plays a critical role in its conformation 

and exchange behaviour, where particular torsions were affected more by solvent than 

others, which can have an impact on the physicochemical properties associated with 

material. As noted by Sebastiano et al., conformational flexibility and solvent dependence 

can play a pivotal role in the drug properties in the Bro5 space and this has been observed in 

the context of RVR.264,268 Robust understanding of exchange can also aid understanding of 

the conformational behaviour both experimentally and computationally. 1H-1H EXSY 

experiments are utilised within the literature to provide key insight into conformational 
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exchange processes257–262 but with no consistent evaluation of error; this then introduces 

ambiguity into the repeatability of a given study. The methodology applied in this chapter 

aims to be robust and reproducible, thus increasing confidence and robustness in both 

method and the outputted values. Building on the work in this thesis, additional work would 

require MD simulations to probe the solution-state landscape further in conjunction with the 

observations from the experimental NMR data.  
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Appendix 
A1: hkl Tables for WOCPEM01 
Alongside the visual plot of the superstructure reflections in Chapter 3, the hkl tables for the 

identified superstructure reflections are provided below.  

Table A1: Summary of Superstructure reflections discussed in Chapter 3 in Table 3.7 where σ 

reflects the standard error.  

hkl Reflections Intensity (I) Average (I) σ(I) 
Average 

(σ(I)) 

300 9.4 10.4   9.9 1.3 1.6   1.45 

−300 9.8 10   9.9 0.9 1.0   0.95 

310 13.2 13.0 14.8 14.6 13.9 1.9 2.0 2.1 1.6 1.9 

−310 11.6 15.5 14.5 14.6 14.05 2.0 1.7 1.7 1.7 1.775 

3−10 12.7 16.9 12.0 12.5 13.525 1.6 1.7 2.0 1.7 1.75 

−3−10 13.1 17.1 13.4 12.4 14.0 1.9 2.2 2.0 1.5 1.9 

111 15.3 14.6 14.6 10.6 13.78 1.4 1.5 1.9 1.4 1.55 

−111 34.8 35.5 38.7 - 36.33 3.1 3.4 3.1 - 3.2 

1−11 12.3 12.0 14.7 15.7 13.68 1.5 1.7 1.3 1.5 1.5 

11−1 37.3 38.3 38.0 34.3 37.0 3.1 2.9 3.4 3.3 3.18 

−1−11 37.9 35.2 36.5 36.8 36.60 3.4 2.8 3.3 3.2 3.18 

−11−1 14.6 14.0 14.6 14.5 14.43 1.3 1.8 1.6 1.4 1.53 

1−1−1 38.1 33.6 39.4 - 37.03 3.1 3.2 3.4 -- 3.23 

−1−1−1 13.7 15.6 13.0 14.4 14.18 1.4 1.8 1.6 1.4 1.55 
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A2: Expanded Workflow for Group 4 of Tyr and Group 7 of INH-

2HCA. 
 

To complement that worked example in Section 4.4.4, additional insight is provided below 

in relation to how the resulting 𝐴𝐹 values are calculated for Group 4 of Tyr.  

To begin, the calculated isotropic shieldings require scaling to calculated 13C and/or 1H 

chemical shifts. The method of choice in this chapter was use of equation 2.50 in Section 

2.5.3, where 𝜎𝑟𝑒𝑓  was determined from the average of the calculated isotropic shieldings 

(𝜎𝑐𝑎𝑙𝑐) and experimental chemical shifts (𝛿𝑖,𝑒𝑥𝑝). The benefit of this method is that the 

assignment does not need to be known. Once scaled and referenced, the environments are 

then grouped according to their experimental 13C chemical shift. For Tyr, this resulted in 6 

groupings but in this section, only group 4 will be discussed with the experimental and 

calculated 13C and 1H chemical shifts shown in table A2 below. There are 4 distinct 

experimental chemical shift values, therefore, there are 24 possible assignments.  

Table A2: The experimental and calculated 13C and 1H chemical shifts for Group 4 of Tyr. 

Relevant calculation parameters are included in the main text in section 4.4.4.  

Experimental 13C (1H) 

Chemical Shifts / ppm 

Possible 

Assignments 

Calculated 13C(1H)  

Chemical Shifts / ppm 

126.8 (5.4) 

121.9 

118.5 (5.5) 

116.2 (6.2) 

C4, C6-H6,  

C8-H8, C9-H9 

C9 – 125.6 (5.1) 

C4 – 122.4 

C8 – 118.1 (5.5) 

C6 – 114.8 (6.3) 

 

A2.1 Stage 1 
In Stage 1 of the proposed workflow, the agreement between the experimental and GIPAW 

calculated 13C chemical shifts is evaluated first, followed by assessment of the 13C NQS and 

short-contact 1H-13C HETCOR spectra. The data is displayed in figure 4.3 of in Section 4.4. As 

discussed previously, the 13C NQS and short-contact 1H-13C HETCOR data should complement 

one another, therefore, are considered with each other in Stage 1.  

13C Chemical Shifts 

Equation 4.4 is used to evaluate the agreement between a particular experimental and 

calculated 13C chemical shift. The equation is reproduced in equation A1 below. The key 
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parameter to define is 𝜎, which is nucleus specific. Here, as the 13C environments are under 

consideration, the value of 2.3 is used.  

 

𝑃𝑠ℎ𝑖𝑓𝑡,𝐴 = ∏1 − 𝑁 (
|𝛿𝑐𝑎𝑙𝑐,𝑘 − 𝛿𝑒𝑥𝑝𝑡,𝑘|

𝜎
)

𝑁

𝑘=1

 
Eq. A1 

 

For each possible assignment of group 4, four individual probability values are determined 

and these are multiplied to determine 𝑃𝑠ℎ𝑖𝑓𝑡 for each possible assignment, as shown in figure 

4.2. Table A3 demonstrates this where 24 𝑃𝑠ℎ𝑖𝑓𝑡 values are calculated and subsequently 

evaluated using Bayes Theorem (Equation 4.5) to produce the 𝐴𝐹 values which only consider 

the 13C chemical shift agreement. 

13C NQS and short-contact 1H-13C HETCOR Datasets 

As described in Section 4.3, the individual error values (𝑒𝜆,𝑖) are assigned based on the 

experiment type rather than calculated. This is demonstrated in tables A3 and A4 for both 

13C NQS and short-contact 1H-13C HETCOR datasets, where 𝑃𝑁𝑄𝑆 and 𝑃𝑆𝐶𝐻𝐸𝑇  values are 

determined for each possible assignment and subsequent 𝐴𝐹 values that are experiment 

specific. 

As shown in figure 4.2, there is an overall 𝐴𝐹 value for Stage 1. This is achieved using equation 

A2 and has been shown in table A5. 

 

𝑃𝑆𝑡𝑎𝑔𝑒 1(𝐴) = 𝑃𝑠ℎ𝑖𝑓𝑡,𝐶(𝐴)𝑃𝑁𝑄𝑆(𝐴)𝑃𝑆𝐶𝐻𝐸𝑇(𝐴)  Eq. A2 

  

The methodology assumes that error is independent and random, therefore, this allows for 

easy multiplication of values to result in one 𝐴𝐹 value that incorporates all available 

information. Using an adaption of equation 4.7 in equation A2, the 𝑃(𝐴) values for each 

possible assignment of the group 4 environments can be determined from the multiplication 

of the relevant 𝑃𝑠ℎ𝑖𝑓𝑡, 𝑃𝑁𝑄𝑆 and 𝑃𝑆𝐶𝐻𝐸𝑇  values. Once the combined 𝑃(𝐴) values are 

determined for each of the 24 possible assignments, which are then evaluated using 

equation 4.5 to produce 𝐴𝐹 values which consider the data from the 13C chemical shift 

agreement, the 13C NQS spectrum and short-contact 1H-13C HETCOR spectrum. 
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Table A2: Calculation of 𝑃𝑠ℎ𝑖𝑓𝑡,𝐶  values for each of the possible assignments for Group 4 of 

Tyr alongside the subsequent 𝐴𝐹 values.24 The possible assignments run from left to right. 

Possible 

Assignments 

𝒆𝒔𝒉𝒊𝒇𝒕,𝑪 

𝑷𝒔𝒉𝒊𝒇𝒕,𝑪 𝑨𝑭 / % Experimental 13C Chemical Shifts / ppm 

116.2 118.5 121.9 126.8 

C9 / C4 / C8 / C6 0.00 0.10 0.11 0.00 0.00 0 

C9 / C4 / C6 / C8 0.00 0.10 0.00 0.00 0.00 0 

C9 / C8 / C6 / C4 0.00 0.60 0.00 0.07 0.00 0 

C9 / C8 / C4 / C6 0.00 0.60 0.58 0.00 0.00 0 

C9 / C6 / C8 / C4 0.00 0.12 0.11 0.07 0.00 0 

C9 / C6 / C4 / C8 0.00 0.12 0.58 0.00 0.00 0 

C4 / C9 / C8 / C6 0.01 0.00 0.11 0.00 0.00 0 

C4 / C9 / C6 / C8 0.01 0.00 0.00 0.00 0.00 0 

C4 / C8 / C6 / C9 0.01 0.60 0.00 0.47 0.00 0 

C4 / C8 / C9 / C6 0.01 0.60 0.12 0.00 0.00 0 

C4 / C6 / C8 / C9 0.01 0.12 0.11 0.47 0.00 0 

C4 / C6 / C9 / C8 0.01 0.12 0.12 0.00 0.00 0 

C8 / C4 / C9 / C6 0.35 0.10 0.12 0.00 0.00 0 

C8 / C4 / C6 / C9 0.35 0.10 0.00 0.47 0.00 0 

C8 / C9 / C6 / C4 0.35 0.00 0.00 0.07 0.00 0 

C8 / C9 / C4 / C6 0.35 0.00 0.58 0.00 0.00 0 

C8 / C6 / C9 / C4 0.35 0.12 0.12 0.07 0.00 0 

C8 / C6 / C4 / C9 0.35 0.12 0.58 0.47 0.01 13 

C6 / C4 / C8 / C9 0.42 0.10 0.11 0.47 0.00 3 

C6 / C4 / C9 / C8 0.42 0.10 0.12 0.00 0.00 0 

C6/ C8 / C9 / C4 0.42 0.60 0.12 0.07 0.00 3 

C6 / C8 / C4 / C9 0.42 0.60 0.58 0.47 0.07 81 

C6 / C9 / C8 / C4 0.42 0.00 0.11 0.07 0.00 0 

C6 / C9 / C4 / C8 0.42 0.00 0.58 0.00 0.00 0 

 

 
24 For example, C9 / C4 / C8 / C6 means C9 is assigned to 116.2 ppm, C4 is assigned to 118.5 ppm, C8 
is assigned to 121.9 ppm and C6 is assigned to 126.8 ppm. 
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Table A3: Calculation of 𝑃𝑁𝑄𝑆 values  for each of the possible assignments for Group 4 of Tyr 

alongside the subsequent 𝐴𝐹 values.25 The possible assignments run from left to right. 

Possible 

Assignments 

𝒆𝑵𝑸𝑺  

𝑷𝑵𝑸𝑺 𝑨𝑭 / % Experimental 13C Chemical Shifts / ppm 

116.2 118.5 121.9 126.8 

C9 / C4 / C8 / C6 0.8 0.2 0.2 0.8 0.03 1 

C9 / C4 / C6 / C8 0.8 0.2 0.2 0.8 0.03 1 

C9 / C8 / C6 / C4 0.8 0.8 0.2 0.2 0.03 1 

C9 / C8 / C4 / C6 0.8 0.8 0.8 0.8 0.41 14 

C9 / C6 / C8 / C4 0.8 0.8 0.2 0.2 0.03 1 

C9 / C6 / C4 / C8 0.8 0.8 0.8 0.8 0.41 14 

C4 / C9 / C8 / C6 0.2 0.8 0.2 0.8 0.03 1 

C4 / C9 / C6 / C8 0.2 0.8 0.2 0.8 0.03 1 

C4 / C8 / C6 / C9 0.2 0.8 0.2 0.8 0.03 1 

C4 / C8 / C9 / C6 0.2 0.8 0.2 0.8 0.03 1 

C4 / C6 / C8 / C9 0.2 0.8 0.2 0.8 0.03 1 

C4 / C6 / C9 / C8 0.2 0.8 0.2 0.8 0.03 1 

C8 / C4 / C9 / C6 0.8 0.2 0.2 0.8 0.03 1 

C8 / C4 / C6 / C9 0.8 0.2 0.2 0.8 0.03 1 

C8 / C9 / C6 / C4 0.8 0.8 0.2 0.2 0.03 1 

C8 / C9 / C4 / C6 0.8 0.8 0.8 0.8 0.41 14 

C8 / C6 / C9 / C4 0.8 0.8 0.2 0.2 0.03 1 

C8 / C6 / C4 / C9 0.8 0.8 0.8 0.8 0.41 14 

C6 / C4 / C8 / C9 0.8 0.2 0.2 0.8 0.03 1 

C6 / C4 / C9 / C8 0.8 0.2 0.2 0.8 0.03 1 

C6/ C8 / C9 / C4 0.8 0.8 0.2 0.2 0.03 1 

C6 / C8 / C4 / C9 0.8 0.8 0.8 0.8 0.41 14 

C6 / C9 / C8 / C4 0.8 0.8 0.2 0.2 0.03 1 

C6 / C9 / C4 / C8 0.8 0.8 0.8 0.8 0.41 14 

 
25 𝑃𝑁𝑄𝑆  values are assigned based on whether the peak in the 13C NQS spectrum has reduced in intensity 

relative to the 13C CP/TOSS spectrum. This does require the acquisition parameters to be as identical 
as possible.  
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Table A4: Calculation of 𝑃𝑆𝐶𝐻𝐸𝑇  values  for each of the possible assignments for Group 4 of 

Tyr alongside the subsequent 𝐴𝐹 values.26 The possible assignments run from left to right. 

Possible 

Assignments 

𝒆𝑺𝑪𝑯𝑬𝑻 

𝑷𝑺𝑪𝑯𝑬𝑻 𝑨𝑭 / % Experimental 13C Chemical Shifts / ppm 

116.2 118.5 121.9 126.8 

C9 / C4 / C8 / C6 0.9 0.1 0.1 0.9 0.01 0 

C9 / C4 / C6 / C8 0.9 0.1 0.1 0.9 0.01 0 

C9 / C8 / C6 / C4 0.9 0.9 0.1 0.1 0.01 0 

C9 / C8 / C4 / C6 0.9 0.9 0.9 0.9 0.66 16 

C9 / C6 / C8 / C4 0.9 0.9 0.1 0.1 0.01 0 

C9 / C6 / C4 / C8 0.9 0.9 0.9 0.9 0.66 16 

C4 / C9 / C8 / C6 0.1 0.9 0.1 0.9 0.01 0 

C4 / C9 / C6 / C8 0.1 0.9 0.1 0.9 0.01 0 

C4 / C8 / C6 / C9 0.1 0.9 0.1 0.9 0.01 0 

C4 / C8 / C9 / C6 0.1 0.9 0.1 0.9 0.01 0 

C4 / C6 / C8 / C9 0.1 0.9 0.1 0.9 0.01 0 

C4 / C6 / C9 / C8 0.1 0.9 0.1 0.9 0.01 0 

C8 / C4 / C9 / C6 0.9 0.1 0.2 0.9 0.02 0 

C8 / C4 / C6 / C9 0.9 0.1 0.1 0.9 0.01 0 

C8 / C9 / C6 / C4 0.9 0.9 0.1 0.1 0.01 0 

C8 / C9 / C4 / C6 0.9 0.9 0.9 0.9 0.66 16 

C8 / C6 / C9 / C4 0.9 0.9 0.1 0.1 0.01 0 

C8 / C6 / C4 / C9 0.9 0.9 0.9 0.9 0.66 16 

C6 / C4 / C8 / C9 0.9 0.1 0.1 0.9 0.01 0 

C6 / C4 / C9 / C8 0.9 0.1 0.1 0.9 0.01 0 

C6/ C8 / C9 / C4 0.9 0.9 0.1 0.1 0.01 0 

C6 / C8 / C4 / C9 0.9 0.9 0.9 0.9 0.66 16 

C6 / C9 / C8 / C4 0.9 0.9 0.1 0.1 0.01 0 

C6 / C9 / C4 / C8 0.9 0.9 0.9 0.9 0.66 16 

 

 
26 𝑃𝑆𝐶𝐻𝐸𝑇 values are determined based on whether a cross peak is observed in the short-contact 1H-13C 
HETCOR spectrum (independent of 1H chemical shift).  
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Table A5: Calculation of combined 𝑃𝑆𝑡𝑎𝑔𝑒 1(𝐴) and subsequent 𝐴𝐹 values  for each of the 

possible assignments for Group 4 of Tyr in Stage 1 of the proposed workflow. The possible 

assignments run from left to right. The cells highlighted in yellow refer to the values which 

remain after the 𝐴𝐹 > 0.01 filter is applied. 

Possible Assignments (13C)  

116.2 / 118.5/ 121.9 / 126.8 

/ ppm 

𝑷𝒔𝒉𝒊𝒇𝒕,𝑪 𝑷𝑵𝑸𝑺𝑷𝑺𝑪𝑯𝑬𝑻 𝑷𝑺𝒕𝒂𝒈𝒆 𝟏(𝑨) 𝑨𝑭 / % 

C9 / C4 / C8 / C6 0.00 0.00 0.00 0 

C9 / C4 / C6 / C8 0.00 0.00 0.00 0 

C9 / C8 / C6 / C4 0.00 0.00 0.00 0 

C9 / C8 / C4 / C6 0.00 0.27 0.00 0 

C9 / C6 / C8 / C4 0.00 0.00 0.00 0 

C9 / C6 / C4 / C8 0.00 0.27 0.00 0 

C4 / C9 / C8 / C6 0.00 0.00 0.00 0 

C4 / C9 / C6 / C8 0.00 0.00 0.00 0 

C4 / C8 / C6 / C9 0.00 0.00 0.00 0 

C4 / C8 / C9 / C6 0.00 0.00 0.00 0 

C4 / C6 / C8 / C9 0.00 0.00 0.00 0 

C4 / C6 / C9 / C8 0.00 0.00 0.00 0 

C8 / C4 / C9 / C6 0.00 0.00 0.00 0 

C8 / C4 / C6 / C9 0.00 0.00 0.00 0 

C8 / C9 / C6 / C4 0.00 0.00 0.00 0 

C8 / C9 / C4 / C6 0.00 0.27 0.00 0 

C8 / C6 / C9 / C4 0.00 0.00 0.00 0 

C8 / C6 / C4 / C9 0.01 0.27 0.00 14 

C6 / C4 / C8 / C9 0.00 0.00 0.00 0 

C6 / C4 / C9 / C8 0.00 0.00 0.00 0 

C6/ C8 / C9 / C4 0.00 0.00 0.00 0 

C6 / C8 / C4 / C9 0.07 0.27 0.02 86 

C6 / C9 / C8 / C4 0.00 0.00 0.00 0 

C6 / C9 / C4 / C8 0.00 0.27 0.00 0 
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As mentioned in section 4.3.2, an 𝐴𝐹 value needs to exceed 90% to be considered a confident 

assignment where no further experimental validation is required. This has not been achieved 

by group 4 at the end of Stage 1. However, the 𝐴𝐹 > 0.01 (AF > 1%) threshold can be applied 

to the 𝑃𝑁𝑄𝑆𝑃𝑆𝐶𝐻𝐸𝑇  values to reduce the number of possible assignments considered in Stage 

2. As highlighted in yellow, only 6 of the possible 24 assignments exceed this threshold. 

Within these 6 possible assignments, C4 is consistently assigned to 121.9 ppm. Therefore, 

prior to Stage 2, C4 can be confidently assigned to 121.9 ppm, thus removing the 121.9 ppm 

from consideration in Stage 2. This leaves 6 possible assignments for Stage 2. 

A2.2 Stage 2 
In Stage 2, the 1H chemical shift agreement is evaluated. This uses the same methodology 

discussed previously for the 13C chemical shift agreement with one key variation; the value 

of 𝜎 used. For 1H, the value of 0.5 is used instead.  

The 6 possible assignments were evaluated using equation A1. To note, for ease in the 

multiplication step, the order of the 1H chemical shifts in table A6 reflects the ordering of the 

experimental 13C chemical shifts in table A2 as the experimental 1H chemical shifts were 

extracted from the short-contact 1H-13C HETCOR so each cross peak will have an 

experimental 13C and 1H chemical shift.  

Table A6: Calculation of 𝑃𝑠ℎ𝑖𝑓𝑡,𝐻  values for each of the possible assignments for Group 4 of 

Tyr alongside the subsequent 𝐴𝐹 values.27 The possible assignments run from left to right. 

Possible 

Assignments 

 

𝒆𝒔𝒉𝒊𝒇𝒕,𝑯 

𝑷𝒔𝒉𝒊𝒇𝒕,𝑯 𝑨𝑭 / % 
Experimental 1H 

Chemical Shifts / ppm 

6.1 5.5 5.4 

H9 / H8 / H6 0.5 0.98 0.61 0.30 9 

H9 / H6 / H8 0.50 0.68 0.96 0.33 10 

H8 / H9 / H6 0.79 0.88 0.61 0.42 13 

H8 / H6 / H9 0.79 0.68 0.92 0.49 15 

H6 / H9 / H8 0.95 0.88 0.96 0.81 25 

H6 / H8 / H9 0.95 0.98 0.92 0.85 27 

 
27 For example, H9 / H8 / H6 means H9 is assigned to 6.1 ppm, H4 is assigned to 5.5 ppm and H6 is 
assigned to 5.4 ppm.  
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In order to incorporate the additional information from the 1H chemical shift agreement, 

equation A2 can be adapted further, as shown in equation A3, where the Stage 1 𝑃(𝐴) values 

for the relevant possible assignments can be simply multiplied by the 𝑃𝑠ℎ𝑖𝑓𝑡,𝐻(𝐴) to produce 

the 𝑃𝑆𝑡𝑎𝑔𝑒 1+2(𝐴) values. The subsequent 𝐴𝐹 values determined in table A7 now consider 

the 13C and 1H chemical shift agreement, the 13C NQS data and short-contact 1H-13C HETCOR 

data. At the end of Stage 2, the 90% 𝐴𝐹 threshold has been reached so a confident 

assignment has been found for Group 4 of Tyr and nothing further is required.  

 

𝑃𝑆𝑡𝑎𝑔𝑒 1+2(𝐴) = 𝑃𝑆𝑡𝑎𝑔𝑒 1(𝐴)𝑃𝑠ℎ𝑖𝑓𝑡,𝐻(𝐴)  Eq. A3 

  

Table A7: Calculation of combined 𝑃𝑆𝑡𝑎𝑔𝑒 1+2(𝐴) and subsequent 𝐴𝐹 values  for each of the 

possible assignments for Group 4 of Tyr at the end of Stage 2 of the proposed workflow. The 

possible assignments run from left to right.  

Possible Assignments  

(13C, 1H)  

116.2,6.1 / 118.5,5.5 / 126.8,5.4 

/ ppm 

𝑷𝑺𝒕𝒂𝒈𝒆 𝟏(𝑨) 𝑷𝒔𝒉𝒊𝒇𝒕,𝑯 𝑷𝑺𝒕𝒂𝒈𝒆 𝟏+𝟐(𝑨) 𝑨𝑭 / % 

C9-H9 / C8-H8 / C6- H6 0.00 0.30 0.00 0 

C9-H9 / C6-H6 / C8-H8 0.00 0.33 0.00 0 

C8-H8 / C9-H9 / C6-H6 0.00 0.42 0.00 0 

C8-H8 / C6-H6 / C9-H9 0.00 0.49 0.00 9 

C6-H6 / C9-H9 / C8-H8 0.02 0.81 0.02 91 

C6-H6 / C8-H8 / C9-H9 0.00 0.85 0.00 0 

 

A2.3 Stage 3 using INH-2HCA as a worked example. 
Stage 3 was not required for the worked example of Tyr, therefore, INH-2HCA has been used 

as an example to demonstrate the consideration of the long-contact 1H-13C HETCOR in 

Section 4.5.1. The incorporation of the long-contact 1H-13C HETCOR varies to the short-

contact variant where the C-H distance needs to be known to evaluate against the observed 

cross peaks. Using group 7 of INH-2HCA as a worked example, the values of 𝑒𝜆,𝑖  are still 

assigned but the value used is relative to the predicted CH distance for a given correlation.  

There are 6 possible assignments for environments C3, C5 and C8. At the end of Stage 2, the 

90% 𝐴𝐹 threshold has not been reached, therefore, the long-contact 1H-13C HETCOR is 
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required so the possible correlations, related C-H distances and predicted 1H chemical shift 

for each environment have been calculated, as shown in  table A8. 

Table A8: Predicted 1H-13C correlations, related C-H distances, predicted 1H chemical shifts 

and 𝑒𝑙𝑐𝐻𝐸𝑇 assignment if the cross peak is present or not. 

Correlation C-H 

Distance 

GIPAW Calculated 1H 

Chemical Shift / ppm 

𝒆𝒍𝒄𝑯𝑬𝑻 Assignment (Present 

/ Not Present) 

C3-H3 2.4 10.5 0.75 / 0.25 

C3-H3A 1.1 7.5 0.9 / 0.1 

C3-H4 2.1 6.8 0.75 / 0.25 

C5-H4 2.2 6.8 0.75 / 0.25 

C5-H5 1.1 5.8 0.9 / 0.1 

C5-56 2.1 7.6 0.75 / 0.25 

C8-H2A 2.8 4.0 0.6 / 0.4 

C8-H6 2.7 7.6 0.6 / 0.4 

C8-H7 2.1 8.5 0.75 / 0.25 

C8-H8 1.1 8.0 0.9 / 0.1 

 

Take the possible assignment, C3 at 117.2 ppm, C5 at 118.2 ppm and C8 at 119.0 ppm. For 

C3 at 117.2 ppm, the 3 predicted C-H correlations and their related 1H chemical shifts are 

compared to the experimental data in figure 4.6. This is to determine whether the predicted 

cross peak could be present in the experimental data or not. Once evaluated, the appropriate  

𝑒𝑙𝑐𝐻𝐸𝑇 is assigned and this is based on the predicted C-H distance. Once this is completed for 

each predicted CH correlation for each carbon environment in all possible assignments, the 

𝑃(𝐴) and 𝐴𝐹 values can be calculated, as seen in Stage 1 and 2. In order to incorporate into 

overall 𝐴𝐹 value, equation A3 is adapted again to include the generated data, as shown 

below.  

 

𝑃𝑆𝑡𝑎𝑔𝑒 1+2+3(𝐴) = 𝑃𝑆𝑡𝑎𝑔𝑒 1+2(𝐴)𝑃𝐿𝐶𝐻𝐸𝑇(𝐴)  Eq. A4 
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A3: 1H-13C DQ/SQ Data for Tyr. 
The F1 projections of the long-contact 1H-13C DQ/SQ spectra in figure 6.15 are shown in figure 

A1 below. The −10 to 4 ppm region has also been shown to demonstrate how the cross peaks 

within this region are clearly SSB artefacts from the repetition in the F1 projection alongside 

the RRF resonances discussed previously. The 10 kHz 1H-13C DQ/SQ spectrum in figure A1 b) 

is affected more by the RRF resonance cross peaks relative to the 9434 Hz 1H-13C DQ/SQ 

spectrum in figure A1 a) which in turn, complicates the spectrum.  

 

 

Figure A1: A long-contact 1H-13C DQ/SQ spectrum recorded of Tyr at a) 9434 Hz and b) 10 kHz 

(right). Acquisition parameters are captured in figure 5.16 in Chapter 5 where the projections 

for both F1 and F2 are displayed.  
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A4: Verification of RVR Starting Material 
The PXRD pattern to verify the form of RVR is shown in figure A2. Relative to the literature, 

the purchased form is Form I.19 

 

Figure A2: Experimental PXRD pattern (top) compared to the simulated PXRD spectrum for 

Form I (YIGPIO02) of RVR. Simulated PXRD pattern was created in Mercury.113 
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A5: Conformer Ratios 
To determine the quoted approximate conformer ratios in section 6.3.2, a selection of 

environments were considered and have been tabulated in table A9. 

Table A9: Environments considered in the conformer ratio calculation in each solvent. 

Solvent 1H Environment Ratio (relative to environment 40) 

CDCl3 
40 6.5 : 1 

1&3 5.7 : 1 / 5.2: 1 

DMSO 

40 12.2 : 1 

38 10.7 : 1 

22 9.9 : 1 

42 12.0 : 1 

34 10.7 : 1 

26 9.6 : 1 

EtOD 

40 6.8 : 1 

38 5.2 : 1 

22 5.3 : 1 

1&3 6.1 : 1 
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A6: Calculation of Intramolecular Hydrogen Bonding (intraHB) 
In principle, the 1H chemical shifts can be used to determine whether an intramolecular 

hydrogen bond (intraHB) is present. The method, published by Abraham and co-workers uses 

the difference in chemical shift of an exchangeable proton in DMSO and CDCl3 to determine 

whether an intraHB could be possible.249–251 The hydrogen bond acidity (ANMR) is defined as 

the tendency of a molecule to act as a hydrogen bond donor (HBD) or hydrogen bond 

acceptor (HBA), where lower values indicate the presence of an intraHB.251 The subscript 

notation of NMR is used to distinguish the method from alternate methodologies to 

determine A, such as from water-solvent partition coefficients (log P).274 

Using equation A1, values of  ANMR could be determined for 34, 21 and 5 in RVR. 

Unfortunately, the OH group (25) could not be evaluated as the 1H chemical shift in CDCl3 

was not assigned.  Using table A10, 34 and 21 had no intraHB (ANMR = 0.23 and 0.14, 

respectively) whilst 5 (ANMR = −0.25) indicated that there was a possibility of an intraHB. 

However, the plausibility of 5 engaging in an intraHB is ambiguous so further MD simulations 

would be required to verify whether the intraHB is a possibility.   

 

𝐴𝑁𝑀𝑅 = 0.0065 + 0.133(𝛿𝐻(𝐷𝑀𝑆𝑂) − 𝛿𝐻(𝐶𝐷𝐶𝑙3)) Eq. A6 

 

Table A10: Proposed values of ANMR in the assessment of intramolecular hydrogen bonding 

(intraHB) for different exchangeable proton environments. Adapted from reference 251.  

Proton Type Possible intraHB No intraHB 

NH ANMR < 0.05 ANMR > 0.15 
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A7: Calculation of kMm values Using the DMA Approach 
In Chapter 6, from the values of K alone, it was concluded that the DMA approach was not 

being used to estimate the exchange rates of RVR in each solvent. The related values of kMm 

have been tabulated in table A11.  

Table A11: Summary of the calculated values of kMm for RVR in CDCl3, DMSO and EtOD from 

DMA. The associated uncertainties are determined from the environment specific noise level 

derived from the iterative fitting.  

Environment 
kMm / s−1 

Mixing Time / s 

CDCl3 0.05 0.1 0.2 

40 2.4 ± 0.5 2.5 ± 0.6 1.1 ± 0.7 

26 2.3 ± 0.9 1.7 ± 0.8 1.0 ± 0.7 

DMSO 0.1 0.2 0.3 

46 & 50 0.4 ± 0.02 0.4 ± 0.01 0.4 ± 0.01 

40 0.4 ± 0.02 0.4 ± 0.01 0.4 ± 0.01 

38 0.4 ± 0.05 0.4 ± 0.03 0.5 ± 0.05 

34 0.3 ± 0.2 0.4 ± 0.2 0.2 ± 0.2 

26 −0.04 ± 0.3 0.2 ± 0.3 0.2 ± 0.3 

25 0.4 ± 0.2 0.3 ± 0.1 0.4 ± 0.2 

24 1.3 ± 0.3 0.5 ± 0.3 0.6 ± 0.3 

22 0.7 ± 0.2 0.1 ± 0.2 0.4 ± 0.2 

EtOD 0.05 0.1 0.2 

46 & 50 0.3 ± 0.2 0.3 ± 0.1 0.2 ± 0.1 

40 0.5 ± 0.1 0.6 ± 0.1 0.7 ± 0.04 

38 0.5 ± 0.1 0.6 ± 0.1 0.6 ± 0.1 

34 -1.5 ± 0.7 1.0 ± 0.7 0.8 ± 0.5 

22 -0.1 ± 0.4 0.5 ± 0.3 0.6 ± 0.3 
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A8: Arrhenius Plots for CRB and NMU Environments 
From the VT 1H-1H EXSY experiments conducted in EtOD, thermodynamic parameters could 

be derived from the resulting Arrhenius plots for the CRB torsion (figure A3) and NMU 

torsion (figure A4).  

 

Figure A3: Arrhenius plot for the CRB interconversion (y = −9657.6𝑥 + 31.863). 

 

Figure A4: Arrhenius plot for the NMU interconversion (y = −7258.6𝑥 + 24.607). 
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