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Abstract

This thesis describes the processes performed to restore an existing platform
for Rydberg quantum optics to experimental readiness. The setup itself is
initially described before the the process of re-evacuation of the experimental
chamber following a vacuum break is detailed. Once ultra-high vacuum con-
ditions had been restored, work was conducted to lower the temperature of
the atomic cloud, produced by a Magneto-Optical Trap and further cooled by
sub-Doppler cooling. The temperatures of the clouds produced were optim-
ised down to 33.6 ± 1.3 µK measured by Time of Flight absorption imaging
following the ballistic expansion of the cooled clouds.

Separate from the experiment, this thesis outlines the development of a visual-
isation method, bearing resemblance to the Bloch sphere for qubits, for three
level qutrits. This visualisation method encapsulates all 8 dimensions required
to describe any qutrit density matrix, which is a linear sum of the 8 Gell-Mann
matrices. The dynamics of a qutrit can be well articulated in an easy to in-
terpret fashion with this visualisation, and a set of common atomic physics
processes are modelled to highlight the dynamics that can be conveyed via
this framework.

Supervisors: Charles S. Adams and Kevin J. Wetherill
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1 | Introduction

Since 1802 when absorption lines in sunlight were first documented, matter has been
observed to interact with light at only discrete frequencies [1]. This observation of
‘Fraunhofer lines’ was studied further for over 100 years without a ‘quantum’ pic-
ture of atomic structure as we know it today [2, 3, 4, 5], before initial work was done
by Neils Bohr in 1913 to formally quantise the energies of orbital electrons around
a nucleus [6]. Despite this paradigm shift, the idea of photon-atom interactions
was not introduced until Einstein postulated the existence of photons to explain
the photoelectric effect [7], which began building the picture of the quantised en-
ergies involved in light-matter interactions. Following this, the full quantisation of
the interactions between light fields and atoms followed [8, 9], giving theoretical
descriptions of how light of known frequency and (crucially) phase would interact
with atoms. Despite this theoretical understanding and aside from some limited
work with incoherent sources [10], it took 33 years and the advent of the laser in
1958 [11] before extensive coherent atomic experimentation was possible. What fol-
lowed was an explosion of research in the field of atomic physics now that the tools
with which to probe the structure of atoms were available [12, 13, 14, 15, 16]. In
1987, E. Raab et. al. [17] experimentally demonstrated the groundbreaking MOT
platform with which atoms could be trapped and cooled to fractions of a Kelvin
[18, 19], opening up avenues for atomic dynamics observable only at exceptionally
low energies such as Bose-Einstein Condensation [20].

Amidst these experimental developments, Feynman postulated that in order to
properly simulate a quantum system, one would need a computer capable itself of
utilising quantum mechanics in its processing [21]. In 2000, DiVincenzo’s 7 require-
ments for such a device provided a set of benchmarks by which one could assess a
quantum system’s suitability for such a purpose [22]. Through coherent generation
from laser light, photons immediately satisfy 5 of DiVincenzo’s criteria, with the
notable issues of interfacing with static quantum bits (qubits) and universal gate
sets persisting [23]. One of the considerable challenges present when trying to tackle
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1.1. Rydberg Atoms

the latter issue is the requirement for interacting qubits, which is near-impossible
due to no appreciable linear photon-photon interactions [24]. Furthermore, inter-
facing between stationary ‘static’ and ‘flying’ qubits remains a significant hurdle
to quantum computation. Using atom clouds as an intermediary offers a potential
solution to these issues, as coherent interactions are possible. This allows them
to mediate the interactions between otherwise non-interacting light fields. An ex-
ample of such an effect is the Electromagnetically Induced Transparency (EIT)
process [25, 26], whereby a beam of light resonant with an atomic transition is
passed through a bulk quantity (be it in a thermal cell or ultra-cold cloud) of that
atomic species. Normally, photons from this beam would be absorbed by the cloud
as they address transitions within the atoms, however by adding an additional
beam resonant to a second transition, the atoms enter a ‘dark state’ superposition
whereby they no longer absorb photons from the first beam. A diagram of this
process is shown in figure 1.1. The EIT process has indeed seen use in Quantum
Information Processing (QIP), and has been used for purposes such as quantum
memories [27, 28, 29] and photonic phase gates [30, 31, 32, 33].

1.1 Rydberg Atoms

A Rydberg atom is one where one of its valence electrons is excited to a high
principle quantum number, endowing it with several properties of experimental
interest as described in section 2.3. Two of these effects are the large dipole-dipole
[34, 35, 36], and van der Waals (vdW) interactions. Another of these, a long radiat-
ive lifetime, allows for their use in inducing the aforementioned EIT phenomenon
[26]. [37, 38, 39]. As these act over distances much greater than inter-atomic
spacing in a typical ultra-cold atomic experiment, long range interactions between
Rydberg atoms can be induced. One of these, that is employed in the experiment
described in this work, is the ‘Rydberg blockade’ (sometimes referred to as the
‘dipole blockade’) effect [40, 41]. This effect prevents two Rydberg atoms forming
within a certain ‘blockade radius’ rB, ensuring the presence of only a single ex-
cited atom. By generating this atom as a superposition over N atoms in a cloud
within a blockade radius, this Rydberg excitation can be collectively encoded into
the entire ensemble. By collectively encoding a Rydberg excitation in this way,
effective Rabi frequencies between states are enhanced by a factor ∝

√
N . Cavity

Quantum Electro-Dynamics (CQED) provides another route for the enhancement
of light matter interactions [42], but has more significant experimental complexit-
ies, making collective Rydberg encoding preferential in obtaining this enhancement
[43].
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Figure 1.1: Diagram showing an atomic-mediated interaction between two radiation
fields. Upper: Input photon γa is absorbed by the atomic cloud (cyan and black)
and no light is transmitted. Lower: By adding a second radiation field with
corresponding photons γb, an EIT type interaction between the two fields and the
atomic cloud can occur, allowing for the photon γa to pass through the medium.
One perspective on this interaction is that of a logical AND gate, by taking γa

and γb In to be the two gate inputs and γa Out to be the gate output.

Applications of Rydberg atoms within QIP are varied, providing a potential can-
didate for a quantum bit (qubit) [44] that are suitable for multi-qubit gates [45]
and quantum simulators [46, 47] to name a few. Additionally, outside of QIP,
they remain a versatile tool for conducting experiments investigating fundamental
physics [42, 48, 49, 50, 51, 52, 53].

With many potential avenues for experimentation, a versatile setup that allows
for the reliable creation and manipulation of Rydberg atoms is desirable. Such fea-
tures could include: consistent generation of a desired number of Rydberg atoms,
detection of any Rydberg atoms being formed, equipment to transition a Rydberg
atom between states, environmental control to vary the conditions (such as electric
and magnetic fields) the excited atoms are subjected to and the ability to readily
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repeat experiments to build statistically significant data sets. These features were
of chief consideration between the past and present iterations of the experiment
described in this work.

1.2 Experimental Apparatus

The experimental apparatus described here has gone through a number of genera-
tional iterations [54, 55, 56, 57].

Generation 1: Constructed by J. Pritchard and K. Weatherill for the pur-
pose of studing few-photon optical non-linearities induced by Ryderg states.

Generation 2: Constructed by D. Maxwell, D. Paredes-Barato and J. Pritchard
to first realise collective Rydberg encoding in our laboratory, and perform ex-
periments using microwave fields to drive to adjacent Rydberg states.

Generation 3: Constructed by S. Ball and H. Busche to improve the ex-
isting setup, and increase the repetition rate of the experiment. Using this
setup, a collectively encoded qubit and single-atom interferometer were real-
ised.

Our experimental apparatus is composed of two main chambers. The upper cham-
ber is dedicated to the initial 2D MOT cooling required to bring atoms down from
thermal temperatures to those where further cooling is possible and transport is
possible. This chamber is situated above a larger circular-octagonal science cham-
ber and is connected by a narrow aperture differential pumping tube to maintain
a differential in vapour pressure between the chambers. In the lower chamber,
referred to as the ‘science chamber’, all subsequent stages of atomic cooling and
experimentation are performed. The science chamber contains several important
in-vacuo components used to perform experiments on atomic ensembles. A trio of
microwave antennae are available to drive transitions between Rydberg states via
ex-vacuo microwave sources and an octet of split ring electrodes are used to gener-
ate an arbitrarily orientated DC electric field to induce Stark shifts or to simulate
a noisy system [44]. Finally, a pair of high Numerical Aperture (NA) lenses are
included to focus the dipole tweezer trap used as the final trapping stage, provid-
ing a narrow (w0 = 5 µm) radial beam waist, aiding to ensure only one Rydberg
exciton is created. In previous experiments on this setup, an additional ‘cross trap’
trapping beam was provided to further restrict the trap axially [58], but as no
Rydberg experimentation was achieved in this work, it is not described.
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1.3 Qutrits

By extending from two to three state levels, quantum trits (qutrits) allow for a
much broader range of applications to their two level counterparts. One of these
applications is in improving security in quantum communications. This can be done
directly as by increasing the number of basis states one works with, the probability
of an eavesdropper acquiring any useful information reduces ∝ 1/N for N basis
states [59]. Aside from this, other secure communication schemes using qutrits
have been proposed [60, 61]. Furthermore, secure communications can be achieved
indirectly, as the inclusion of a third auxiliary level is vital for qubit entanglement
schemes such as the DLCZ protocol [62]. Additionally, schemes for optimisation
algorithms [63], superdense coding [64, 65, 66] and teleportation [67, 68, 69, 70]
present potential applications.

Though not strictly qutrits for QIP purposes, three levels (at minimum) are ne-
cessary to account for interesting atomic physics phenomena. Processes such as
the aforementioned EIT [25, 71, 72, 73], as well as two-photon Raman transitions
[74, 75, 76], STImulated Raman Adiabatic Passage (STIRAP) [77, 78, 79, 80], the
recently developed ‘Jump Protocol’ (in a solid solid state system) [81], Four Wave
Mixing (FWM) [55, 82, 83, 84, 85, 86, 87] and frequency doubling [88, 89, 90] all
require three levels to encapsulate the dynamics induced during these processes.

1.4 Thesis Structure

The remainder of this thesis is structured as follows:

Chapter 2 outlines the relevant theory for atom-light interactions and optical
trapping. Following this, some of the key features of Rydberg atoms are
detailed for context and motivation on elements of the experimental design.

Chapter 3 details the apparatus utilised in optically trapping and cooling atomic
87Rb clouds to 33 µK. Following this, the process by which the apparatus
was re-evacuated following a vacuum break is detailed before the processes
of optimising the initial stages of trapping and cooling are outlined.

Chapter 4 presents a visualisation method with which all 8 dimensions of an
arbitrary qutrit state can be displayed. Using this visualisation method,
some common atomic physics processes are modelled and illustrated.

5
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Chapter 5 concludes this thesis by summarising the work described and present-
ing potential avenues for future investigations.

1.5 Publications Arising From This Work

• Max Z. Festenstein. “An Intuitive Visualisation Method for Arbitrary Qutrit
States". In: (Apr. 2023). arXiv: 2304.01741
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2 | Theory

As the processes involved in optical trapping and Rydberg science require a good
theoretical foundation with which to understand them, outlining the mechanisms
by which these are achieved is of great import. As such, this chapter details the
requisite theory for the understanding of optical trapping and Rydberg atomic
properties and formation.

Before these, the equations that dictate the dynamics of a quantum system both
with and without spontaneous decays are outlined. Following this, the properties
of the atom used for experimentation, 87Rb , are stated.

2.1 Background

2.1.1 Atom-Light Interactions

To understand how light-matter interactions occur between atoms and incident
radiation fields, we first look at the simplest case: the two level atom interacting
with a laser field. The energy level diagram for this atom is shown in figure 2.1.

Here, the atom has two energy levels |0⟩ and |1⟩ separated by energy E01 = h̄ω01 and
driven by an incident laser field irradiating the atom with light of energy E = h̄ω.
This light is detuned from resonance by a small frequency ∆01 where ∆01 ≪ ω01.
Additionally, if the atom is excited up to |1⟩, it decays back to the ground state |0⟩
at a rate of Γ10. Ignoring the decay mode Γ10 for now, the evolution of this system
is governed by the Schrödinger equation

ih̄
∂

∂t
|ψ⟩ = Ĥtot|ψ⟩, (2.1)

where the Hamiltonian Ĥtot = Ĥatom + Ĥint is the sum of the (internal) atomic
and interaction Hamiltonians. The atomic Hamiltonian defines the energies of the
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Figure 2.1: Energy level diagram showing two levels |0⟩ and |1⟩ separated by an
energy E01 = h̄ω01, driven by a laser field of energy E = h̄ω, detuned below
resonance by E∆ = h̄∆01 and with a decay mode from |1⟩ → |0⟩ at a rate of Γ10.

states in question. These are given as

Ĥatom = h̄(ω0|0⟩⟨0| + ω1|1⟩⟨1|). (2.2)

Written in matrix form and including the detuning ∆01 of a driving laser field from
resonance, this is given as

Ĥatom = h̄

(
ω0 0
0 ω1 − ∆01

)
→ Ĥatom = h̄

(
0 0
0 ω01 − ∆01

)
, (2.3)

where ω01 = ω1 − ω0 in line with figure 2.1. In order to construct the interaction
Hamiltonian, we consider the atom as an electric dipole with an electric dipole
moment operator d interacting with a time dependant electric field E(t) resulting
in a Hamiltonian of the form [91]

Ĥint = −d · E(t). (2.4)

In order to simplify evaluating (2.4), E(t) is defined along an arbitrary x̂ axis as
E(t) = E0 cos(ωt)x̂ = E0

2 (eiωt + e−iωt)x̂ where ω is the frequency of the driving
laser field. The dipole moment operator takes the form

djk = ⟨ψj |d|ψk⟩, (2.5)

for an elementary charge e [92]. As this is an odd parity, observable operator, the
relations djj = 0 and djk = dkj must both hold. Again, the orientation of the
electric dipole is arbitrarily chosen to align along the x̂ axis such that the electric
dipole moment can be expressed as d = dx̂ Thus, the overall form for Ĥint for the
two level case is given by

Ĥint = −E0d01
2 (eiωt + e−iωt)(|0⟩⟨1| + |1⟩⟨0|), (2.6)
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where ω = ω01 − ∆01 as in figure 2.1. One further definition is that of the Rabi
frequency which in general between two states j and k is defined as [91]

Ωjk =
∣∣∣∣djkE0

h̄

∣∣∣∣ . (2.7)

After moving to the interaction picture of the detuned radiation field defined in
Hamiltonian (2.3) and taking a Rotating Wave Approximation (RWA) to neglect
fast moving terms [2], the overall Hamiltonian is now given by

Ĥtot = h̄

(
0 Ω01

2
Ω01

2 −∆01

)
. (2.8)

In the case of a pure state, where no decay mode Γ10 exists, this Hamiltonian and
the Schrödinger equation given in (2.1) are sufficient to encapsulate the system’s
dynamics. When including decay modes, however, the Schrödinger equation is no
longer suitable as these decays must be accounted for. As such, the description of
the quantum state shifts to one that allows for the inclusion of terms allowing for
decay into the environment i.e. the density matrix ρ. This semi-classical descrip-
tion arises from decay modes inducing a dephasing of the quantum state which
reduces the magnitudes of the off-diagonal coherence terms [93], as well as a loss of
population in excited states. In the steady state in the presence of a constant field,
the dephasing induced by the decay modes ‘average out’ all coherences and the
state becomes a statistical mixture, where only the diagonal entries of the matrix
remain. The simplest density matrix is that of the pure state

ρ = |ψ⟩⟨ψ| =
∑
j,k

αjα
∗
k|j⟩⟨k|, (2.9)

for eigenstates |j⟩ and |k⟩ and complex probability amplitudes αj and αk. The
equation used to model the time evolution of the density matrix when considering
decay modes Γkj is the Lindblad master equation [94], which takes the form

d

dt
ρ = −i[Ĥ, ρ] + L̂, (2.10)

where L̂ is defined as

L̂ =
∑

j

Γj

(
CjρC†

j − 1
2{ρ,C†

jCj}
)
, (2.11)

for an N dimensional quantum state with j decay modes and associated collapse
operators Cj . In the case of the two level atom specified, the only decay mode is
Γ10 with the collapse operator C = |0⟩⟨1|. This results in a decay matrix

L̂ = Γ10
2

(
2ρ11 ρ01

ρ10 −2ρ11

)
. (2.12)
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A natural extension of the Lindblad master equation described above, the 4 optical
Bloch equations for a two level system simply consider each matrix element in
(2.10) to give

ρ̇00 = Γ10ρ11 − iΩ01(ρ10 − ρ01), (2.13a)

ρ̇01 = (Γ10
2 − i∆01)ρ01 + iΩ01(ρ11 − ρ00), (2.13b)

ρ̇10 = (Γ10
2 − i∆01)ρ10 − iΩ01(ρ11 − ρ00), (2.13c)

ρ̇11 = −Γ10ρ11 + iΩ01(ρ10 − ρ01). (2.13d)

The extension of this model to three levels i.e. |0⟩, |1⟩, |2⟩ provides the theoretical
framework for the purposes of modelling the sequences presented in chapter 4. The
equation in (2.10) was used for time evolution in these cases, and the system was
advanced forward in time using element-wise finite differencing for each term in
the density matrix at a given time step. The three level optical Bloch equations,
looking at isolated density matrix terms, were only explicitly used to analytically
find steady state solutions, rather than in any numerical capacity.

2.1.2 Rubidium Atomic Properties

The third heaviest alkali element, Rubidium has atomic number 37 with an elec-
tronic structure: [Kr] 5s1. The two stable isotopes are 85Rb and 87Rb with natural
abundances of 72.17% and 27.83% respectively [95]. Though greater in natural
abundance, the choice between isotopes has historically favoured the less abundant
87Rb , as the positive scattering length (and therefore repulsive inter-atomic inter-
actions) of the heavier isotope facilitated the earliest experimental realisation of a
Bose-Einstein Condensate (BEC) [96, 20]. This is not to say creating a BEC with
85Rb is impossible, as by reversing the sign of the scattering length using magnetic
Feshbach resonances, Cornish et. al. realised this achievement [97]. Nonetheless,
87Rb is of primary focus in this work.

Like other group 1 elements, 87Rb has only one valence electron, allowing for an
empirical expression of the electronic binding energy Eb with principle quantum
number n, similar to the Rydberg series for Hydrogen; this is expressed as

Eb = Rhc
1

(n− δl)2 , (2.14)
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where R and h are the Rydberg and Planck constants and δl is the experimentally
determined quantum defect for angular momentum l. For the case of l = s = 0,
this value is given as δs = 3.19 [2]. Being a monovalent atom leads 87Rb to having
a straightforward hyperfine structure, which are shown in figure 2.2(a) alongside
the transitions of interest for atomic cooling in figure 2.2(b).

(a) (b)

Figure 2.2: Hyperfine splitting of energy levels for 87Rb on the D2 transition. (a):
Hyperfine (gold) splitting for the ground and first excited state of 87Rb . Relevant
splittings from the central D2 wavelength are shown in burgundy. Wavelength
and frequency values for the l = 0 and l = 1 states are taken from [98] and [99]
respectively. (b): Energy levels of the cooling (|F = 2⟩ → |F ′ = 3⟩) and repump
(|F = 1⟩ → |F ′ = 2⟩) transitions. The cooling (ωC) and repump (ωR) transitions
are shown in burgundy and green respectively. Due to the large detuning ∆ of
ωC from resonance, some population transfer |F = 2⟩ → |F ′ = 2⟩ occurs (dashed
burgundy line), resulting in decay into the |F = 1⟩ state (ΓR1). Repump light (ωR)
on the |F = 1⟩ → |F ′ = 2⟩ transition, shown in green, pumps atoms back into a
state where decay back to |F = 2⟩ (ΓR2) is possible.

As 87Rb has nuclear spin I = 3/2, the range of hyperfine values |J−I| < F < |J+I|
for J = 1/2 and J = 3/2 are 1 < F < 2 and 0 < F < 3 respectively. The
l = 0, J = 1/2 and l = 1, J = 3/2 hyperfine states are shown in figure 2.2(a)
with the splitting of the relevant levels shown in burgundy. Figure 2.2(b) restricts
the diagram to only the transitions used to cool atoms as described in section 2.2.
In order to cool atoms, a transition with only one possible subsequent decay path
(referred to as a ‘closed’ transition) is highly desirable. Such a transition exists
in 87Rb , as the |F = 2⟩ → |F ′ = 3⟩ transition has only one decay path back
down to |F = 2⟩. As the laser light used to address this transition needs to be
red-detuned from resonance (reasoned in section 2.2.1), a non-negligible population
transfer between |F = 2⟩ → |F ′ = 2⟩ occurs; this can then in turn can cause atoms
to decay into the dark state |F = 1⟩ via decay mode ΓR1, preventing any further
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cooling. To resolve this issue, a single repump laser of frequency ωR is used to
transfer atoms from |F = 1⟩ → |F ′ = 2⟩ where decay back to |F = 2⟩ via ΓR2 is
possible, readying them for further cooling.

2.2 Optical Trapping

Bringing atoms down to low enough temperatures for coherent Rydberg experi-
mentation is a non-trivial undertaking, and a variety of methods are employed to
realise this. Those employed in our setup are: MOT cooling, optical molasses sub-
Doppler cooling and Far Off-Resonant dipole Trap (FORT) trapping. This section
details the requisite theory to understand each.

2.2.1 Magneto-Optical Trapping

First proposed in 1979 [19] and later realised in 1985 [100], the MOT has revolu-
tionised the field of cold atomic physics and is the foundational element of our
apparatus. In the experimental setup described in chapter 3, the MOT acts as
the first stage of the cooling process, reducing the temperature of 87Rb atoms to
O(100)µK before giving way to further preparatory stages. As this vital technique
is indispensable to this experiment, the principle of its operation is detailed.

The (three dimensional) MOT consists of a set of three mutually orthogonal, retro-
reflected laser beams crossing at a central point, with anti-Helmholtz magnetic field
coils generating a field that is zeroed on this crossing point. A diagram of the 2D
cross-section of this arrangement is shown in figure 2.3. This diagram shows the
key elements of a MOT: the radiation and magnetic fields. Two orthogonal laser
fields Lx1 and Lz1 (red) are retro-reflected (Lx2 and Lz2) such that the cloud in the
centre of the trap (cyan circle) sees incoming laser light from all four directions.
The third beam Ly1 and its retro-reflection are not shown here, but would be going
into and coming out from the page to provide a third radiation field orthogonal to
the first two. The magnetic field coils are arranged in an anti-Helmholtz config-
uration, which results in a local minimum in magnetic field strength at the centre
of the trap, increasing in magnitude along the paths of the radiation fields. The
dashed black lines show the directions of the magnetic field across the trap and
show that along the beam axes, the magnetic field is either parallel (Lx) or anti-
parallel (Lz) to the incoming radiation.

This trapping realises two processes: velocity reduction via the radiation fields

12



2.2.1. Magneto-Optical Trapping

Figure 2.3: Two dimensional cross section of a Magneto-Optical Trap. Here, two
incoming laser fields Lx1 and Lz1 (red) are retro-reflected (Lx2 and Lz2) such that
four radiation fields are directed inwards and meet at a central point. A third
beam Ly1 and its retro-reflection, which are not shown here, would be coming out
from and going into the page, providing confinement in three orthogonal directions.
Surrounding this crossing point are two electromagnetic field coils arranged in an
anti-Helmholtz configuration (grey circles) with currents coming out from (·) and
going into (×) the page. The dashed black lines show the direction of the magnetic
field at a given location. The cyan cloud in the centre is where a cold cloud of
atoms would form.

and spatial confinement with the magnetic fields. The mechanism by which atoms
are slowed in the MOT is shown in figure 2.4.
The slowing process is illustrated by the atom in (a) as it moves towards the laser
field Lx2. The energetic perspective of this atom is shown in (b), and two energy
levels |g⟩ and |e⟩ are considered with a transition frequency ω0 between them. In a
stationary reference frame, each laser field addresses the atom with an off-resonant
field of frequency ωL = ω0 − ∆0, preventing any stationary atoms from absorbing
photons from the beams. When an atom moves towards the beam, however, the
light is blue shifted onto resonance (∆ν2) and the atom absorbs a photon from
the beam Lx2. In absorbing this photon, the atom receives a momentum ‘kick’
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(a)
(b)

Figure 2.4: Mechanism for velocity slowing of atoms in a MOT. (a): An atom in
the trap moves toward (away from) beam Lx2 (Lx1) with velocity ν. (b): The laser
fields in (a) address the transition between two atomic energy levels |g⟩ and |e⟩ with
a transition frequency ω0 detuned from resonance by ∆0 resulting in ωL = ω0 − ∆0
(dashed cyan line). When the atom moves towards laser field Lx2, the frequency is
blue shifted by ∆ν2 = ∆0 onto resonance and a photon from the beam is absorbed.
This provides a momentum kick in the direction of the blue shifted beam and thus
slows the atom.

pγ = h̄k in the opposite direction to the atom’s velocity, thus reducing its overall
velocity. If the atom is moving away from Lx2, the light will be red shifted away
from resonance (∆ν1) and no absorption occurs. By selecting a transition with a
fast decay mode Γeg, the atom can re-enter |g⟩ ready for another absorption. As
this re-emission occurs in a random direction, the momentum change from this
second process averages over the many cycles of absorption, resulting in a net mo-
mentum effect only in the direction of the laser beam. By applying this principle
to all directions, the atom in (a) can be slowed in all directions.

With the above method atoms can be slowed in all three dimensions, but this
alone provides no spatial trapping for atoms. To achieve this, a magnetic field of
the form shown in figure 2.3 must be applied. The mechanism by which spatial
confinement is achieved is shown in figure 2.5.
Subfigure (a) shows an atom displaced from the magnetic field centre B=0 by some
amount xB in the direction of laser beam Lx2. For simplicity, extraneous field lines
and beams have been omitted for visual clarity. Subplot (b) shows the energy level
diagram of the atom between the two levels |g⟩ and |e⟩. As the atom moves away
from the centre of the trap, the magnetic field it sees also increases. As such, this
B field lifts the degeneracy of the angular momentum projection states |me⟩ and
induces a Zeeman shift of said states. Once this shift is equal to the detuning ∆0 of

14



2.2.1. Magneto-Optical Trapping

(a)
(b)

Figure 2.5: Mechanism for spatial confinement of atoms in a MOT. (a): An
atom (cyan) is displaced from the magnetic field zero point by a distance xB. To
simplify the diagram, only the circularly polarised laser field Lx2 is shown with a
reduced number of field lines for ease of readability. (b): Energetic diagram of
the confinement process. Here, the two states |g⟩ and |e⟩ are again separated by
transition frequency ω0, and have a laser driving field of frequency ωL = ω0 − ∆0.
As the atom moves away from the centre of the trap, the larger the magnetic field
it experiences becomes. This induces a Zeeman shift of the angular momentum
projection states |me⟩. At distance xB, this Zeeman shift equates to the detuning
∆0 from resonance of the ωL beam. As only light from laser field Lx2 addresses the
transition with the correct-handedness circular polarisation, the atom is excited to
|me−⟩ and the atom gets a momentum kick from Lx2 back towards the centre of
the trap.

ωL from resonance, the atom absorbs a photon and is transferred into state |me−⟩.
Addressing this transition requires circularly polarised light of a specific handed-
ness, therefore the only beam that is able to address this transition is Lx2 as the
counterpropagating beam will be orthogonally polarised. By absorbing a photon
from the Lx2 beam, the atom gets a momentum kick back towards the centre of the
trap. This effect is replicated for all laser fields Lx,y,z such that atoms are spatially
confined to the centre of the trap.

Though this method of confinement and cooling is effective to a point, there is
a lower limit to the temperature that is achievable using this method alone. This
limit is set by the linewidth of the cooling transition, and arises due to the heat-
ing effect of the spontaneously emitted photon which, though random in direction,
results in a momentum kick of the atom. As such, the lower limit achievable using
only cooling reliant on Doppler shifted light (known as Doppler cooling) is given
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by the ‘Doppler Temperature’

Tmin = h̄Γ0
2kB

, (2.15)

where Γ0 is the decay rate (and subsequently the linewidth) of the transition used in
MOT cooling and kB is the Boltzmann constant. For 87Rb , this temperature floor
is ∼ 146 µK. As motional dephasing will still wash out any dynamics of interest
on the timescale of an experimental run outlined in chapter 3 [101, 32], additional
cooling methods are required that can cool beyond what a MOT is capable of.
Such methods are frequently referred to as sub-Doppler cooling techniques [2].

2.2.1.1 Sub Doppler Cooling

Several methods of cooling below the Doppler temperature have been developed,
including Degenerate Raman Sideband Cooling, Sisyphus cooling, and evaporat-
ive cooling to name but a few [102, 103, 104]. However, due to its simplicity and
lack of additional equipment required to implement, the aforementioned optical
molasses cooling method is that which is implemented in the experiment described
in chapter 3 [105], thus a deeper examination of sub Doppler cooling is restricted
only to this.

Despite offering the capability to cool beyond the Doppler temperature listed
in (2.15), the physical mechanism of relying upon absorption and re-emission of
photons in the presence of a laser field remains. Further relating to the experi-
mental setup in chapter 3, the light used for sub-Doppler cooling is the same as
that utilised in the initial Doppler cooling in the MOT albeit with a much greater
detuning from resonance (−40 MHz increased from 11.9 MHz per figure 3.35). As
such, the polarisation of the beams are circular for both Doppler and sub-Doppler
stages of cooling. The resultant effect of two orthogonally polarised laser fields
overlapping is a helically varying linearly polarised radiation field. A diagram of
this field for one dimension of laser light is shown in figure 2.6. In this diagram,
the atom (cyan) experiences a linearly polarised radiation field (gold) during the
molasses cooling, but there is no net effect on the absorption of photons from either
beam whilst it remains stationary. The interesting dynamics present themselves
only when the atom moves toward either beam. The case where the atom moves
toward field Lx2 is described here.

Considering a frame of reference that is both moving at the speed of the atom,
such that it has no translational motion, and rotating with the linearly polarised
light, such that the polarisation appears fixed, the rotation of the atom generates
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Figure 2.6: Diagram showing the radiation field generated by antiparallel σ+ and
σ− laser beams. The gold lines show the linear polarisation of the radiation field
experienced by the atom (cyan).

an inertial field. This inertial field is magnetic, and is aligned colinearly with the
laser field Lx2. This field lifts the degeneracy of the angular momentum projection
states and the inertial field alters the eigenstates of the system. Considering these
new eigenstates, the atom couples more strongly with the incoming σ+ light com-
pared to that from the σ− field. This results in the atom preferentially absorbing
light from the Lx2 beam, thus reducing its overall momentum as it moves toward
the oncoming beam. An equivalent effect occurs for atoms moving toward Lx1.
This process is greatly paraphrased, and a detailed treatment of this mechanism,
as well as Sisyphus cooling as previously mentioned, can be found in [103].

The key difference from the previously described Doppler cooling is that absorp-
tion of σ+ photons is not induced by blue-shifting of the light onto resonance, but
instead by the increased coupling to the detuned radiation field induced by the
atom’s motion. As a result, the photon spontaneously emitted by the atom is of
slightly higher energy than that which it absorbed due to the large detuning of the
radiation field. This means the temperature achievable using this process is lower
than Doppler cooling alone. The lower limit of cooling by this method is set by
the fact that the slowing mechanism of momentum kicks from photon absorptions
necessitates the re-emission of the absorbed photon. Thus, though the momentum
change by this process averages to 0, the Root-Mean-Square (RMS) momentum
change from this process does not. From [103], this ‘recoil temperature’ is given by

TRec = (h̄k)2

kBm
, (2.16)
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2.2.2. Dipole Trapping

for photonic wavevector k and atomic mass m. For the optimised experimental
sequence given in section 3.4.3 in chapter 3, this value is given as Trec ≈ 0.4 µK,
which is over two orders of magnitude better than MOT cooling alone.

Though further temperature reduction is possible using methods such as the pre-
viously mentioned Degenerate Raman Sideband Cooling, the temperature range of
O(10−5 K) is suitable for the purposes of this experiment. Temperature reduction
alone is not enough to ready a cloud for experimentation, however, and trap geo-
metry is of significant consideration. Due to the large beam sizes used in MOT
cooling (1/e2 diameter = 9 mm from section 3.2.1) to facilitate capturing atoms
and an appreciable momentum spread of trapped atoms, the size of the atomic
cloud at this stage is O(mm). As such, the considerably smaller (O(µm) down
from O(mm)) FORT is utilised to achieve the desired reduction in cloud size.

2.2.2 Dipole Trapping

As stated in the previous section, further cooling is not required in our system,
precluding the need to implement evaporative cooling using the FORT which is
a common final cooling stage for experiments, such as Bose Einstein Condensate
formation. Nonetheless, a FORT is desired to reduce the size of the atomic cloud
whilst maintaining density and temperature.

To understand the trapping potential experienced by an atom in a FORT, the
atom is considered as an electric dipole, magnitude p given by

p = α(ω)E, (2.17)

for a frequency dependent, complex polarisability α(ω) and oscillating electric field
magnitude E. The electric dipole is then given as

p =
(
pe−iωt + c.c

)
rp. (2.18)

For a dipole in an external field, the strength of the potential that it experiences
is given by

Up = −p · E. (2.19)

However, as the dipole in this case is induced rather than existing prior to an
electric field being applied, work must be done in order to create the dipole, which
is comparable to separating two masses attached by a spring. Determining this
work is done by first noting that the force required to separate the positive and
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2.2.2. Dipole Trapping

negative regions of charge within an atom (±q) is equal to the distance between
the centres of these regions, δ, multiplied by some constant k, giving

Eq = kδ, (2.20)

for energy E, and can thus be rearranged for k to give

k = Eq

δ
. (2.21)

The work done to separate the regions of charge can then be calculated as

W =
∫ δ

0
Fdδ′ =

∫ δ

0
δ′kdδ′, (2.22)

which is then calculated to be
W = 1

2δ
2k. (2.23)

Then by substituting (2.21) into this expression and by noting that qδ is the
strength of the electric dipole, and that the electric field and electric dipole are
colinear, the above expression becomes

W = 1
2p · E. (2.24)

Therefore, in accounting for this work, the overall potential becomes

Ueff = Up +W = −1
2p · E. (2.25)

By considering the form of E, a time average of the above expression can be taken.
The electric field present at position r can be expressed as

E(r) = ê[E(r)e−iωt + c.c], (2.26)

for a real scalar E and frequency ω. Therefore by substituting (2.18) and (2.26)
into (2.25) one obtains

Ueff = −1
2[E(r)e−iωt + c.c] · [pe−iωt + c.c], (2.27)

which then simplifies to

Ueff = −1
2[pE(r)e−2iωt + pE + p∗E + p∗Ee2iωt]. (2.28)

Taking a time average of this Ueff then cancels the effect of the oscillating terms,
resulting in a potential of the form

Udip = −1
2(p + p∗)E. (2.29)

Using the form of p given in (2.17), the expression becomes

Udip = −ℜ(α)E2, (2.30)
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2.2.2. Dipole Trapping

which, when noting that E2 = I/2ϵ0c for intensity I, then becomes [106, 107]

Udip = − 1
2ϵ0c

ℜ(α)I. (2.31)

This shows that the response of an atom in the presence of such an optical potential
is crucially dependent on the frequency of the illuminating light due to the real part
of the polarisability ℜ(α(ω)) of the atom, which can be calculated using [108]

ℜ(α(ω)) = 2
3(2J + 1)

∑
i ̸=k

Ei − Ek

(Ei − Ek)2 − ω2 |µik|2, (2.32)

for a set of known atomic transitions Ei −Ek = h̄ωi,k, orbital angular momentum J

and dipole matrix element µik. In the case of 87Rb , the plot of ℜ(α) vs wavelength
λ is shown in figure 2.7 [107]. ℜ(α) is quoted in atomic units (a.u.), with the
conversion between S.I. units and a.u. of ℜ(α)a.u. = ℜ(α)S.I./(4πϵ0a3

0).

Figure 2.7: Real part of the polarisability α for 87Rb for both the D1 (on the right,
at 794.978 nm) and D2 (on the left, at 780.241 nm) transitions. The conversion
between atomic (a.u.) and S.I. units is given as ℜ(α)a.u. = ℜ(α)S.I./(4πϵ0a3

0)

From this figure, we can see that as ℜ(α) > 0 is required to create a potential well,
a trapping wavelength of λ > 795 nm is required. Furthermore, as there are only
two nearby transitions (the D1 and D2 transitions), the problem can be restricted
to consider only these. By restricting (2.32) to only these transition, assuming
|1/(ωDj + ω)| ≪ |1/(ωDj − ω)| for large detuning, noting that ωDj − ω = ∆Dj
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2.2.2. Dipole Trapping

and relating decay rate (Γki) of a transition to its corresponding transition dipole
moment (µik) via Fermi’s Golden Rule [109], the trap depth (2.31) thus becomes

U0 = 3πc2

2

(
1
3

ΓD1

ω3
D1

∆D1

+ 2
3

ΓD2

ω3
D2

∆D2

)
I. (2.33)

A plot of ℜ(α) restricted to the λ > 820 nm range, alongside trap depths at past
and present trapping frequencies [54, 55, 56] is shown in figure 2.8 for a beam waist
of 5 µm.

Figure 2.8: ℜ(α) vs wavelength for λ > 820 nm (upper) and trap depths for past
and present dipole trap wavelengths (lower) with a 5µm beam waist. The 910
nm (gold) and 1080 nm (burgundy) traps were used in previous iterations of the
experiment and the 852nm (cyan) trap is currently utilised. The dashed lines in
the upper plot correspond to wavelengths shown in the lower plot.

From this figure, it may initially seem like the choice of a wavelength closest to the
D1 transition is the logical one, as it allows for easier access to deeper potentials.
There is, however, an additional quantity that need consideration: the spontaneous
scattering rate of atoms with the trapping light [106]. Despite being very far de-
tuned from an atomic resonance, photons from the trapping beam can still interact
with atoms. As the dipole trap aims to establish a conservative potential in which
atoms remain rather than relying on trapping through momentum transfer, any
scattering by the atoms is purely a heating phenomenon. The scattering rate for a
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2.3. Rydberg Atoms

given transition is given in [110] as

ΓScat,0 = 3πc2

2h̄ω3

( Γ
∆

)2
I, (2.34)

for transition frequency, transition rate and detuning ω,Γ and ∆ respectively. An
additional consideration is the diffraction limit of the trapping wavelength, which
limits the beam waists of longer wavelength traps.

Thus, due to the fast repetition rate of the experiment described in chapter 3
of ∼ 10 kHz and for safer operating powers, a trapping wavelength of 852 nm is
utilised with a scattering rate of Γscatt = 163 s−1 for a beam waist of 5 µm and
a dipole trap power of 65 mW (in line with the optimised sequence displayed in
figure 3.35).

2.3 Rydberg Atoms

In section 2.2, the process of exciting 87Rb to its first excited states of 5P3/2 was
described, where only the angular momenta L and J were affected. There is,
however, significant motivation for looking to excite the principle quantum number
n up from n = 5, beyond n = 20 and to values near ionisation. An atom excited
this way, with a large principle quantum number n, is referred to as a Rydberg
atom. From (2.14), we see that the binding energy asymptotes to zero for n → ∞,
meaning ever less energy is required to ionise the excited electron as n increases.
This is not the only feature of the atom to change with an increased n, and some
important properties and their scaling with n are shown in table 2.1 [111, 112].

Property n Proportionality
Dipole Moment ⟨n,L = a|d|n,L = a± 1⟩ n2

Radiative Lifetime n3

Polarisability n7

Orbital Radius n2

Binding Energy n−2

Adjacent n State Separation n−3

Resonant Dipole-Dipole Interaction (C3) n4

Van der Waals Interaction (C6) n11

Table 2.1: Table of atomic properties and their corresponding proportionalities to
principle quantum number n.

The decreasing separation between adjacent n states is of great convenience. The
portion of the excitation process (later described in section 2.3.2) up to a Rydberg
state where n is increased becomes possible with only a single External Cavity
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2.3.1. Rydberg Blockade

Diode Laser (ECDL) where one can precisely control its lasing frequency over a
wide range of Rydberg states (35 < n < ∞ in the experiment described here).
Control over the target n state being excited to correspondingly gives control over
the parameters listed in table 2.1. Of the quantities mentioned, the dipole moment
is of interest in affording tunability of interactions within the Rydberg manifold
[112].

2.3.1 Rydberg Blockade

Of the quantities listed in table 2.1, only the C3 and C6 coefficients directly dictate
inter-atomic interactions. At distances much greater than the atomic radius, these
are dominated by the van der Waals interaction VvdW. Though this interaction term
scales with VvdW ∝ r−6 for distance r, per table 2.1 it also scales with VvdW ∝ n11,
thus for large values of n this becomes appreciable at substantial distances [40, 113].
This effect is quantified by the so-called ‘Rydberg blockade radius’ [41] given by

rB = 6

√
C6
γR
, (2.35)

where γR is the dominant linewidth of the laser used to excite into the Rydberg
manifold [112]. In continuous wave operation, the lower limit of this linewidth is
set by the locking scheme, which results in a small Lorentzian frequency spread. In
practice, however, this linewidth is often dominated by a power broadening effect
whereby γeff ∝ ΩR for Rabi frequency ΩR [114]. Additionally, for pulsed lasers,
the Fourier linewidth can be a limiting factor, but as no lasers were operated this
way, the effect is of no import here. The blockade effect can be understood by
considering figure 2.9. In this figure, atom a is excited by a laser field of linewidth
γR to a Rydberg state |R⟩a, and is located at position r = 0. Due to the favourable
scaling with n, the van der Waals interaction of the Rydberg atom a with its
surroundings perturbs the energy required to excite a second atom b to state |R⟩b

as indicated by the purple line. At distances r < rB, this energy shift is greater
than the linewidth of the excitation laser, therefore the transition to state |R⟩b is
blue-shifted off resonance and no excitation occurs. A plot of principle quantum
number vs blockade radius rB is shown in figure 2.10. In this figure, the purple line
shows the lower linewidth limit of the locking technique employed for the excitation
laser in our experiment. This lock is one where the laser is locked to an ultra-stable
high-finesse reference cavity in an evacuated chamber to protect from the effects of
thermal and pressure changes [116, 115, 58], with the other two linewidths being
present to illustrate the effect of linewidth on rB. The dashed black line shows
the radial 1/e2 dipole trap diameter used to prepare atomic clouds for excitation.
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2.3.2. Stored Light Polaritons

Figure 2.9: The Rydberg blockade mechanism. The van der Waals interaction of
the existing Rydberg atom (|R⟩a) shift the excitation energy required to generate
a second (|R⟩b). At distances from the first Rydberg atom r < rB this energy
shift (solid black) is greater than the excitation laser’s (ωR) linewidth (γR), thus
no additional Rydberg atom can form within this radius.

This blockade effect is put to use in our experiment, as experiments are primarily
conducted on a single Rydberg exciton. As the axial diameter of the dipole trap
used is much larger than rB, without additional confinement as described in N. L.
R. Spong’s thesis [44], the blockade effect alone is not sufficient to ensure a single
exciton forms.

2.3.2 Stored Light Polaritons

Assuming a sufficiently cold and dense atomic cloud has been prepared, a coherent
excitation of an atom to a long lifetime Rydberg state can occur. In our experiment,
an excitation event occurs as shown in figure 2.11.

Prior to any excitation, the collective wavefunction of this cloud is given as

|g⟩ = |g0, g1, g2...gi...gN ⟩, (2.36)

where g = 5S1/2 and N is the total number of atoms in the cloud. The excitation
process commences with is a single photon addressing the D2 transition falling
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2.3.2. Stored Light Polaritons

Figure 2.10: Principle quantum number vs blockade radius for excitation laser
linewidths of 0.26 kHz (purple), 1 kHz (cyan) and 10 kHz (gold). The dashed
black line shows the radial 1/e2 diameter of the 852 nm tweezer trap. The lower
linewidth limit defined by the purple line is taken from [115].

incident on the atomic cloud. This excites an unspecified atom to the first excited
state ex = 5P3/2. As no particular atom is targeted for excitation by the probe
beam, the wavefunction for the cloud becomes a superposition over all atoms in
the trap, given by

|ex⟩ = 1√
N

N∑
j=1

eik·Rj |g1g2...exj ...gN ⟩, (2.37)

k and Rj are the photon wavevector and atom position respectively. By ensuring
that the 480 nm coupling beam is switched on before a photon is injected into the
cloud, the excited atom will be excited up to a Rydberg state R = nS1/2 before the
decay |ex⟩ → |g⟩ can occur. Thus, the atom is excited to a Rydberg state [117]

|R⟩ = 1√
N

N∑
j=1

eik·Rj |g1g2...rj ...gN ⟩. (2.38)

As this Rydberg atom exists as a superposition over all atoms present, it becomes
robust to atom loss as per-atom effect on coherence and state population drastically
decreases. Once this collectively stored excitation is created, a variety of exper-
iments can be performed, taking advantage of the long-lived Rydberg states and
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2.3.2. Stored Light Polaritons

(a)

(b)

Figure 2.11: A weak 780nm probe beam excites an unspecified atom in an atomic
cloud to state 5P3/2 whilst being illuminated by a coupling beam addressing the
transition 5P3/2 → n1/2. (a) shows the two counter-propagating beams addressing
the atomic cloud and (b) shows the energy level diagram of the process.

large dipole moments within the Rydberg manifold [118, 44]. At the end of an
experimental sequence, the Rydberg coupling laser is re-illuminated and the col-
lectively encoded excitation is coherently transferred back down to |ex⟩, at which
point the initially stored 780nm photon is re-emitted. As the phase information in
the wavevector is retained throughout the excitation process (exponent in (2.38)),
the probe photon is coherently re-emitted and as such it’s path can be predicted
and aligned with a single photon counting device such as a Single Photon Avalanche
Diode (SPAD). Only a single state |R⟩ is coupled back down to the lower lying
states so if a transfer to an adjacent Rydberg state occurs, there will be an incom-
plete transfer of population back to |ex⟩. Thus, the observable in our experiment
is the probe photon after an experimental sequence has concluded. Aside from
the maintenance of overall coherence of the Rydberg excitation, the probability
of observing this probe photon is dependant on the degree to which the atom is
transferred out of the coupled Rydberg state.

Despite the advantages of collective encoding mentioned, several limiting factors
persist in reducing the lifetime of these collective excitation such as AC-Stark
shifts induced by laser intensity and atomic motional noise, as well as collisions
with background gas [119]. Nonetheless, at a background pressure of 10−10 mbar
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2.3.2. Stored Light Polaritons

and a temperature of 50 µK, the effective lifetime due to these effects (excluding
the radiative lifetime) is ∼ 2 s [119]. As will be detailed later in chapter 3, the
experiment described here boasts a high repetition rate of 10 kHz making this life-
time ceiling more than sufficient for our purposes.

As mentioned in section 1.3, qutrits present advantages compared to qubits for
certain applications. One of these aforementioned applications is secure commu-
nication. At present, qutrits have been experimentally demonstrated on a variety
of platforms such as individual cold atoms in states outside the Rydberg mani-
fold [120], CQED [121], Nitrogen Vacancy centres [122], trapped ions [123] and
superconductors [69]. Implementations of qutrits using Rydberg atoms at time of
writing, however, has been limited. Instead, Rydberg states have been of primarily
considered as either a qubit state [124] or an auxiliary state used solely to mediate
interactions between qubits [125].

In a separate vein, past investigations on the apparatus described in chapter 3
focused on demonstrations of long range interactions between adjacent collective
excitations [56]. Motivated by this, the long term goal of this project would be to
generate two Rydberg excitations, each of which serving as a qutrit, and demon-
strate a transfer of quantum information between them. The first stage of this is
to generate a single qutrit and perform unitary operations on this in isolation. The
following chapter details the experimental apparatus required to perform these pro-
posed experiments on ultra-cold Rydberg ensembles, and the processes undertaken
to progress towards experimental readiness for future investigations.
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3 | Experimental Apparatus

As stated in section 1.2, the experimental apparatus used in the Rydberg Quantum
Optics research group has gone through multiple iterations. The current setup
consists of the following elements crucial to experimentation:

A laser system where active frequency correction is employed to achieve the nar-
row linewidths necessary to address atomic transitions in a controlled manner.

A vacuum chamber suitable for Ultra-High Vacuum (UHV) conditions in which
atoms can be cooled to O(10 µK) and studies on Rydberg atoms can be
performed.

Control hardware with which the frequencies and intensities of the laser light
being employed can be varied throughout an experimental sequence.

Control software to pre-program the control hardware to actuate at the correct
times during a sequence.

The equipment for the current generation of the experiment was designed and
assembled by S. Ball and H. Busche [57, 56], the setup described here boasts only
modest alterations. These are:

• The replacement of the gate valve between the upper and lower chambers
with a cross shaped pipe containing windows through which a probe beam
could be shone.

• The substitution of the original upper 2D MOT cell with a new, shorter and
non Anti Reflection (AR) coated, cell.

• The addition of focusing optics to compensate for the lack of AR coating on
the upper cell.

• The reconstruction of the laser system (with the exception of the locks) to
streamline and simplify the design for ease of usage.

28



3.1. Lasers

This chapter begins by describing the equipment used for experimentation: the
laser systems, vacuum components and control equipment. Following this, the
process by which the experiment was returned to UHV conditions following an
unplanned vacuum break is described before, finally, the optimisation of the initial
cooling stages are outlined.

3.1 Lasers

In order to coherently induce atom-light interactions in an experiment, having
precise control of frequency and intensity of laser light being utilised is imperative.
As such, frequency locking and optical intensity control are implemented. This
section details the methods used to achieve this necessary control.

3.1.1 Overview

The choices of laser utilised in this experiment are informed by the two main tasks
required in a sequence: atom cooling and trapping and excitation to Rydberg
states. To achieve the former, three lasers are required: one each to address the
cooling and repump transitions, and one to form the FORT trap. For the two-step
Rydberg excitation process utilised here, only one additional laser is required due
to the excitation in the first step being induced by the laser used for atomic cooling.
The beam diagram for the cooling and repump lasers is shown in figure 3.1. Details
on the lasers, optical channels and locking techniques are given in later sections.
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O

verview

Figure 3.1: Beam diagram showing the optical setup of the cooling and repump lasers. The Acousto-Optic Modulator (AOM) channels
(A-G) shown here correspond to those listed in figure 3.4.
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3.1.2. Cooling Laser - 780 nm

3.1.2 Cooling Laser - 780 nm

The laser used to address the |F = 2⟩ → |F ′ = 3⟩ transition is a commercial
780.241nm Bragg Grating ECDL∗. The output from this comparatively low-power
diode (∼ 80 mW) is fed into a Tapered Amplifier (TA)†, capable of a higher 2.4
W output. Back reflections into the ECDL are prevented by in internally mounted
optical isolator, with a second internally mounted isolator placed after the TA to
prevent back reflections into the amplifier. This output light is split downstream
by using Half Wave Plate (HWP) and Polarising Beam Splitter (PBS) pairs to
control the powers reflected and transmitted through the beam splitters. Light
from the main beam output is split for two probe channels, 2D and 3D MOT cooling
and a red detuned pushing beam. The second probe channel was designed to be
implemented in two site experiments for the study of Rydberg-Rydberg interactions
[126], thus was not used in this work. Furthermore, as the effect of the pushing
beam was not characterised, it’s description is also not included in this work. The
2D cooling light is split after passing through an AOM before the light for each axis
is passed through a polarisation maintaining fibre to the main experiment. The
cooling light for one of these axes (axis 2 in figure 3.1) is combined colinearly with
repump light and passed into the same fibre. The 3D cooling light is combined
with repump light by a bespoke two-input three-output fibre splitter‡ adjacent to
the main vacuum chamber. The detunings for the different channels are detailed in
section 3.1.6. An auxilliary output from the ECDL before amplification is utilised to
lock the laser using the Modulation Transfer Spectroscopy (MTS) locking technique
[127, 128]. The laser is locked 140 MHz below resonance with a double pass AOM.

3.1.3 Repump Laser - 780 nm

As shown in figure 2.2, the ground state splitting of the hyperfine |5S1/2, F = 1⟩
and |5S1/2, F = 2⟩ states is several GHz wide. This sizeable splitting makes it
impossible to address both the cooling and repump transitions with a single laser
source, thus a second laser is dedicated to this task. We use a second commercial
ECDL§ capable of outputting 90 mW at 780 nm after replacing the original diode¶

with a new one‖. An external optical isolator is used to prevent back reflections
into the diode, and is depicted in figure 3.1. Unlike the cooling photonic channels,

∗Toptica DL Pro
†Toptica TA Pro
‡Manufactured by Evanescent Optics
§Toptica DL Pro
¶Toptica LD-0790-0120-AR-1
‖Toptica LD-0790-0120-AR-2
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the repump light used is kept exclusively on resonance as the only requirement of
the repump laser is to efficiently transfer atoms back into the |5S1/2, F = 2⟩ state.
There is, however, a requirement for switching of repump light during a sequence.
Thus the repump light is split into two channels, one each for the 2D and 3D MOTs,
and passed through AOMs to actuate this switching. To keep the repump light
resonant, a small fraction of light is split from the main beam after the isolator
and is passed into a tunable Zeeman Modulation Transfer Spectroscopy (ZMTS)
locking scheme [129], which is a modified version of conventional MTS, at 78 MHz
below resonance. This frequency is chosen to align with a crossover resonance 78
MHz below the repump transition, giving a reliable and unmoving frequency offset.
Further details of the AOMs utilised is detailed in section 3.1.6 below.

3.1.4 Rydberg Excitation Laser - 480 nm

The second step in excitation to a Rydberg state after the initial |5S1/2⟩ → |5P1/2⟩
excitation is to drive the |5P3/2⟩ → |nS1/2⟩ transition into the Rydberg manifold
as depicted in figure 2.11. To achieve this, a 480 nm Second Harmonic Genera-
tion (SHG) laser∗ capable of outputting 1.2 W is utilised. This laser system is
constituted by internally mounted ECDL† and TA‡ and SHG bow-tie cavity.

One of the attractive features of Rydberg atoms is the long radiative lifetimes,
allowing for prolonged study of coherent dynamics [118]. This advantage can, how-
ever, be seen as a double edged sword, as by having comparatively long lifetimes,
the resonances of the |5P3/2⟩ state into the Rydberg manifold are very narrow, as
shown in figure 3.2. Values of linewidths were obtained using the ARC python
library [130]. As such, to address such narrow transitions one needs to be able to
lock this laser to a narrow resonance for high n, and do so in a frequency range
without easy access to atomic transitions. In the past, this has been achieved in our
experiment using EIT spectroscopy [57, 131], however this is now achieved using
a Pound-Drever-Hall (PDH) lock on an evacuated ultra-stable, high-finesse cavity
[132, 116].

∗Toptica TA-SHG Pro
†Toptical DL Pro
‡Toptica TA Pro
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Figure 3.2: Principle quantum number n vs linewidth Γn of transition |5P3/2⟩ →
|nS1/2⟩. The cyan cross in the top left of the plot shows the linewidth of the |5P3/2⟩
state. Values of linewidths were obtained using the ARC python library [130].

3.1.5 Dipole Trapping Laser - 852 nm

As detailed in section 2.2.2, an additional laser is required to set up a FORT. In
our experiment, this is an 852 nm TA∗ seeded by an ECDL†. As this emits at a
wavelength extremely far from any atomic resonances, the frequency fluctuations
that would be eliminated by locking the laser have no substantial impact on dipole
trap depth, thus this laser is not locked.

3.1.6 Intensity and Frequency Control

In this experimental setup, laser intensities and frequencies are controlled with
AOMs. The crucial elements of these components are a crystal and piezoelectric
transducer. By applying a high voltage AC electric field on the piezoelectric trans-
ducer whilst in contact with the crystal, a sound wave can be generated across the
medium [133]. This sound wave then induces Brillouin scattering and the crystal
acts as a diffraction grating with frequency modes

∆f = ncλ

2ηcs sin(θ) , (3.1)

for refractive index and speed of sound through the medium of η and cs. By util-
ising these diffracted orders downstream in the experiment, one can control the

∗Toptica TA Pro
†Toptica DL Pro
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laser powers in each optical channel by controlling the electrical power supplied to
each AOM.

Due to the fast repetition rate of the experiment, the change in optical output
from the AOMs cannot be assumed to be instantaneous and needs to be accounted
for. The rise and fall of optical power can be well modelled as a sigmoid error
function of the form

serr(t) = 1
2

[
1 + erf

(
t− t0
σt

)]
(3.2)

where σt = r10:90/1.163 and r10:90 is the 10%-90% rise time. An example pulse for
r10:90 = 10 ns is shown in figure 3.3. The other important factor of the AOMs is

Figure 3.3: Example AOM intensity change for a rise time r10:90 = 10ns.

of course the frequency detuning they induce in the incident beams. As shown in
figure 3.1, AOMs (A-C) are arranged in a double-pass configuration, unlike AOMs
(D-G) which are set up for only a single pass. The double-pass AOMs are set up
this way due to inter and intra repetition frequency changes, which are achievable
without much loss for double-pass configured AOMs as the retro-reflected beam re-
mains anti-parallel to the outgoing beam regardless of input frequency. This means
that in the case of perfect alignment, coupling into a fibre should not be affected
by a change in frequency. The single pass AOMs are configured so to maintain an
efficient conversion ratio of input to frequency shifted light, as there is no need to
change frequencies for these AOMs during or between repeats. A diagram showing
the detunings for AOMs (A-E) is shown in figure 3.4. In this diagram, the laser
of frequency ωC is locked 140 MHz below resonance and positively detuned (gold
frequencies) back up toward resonance. The black frequencies show the detunings
from the D2 resonance for each AOM (A-E). AOM (A) is used for three purposes:
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3.1.6. Intensity and Frequency Control

Figure 3.4: AOM frequencies with lettered labels corresponding to the AOMs shown
in figure 3.1. ωC is the cooling frequency output by the cooling laser, which is locked
140 MHz below resonance (lock detuning). The frequencies in gold show the input
frequencies for each AOM and the black frequencies show the resulting detunings
from resonance. AOMs (A-C) are set up in a double-pass configuration to allow
for inter and intra repetition frequency variation. AOMs (D-E) are arranged for
only a single pass, thus output a constant frequency at all times. AOMs (F-G) are
not shown here, as both are locked below resonance and set up for a single pass to
exclusively shift back up to resonance.

absorption imaging as described in section 3.4.2, the first step in the two-step ex-
citation of an atom to a Rydberg state as described in section 2.3.2 and dipole trap
characterisation. This last usage is not detailed here, and can be found in [126].
As previously stated, AOM (B) is used for past two site experiments [126, 132],
thus went unused in this work. Regardless, the scanning range is the same as (A),
as characterisation of the second trap was required in the same fashion as the first.
AOM (C) provides the detuning for the 3D MOT cooling light, which changes
multiple times in a single run (see sections 3.2.3 and 3.4.3 for details) in addition
to the intensity variation required throughout. AOM (D) provides the detuning
of the red-detuned pushing beam. This component was not properly characterised
and subsequently utilised in the preparation of this work, thus precluding any ex-
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ploration here. AOM (E) provides frequency and intensity control to both axes of
the 2D MOT, which are split for separate fibre channels after the AOM frequency
shifting.

AOMs (F-G) are not shown here as they exclusively shift the light back onto reson-
ance for the repump transition. AOMs that achieve the same purpose of detuning
and shifting back onto resonance to provide intensity control are employed for the
480 nm Rydberg excitation laser, but are not shown here. Additionally, the 852
nm FORT is intensity controlled via an AOM, but as no locking is present for that
beam, this shift is not in reference to a specific transition.

Once passed through the AOMs and into polarisation maintaining optical fibres,
the light described above is sent to the main experimental apparatus. The following
section details this setup, and how an experimental sequence is implemented.

3.2 Experimental Design

Our experimental apparatus in which cold atom experiments are performed was
primarily designed by Hannes Busche and Simon Ball [126, 57], where 3D designs of
the setup are presented. It consists of a 2D MOT which cools atoms from thermal
temperatures horizontally to form a cold beam before being transferred by either
gravity or gravity + pushing beam to the science chamber. Here, atoms are trapped
and cooled to ∼ 50 µK before a Rydberg excitation and further experimentation is
performed. This section details the equipment and techniques used to achieve this,
as well as details on how a sequence is controlled and a typical cooling sequence.

Following an unforeseen vacuum break in early 2022, components were changed
from Busche and Ball’s original design. Aside from equivalent substitutions (atom
dispensers and an electrode feedthrough) a gate valve separating the upper and
lower chamber was removed and replaced with a cross shaped DN40 vacuum tube
(see figure 3.12) and the glass 2D MOT cell was changed. Though the absence of
the gate valve required no adjustment to experimental operation, the change in 2D
MOT cell required significant changes and are detailed in section 3.2.1 below.

3.2.1 Upper Cell

Prior to ultra-cold atom trapping, one needs to undertake the task of preliminary
cooling from thermal temperatures and transporting atoms to the main experi-
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mental trap. This is typically achieved by one of two methods: Zeeman slowing
[134, 135, 136, 137] and 2 dimensional MOT trapping (2D MOT) where tradi-
tional MOT cooling is applied in two cardinal directions only to generate a cold
beam [138]. Superficially a main advantage of Zeeman slowing, high slow-atom
flux, appears to align well with the high repetition rate of our setup [139]. There
are, however, some significant drawbacks that outweigh this advantage. Firstly,
this slowing technique results in a large background pressure [140], which itself
has to be mitigated. This is typically done with an in-vacuo mechanical shutter
to physically block off the initial cooling stage from the science chamber, but can
result in mechanical vibrations to which atomic clouds can be extremely sensitive
[141]. This is not to say that this issue can’t be overcome, as van der Stam et.
al. [136] show. Furthermore, though the absolute atom flux may be lower from a
2D MOT, the number of atoms loaded into an optical trap can be made compar-
able between the two methods [139]. A feature of note in our setup compared to
others [142, 143] is the vertical arrangement of the cell with a red detuned push-
ing beam. Though a horizontal arrangement was initially considered in 2016, for
safety concerns and for ease of optical access along the dipole trap axis (see section
3.2.2), a vertical arrangement was constructed. As atoms naturally fall under grav-
ity toward the science chamber, a blue detuned pusher beam for the purposes of
providing sufficient velocity to atoms in the direction of the main trap was not ne-
cessary; instead, the pushing beam is red detuned to retard upward moving atoms
as the atomic dispensers release atoms at thermal temperatures from a cup facing
vertically upwards. Following the vacuum break in early 2022, the upper chamber
was reconstructed with a new glass cell, which required adjustments to the optics
utilised. The two key differences between the previous and current cells are no AR
coating on the new cell and one fewer cooling volume (three down from four) due
to a reduction in cell height. The vertical and horizontal cross sections of the upper
chamber are shown in figure 3.5.
In the upper cell, 2D MOT light of 1/e2 diameter = 9 mm is split between three
cooling volumes using HWP-PBS pairs and circularly polarised with Quarter Wave
Plate (QWP)s. Following the change in upper cell to one with no AR coating, long
focal length (1 m) focusing optics were added (lenses after the QWPs in figure
3.5) to ensure that the laser intensity remained constant between the outgoing and
returning beams. Further details on the choice of optics can be found in Oliver D.
W. Hughes’ upcoming thesis, but the effect of these optics was characterised and
is detailed in section 3.4.1. Two strips of seven permanent magnets∗ each provide
a constant field of 16 G/cm the way down the chamber. Atoms are released into
the chamber from the cup dispensers located at the bottom of the chamber and

∗Eclipse Magnets N750-RB
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(a)

(b)

Figure 3.5: Upper cell diagrams in the x− z (a) and x− y (b) planes. (a): Light
is split between the three cooling volumes with HWP-PBS pairs. Light is then
circularly polarised to address specific angular momentum projection |mF ⟩ states
and passed through the cell. The light is then retro-reflected using a total internal
reflection glass prism which, in addition to efficiently reflecting the incoming light,
provides a π

2 phase shift to the incoming light thus ensuring the atoms see the
same circular polarisation in both the outgoing and retroreflected beams. (b): The
magnetic fields, and corresponding circular polarisations to drive the red-detuned
Zeeman split |mF ⟩ states, are displayed for each axis.

shaped into a beam by the three cooling volumes. They then pass through the
narrow aperture (0.8 mm diameter) differential pumping tube. This differential
pumping tube is utilised to help prevent a build up of vapour pressure in the lower
chamber by background atoms released from the dispensers, keeping them confined
to the upper chamber. Once passed out of the upper cell, cold along both hori-
zontal directions, the atoms fall into the science chamber for further cooling and
experimentation.

3.2.2 Science Chamber

In order to experiment on atomic samples at low temperatures, an optically access-
ible chamber capable of maintaining UHV conditions of the order O(10−10mbar)
is required. The chamber utilised is a stainless steel, non-magnetic spherical octa-
gon∗ allowing for optical access via eight viewports (with two additional viewports

∗Kimball Physics MCF600-SphOct-F2C8

38



3.2.2. Science Chamber

along the y axis). A cross section of the chamber in the x−z plane, as well as light
sources of import, is shown in figure 3.6. The vacuum chamber provides optical

Figure 3.6: Cross section of the science chamber in the x − z plane. The vacuum
chamber provides optical access via the eight viewports shown, as well as two
additional viewports along the y axis. MOT beams are passed through the diagonal
viewports to leave the horizontal axis free for the 852 nm FORT tweezer trap which
is focused down with a pair of high NA (NA=0.5) lenses. The beams utilised in
the Rydberg excitation sequence described in section 2.3.2 are also shone down this
axis. In-vacuo MOT coils (copper ring) are used to generate a strong magnetic field
(35G/cm) close to the atoms with a current indicated by the dashed black line. Ex-
vacuo Helmholtz quantisation coils are used to provide a quantisation axis during
state preparation for Rydberg excitation.

access via the eight viewports shown, as well as two additional viewports along
the y axis. MOT beams are passed through the diagonal viewports to leave the
horizontal axis free for the 852 nm FORT tweezer trap. Horizontal rectangular-line
shaping masks are placed on the upper MOT viewports to restrict the MOT size
and reduce scatter off in-vacuo components. The tweezer trap employs a pair of
high NA lenses (NA = 0.5, working distance = 7 mm) separated by 14 mm to focus
the dipole trap light down to a beam waist of w0 = 4.5 ± 0.3 µm [57]. The lenses
are cut (not shown here) to allow the MOT beams to pass The beams utilised in
the Rydberg excitation sequence described in section 2.3.2 are also shone down this
axis. In-vacuo MOT coils (copper ring) are used to generate a strong magnetic field
(35 G/cm) close to the atoms, with a coil current as shown by the black dashed
line. The ex-vacuo Helmholtz-configured quantisation coils are used to provide a
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quantisation axis for the purposes of atomic excitation in Rydberg atom formation,
as well as for any transitions induced within the Rydberg manifold. Additionally,
ex-vacuo Helmholtz configured shim coils are used to move the magnetic field zero
point in order to fine-tune the overlap point of the cooling beams and magnetic
field minimum.

Though the high NA lenses and MOT coil are shown in figure 3.6, additional
in-vacuo components are employed to study Rydberg dynamics. These are shown
in the y − z cross section of the science chamber shown in figure 3.7. The MOT

Figure 3.7: Cross section of the science chamber in the y−z plane showing in-vacuo
components. Adjacent to each high NA lens is a quartet of DC split-ring electrodes
(for a total of eight). Between the lenses are a set of three microwave stub antennae
designed for a frequency range of DC − 40GHz. The rectangular MOT coils are
shown in copper-orange, with the bottom right cross section split to show the 8x7
grid arrangement of the coils.

coils shown here are each composed of a set of 55 square wires wound in a 7×8
grid, with one wire missing from the grid in each in order to connect between
each coil cluster and to external feedthroughs. Between the high NA lens pair are
two key components of interest. The first is the quartet of split-ring electrodes
adjacent to each lens (for a total of eight electrodes). These are used to generate
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DC fields in any superposition of the three cardinal directions as has been im-
plemented elsewhere [144, 145]. The second component of interest is the set of
three microwave stub antennae oriented parallel (x) and perpendicularly (y) to the
quantisation axis defined by the quantisation coils shown in figure 3.6 as well as
vertically (z). These 16 mm antennae are each designed to output microwave fields
in the frequency range DC−40 GHz with the antenna length intended to produce a
quarter-wave stub antenna, for linear polarisation in the plane of emission [146], at
18.5 GHz. By driving phase-controlled microwave fields through these antennae∗,
one can coherently address high-lying Rydberg transitions in the manifold near
ionisation. As these Rydberg-Rydberg transitions have exceptionally large dipole
matrix elements, generating Rabi frequencies O(10 MHz) where π pulses occur
on nanosecond timescales (at the limit of our AOM rise times) is quite achievable
[58, 44, 126].

In order to take advantage of the nanosecond timescales that the equipment de-
scribed above is capable of operating at, one needs to employ control technology
capable of driving such an experiment. The experimental control hardware and
software used to achieve this are described in section 3.2.3 below.

3.2.3 Experimental Control

Like many other experiments in the Quantum Light and Matter group at Durham
University, the experimental apparatus described in this chapter is controlled by
the LabView virtual interface: Durham Experimental Terminal (DExTer) [147].
The software front-end of DExTer splits an experimental sequence into discrete
timesteps of length specified by the user. In each timestep, one can address either
digital or analogue voltage outputs to address physical actuators. In this experi-
ment, digital controls are used to switch: single-pass AOMs, quantisation coils, 3D
shim coil voltages and any diagnostic triggers. As DExTer was originally designed
with a timing resolution of ≈ 800 ns [147], heavy modifications were made to allow
for a set of fast digital outputs addressable in 5 ns increments [57]. This allows for
further control over the microwave sources, SPAD arrays and probe AOMs. After
an initial calibration with the component in question, the analogue voltage outputs
are used to control the double-pass AOM powers and frequencies and 3D MOT coil
currents.

In order to address components at each timestep, DExTer controls an Field Pro-
∗From MW Sources: Anritsu MG3696A and Agilent E8257D PSG
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grammable Gate Array (FPGA)∗ with 96 digital in/outputs, and 8 each of analogue
inputs and outputs. This FPGA is configured to read instructions step-by-step in
an experimental sequence specified with DExTer, varying the voltages for each of
the digital and analogue outputs in a fashion akin to an interpreted coding language.
In keeping with this comparison to coding languages, in order to achieve the speed-
up needed to address components on 5ns timescales a shift from an ‘interpreted’
to a ‘compiled’ type instruction set is made. This is implemented by pre-loading
a fast sequence, labelled a ‘sub µs’ sequence in DExTer, onto the FPGA’s RAM
and the FPGA is overclocked from 40 MHz to 200 MHz. This restricts the range
of operations significantly [57], and control of only 16 digital outputs during a sub
µs sequence is possible.

Despite being an integral part of the experimental apparatus, thus warranting
a description here, no results described in this work make use of the fast digital
controls or indeed photon counts from the aforementioned SPAD arrays. This was
partially caused by unfortunate damage to the brittle ceramic insulation of one of
the split-ring electrode feedthroughs that resulted in an unplanned vacuum break.
Section 3.3 below details the process of restoring the experiment to UHV conditions
suitable for ultra-cold Rydberg experiments.

3.3 Ultra-High Vacuum Setup

In order to effectively conduct experiments on atoms that maintain quantum dy-
namics throughout, a great deal of environmental control is required. The most
significant of these control measures is the evacuation of the chamber in which
experiments are conducted to prevent scattering of atoms of interest. The relation-
ship between trap lifetime and pressure is inversely proportional to pressure [148]
with dipole traps existing with lifetimes of nearly a minute at background pressures
of 10−10 mbar [119]. Thus, maintaining a vacuum of sufficient quality is vital to
perform experiments even on µs timescales. In early 2022 the ceramic insulation
on an electrode feedthrough on the main chamber cracked, causing the experiment
to be brought up to atmosphere. This section details the component preparation,
characterisation (where appropriate) and installation as well as all stages of the
re-evacuation process to return the apparatus to a state of experimental readiness.

∗National Instruments PCIe 7842R
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3.3.1 Main Tasks

The main tasks to be completed before beginning the re-evacuation process were
as follows:

1. Source and replace the broken feedthrough alongside the Rubidium dispensers.

2. Clean any dirty vacuum facing components.

3. Characterise the ion pump maintaining the vacuum in the system

After these tasks were performed, the re-evacuation process constituted:

1. Initial pump down and leak test.

2. A bake out to clear the chamber interior.

3. A further leak test and leak sealing.

4. A second bake out and leak check.

5. Ion pump conditioning.

6. Dispenser activation

7. A final third bake out.

Due to an error in the dispenser activation (section 3.3.8), a second bakeout was
required and the above steps were repeated. As most of the implementation was
near identical between the occasions, figures and pictures can be assumed to be for
the first evacuation only unless stated otherwise.

3.3.2 Components

One of the in-vacuo components used to manipulate Rydberg atoms in the experi-
ment is the split-ring DC electrodes surrounding the aspheric lenses at the centre of
the chamber. These electrodes allow for the induction of Stark shifts into atomic
energy levels as well as to simulate noise for measuring robustness to dephasing
[44, 118]. The electrodes are connected to a set of feedthroughs from atmosphere
into vacuum. The broken feedthrough was replaced with a new four channel feed-
through∗. As this was cleaned before being shipped, this was not included in the
components cleaned in section 3.3.4.

∗LewVac FHP5-25C4-16CF
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Due to the geometry of the upper 2D MOT chamber and the presence of the
differential pumping tube connecting the cell to the main chamber, the constraints
of dispenser shape and atomic emission direction were restrictive. This meant that
using wire dispensers such as those produced by SAES∗ was unfeasible. As such,
an equivalent to the old dispenser† was utilised‡.

A question prior to the initial vacuum break was that of the reliability of the com-
bination Non-Evaporable Getter (NEG) and Sputter Ion Pump (SIP), pictured in
figure 3.8. To avoid ambiguity in description, the combination of the SIP and NEG
elements will be referred to as the ion pump§.

Figure 3.8: NEXTorr SIP and NEG elements.

As such, a characterisation of this component was performed on an external va-
cuum pumping rig to evaluate its functionality. This characterisation is detailed in
section 3.3.3.

As the ion pump present on the vacuum chamber is only suitable for pressures
already < 10−7 mbar, the system was brought to this point using external equip-

∗such as the Rb/NF/4.5/12/FT
†Alvatec Alvasource AS-3-Rb-250-F
‡AlfaVakuo AS-Rb-3F-275 275mg cup dispenser
§SAES Getters NEXTorr D100-5
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ment. The initial roughing out evacuation to bring the system down to 10−4 mbar
was achieved with a dual stage rotary pump∗. In order to drop the pressure fur-
ther, into the operating range of the ion pump, a turbo pump† powered by a
dedicated power supply‡ was used. This pump is documented to sustain a pres-
sure of 10−10 mbar when used in tandem with a rotary pump, however pressures
only as low as 8 × 10−9 mbar are reported (section 3.3.6) using this external pump
combination.

3.3.3 Ion Pump Characterisation

In the months preceeding the vacuum break, the power supply§ that controlled
the ion pump displayed inconsistent readings for pressure, and often showed an
arcing warning despite no appreciable change to the vacuum setup. As such, it
was deemed necessary to cross-check the pressure readings given by the pump to
that of an external ion gauge. This was done by running a full conditioning and
activation of the NEG followed by the activation of the SIP element to directly
compare pressure readings.

The NEG element¶ (lower cage in figure 3.8) of the ion pump is a porous ZrVFe
alloy [149] that relies on chemical adsorption of getterable atoms and compounds
(such as CO2,O2 and N2) to its surface to lower the pressure of its surroundings.
When brought up to atmosphere, the surface of the NEG is fully saturated with
adsorbable compounds, preventing any further function when placed in a vacuum
system. The conditioning and activation of the NEG are undertaken to de-saturate
the surface of the element, allowing for further in-vacuo adsorption to occur.

The NEG conditioning is performed to induce outgassing of physisorbed molecules
from the ion pump as a whole, reducing the total number of molecules needing
to be adsorbed once the system is sealed off from an external pump. This was
achieved using fibreglass heater tape and is pictured in figure 3.9.

Note that this conditioning setup is from a later point in the vacuum system repair,
but is functionally identical to the initial conditioning. Here the temperature of
the fibreglass tape is monitored and fed back to a control box via green and white
Thermo-Couple (TC) wires such as the one rising up the fibreglass and stuck to the

∗Pfeiffer Vacuum Duo 3DC
†Pfeiffer Vacuum TMU 065
‡Pfeiffer Vacuum TCP 015
§NEXTorr NIOPS-03
¶SAES Getters St-172
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Figure 3.9: Ion pump conditioning setup with heater tape and control thermo-
couples.

ion pump with high temperature orange kapton tape. The pressure of the system
is monitored using an external Ion Gauge (IG)∗.

The activation of the NEG element achieves the opposite to the conditioning, as
instead of inducing outgassing from the pump, activation induces the diffusion of
sorbed particles from the surface and into the bulk of the NEG. Thus, the surface
of the element is again exposed for adsorption of colliding particles. In line with
documentation from SAES Getters, the conditioning and activation processes were
performed as follows:

1. Bring the ion pump to 160 ◦C using external heating (fibreglass tape).
∗Arun Microelectronics NGC2D Ion Gauge Controller
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2. Pump the system until a pressure of ∼ 10−7 mbar is measured.

3. Run ion pump NEG in the pre-set conditioning mode (4.5V, 25% power to
heating element) for a full 24 hours

4. Slowly bring the temperature of the pump down below 100 ◦C (achieved 48
◦C in 8.5 hours).

5. Run timed activation (9 V, 5 A, full 45 W power) for 1 hour.

Based on these steps, the pressure and temperature vs time graphs for this process
are shown in figure 3.10.

Figure 3.10: Pressure (upper) and temperature (lower) vs time during the first
conditioning cycle. The conditioning cycle is highlighted in gold and the activation
process is present as the small spike in pressure and temperature after 2 days.

Following this process, the gate valve to the external turbo pump was closed and
the SIP was turned on. After a period of monitoring the pressure reading on the
external IG and that on the NIOPS-03, the reading of the latter approached that
of the former (1.6 × 10−8) after a few minutes. Thus the ion pump was deemed
to be working sufficiently well, and the pressure reading from the power supply
suitably reliable, to proceed in using these components on the experiment.
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3.3.4 Cleaning

Certain components and tools utilised in the vacuum repair process were handled
and used outside the controlled confines of the repair. As such, a thorough clean
in order to remove particulates such as water and oils stuck to the surfaces of
materials was required to avoid contamination of vacuum facing equipment. This
was performed in an ultrasonic (∼ 40 kHz) bath∗ by performing the following steps:

1. In a large jug or beaker, create a mixture of 95% de-ionised water and 5%
Decon-90. Place the beaker in the bath filled with tap water. An example is
shown in figure 3.11

2. Run the ultrasonic bath for 30 minutes.

3. Drain bath and repeat the above steps for acetone then methanol in place of
Decon 90 as the chemical in the 95% water, 5% chemical mixture.

The cleaned components were: screwdrivers and allen keys for vacuum facing com-
ponents, the DN40 cross-piece pictured in figure 3.12 and the welding wire used to
connect the dispensers to the air-side feedthroughs (see section 3.3.5 for details on
spotwelding procedure).

3.3.5 Assembly

Before being integrated into the experiment, the dispensers were spot welded to the
welding wire cleaned in the ultrasonic bath. This process relies on the rapid heating
of two conductors at a point of contact, causing them to melt and fuse together.
By attaching the welding wire and a dispenser to an anode and a cathode of a high
voltage source, welding occurs when the two pieces are simply brought into con-
tact. NB: as the quality of the join made is variable between welds, the resistance
of the wire-and-dispenser combination in a circuit is not consistent; therefore the
operating currents required to heat atoms to evaporation are not the same between
dispensers.

In order to maintain a differential pressure between the upper and lower chambers
such that atoms preferentially move into the lower chamber, a narrow-aperture
differential pumping tube is incorporated to separate the two chambers. This tube
connects to the adjacent vacuum component via a DN16 flange, thus necessitating

∗Decon FS200B
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Figure 3.11: The replacement component for the gate valve between the upper
and lower chambers of the experiment in the ultrasonic bath for cleaning. The
motivation for its inclusion is detailed in section 3.3.5.

a smaller diameter connection between the two chambers. In the previous con-
figuration outlined in [56], this connection was to a gate valve to allow for the
independent evacuation/venting of the chambers. Due to the weight of the many
components supported via this set of DN16 connections, the upper chamber sagged
to one side. This in turn reduced atomic flux to the lower chamber due to gravity
as the differential pumping tube was angled off-axis from vertical, as noted by H.
Busche [56]. As this sagging was attributed to the strain over the DN16 connec-
tions, a wider gate valve with a DN40 connection was to be incorporated into the
setup in place of the existing valve. This, however, proved impossible due to a
rubber seal on the valve degrading during cleaning. Nonetheless the more stable
connection was deemed of greater import than the presence of a gate valve due to
the long usage lifetimes (∼ 5 years each) of the dispensers; which set the timescale
for how frequently vacuum breaks need occur. To preserve the overall height of the
chamber and prevent 2D MOT components from blocking 3D MOT beams, the
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gate valve was substituted with a cross shaped tube, with viewports on the shorter
of the two lengths. This component is pictured in figures 3.11 and 3.12.

Figure 3.12: Cross piece added to vacuum chamber in place of a gate valve. The
longer axis was used to connect the chambers and the shorter axis had viewports
(AR coated at 780nm) added for incorporation of a weak probe for future atomic
beam density and temperature measurements.

Once the necessary components had been sourced and cleaned where required, the
vacuum chamber was connected to the external pumping rig. This setup is shown
in figure 3.13.

In order to create a UHV suitable seal between components in the setup, rubber
seals for lower quality vacuum systems are unsuitable due to gradual outgassing
from the rubber. As such, an all metal alternative is utilised. Flanges on com-
ponents in the system contain a protruding knife-edge on their faces, with gaskets
of softer copper then sandwiched between two connecting flanges. When the con-
necting bolts between the two flanges are then tightened, the knife edges bite into
the copper, creating a UHV suitable seal. In order to maintain an even pressure
across the flanges throughout the tightening procedure, small turns are made in the
pattern shown in figure 3.14 until no further turns can be performed. As the bolts
connecting vacuum components will be heated to temperatures >100 ◦C, silvered
bolts were used where possible to prevent bolts from seizing and making them im-
possible to remove following the bakeout process described in section 3.3.7.
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Figure 3.13: Experimental Vacuum Chamber in bakeout oven, attached to the
external pumping rig. The connection from the pumps is made using two sets of
bellows attached via DN40 flanges (bottom left) and attaches to the chamber via
gate valves on both the upper and lower chambers. The aforementioned pumps are
not pictured here and are sat beneath the oven.

3.3.6 Pumping Down and Leak Testing

Once connected to the external rig, the chamber was evacuated via the upper and
lower chamber gate valves for 12 days until a pressure of 6.1 × 10−8 mbar was
achieved. Pressure was not closely monitored during this period. The turn-on and
off procedures for the specific vacuum pump setup used in our experiment can be
found in appendix A.1. Following this initial pump down, all joins were tested for
leaks using Helium and the Residual Gas Analyser (RGA)∗ attached to the external
pumping rig. An example of this is shown in figure 3.15(a) and an example spike
is shown in figure 3.15(b).

3.3.7 Baking Out

In order to desorb particles from the interior of the vacuum chamber and increase
the capture rate of the external pumps, the chamber was placed in a home-built
oven (the metal casing surrounging the chamber in figure 3.13). TC wires were
then connected to the main body of the chamber in several places for temperature
monitoring and control purposes. The control TC was attached to the base of the
differential pumping tube, as the dispensers (described in section 3.3.8) were most

∗SRS RGA100
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Figure 3.14: Tightening procedure for a standard DN16/ DN40 flange to ensure
even pressure distribution throughout. The bolts are tightened in two sets of
triangles (purple then teal), with the first bolt of the second three being the one
directly opposite the last one of the first three. This pattern then continues round
(gold) until no further tightening can be achieved.

(a) (b)

Figure 3.15: An example leak test using Helium. (a) The nozzle is pointed at
joins between components to attempt to inject the gas into the chamber, which
would then be detected on the RGA. (b) An example RGA Helium pressure spike.
Though the pressure spike only reaches ∼ 10−10 Torr here, spikes up to ∼ 10−7

Torr can occur where 1 Torr ≈ 1.333 mbar. Note that this spike appeared after
the process in section 3.3.7, and is shown here only as an example.

sensitive to temperature changes due to dispenser activation occurring at 160 ◦C.
The chamber was then heated up over the course of several days and the pressure
therein was monitored throughout. A graph of pressure and temperature vs time
is shown in figure 3.16.
Due to the slow response time of the oven to adjust the temperature of the cham-

ber, oscillations of ∼ 5 ◦C around the set value occured. As such, the oven was
held at a temperature of 135 ◦C for the majority of the bake. The initial spike
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Figure 3.16: Pressure and temperature vs time graph for bake out period.Here, the
temperature was held at 135 ◦C for the majority of the bake due to the ∼ 5 ◦C
oscillation around the set temperature of the oven. The initial pressure spike can be
attributed to the external vacuum equipment outgassing adsorbed particles after a
long period without use.

in pressure at the start of the bake can be attributed to the external vacuum rig
outgassing particles that had adsorbed to it’s interior lining over several years due
to lack of usage.

As previously stated in section 3.3.6, after the bakeout, a leak on one of the view-
ports was detected. The system was brought back up to atmosphere by venting the
chamber to a nitrogen bladder, ensuring the chamber was brought back up to pres-
sure with an inert gas. The viewport was then replaced the processes of assembly,
leak testing, pumping down, baking out and leak testing again were repeated.

3.3.8 Dispenser Activation

This section is prefaced with the statement that the described activation pro-
cess initially performed was done so erroneously. It is included here due to
the pertinence of avoiding the mistakes made during the activation in the future.
The errors in question were as follows:

1. Assuming a direct correspondence in activation process to that performed
by Hannes Busche in the previous vacuum preparation. As the connections
made by the spot welds for each dispenser are unique, the heating effect on
the dispenser, and correspondingly the atomic flux from the cup, for a given
current across the dispenser will vary.
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3.3.8. Dispenser Activation

2. Running the dispensers for several minutes at higher currents than the activ-
ation point.

These points will be given better context throughout the section, but are stated
here due to their significance.

The AS-Rb-3F-275 cup dispensers are designed as shown in figure 3.17.

Figure 3.17: Diagrammatic cross section of a dispenser used in the vacuum setup.
The Rubidium-Bismuth alloy reacts to release a Rubidium vapour. Due to the
rapid oxidisation of the alloy when exposed to atmosphere, the dispensers are
manufactured with an Indium seal, sealing a small quantity of inert Argon into the
cup.

The cup contains a small amount of solid RbBi, which contains 275 mg of Rubid-
ium at natural abundance. Due to rapid oxidisation of the alloy when in contact
with air, the alloy is sealed in the cup, with a buffer gas of inert Argon, by an
Indium seal. The dispensers are activated by heating to 450 K (177 ◦C)∗, melting
the In seal and ejecting the Ar buffer gas from the dispenser. This heating effect
is achieved using resistive heating by running an electrical current across the tabs
shown in figure 3.17. The activation is thus observed by monitoring the partial
pressure of Ar during the process of incrementally increasing the electrical current
running through a dispenser. The activation graphs for both the first and second
vacuum repairs are shown in figure 3.18. NB: The currents displayed in the
initial vacuum repair were run to too-high values.

∗From AlfaVakuo dispenser manual.

54



3.3.8. Dispenser Activation

Figure 3.18: Diagrams showing partial pressures of Argon (purple) and 85Rb (blue)
vs time, alongside the corresponding dispenser currents applied. The activation
graphs for both the first (upper two) and second (lower two) vacuum repair pro-
cesses are shown here. The dashed black lines in the upper two plots indicate a
retrospective estimate on the current value (4 A) at which the activation should
have concluded. Note that while the first dispenser during the second repair was
activated at a current above this limit, it was sufficiently brief to avoid damage
to the 2D MOT cell. Furthermore, briefly running the dispensers at 4.5 A to in-
duce outgassing in the second repair would have prevented a subsequent pressure
buildup once the chamber was returned to the lab.

Here, the currents were increased in steps over time and at a current (I) between
1 A<I<2 A, the In seals on the top of the dispensers melted to release the Ar
trapped in the cups, which are shown as the spikes of the purple lines in the plots.
In the initial repair, smaller spikes in 85Rb pressure were also observed, though
these peaks as well as singular sharp pressure rises in Ar partial pressure for the
second vacuum repair were absent. For the upper left plot, the RGA data capture
mode was switched off for the last 25 minutes with only intermittent readings of
the Ar partial pressure recorded over this time. For the lower two plots, due to
the issues outlined in section 3.3.9 the dispensers were cautiously run up to much
lower currents despite the lack of clear pressure spikes. It is likely that though
the In seal had been broken, increasing the current up to 4.5 A for 5 minutes on
both dispensers would have been of benefit as some additional outgassing occurred
when the chamber was sealed off and returned to the lab, causing a pressure spike
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(∼ 10−8 mbar) as measured by the ion pump power supply. Though the black
dashed lines show a potential stopping point for activation in the upper two plots
in figure 3.18, it is inadvisable to take these values as rote due to the variability of
the connection quality between dispenser and welding wire. Instead, following the
principle of concluding shortly after a pressure spike is observed is advised.

3.3.9 2D MOT Cell Malfunction

Due to running the currents (I) of the dispensers too high I>5 A for several minutes
during the initial repair process, a large quantity of Rb was deposited on the interior
wall of the upper 2D MOT cell. This is shown in figure 3.19.

Figure 3.19: Picture of the Rb deposits on the interior walls of the 2D MOT cell.
Though the cell can still be seen through by eye, the transmission of a weak probe
beam was attenuated by 60% in the worst affected areas.

Due to the large levels of attenuation of cooling light (from 40% up to 60% in the
worst affected areas), multiple methods were employed to try and clear the walls of
residue. These were: heating of the upper cell, Light Induced Atomic Desorption
(LIAD) and high-power laser ablation. Though described here for completeness,
none of these methods yielded the desired results of clearing the Rb deposits from
the cell walls.
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3.3.9.1 Upper Cell Heating

By wrapping the upper cell in fibreglass heater tape and heating the cell up to
120 ◦C whilst keeping the main chamber at room temperature, the aim of this
method was to simply desorb the deposits from the surface of the glass by thermal
excitation, and allow the material to redeposit on the colder metal of the differential
pumping tube and within the main chamber itself. This was attempted overnight,
but no appreciable change to probe transmission through the cell was detected.

3.3.9.2 Light Induced Atomic Desorption

Motivated by experiments where LIAD is used not only to prevent desorption from
surfaces [150, 151, 152], but also control atomic density in a vapour [153, 154], an
attempt at desorption using this method was performed. This was performed using
unfocused 450 nm light from an unlocked CW diode∗ outputting a total optical
power of 500 mW. As there was no change for even prolonged exposure at high
intensity (achieved by placing diode close to the cell), this was also disregarded.

3.3.9.3 High-Power Laser Ablation

The final measure that was attempted to limited, if not sufficient, success was
ablation with a high power (<20 W) 1064 nm fibre laser†. The objective of this
method is to apply an intense radiation field on a small area to desorb residue from
the surface by thermal excitation. To characterise the effect of this method both
in terms of required power and ablation time, the setup shown in figure 3.20 was
constructed.

In this setup, the fibre laser and probe beam were aligned through a narrow aperture
using the fibre laser’s low power red guiding beam such that both beams overlapped
on a spot on the near side of the cell to the lasers. The 1064 nm beam was then
dumped and the probe beam was terminated by a power meter head. The power
meter was then set to continuously record the transmission of the probe and the
high power beam was switched on. An example of change of probe transmission vs
time for the three powers investigated (2 W, 4 W and 6 W) is shown in figure 3.21.

As is the case for these curves, all probe transmission changes were of the form of
exponential decay towards a steady state value. Though this shape was consistent

∗Opt Lasers PLTB 450b
†IPG Photonics YLM-20-LP-SC
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Figure 3.20: Beam diagram for laser ablation. Here, the fibre laser and probe were
aligned using the fibre laser’s low-power red guiding beam such that both beams
passed through the same spot on the near side of the 2D MOT cell. The high power
beam was then dumped and the transmission of the probe over time was recorded
on a Throlabs PM100D power meter. When the ablation beam was turned on, the
transmission through the cell over time was recorded.

across all runs, the efficacy of the method varied relatively substantially. Readings
akin to those shown in figure 3.21 were repeated 5 times for each investigated power
and the average percentage change to probe power between before and after the
ablation process, as well as initial rates of change of transmission, are shown in
figure 3.22.

Across the data sets taken, a large variation in the effect of ablation power on
transmission was observed. Thus, though there was a notable improvement on
probe transmission in the increase from 2 W to 4 W of ablation beam power, there
was no clear improvement thereafter. Additional powers were not investigated as,
in areas with large deposits, when a higher power beam (≥6 W) was incident on the
cell a gold residue formed at the ablation point. This effect was also observed by
Sekiguchi et. al. [155] and is irreversible. To ensure this issue was not due to only
a single spot being ablated for too long, the beam was scanned across the cell using
an electronically controlled translation stage∗ to ablate a small area of the cell.
Transmission of a probe through the cell still remained <50% at points, resulting
in both a low radiation pressure on atoms in absolute terms, and a significant
imbalance in pressures from outgoing and retro-reflected beams. Concluding this,
the ablation did not yield the significant improvements on transmission through
the cell that would be necessary to deem this procedure a success, therefore this
method was also disregarded. After exhausting the available methods by which to

∗ThorLabs MTS25-Z8
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Figure 3.21: Example probe transmission change through the 2D MOT cell during
the ablation process. Time t=0 is set to when the high-power beam is switched on.
A case where all three curves are distinguishable is shown here, however this was
not generally the case, and a substantial variation in efficacy for different beam
powers was observed. This effect is illustrated in figure 3.22.

clear the cell walls, a replacement cell was identified, new dispensers were obtained
and a second vacuum break was performed to replace these components.

3.3.10 Second Vacuum Break and Upper Cell Replacement

The replacement 2D MOT cell was a modified cell∗ with a total cooling volume of
30x30x100 mm. The cell had two notable distinctions from the original. Firstly,
though the width of the cell was identical, it is shorter by one cooling volume; the
old cell posessed 4 cooling volumes whilst the new one is long enough for only 3.
Secondly, due to time constraints it was impossible to get the cell AR coated in time
for the repair process. To account for this, a set of lenses were used to focus the
beams down and maintain beam intensity between the outgoing and retro-reflected
cooling beams. The adjusted optical setup incorporating these focusing optics is
shown in figure 3.23. The CAD drawings and optimal focal length calculations
are given in Oliver D. W. Hughes’ thesis, but the characterisation of their effect is
shown in this text in section 3.4.1. As the techniques used in this characterisation
have not yet been established, it precludes its inclusion here.

∗Precision Glassblowing 2DMOT CELL 2.75
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Figure 3.22: Ablation beam power vs probe transmission percentage change
(purple) and initial rate of change (blue). Though there is a distinct positive
effect in the initial increase of fibre laser power from 2 W to 4 W, the increase from
4 W to 6 W yields no distinguishable improvement.

The second vacuum repair process proceeded in similar fashion to the initial repair
as listed in section 3.3.1. In this second evacuation, no leaks were found during the
leak testing stage, meaning no additional breaks and re-evacuations were required
in this second round. As such, this repair process could be viewed as an ‘ideal’
case and instead of showing each step individually, the entire repair process from
atmospheric pressure to 10−10 mbar is shown in figure 3.24.

60
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(a) (b)

Figure 3.23: New 2D MOT optics mounts incorporating long focal length (f=1m)
lenses. Photos courtesy of O. D. W. Hughes.
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Figure 3.24: Pressure and Temperature vs Time for an Uninterrupted Vacuum Repair. The purple line shows the pressure in the
system and the cyan line shows the temperature at each stage. The coloured shading under the pressure curve shows the process being
performed at a that time. The grey shading indicates the initial pump down using the rotary and turbo pump combination, the gold
shading corresponds to the bakeout procedure described in section 3.3.7 and the red shading to the NEG conditioning, activation and
SIP pumping. The dashed black line indicates the time at which the dispensers were activated as in section 3.3.8. For the red shaded
areas, the temperature shown by the cyan line corresponds to the temperature of the ion pump itself, as this area was locally heated
with fibreglass heater tape whilst leaving the rest of the chamber at room temperature. Furthermore, the pressure readings during the
SIP operation (the lower temperature portion of the red shaded areas) were taken from the NIOPS-03 ion pump control box, rather
than from the external IG.
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3.3.10. Second Vacuum Break and Upper Cell Replacement

The above figure shows the variation of pressure and temperature throughout the
vacuum repair process. The purple line shows the pressure during this process and
the cyan line shows the corresponding temperature throughout. The shaded areas
under the purple pressure curve show the process being performed at that time.
The initial grey shading corresponds to the first pump down using the rotary and
turbo pump combination as stated in section 3.3.2; the turn-on procedure for the
setup is shown in appendix A.1. Next, the two gold shaded areas indicate the
two bakeouts required during the process as described in section 3.3.7. The red
shaded area corresponds to the process of NEG conditioning and activation and
SIP pumping, which is outlined in section 3.3.3. The dashed black line shows the
time at which the dispensers were activated (section 3.3.8) where the pressure re-
mained low throughout, notwithstanding the spike due to the emission of Ar from
the cups. During the two ion pump preparation stages of the vacuum repair, the
temperature readings correspond to the temperature of the ion pump, rather than
the entire chamber, as the area was locally heated as is shown in figure 3.9. The
pressure readings during the low temperature portions of the red shaded areas are
derived from the current reading on the NIOPS-03 ion pump control box, rather
than the external IG.

The sharp pressure spikes at t ≈ 10.25 and t ≈ 17.25 days correspond to the
initial stages of the NEG conditioning, where a significant amount of outgassing
from the element occurs thus causing the spike in pressure. The small changes in
temperature during the first bakeout are present due to the slow acclimation time
of the vacuum chamber during the process, causing the oven to over-work in bring-
ing the chamber to temperature, thus inducing a temperature over-adjustment and
creating small oscillations of ∼ 10 ◦C around the set value, as described in section
3.3.7.

The last significant deviation from the first vacuum break came in the form of
another reside deposition on the interior walls of the upper cell. Unlike the first
vacuum repair, the residue lining the cell was of a blue, rather than grey colour
and is pictured in figure 3.25. This is indicative that the residue was not Rb as
in the first vacuum break, but instead In that was blown out from the dispenser
cups during the activation process. As such, by heating the upper cell to 140 ◦C
overnight after this was observed, the deposit was cleared from the cell walls and
the repair process was concluded. Following this repair, the chamber was sealed
off from the external pumps and returned to the laboratory. Once back in-situ,
work commenced to set up the chamber for ultra-cold atom experimentation. This
section of the repair is described in section 3.4.
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Figure 3.25: Blue residue deposited on the interior lining of the 2D MOT cell for
the second dispenser activation.

3.4 Ultra-Cold Atomic Trapping

With a suitably well evacuated optically-accessible science chamber, atoms can be
trapped and cooled to remarkably low temperatures using nothing but optical and
magnetic fields using the landmark MOT [18]. Once cooled sufficiently, this cold
cloud is compressed and cooled further with sub-Doppler cooling before a smaller,
both spatially and in depth, FORT is used to prepare this smaller cloud for Ry-
dberg atom formation and further experimentation.

This section details the techniques and processes utilised in the optimisation of
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the first two of these stages: MOT and sub-Doppler cooling.

Once the (not so) simple task of initially forming and observing a MOT had been
achieved, attention was turned to optimising the trap both for temperature and
loading rate. Before considering these two metrics for optimisation, we first must
consider the methods by which these can be measured; namely, these are MOT
fluorescence and absorption imaging. The former method was used solely to op-
timise loading rates and the latter was used to optimise MOT position and temper-
ature using Time Of Flight (TOF) measurements. These methods are described in
sections 3.4.1 and 3.4.2 below.

3.4.1 Loading Rates

As a MOT loads over time, it tends towards a large steady-state population in a
decaying exponential fashion. Due to the high repetition rate of our experiment, the
focus in optimisation is not to maximise the steady state population, but instead the
sharp initial loading rate. The setup used to achieve this was simply constructed,
with a variable gain Photo-Diode (PD)∗ placed along the dipole trap axis with a
short focal length (f = 4cm) lens affixed in order to maximise the signal into the
PD. The dipole trap axis was selected to take advantage of the in-vacuo high NA
lenses, thus increasing the effective solid angle detected by the PD. In order to
convert a PD voltage VP D into a usable atom number N , a number of factors must
be considered. Firstly, a relationship between optical power and PD voltage must
be established. This is given as†

VP D = R(λ)GSPDet, (3.3)

for PD responsivity at a given wavelength R(λ), gain G, scale factor of resistances
S = RLoad/(RLoad + RS) = 106/(106 + 50) ≈ 1 and detected optical power PDet.
Secondly, a relation for optical power detected to atom number is required [54]. By
considering the decay rate of the D2 transition ΓD2 , photonic energy ED2 = h̄ωD2

and atom number N and noting that even for a saturated transition only 50%
excited population is possible, this is given by

PTot = 1
2ΓD2ED2N . (3.4)

By equating the detected power to total power multiplied by the fractional solid
angle that the PD can detect over as well as a loss factor (ζ) due to the lack of AR

∗ThorLabs PDA36A-EC
†From the ThorLabs PDA36A-EC manual
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coating on the in-vacuo lenses, the two equations can be related. In mathematical
form, this is given as

PDet = ζ
Θ
4πPTot. (3.5)

by substituting the form of PDet in (3.3) into (3.4) and rearranging for atom number
N , atom number can be expressed in terms of voltage as

N (VP D) = 8π
R(λ)GSΘζΓD2ED2

VP D = βP DVP D. (3.6)

The value of each parameter for the PD used in our experiment at 780 nm is given
in table 3.1.

Parameter Symbol Value
Responsivity at 780nm R(λ = 780nm) 0.478 ± 0.001 A/W

Gain at 60dB G(60dB) 1.500 ± 0.075 MV/W
Scale Factor S 1

Solid Angle Detected Θ 2.083 sr
Loss Factor ζ 0.86 ± 0.01

Transition Rate ΓD2 2π · 6.0666 ± 0.0018 MHz
Transition Energy ED2 = h̄ωD2 2.5492 × 10−19 J

Total Conversion Factor βP D 13 ± 1 × 106 V−1

Table 3.1: Parameters used in equation 3.6 to convert a PD voltage to atom number.
The loss factor ζ is taken from S. Ball’s thesis and the optical loss through the non
AR coated high NA lenses [57]. The solid angle Θ is taken as the solid angle through
a single high NA lens. An error on transition energy is omitted for readability due
to being negligible to calculation.

The loss factor ζ is taken from S. Ball’s thesis and the optical loss of a single pass
through a non AR coated high NA lens [57]. As all other surfaces are suitably
AR coated, losses through other surfaces were considered negligible in comparison.
The solid angle Θ is taken as the solid angle through a single high NA lens as it
is assumed that any light emitted in this range will be suitably well collimated by
the high NA lens and thus reach the detector. An error on transition energy is
omitted for readability due to being negligible to calculation.

Using the setup described above and converting to atom number using (3.6), an
example loading curve is given in figure 3.26.

By continuously loading and re-loading the MOT on ∼ 100 ms timescales, loading
curves such as those in figure 3.26 can prove a useful diagnostic tool for real-time
optimisation of parameters such as beam powers, alignments and polarisations.

Using this technique, the effect of the 2D MOT’s long focal length lenses on the
subsequent 3D MOT loading was investigated. To do this, the following setup
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Figure 3.26: Example atomic loading rate over time in a 3D MOT.

procedure was conducted, using loading rate of the 3D MOT as the figure-of-merit
being optimised at each step:

1. Overall power going into each axis was tuned.

2. Beam alignment between fibre output and cooling volumes was optimised for
each axis.

3. The power distribution between the cooling volumes was adjusted.

The above optimisation procedure was performed initially with focusing lenses
(with 35 mW in each axis) before averaged loading curves over 32 repeats were
taken for a range of currents supplied to one of the cup dispensers. The optics
were then removed and the beam alignments and power distribution (steps 2 and 3
in the above list) were re-optimised for the unfocused configuration, but no further
adjustments for overall power were made, which remained at 35 mW throughout.
The process of recording loading rates for a range of dispenser currents was re-
peated. Curves akin to that shown in figure 3.26 were recorded and fitted to a
decaying exponential of the form

N (t) = N∞(1 − e−αN t), (3.7)

for a steady state atomic population N∞ and time constant αN . As the initial
loading rate is of import, a first order Taylor expansion can be performed to give
an initial loading rate of

dN
dt

= αN N∞. (3.8)
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The loading rates for a range of dispenser currents both and with and without
focusing optics are shown in figure 3.27. The loading rates for the cases where

Figure 3.27: 3D MOT loading rates vs dispenser current both with (purple) and
without (cyan) focusing optics. Errorbars shown here are derived from the numer-
ical errors on the fitting parameters in (3.7).

focusing optics are (purple) and aren’t (cyan) utilised on the 2D MOT are shown
here. There is a clear improvement in loading rate both at low currents where
loading from the 2D MOT is likely dominated by interactions with the background
pressure of 87Rb and at higher currents when a distinct increase in loading rate
occurs. The errors on the data are calculated from the numerical fitting of the
loading curves to (3.7) and propagated forward from there.

Whilst this data is evidence that the 2D MOT is more efficient at the 35 mW
of optical power per axis, this does not preclude the possibility that the loading
rates when using focusing optics can be matched by a re-optimisation of overall
power and power distribution in the 2D MOT for higher powers. Despite this pos-
sibility, the inclusion of the focusing optics allows for a lower, and consequently
safer, optimal operating power and thus remain on the upper chamber for future
experimentation.
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3.4.2 Position and Temperature Optimisation

Wheras the previous technique relied on emission of light from atoms, absorption
imaging relies on the attenuation of resonant light to derive properties of an atomic
cloud. When resonant light passes through an optical medium, the intensity of the
light at a given coordinate in the beam cross section I(x, y) is attenuated according
to the Beer Lambert Law [156, 2]

I(x, y) = I0(x, y)e−n(x,y)σCross , (3.9)

for an input intensity I0(x, y), column density n(x, y) and absorption cross-section
σCross. For a weak, resonant probe of the closed D2 transition, this cross-section
becomes σCross = σ0 = 3λ2

2π [2]. Rearranging for column density n(x, y) using
σCross = σ0 gives

n(x, y) = − 1
σ0

ln
(
I(x, y)
I0(x, y)

)
. (3.10)

By taking two images, one with and one without a MOT present, 2D intensity
mappings of I(x, y) and I0(x, y) may be obtained. Then by comparing the two
mappings using (3.10), a 2D column number density perpendicular to the direction
of the imaging beam can be obtained. Experimentally, this is achieved using the
setup shown in figure 3.28.
In this setup, a 4f imaging system utilising f = 1 m and f = 40 cm lenses is used
to magnify the beam to 2.5 times its original size [157]. This is done such that the
small MOT (∼ 0.5 mm diameter) can be imaged clearly on the 6.58 × 4.96 mm
CCD of the camera∗ with a pixel size of 10 µm. In order to reduce the effect of
background light, an interference filter was used to eliminate optical noise on the
CCD. Whilst the component served this purpose, intensity fringes were generated
due to this and the lenses used, regardless of cleaning repetitions. An example of
this issue is shown in figure 3.29, which is a simple background subtraction of an
image with a MOT present from its corresponding control image without one.
Due to the irregularity of the patterning, and the size of the noise in comparison to
the MOT features, this noise needed to be accounted for. As the vast majority of
the intensity noise occurs on length scales much shorter than the MOT, the raw im-
age files were processed with a Fast Fourier Transform (FFT), and high frequency
components were filtered out from the images. Then, the data for each pixel of
the camera for the MOT and control images were passed as arguments in (3.10)
to calculate a number density. The number density of the cloud in the above plot
is shown in figure 3.30. Whilst atom numbers can in principle be extracted from
absorption images such as the one shown above, only the previously mentioned

∗Andor Luca
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Figure 3.28: Beam diagram for the absorption imaging setup used to characterise
MOT position and temperature.

fluorescence measurements were used to optimise this due to the ability to monitor
this in real time, rather than in a stop-start fashion with the absorption imaging.
The tool of absorption imaging offers a view at certain properties of the atomic
cloud. First is atom number which has been discounted for the reasons stated, but
the second and third: cloud position and size, served as invaluable diagnostic tools.

Cloud position was used to optimise the ideal currents of the shim coils in the
plane perpendicular to the imaging plane such that the magnetic field zero posi-
tion was well overlapped with the crossing point of the MOT beams. As described
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Figure 3.29: Example intensity noise in a background subtraction of an image with
a MOT present from one with no MOT present. Later analysis reveals that the
ROI outlined in black dashed lines is the MOT image.

in D. Boddy’s thesis [158], this was performed by measuring the position of the
centre of the cloud for a range of shim coil currents with a constant overall MOT
anti-Helmholtz magnetic field and plotting shim coil current vs cloud centre pos-
ition. By repeating this process for a variety of overall MOT magnetic fields and
identifying the shim coil current at which the curves for different overall MOT fields
overlap, the optimal shim coil current for a given axis can be identified. The plots
for this above process for both the horizontal (East-West) and vertical directions
perpendicular to the imaging plane are shown in figures 3.31 and 3.32 respectively.

Prior to using these optimal shim coil currents, whenever the MOT coil current
was ramped down, the atom cloud would move and be kicked out of position.
With these optimal shim coil currents, movement of the cloud as the field gradient
ramped down to 0 was suppressed and the cloud was allowed to expand naturally,
with the only motion being that of falling under gravity. With the cloud in this
state, measurements of atomic temperature were possible.

When unconstrained by any optical or magnetic trapping, an atomic cloud with a
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Figure 3.30: Example post-processing absorption image. Co-ordinate axes and
number densities have been scaled to account for the magnification of the imaging
system.

Figure 3.31: Shim Coil Current Optimisation in the East-West direction for anti-
Helmholtz MOT coil currents: 2.0 A (purple), 3.4 A (cyan) and 5.0 A (gold). The
dashed black lines show the crossing points of the fitting lines used to calculate the
optimal value, taken as an average over all three points. In the east west direction,
this is IOpt−EW = 0.42 ± 0.1 A.
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Figure 3.32: Shim Coil Current Optimisation in the Up-Down direction for anti-
Helmholtz MOT coil currents: 3.0 A (purple), 4.0 A (cyan) and 6.5 A (gold). The
dashed black lines show the crossing points of the fitting lines used to calculate the
optimal value, taken as an average over all three points. In the up-down direction,
this is IOpt−UD = 0.59 ± 0.01 A.

density distribution along a given axis of the form of a 1D-Gaussian has a standard
deviation in its distribution of σt at time t. In this context, the standard deviation
of the 1D density distribution is defined as the ‘Gaussian radius’ of the cloud,
and defines its size. Considering the initial radius of the cloud at time t = 0 of
σt(t = 0) = σ0 with a velocity distribution of radius σv [159], the radius of an
atomic cloud at time t is given by

σt =
√
σ2

0 + σ2
vt

2. (3.11)

As the temperature of the cloud relates to the velocity distribution by

T = M

kB
σ2

v , (3.12)

for atomic mass M [159], the temperature of an atomic cloud can be derived by its
rate of ballistic expansion when unconfined. By taking absorption images of the
atom cloud with varying wait times and calculating the clouds’ corresponding values
for σt, one can obtain a measure of the temperature of the atoms from (3.11) and
(3.12). With optimised parameters for the cooling sequence (discussed in section
3.4.3), a set of absorption images with wait times varying from 2 ms ≤ t ≤ 24 ms
were taken and are plotted in figure 3.33.
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Figure 3.33: TOF absorption images of atomic clouds with expansion times 2 ms ≤ t ≤ 24 ms. For the first 16ms, the absorption
imaging beam was kept in the same position, thus the decrease in the cloud’s y coordinate centre is indicative of it falling under gravity
in this time. As the cloud moves out of range of the imaging beam after this time, the position of the imaging beam readjusted twice
more (at t = 18 ms and t = 20 ms) to ensure the imaging light remains incident on the atomic cloud. Each image displayed here is an
average over 100 repetitions, each repetition taking a background and image for a total of 200 images.
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3.4.3. Optimised Sequence

For the first 8 of these images up to a wait time of 16ms the imaging beam was
not adjusted, therefore the cloud dropping further and further down the imaging
window is indicative of the cloud falling under gravity. After 16 ms, the cloud
reached a point where it was being imaged on the edge of the first imaging lens and
thus the image was warped. At this point the beam was adjusted to re-centre the
cloud on the camera’s CCD and another image was taken. At t = 20 ms the beam
was re-positioned for a final time and the final 3 images were taken. Each image
shown here is an average over 100 repetitions, each one taking a MOT image and a
background shortly after such that power drifts on the timescales of seconds would
not affect the measurements.

To calculate the cloud size at each wait time, the 100 image pairs were split into
10 groups of 10 and equivalent images to those shown in figures 3.30 and 3.33 were
generated. Then, the densities along the x (y) axis were fitted to a 1D Gaussian at
the cloud’s centre y (x) value and a value of σt was extracted. This was repeated
for all 5 groups and an average cloud size and associated error were calculated.
This was repeated for all wait times shown in figure 3.33 and the results of this,
along with a fitting to the expression in (3.11) and a residual plot, are shown in
figure 3.34. From these plots, temperatures along the horizontal and vertical axes
are given by Tx = 33.0 ± 1.1 µK and Tx = 33.2 ± 1.2 µK respectively. These
temperatures are in line with those achieved in the previous iteration of the ex-
periment [56, 58] as well as sufficiently low for loading a dipole trap and where
motional dephasing lifetimes of Rydberg states n > 60 are comparable to a typical
experimental run ∼ 10 µs [119, 160, 58] therefore was deemed sufficient for our
purposes. The reduced χ2

ν for the two axes show reasonable agreement between
data and theory, and future characterisation should aim to increase the number of
samples taken.

3.4.3 Optimised Sequence

Though the results in the above section show how the ballistic expansion of an
atomic cloud over 10 s of milliseconds can give an estimate on temperature, the
sensitivity of cloud size to the myriad parameters present in a cold atom experiment
can also prove useful in temperature optimisation. Indeed, at wait times > 10 ms,
deviations of quantities such as magnetic field currents and cooling powers from
optimal can result in a total loss of signal. The size of atom clouds at long TOF
wait times therefore served as a final optimisation tool to tweak laser powers and
detunings and magnetic field strengths for each stage of the experiment. The
sequence to prepare the samples analysed in figure 3.34 is thus shown in figure
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3.4.3. Optimised Sequence

Figure 3.34: Upper: Wait time vs cloud size for time of flight temperature meas-
urements for both horizontal (purple) and vertical (cyan) cloud radii. Fittings for
both using (3.11) are shown in the solid lines of corresponding colour. The tem-
peratures extracted from the horizontal and vertical radii are Tx = 33.0 ± 1.1 µK
and Tx = 33.2 ± 1.2 µK respectively. Lower: Residual plots for both σx and σy

from their respective fittings. The reduced χ2
ν for the x and y axis fittings are

χ2
ν,x = 1.75 and χ2

ν,y = 1.97 respectively.

3.35. Here, laser intensities, detunings and magnetic field gradients are shown in
purple, cyan and gold respectively. The sequence begins with an initial MOT load,
the length of which is varied depending on the number of required atoms for an
experiment. Following this initial load, the MOT field currents are ramped up and
the cooling power is ramped down to compress the cloud and increase its density
for further cooling. In particular, this compression proves vital for the subsequent
optical molasses stage of cooling, where the anti-Helmholtz field gradient is ramped
to zero and the atoms remain untrapped. During the ballistic expansion that
occurs when the magnetic field is ramped down, the 3D cooling light is left on,
to perform a short optical molasses cooling stage. Powers, detunings and fields
were ramped where possible to prevent sudden changes of conditions for the atoms
and, in the case of the magnetic field, to prevent current ringing. The duration
of these ramps were empirically determined using the TOF absorption imaging
previously described. Previous iterations of this sequence have a MOT kick stage
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3.4.4. Coda - Dipole Trap Fluorescence

Figure 3.35: Laser intensities (purple), detunings (cyan) and field gradients (gold)
throughout an experimental sequence. The lettering (C-D) correspond to that in
figures 3.1 and 3.4. The sequence used to prepare the clouds shown in figure 3.33
is identical to this one except instead of an evaporation stage, the two pulses of the
imaging beam are triggered with a separation of 50ms to allow the MOT cloud to
dissipate.

to expedite the process of removing atoms not trapped in the FORT, however as
no experimentation was performed on such a trap, the sequence was simplified to
aid in its initial observation. As further repair work is done on this setup, this kick
stage would be re-instated to further increase the repetition rate of the experiment.
The power for the FORT listed here corresponds to that previously used by N. L.
R. Spong [58]. The sequence used to cool atoms to 33 µK differs from this one
shown in figure 3.35 only slightly, as the evaporation stage is replaced by two 100
µs pulses of resonant light from the image beam. These pulses are separated by a
50 ms wait to allow the MOT cloud to dissipate entirely.

3.4.4 Coda - Dipole Trap Fluorescence

Though the final cooling stage and step towards experimental readiness of FORT
trapping was unsuccessful, first evidence of such a trap was observed by atomic
fluorescence from the trap. This by no means passes for sufficient characterisation
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to state that the experimental readiness has been achieved, and characterisation
of trap depths, FORT trapped atomic populations, polariton formation and mi-
crowave pulses to induce atomic transitions in the Rydberg manifold are necessarily
required to make such a statement.

3.5 Summary

In this section, the lasers and their locking techniques, alongside the frequency and
intensity controls were described. Following this, the initial design including the
first iteration of the 2D MOT and in-vacuo components were detailed. The UHV
re-evacuation process was described including the changes of components, one of
which being the 2D MOT cell. Finally, the optimisation of the 3D MOT temper-
ature and loading rates were detailed.

Further experimental work on this setup is split into three sections: finalising the
cooling process by thorough characterisation and optimisation of the FORT stage,
Rydberg polariton formation and experimentation in the cloud from the FORT
trap and the realisation of the proposed probe for the 2D MOT atomic beam.
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4 | Qutrit Visualisation

In equivalence to classical computing, Quantum Information Processing focuses
primarily on the dynamics of two level systems. Unlike classical computation,
however, the quantum bit (qubit) exists not in a discrete space of {0, 1} ⊂ Z but
continuously as a two level wavefunction |ψ⟩ = α|0⟩ + βe−iϕ1 |1⟩ in C2 i.e. exist-
ing as a complex, continuously varying object rather than a binary real one. This
change in properties allows for significant computational speedup for certain tasks
such as the seminal Shor’s and Grover’s algorithms for prime number factorisation
[161] and unstructured searches [162], as well as more recent quantum machine
learning [163]. Despite the prevalence of two state dynamics, three states are a
key feature in many quantum systems. As mentioned in section 1.3, examples of
these include, Raman transitions, STIRAP, EIT and non-linear processes such as
frequency doubling and FWM.

Visualisations of quantum systems are highly useful tools to ground abstract dy-
namics, both for educational purposes when seeing a problem for the first time, or
as a framework to illustrate novel results to others. Techniques, such as the Bloch
sphere, to visualise two-state processes are well established [93] but extending bey-
ond this, there is growing interest in the visualisation of quantum circuits. Tools
such as ZX-calculus allow for clear diagrammatic illustrations of complex processes
[164, 165, 166, 167]. Furthermore, with a multi-disciplinary convergence around
the development of quantum technologies, visualisation methods can greatly aid
in the development of ‘quantum literacy’ for those without a background in the
field [168]. When considering visualising three levels, there is no widely adopted
equivalent for three levels although various schemes have been tried [169, 170].
In addition, in the field of quantum computing there is growing interest in three
level systems or quantum trits (qutrits) [171, 59, 172, 62, 173]. As the dynamics
in a qutrit have the scope to be much richer than their two level counterparts, a
framework in which to visually represent a qutrit could provide a useful aid to help
intuit the behaviour of a system. Despite the potential use of such a framework,
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4.1. Qubit Visualisation

constructing one is a non-trivial undertaking.

This chapter begins by outlining the most prevalent method of visualising a qubit:
the Bloch sphere, before moving on to build on the representation presented in
[174] to allow for a description of an arbitrary qutrit state on an ‘octant’ plot for
use both as an educational tool and one for researchers to illustrate novel results.
This begins by describing pure states and considering a phase-sensitive interfer-
ence process in section 4.2. Then in section 4.3 this is extended to fully express an
arbitrary mixed qutrit state. Using this framework, a set of common three level
protocols are modelled and displayed to visually illustrate their dynamics.

This chapter is based on the following publication:

• Max Z. Festenstein. “An Intuitive Visualisation Method for Arbitrary Qutrit
States". In: (Apr. 2023). arXiv: 2304.01741

4.1 Qubit Visualisation

A two level quantum bit (qubit) wavefunction can be expressed as

|ψ⟩2 =
(

α

βe−iϕ

)
, (4.1)

where α, β, ϕ ∈ R and 0 < ϕ < 2π. This state can be equivalently expressed as a
density matrix of the form

ρ2 = |ψ⟩2⟨ψ|2 =
(

α2 αβeiϕ

αβe−iϕ β2

)
. (4.2)

This, as well as any other valid density matrix, must be Hermitian, that is ρ = ρ† as
well as positive semi-definite. For both pure (Tr(ρ2

N) = 1) and mixed (Tr(ρ2
N) < 1)

states for N levels, is composed of a linear sum of generator matrices for the Special
Unitary Group (SU) (SU(N)). For a qubit of 2 levels, these generator matrices con-
stitute the SU(2) group. In analogy to how any arbitrary N dimensional vector in
RN is a linear sum of N orthogonal basis vectors, any N×N pure state density mat-
rix is a weighted sum of basis generator matrices for the SU(N) group. Unlike real
space basis vectors, however, the number of generators scales not linearly with N
orthogonal vectors for an N dimensional space, but with N2 − 1 generator matrices
for an N×N density matrix. In the case of a density matrix in SU(2) (i.e. a qubit
density matrix), these generators are the three Pauli spin matrices. Alongside the
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4.1. Qubit Visualisation

identity matrix which is not itself in SU((2), these are given as

σ0 = 1 =
(

1 0
0 1

)
(4.3a) σx =

(
0 1
1 0

)
(4.3b)

σy =
(

0 −i
i 0

)
(4.3c) σz =

(
1 0
0 −1

)
. (4.3d)

By then assigning each of these generators to an axis in R(3), any Two Level
System (2LS) can be expressed as a vector in this space i.e. within the Bloch
sphere. A pure state with coefficients of the SU(2) generators aj will obey the
relation αx + αy + αz = 1 and thus lie on the surface of this sphere. A mixed
state with Tr(ρ2) < 1, however, has any loss of coherence represented by redu-
cing the magnitudes of these weightings such that αx + αy + αz < 1. This re-
duces the overall size of the state vector, placing Bloch vector describing the state
within the Bloch sphere rather than on its surface. For the pure and mixed states

ρpure = 1
4

(
3

√
3e 2

3 πi

√
3e− 2

3 πi 1

)
, (4.4a) ρmix = 1

4

(
3

√
3

2 e 2
3 πi

√
3

2 e− 2
3 πi 1

)
, (4.4b)

examples of visualisations with Bloch spheres are shown in figure 4.1.

(a) (b)

Figure 4.1: Bloch vectors for the pure (a) and mixed (b) qubit states given in (4.4a)
and (4.4b).

An advantage in the SU(2) case is the presence of a double-cover isomorphic
mapping from SU(2) onto the three dimensional Special Orthogonal Group (SO)
(SO(3)). Isomorphic means a two-way structure preserving correspondence between
the two spaces, double-cover referrs to the fact that two points in SU(2) correspond

81



4.1. Qubit Visualisation

to a single point in SU(3). The SO(3) group concerns rotations in 3D space, which
results in an evolution of the quantum state (an object in SU(2)) being visually
represented as a rotation of the state vector around a sphere in real space. A brief
derivation of this rotation procedure is given below.

As any Hamiltonian that can be used to dictate the time evolution of a 2 (or
more generally N) level quantum system is itself in the SU(2) group, a 2 level
Hamiltonian can be expressed as

Ĥ = a · σ, (4.5)

for the set of Pauli matrices (and identity matrix) σ = {1, σx, σy, σz} and a vector
of coefficients a. Utilising these matrices, the Heisenberg Picture time propagator
can be represented as

U(t) = e−iHt = e−ia·σt, (4.6)

where the coefficients aj , j ∈ {0, x, y, z} are the weighting of each of the Pauli
matrices. The quantum rotation operator R(Θ), which is used to describe rotations
of a qubit around the Bloch sphere, has a similar form to this

R(Θ) = e−iJ·nΘ, (4.7)

where J is the angular momentum of the object being considered, n is the rotation
vector and Θ is the angle of rotation. In our case we have that J = 1

2σ, therefore
by re-considering the unitary (4.6) as a rotation operator of the form in (4.7), we
can state that

−iĤt = −iJ · nΘ, (4.8)

which then becomes
a · σt = σ · nΘ. (4.9)

As the rotation vector is normalised, the vector a can be described as a = |a|n.
Therefore to equate the two expressions, the angle Θ can be set as

Θ = |a|t. (4.10)

Then, by grouping even and odd terms of its Taylor expansion, the operator R(Θ)
can be expressed as

R(Θ) = σ0 cos(Θ) − in · σ sin(Θ). (4.11)

82



4.1. Qubit Visualisation

An important part of this simplification is the fact that σj ·σk = δjk1, which allows
all but the scalar terms to be removed from the infinite series. An example of a
rotation using the Hamiltonian

Ĥeg =
(

0 Ω
Ω ∆

)
. (4.12)

where ∆ = 0.2 Ω is shown in figure 4.2.

Figure 4.2: Example of a qubit rotation around the Bloch sphere for the test
Hamiltonian given in (4.12) with ∆ = 0.2 Ω. Here, the solid purple line shows the
initial Bloch vector for the density matrix in (4.4a), the dashed purple line shows
the path it traces as the system evolves in time and the gold line shows the rotation
axis defined by the Hamiltonian.

The Bloch sphere is described here in detail to illustrate some of the advantages it
offers in understanding the dynamics of the density matrix:

1. It provides a complete description of a 2LS with a clear distinction between
pure and mixed states.
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2. It is straightforward to interpret with only a basic understanding of QIP.

3. The effect a given Hamiltonian will have on the time evolution of the matrix
is straightforward to intuit.

4. Similar (dissimilar) states as measured by either overlap integral for wave-
functions or trace distance for density matrices lie near each other (near
opposite poles) on or in the sphere.

Therefore any visualisation method for a Three Level System (3LS) should aim to
emulate some or all of these advantages.

4.2 Qutrit Visualisation - Pure States

In the 2 level case, an arbitrary density matrix ρ can be expressed as a weighted
linear sum of the Pauli matrices, i.e. ρ = ∑

j αjσj for coefficients αj ∈ R. These
3 Pauli matrices are the generator matrices for the Special Unitary group in two
dimensions (SU(2)) and, for 3 levels, the corresponding set of generator matrices
for the SU(3) group are the eight Gell-Mann (GM) matrices [175]. The density
matrix for any single particle qutrit state can then be expressed as ρ = ∑

j ajλj

with coefficients aj ∈ R.

Considering 2 levels, the SU(2) each of the generator matrices, which correspond
physically to spin staes, are expressed along 3 orthogonal axes and the qubit state a
vector in this space; i.e. a vector on or within the Bloch sphere. Thus for SU(2) it is
straightforward to interpret the information being displayed due to the near-direct
correspondence of state in C2 to a position in R3. Futhermore, this representation
offers the ability to distinguish similarity between states; i.e. two similar (dissim-
ilar) states |ψ⟩ and |ϕ⟩, where ϕψ ≈ 1(0), will lie close (on opposite poles) to each
other on the Bloch sphere. In the 3 level case, however, displaying the full para-
meter space in a format that is straightforward to interpret becomes a non trivial
task due to the 8 independent parameters of the object being described. As such,
to reduce the complexity of the initial task, pure states are first considered due to
the more straightforward dynamics and reduced dimensionality.

In order to understand the terms being expressed in the visualisation, it is use-
ful to define the 3 level state vector

|ψ⟩3 =


α

βe−iϕ1

γe−iϕ2

α, β, γ ∈ R. (4.13)
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4.2. Qutrit Visualisation - Pure States

This vector can be used to represent a pure state density matrix as in sections 4.1
and, as stated, any arbitrary density matrix ρ can be expressed as a linear sum of
the SU generator matrices. For 3 levels, the corresponding set of generator matrices
for the SU(3) group are the eight Gell-Mann (GM) matrices [175].

λ0 = 1 = 1
3


1 0 0
0 1 0
0 0 1


(4.14a)

λ1 =


0 1 0
1 0 0
0 0 0


(4.14b)

λ2 =


0 −i 0
i 0 0
0 0 0


(4.14c)

λ3 =


1 0 0
0 −1 0
0 0 0


(4.14d)

λ4 =


0 0 1
0 0 0
1 0 0


(4.14e)

λ5 =


0 0 −i
0 0 0
i 0 0


(4.14f)

λ6 =


0 0 0
0 0 1
0 1 0


(4.14g)

λ7 =


0 0 0
0 0 −i
0 i 0


(4.14h)

λ8 = 1√
3


1 0 0
0 1 0
0 0 −2


(4.14i)

The density matrix for any single particle qutrit state can then be expressed as
ρ = ∑

j ajλj or, (including 1) in a single density matrix as

ρ =


1
3 + a3 + a8/

√
3 a1 − ia2 a4 − ia5

a1 + ia2
1
3 − a3 + a8/

√
3 a6 − ia7

a4 + ia5 a6 + ia7
1
3 − 2a8/

√
3

 . (4.15)

Compare this matrix to that of the pure state density matrix for the vector (4.13).

ρ3 = |ψ⟩3⟨ψ|3 =


|α|2 αβeiϕ1 αγeiϕ2

αβe−iϕ1 |β|2 βγei(ϕ2−ϕ1)

αγe−iϕ2 βγe−i(ϕ2−ϕ1) |γ|2

 . (4.16)

The comparison between the off diagonal terms in the two matrices is direct, as
those ρj ̸=k in (4.15) can simply be re-expressed by Euler’s formula and changing
the independent parameters from ℜ(ρj ̸=k) and ℑ(ρj ̸=k) to |ρj ̸=k| and ϕj ̸=k. Fur-
thermore, the off-diagonal terms ρ12, ρ21 display only a phase difference, rather
than an independent phase. Therefore in the pure state case no unique inform-
ation can be represented and this term is omitted from the visualisation, leaving
only 2 phasors. Superficially, it appears that the diagonal terms in (4.16) display
an extra variable compared to a3 and a8 in (4.15). This is not the case, however,
as the trace condition Tr(ρ) = 1 is present. The result is that any one diagonal
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4.2. Qutrit Visualisation - Pure States

term can be derived from the other two i.e. ρjj = 1 − ρkk − ρll, preserving the
number of required parameters. The comparison between the two forms of the
density matrix is made as the latter equation (4.16) is the form that is graphically
represented, thus it is necessary to understand the correspondence between the two.

For the pure state case, the description illustrated in [174] is sufficient to fully
describe the system. The model used there relied on two plots side by side to show
phase and state population separately. The first adjustment made in this repres-
entation is to condense the information to a single plot by projecting the phase
information as rotated lines centred at the end of the population vector, akin to
hands on a clock. An example of a state represented this way is shown in figure
4.3.

Figure 4.3: Graphical Representation of the density matrix derived from the qutrit
vector |ψ⟩ = 1√

3(|0⟩ + e−i π
2 |1⟩ + e−i 3π

4 |2⟩)

There are two exceptions to the general requirement of needing 2 hands to represent
a pure state. The first is the trivial case of being entirely in a single eigenstate
where there would be no hands present at all; the second is when a superposition is
present between only two states, resulting in only one non-vanishing coherent term
and correspondingly one clock hand for a vector along any of 3 quadrants between
eigenstates. To properly describe a superposition between |1⟩ and |2⟩, the phase
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4.2. Qutrit Visualisation - Pure States

difference ϕ12 = ϕ2 −ϕ1 acts as this single phase term and would warrant inclusion
in this instance. To provide a more dynamic example of the evolution of a pure
state, a test case using the Hamiltonian

Ĥ =


0 Ω1(t)

2 (t) 0
Ω1(t)

2 0 Ω2(t)
2

0 Ω2(t)
2 0

 , (4.17)

where 0 ≤ t < 75; Ω1 = 0.02
2π ,Ω2 = 0 and 75 ≤ t ≤ 150; Ω1 = 0,Ω2 = 0.02

2π , is shown
in figure 4.4. Note that the upper subplots of this figure are, in isolation, described
in [174]. In this case, oscillation of population between states appears as harmonic
motion of the blue population vector between the two addressed states akin to a
pendulum swing, unlike the 2D case where the state precesses around the surface
of the Bloch sphere.

Figure 4.4: Upper: Octant plots displaying Rabi oscillations in a 3 level system.
No clock hands are included here due to the lack of any oscillation or decay in the
resonant case free of decay modes. Lower: A more traditional state population vs
time evolution of the qutrit as a reference. The times where octant plots are drawn
are marked with lettered black dashed lines.

Initially, when the transition between |0⟩ → |1⟩ is addressed (A-E) this induces Rabi
oscillations between these states, which is visually represented by the population
vector oscillating in the x-y plane. When t > 75 this Rabi oscillation occurs between
|1⟩ → |2⟩, which corresponds to oscillation in the y-z plane. As the population
transfer to |1⟩ is incomplete when this oscillation occurs, the population vector
retains an x axis (|0⟩) component and doesn’t experience a full transfer into |2⟩ at
the peak of oscillation.
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4.2. Qutrit Visualisation - Pure States

Though this visualisation method shows an individual qutrit state clearly, one
shortcoming of the method is the lack of obvious distinction between orthogonal
or distant states as measured by trace distance

Td(ρ, ν) = 1
2Tr

(√
(ρ− ν)†(ρ− ν)

)
, (4.18)

for two density matrices ρ and ν where √ denotes trace norm rather than element-
wise square roots. Indeed, it is possible for the representations of two orthogonal
states to share the population population vector; as is the case for |ψ⟩+ = 1√

2(|0⟩+
|1⟩) and |ψ⟩− = 1√

2(|0⟩ − |1⟩). An example of how trace distance between states
varies for the starting density matrix from the pure state

|ψ⟩ = 1√
3


1
1

−i

 , (4.19)

by varying only the populations in each state whilst maintaining the same phase
is shown in figure 4.5.

Figure 4.5: Trace distance, as defined in (4.18), between states of equal phase on
an octant plot. The green diamond denotes the position of the octant vector for
the state in (4.19).

In this plot, the distance between states increases as expected out from the centre,
showing that for equal phases, the distance between states can be interpreted as
distance between vectors on the octant. For the phase variant case previously men-
tioned this interpretation is no longer valid.
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4.2.1 Two-Pulse Sequence

In order to show the effect of phase on a sequence, and how the octant plot can
be illustrative in understanding it, a simple two pulse sequence was modelled using
the Hamiltonian in (4.17) where the values of Ω1 and Ω2 are pulsed according to
the sequence in figure 4.6.

Figure 4.6: Pulse sequence for a simple simultaneous excitation scheme. A π pulse
is applied to address the |0⟩ → |1⟩ transition (blue), and is applied weakly such that
the pulse take the entire duration of the sequence to execute. Simultaneously to
this, a stronger 2π pulse addresses the |1⟩ → |2⟩ transition (gold) with a Gaussian
intensity profile. The grey dashed lines mark the times with corresponding octant
plots in figure 4.7.

This straightforward sequence consists of two pulses: a constant pulse addressing
the |0⟩ → |1⟩ transition that acts as a π pulse over the entire duration of the se-
quence, and a stronger pulse addressing the |1⟩ → |2⟩ transition with a Gaussian
profile. In the simulation performed, two cases were considered. The first was for
the case where no Ω2 pulse is applied, and the qutrit is allowed to evolve stimulated
only by the Ω1 pulse. The second is when this second Ω2 pulse is applied. The
results for the cases of Ω2 = 0 and Ω2 ̸= 0 are shown in the upper and lower rows
of figure 4.7 respectively.
The sequence in the left column proceeds with a straightforward transfer of popu-
lation from |0⟩ to |1⟩. As soon as the qutrit leaves the eigenstate |0⟩ and the phasor
ϕ1 becomes well defined it is immediately set to ϕ1 = π

2 . This is occurs because
of the factor of −i that is imprinted on the qutrit by the Schrödinger equation
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4.3. Qutrit Visualisation - Mixed States

Figure 4.7: Octant plot for the sequence shown in figure 4.6 for Ω2 = 0 (upper row)
and Ω2 ̸= 0 (lower row).

which dictates the time evolution of the system. As the Hamiltonian being applied
is entirely real and with no diagonal terms, no further phase evolution occurs and
ϕ1 remains unchanged for the duration of the sequence. For the Ω2 ̸= 0 case in
the lower row, the stimulation of the |1⟩ → |2⟩ transition causes all population
to transfer out of |1⟩ (as traced by the orange line of the vector path) and into a
superposition of |0⟩ and |2⟩. As ϕ1 is no longer defined, when population reenters
|1⟩, the phase is derived from ϕ2 with an additional π

2 radians again imprinted by
the Schrödinger equation. Thus, the overall phase shift in ϕ1 is π radians from
the start of the sequence. This phase shift results in the qutrit evolving under its
interaction with the driving field in the opposite direction to the Ω2 = 0 case and
finishes the sequence with no population in |1⟩.

4.3 Qutrit Visualisation - Mixed States

In an effectively noiseless, decay-free setting, the description in the previous sec-
tion is adequate to fully describe any pure 3 level state. This, however, cannot
generally be assumed. It is possible to engineer a system to be effectively pure
by, for example, utilising either dressed [78] or long-lived atomic states [55], but to
create a visual description that fully encapsulates an arbitrary state, we must look
to extend the description in section 4.2 to mixed states.

To do this, we consider a more general density matrix than that of the pure state
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4.3. Qutrit Visualisation - Mixed States

in (4.16)

ρ =


|α|2 Aeiϕ1 Beiϕ2

Ae−iϕ1 |β|2 Ceiϕ12

Be−iϕ2 Ce−iϕ12 |γ|2

 . (4.20)

The diagonal elements remain unchanged due to the condition Tr(ρ) = 1 and
in the case of standard decay mechanisms and optical driving fields for atomic
systems which are the focus of the thesis, the ρ12, ρ21 phase ϕ12 can still be assumed
to only show the phase difference between |1⟩ and |2⟩ though outside of atomic
systems where extraneous decay mechanisms or 3 driving fields may be possible,
this relation is not generally the case. The magnitudes of the off-diagonal terms,
however, can no longer be assumed to remain the same due to the introduction of
decoherence processes. Therefore the extent of state mixing must be accounted for
if the visualisation is to be a complete description. To ensure that no information
about the system is lost, the magnitudes of the coherent terms are encoded into the
description as the size of the clock hands. In order to remain clear to the reader
regardless of the absolute size of populations in the off-diagonal coherence states,
these magnitudes (Rjk) are normalised as

Rjk = |ρjk|√
|ρjj ||ρkk|

. (4.21)

As the magnitudes of the ρ12, ρ21 coherences are not themselves related to any
other parameter, displaying a third hand to describe this term in the visualisa-
tion reveals unique information and warrants inclusion. In the pure state case
|ρj ̸=k| = √

ρjjρkk (e.g. ρ01 = αβ) and in a perfect statistical mixture ρmix =
D0|0⟩⟨0| + D1|1⟩⟨1| + D2|2⟩⟨2| this coherent term becomes |ρ01| = 0 ∀ Dj ∈ R. Thus,
in general, 0 ≤ Rjk ≤ 1. When a density matrix represents a complete statistical
mixture as in ρmix, this loss of coherence is represented not as a change in length
of the octant plot’s vector, but as a vanishing of the clock hands from the dia-
gram. With the addition of the description of the state coherences, the diagram
possesses the necessary 8 degrees of freedom (accounting for the trace condition
Tr(ρ) = 1 removing a degree of freedom) required to fully express the SU(3) gener-
ator matrices that constitute any arbitrary qutrit state. A final adjustment to this
description for cases where population decays out of the three levels (such as when
coupled to a heat bath) would be to shorten the length of the population vector
to account for the reduction of overall population in the system being considered.
Examples of this effect are not shown here and the discussion will be kept to decay
between levels |0⟩, |1⟩ and |2⟩. This description allows a reader to easily interpret:
the populations in each eigenstate, the relative phases between them and the de-
gree of state purity via the size of the magnitudes Rjk. The normalisation of Rjk
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4.3. Qutrit Visualisation - Mixed States

terms presents another shortcoming of this visualisation method: by displaying the
relative sizes of the off-diagonal coherence state magnitudes, the diagram lacks a
measure of the absolute sizes of these off-diagonal terms. Thus the absolute sizes
require deduction based on the position of the population vector of the octant and
the sizes of the hands Rjk. Note that even in the case of a fully mixed state the
population vector will always remain n the surface of the octant, and only the sizes
of hands Rjk will vary according to the degree of state mixing.

An example plot for the mixed state

ρ = 1
3


1 3

4ei π
2 1

2ei 3π
4

3
4e−i π

2 1 ei π
4

1
2e−i 3π

4 e−i π
4 1

 . (4.22)

is shown in figure 4.8.

Figure 4.8: Example octant plot for the mixed state given in (4.22).

For the remainder of this work, the three level system under consideration is that
of a three level atom, and is shown in figure 4.9.
In this system, state mixing is introduced via radiative decay between neighbouring
states, causing a pure state density matrix to evolve into a statistical mixture over
time. Mathematically, this is implemented by shifting from a time evolution of a
state vector governed by the Schrödinger equation to a Lindbladian master equation
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4.3. Qutrit Visualisation - Mixed States

Figure 4.9: Atomic level scheme showing the variables, states and laser fields being
considered in modelling. These are: the probe beam (Ω1) addressing the |0⟩ → |1⟩
transition, the coupling beam (Ω2) addressing the |1⟩ → |2⟩ transition, a pair of
detuning terms (∆1 and ∆2) and the decay rates Γ10 and Γ21. The coefficient χ is
varied between simulations to adjust the extent of the loss of coherence in ρ12 +c.c..

of the form

dρ

dt
= −i[Ĥ, ρ] +

2∑
j=1

Γj,j−1

(
CjρC†

j − 1
2{ρ,C†

jCj}
)
, (4.23)

with collapse operators Cj = |j−1⟩⟨j| and h̄ ≡ 1. As in figure 4.9 , the mixed state
processes are performed with a strong decay mode between |1⟩ → |0⟩ with strength
Γ10, corresponding to decay modes present in atomic systems between neighbouring
states. As this decay mode is the key defining feature of the system, values of other
frequency parameters are quoted in terms of Γ10, with times in τ10 = 1

Γ10
. The

decay term Γ21 is modelled to be a small fraction (χ) of Γ10 to simulate a long
lived upper state such as a Rydberg state. In line with atomic physics, the Rabi
frequencies Ω1 and Ω2 in figure 4.9 correspond to probe and pump laser radiation
fields addressing an atom respectively. By introducing a detuning of a laser field
to the simulation, detuning terms (∆1 and ∆2) can be introduced to the diagonals
of the system Hamiltonian

Ĥ =


0 Ω1

2 0
Ω1
2 −∆1

Ω2
2

0 Ω2
2 −∆12

 , (4.24)
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where ∆12 = ∆1 + ∆2. The direct connection to atomic physics is made here such
that the examples described later in this section can be accurately described in
better context.

With this description now complete, some common 3LS processes are outlined as
examples to show how system dynamics can be understood using this visualisation.
These processes are: EIT, FWM, STIRAP and two-photon Raman transitions.

4.3.1 Electromagnetically Induced Transparency

The EIT process is characterised by a sharp increase in probe transmission through
a medium under certain resonance conditions. This is present in the response of the
medium as a reduced (or zero) excitation via the transition the probe stimulates.
The Hamiltonian under consideration is that shown in (4.24) and, in the simplest
case where ∆1 = ∆2 = 0, the system forms a dark eigenstate only in terms of
|0⟩ and |2⟩, and retains only a coherence in ϕ2. This is in line with the values of
ρ01 and ρ12 given in [176] for the case of zero detuning. When ∆1,2 ̸= 0 we see
that the eigenstates, though still analytically solvable, become much more complex
and all contain a non-zero population in |1⟩. The time evolution for a resonant
(left column) and detuned (right column) EIT sequence is shown in figure 4.10 for
Ωp = Ωc = 2 Γ10. The Hamiltonian (4.24) acts on the system throughout both
cases.

Similiarly to the case in section 4.2.1, the off-diagonal coherence states are initially
populated with a π

2 phase shift imprinted by the Schrödinger equation. This results
in the ρ02 term immediately acquiring the necessary phase for the dark state rather
than tending towards it over time. As the sequence progresses for the resonant case,
an initial transient population transfer occurs into |1⟩, with all three coherences
present. As the sequence continues, this is transferred into |2⟩ with any residual
population in |1⟩ decaying. Alongside this decay of state population out of |1⟩,
the coherence terms ρ10 and ρ12 also decay to zero, leaving only the ρ02 coherence.
This coherence remains at the value ϕ02 = π, leaving the overall qutrit state in the
EIT dark state

|ψ⟩D = 1√
(Ω2

Ω1
)2 + 1


Ω2
Ω1

0
−1

 . (4.25)

For the case of Ωp = Ωc = 2 Γ10, this state is of the form

|ψ⟩D = 1√
2

(|0⟩ − |2⟩). (4.26)
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4.3.1. Electromagnetically Induced Transparency

Figure 4.10: Time evolution of a qutrit state for resonant (left) and off-resonant
(right) EIT. Here, Ωp = Ωc = 2 Γ10 and Γ21 = 35 × 10−6 Γ10. The solid black
and pink lines shows the population vector and ϕ2 for the EIT dark state |ψ⟩D in
(4.26).
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4.3.2. Four Wave Mixing

For the off resonant case, the phases on the coherences ϕ1 and ϕ2 both tend towards
ϕ1 = ϕ2 = π

4 , leaving the third phase difference term ϕ12 tending toward 0 through-
out the simulation. As this becomes increasingly phase matched with the driving
field, the response of the off-diagonal coherence state to the driving field evermore
decreases, preventing population from being driven into |2⟩. Furthermore, in a
similar vein to the resonant case, the coherences decrease over time albeit more
gradually due to the comparatively small population being excited from |0⟩. Using
the octant plot, the dynamics of the EIT process can be clearly visualised. In
particular, the coherences can be seen to decay without needing to interpret the
small magnitudes of the coherence terms in a density matrix which, if not displayed
analytically but instead with floating point variables (as is common for outputs in
numerical simulations), may be hard to effectively and easily quantify at a glance.
Not only is this magnitude easier to interpret than a numerically displayed complex
number in any given off-diagonal, but the phase information is as well; the way
that the ϕ2 phasor immediately becomes set to ϕ2 = π once it is well defined, and
that the phasor ϕ12 → 0 as t → ∞ exemplify this in particular.

4.3.2 Four Wave Mixing

The sequence of Four Wave Mixing (FWM) presented here again takes advantage
of the decoherence effect of the decay modes in the system in figure 4.9 to clearly
display the rich dynamics at play. FWM is a process of great experimental relev-
ance, with applications such as heralded single photon generation [82] and indeed
coherent readout of stored photons such as the setup described in chapter 3 [55, 83].
FWM can in principle be performed with four states as in a diamond configuration
as in [84], but 3 level ladder systems remain of significant interest [85, 86, 87] and
are thus worth discussion here. The pulse scheme considered here is to simulate
the storage and retrieval of a photon in an atom and is split into three parts each of
equal time t = τ10. In the initial storage (write) time of 0 ≤ t ≤ τ10, both driving
fields are present, with the aim being to transfer population into the long-lived
|2⟩ state. In the second stage (hold) in the range τ10 < t < 2τ10, no fields are
present and the atom is free to decay via the decay modes Γ10 and Γ21. In the
final stage (read) at times 2τ10 < t < 3τ10, driving by the Rabi frequency Ω2 is
resumed, allowing the state to de-populate |2⟩ and decay back to |0⟩ via the strong
Γ10 decay mode. The values of Ω1 and Ω2 during this trio of write, hold and read
steps are shown in figure 4.11. Throughout this sequence, the |2⟩ → |1⟩ decay
mode is set to Γ21 = 1 × 10−3 Γ10 such that a slow decay occurs from |2⟩ → |1⟩
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Figure 4.11: Rabi frequencies of the probe and coupling beams in a resonant FWM
process. The grey dashed lines show the times during the write (read) stage that
are shown in figure 4.12 (4.13).

on the timescale of the simulation. The dashed grey lines in 4.11 during the write
stage where both transitions are driven show the times for which octant plots are
displayed in figure 4.12. For the second τ10, as neither transition is stimulated
and the system is allowed to freely evolve, no plots are shown due to the trivial
dynamics of simple |1⟩ → |0⟩ decay being the only dynamics of note. In the fi-
nal τ10, where the Ω2 drives the upper |1⟩ → |2⟩ transition, the dashed grey lines
show the times for which octant plots are rendered in figure 4.13. As the coloured
elements of the plot correspond to those in figure 4.10 (excluding the dark state
components), no additional legend is included in either of these plots. In the first
two octants in figure 4.12, an arc is swept out by the population vector due to the
simultaneous driving of both transitions. An interesting feature present in these
two, as well as the third plot, is the loss in coherence in the ρ20 state as indicated
by the shrinking blue hand despite the lack of a Γ20. This feature can be accounted
for by considering the ρ20 term in (4.23) for no detunings and Ω1 = Ω2 = 10Γ10

dρ20
dt

= −i · 10Γ10(ρ10 − ρ21). (4.27)
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Figure 4.12: Initial dynamics of a FWM process with Rabi frequencies as indictated
in the ’Write’ stage of figure 4.11. The system begins with an excitation of the qutrit
to a long-lived upper state |2⟩. The dotted orange line shows the path traced out
by the population vector throughout the write sequence.

Like the cases considered in both sections 4.2.1 and 4.3.1, we have that ℜ(ρ10) =
ℜ(ρ21) = 0. This results in a time evolution of the form

dρ20
dt

= −10Γ10(|ρ10| − |ρ21|), (4.28)

thus causing a decay in coherence dependent on the difference between the other
coherence terms. Throughout this write sequence the coherence terms with decay
modes also oscillate, albeit π

2 out of phase with the ρ20 coherence and decaying in
size throughout. In the τ10 time between figures 4.12 and 4.13 the only dynamic of
note is the decay of population in the |1⟩ state back to |0⟩, resulting in the red ϕ1

hand vanishing entirely. The octant plots in figure 4.13 begin at the end (t = 2τ10)
of this hold stage.
During the final decay in figure 4.13, population oscillates between the upper two
states while decaying back to ground via state |1⟩. Note that the ϕ1 hand returns
when population is coherently recovered from the |2⟩ between the first and second
plots. The sudden changes in phase as the state oscillates towards |0⟩ are again
due to the depopulation of coherence terms resulting in only one phasor being well
defined and the other phase terms thus acquiring a π

2 phase shift from this remaining
coherence. The plots in the write sequence elucidate the dynamics of the ρ20 term
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Figure 4.13: End of the FWM process described. Here, the qutrit de-excites from
|2⟩ state to the ground state via a strongly decaying intermediate state. The start-
ing state shown here is different from the end state in figure 4.12 as an additional
τ10 has passed between the two figures, causing the residual population in |1⟩ to
decay. The dotted orange line shows the path traced out by the population vector
throughout the read sequence.

which may not initially be obvious when considering the level scheme shown in
figure 4.9, and show that even though the other terms decay, the populations
oscillate throughout the sequence. Again, these dynamics are not easy to intuit
by considering the density matrix alone, and are only made clear by the octant
plots for the process. For the latter read stage, the exact path that the qutrit takes
back to ground state is shown alongside the phase jumps as the qutrit decays.
Though these phase changes are not initially obvious, they have been discussed in
the previous examples.

4.3.2.1 FWM - Rydberg Atomic Formation

As stated earlier in section 4.3.2, one of the potential applications of the FWM
process is directly related to the experimental platform described in chapter 3
i.e. Rydberg atom creation and photon storage. The process of Rydberg atom
formation is modelled using the same pulse sequence as in figure 4.11, albeit with
parameters listed in table 4.1 and a pulses as described in figure 4.14
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Parameter Value
|0⟩ 5S1/2
|1⟩ 5P3/2
|2⟩ 60S1/2
Γ10 2π · 38.11MHz
Γ21 2π · 1.34kHz
∆1 0Hz
∆2 0Hz

Table 4.1: Parameters used to simulate a Rydberg atom formation sequence. Here,
the beam waists, powers and valence electron energy levels correspond to those
utilised in [44].

As the experimentally implemented sequence assumes only a single photon ad-
dresses an atomic ensemble in a given run, the Rabi frequency applied in the three
level Hamiltonian (4.24) needs to account for this. This is achieved by assuming
only one quantum, E = h̄ωphoton, of energy is transferred over the course of the
write sequence. Thus the Rabi frequency is derived from this energy profile with
a beam waist as quoted in [44]. Utilising these parameters, the pulse sequence for
the process is shown in figure 4.14. In this sequence, the pulse timings correspond
to those typically experimentally implemented using the apparatus described in
chapter 3. The rise times of 10ns for the pulses correspond to the rise times of the
AOMs used to experimentally control laser intensities. The grey dashed lines show
the times for which octants are plotted in figure 4.15.
This sequence proceeds in a similar vein to the general FWM sequence shown in
figures 4.11, 4.12 and 4.13 with the main differences deriving from the comparative
strength of Rabi frequencies. Whereas the sequence in section 4.3.2 had Rabi fre-
quencies Ω1 = Ω2 = 10Γ10, this sequence is modelled directly after the experiment
described in this work and has Ω1,peak = 0.18 Γ10 and Ω1,peak = 0.81 Γ10. Thus, the
degree to which the qutrit is excited out of |0⟩ initially is greatly reduced, leading
to only a small population transfer out of the ground state during 0ns < t < 250ns.
For the first 200ns, this population is transferred into |2⟩ by the stronger coup-
ling beam and for the remaining 50ns before the probe beam is switched off, a
transient population transfer between |0⟩ → |1⟩ occurs. Due to the strong decay
mode, however, the population in |1⟩ quickly decays back to ground. At t = 350ns,
the |1⟩ state is completely depopulated, leaving only R02 ̸= 0. Then, once the
coupling beam Ω2 re-illuminates the qutrit, the residual excited population decays
back down to |0⟩ via the intermediary |1⟩. Phase jumps occur in an equivalent
manner to the previous examples throughout the sequence whenever any one of
the eigenstates are completely depopulated. Though only a small population is
initially excited out of |0⟩, and thus resulting in only a small probability of exciting
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Figure 4.14: Pulse sequence for the simulated Rydberg atom formation. In line
with section 2.3.2, the probe beam is switched on and off after the equivalent steps
for the coupling beam to ensure that any atom that is excited to the 5P3/2 state is
further excited to the 60S1/2 state. The grey dashed lines shown here denote the
times where octant plots are shown in figure 4.15.

to a Rydberg state, the high repetition rate of the experiment (∼ 10kHz) ensures
that an excitation does occur during the course of an experimental run of ∼10000
repetitions.

4.3.3 Stimulated Raman Adiabatic Passage

The final example shown here is that of STIRAP, which is an invaluable technique
for population transfer for a wide range of purposes such as generation of Rydberg
atoms [77] as well as ionic qubit state [78], rovibronic ground state molecule [79]
and coherent spatial state preparation [80]. As is often the case during a STIRAP
process, the aim of the sequence is to coherently transfer population from a starting
state (|0⟩) to an end state with no available direct transition (|2⟩) via a strongly
decaying intermediate (|1⟩. To avoid populating |1⟩ during the STIRAP sequence,
the powers of the coupling beams for the transitions |0⟩ → |1⟩ and |1⟩ → |2⟩ are
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Figure 4.15: Octant plots for the Rydberg excitation sequence shown in figure 4.14.
The sequence proceeds in a similar manner to the more general FWM process, but
with greatly reduced population transfers. This is due to the small Rabi frequencies;
on the |0⟩ → |1⟩ transition this is due to the single photon incident in the system,
and on the |1⟩ → |2⟩ transition this is due to the comparatively small electron
dipole moment between the initial and target states as given in (2.7). An additional
difference between the sequences is the much greater decay out of |1⟩ due to the
proportionally much smaller Rabi frequencies when compared to the Γ10 decay
rate.

ramped over time with the latter of these transitions being ramped first. This pulse
sequence is shown in figure 4.16.

Using this pulse sequence in the Hamiltonian (4.24) for the level scheme in figure
4.9, the octant plots for the marked times in figure 4.16 are shown in figure 4.17.

To simulate a long lived atomic state |2⟩ the parameters match those in section
4.3.2.1, though remain naturalised to Γ10. Here, the population transfer occurs al-
most exclusively between |0⟩ and |2⟩, however due to the strong decay mode present
between |1⟩ → |0⟩, any small amount of population that is transferred into |1⟩ de-
cays back to |0⟩ immediately. This results in a loss of coherence in the ρ01 state and
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Figure 4.16: Rabi frequencies addressing the |0⟩ → |1⟩ (purple) and |1⟩ → |2⟩ (teal)
transitions. The grey dashed lines mark the times shown in figure 4.17.

the red hand on the clock face shrinks as the system evolves in 4 τ10 < t < 12 τ10.
At time t = 16 τ10, the coherence is restored due to a small transfer of population
into |1⟩ as the Ω1 pulse tails off. This again illustrates the shortcoming of not being
able to display absolute sizes of the coherence terms, as even such a small transfer
results in a full length hand R01. Over the next two plots shown, this again dies
off and the qutrit is left in a statistical mixture of ρend = D0|0⟩⟨0| + D2|2⟩⟨2| where
D0 ≫ D2.

As in the previous examples, the octant plots aid in displaying the dynamics of
the off-diagonal terms: both phases and relative magnitudes, as well as showing
the paths traced by the qutrit population vector throughout the sequence thus
displaying the level of transfer into |1⟩ during the sequence. Thus the plots could
be used as a visual aid in optimising the STIRAP sequence such that population
transfer into |1⟩ is minimised.

To summarise this chapter, an intuitive formalism with which to visualise any
arbitrary pure or mixed qutrit state has been presented. Test cases were examined
to explore and illustrate their internal dynamics with non-trivial phase changes
and coherence decays clearly illustrated by the octant plots. Though it is relatively
straightforward to interpret the constituent elements of 3 level density matrices,
the aforementioned limitations of this visualisation method are not well explored
here and could be presented in future work.
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Figure 4.17: Three level system undergoing a STIRAP protocol. The peak values
for Rabi frequencies are Ω1,2 = 20 Γ10 with a decay rate from state |2⟩ of Γ21 =
35 × 10−6 Γ10 which corresponds to the ratio of the decay rates in the Rydberg
system modelled in section 4.3.2.1. Note that the variables and their corresponding
colours stated in the legend in figure 4.10 (excluding the dark state terms) remain
unchanged and no legend is included here.
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5 | Conclusions and Outlook

In summary, this thesis has detailed an experimental platform used to experiment
on ultra-cold clouds of 87Rb excited to Rydberg states. The slight alteration from
the design described by H. Busche in [56] were outlined, as well as the steps un-
dertaken to return the setup to a state of experimental readiness from atmospheric
pressure to the formation of atomic clouds 33µK in temperature. In addition to the
experiment, a framework with which to visualise any arbitrary qutrit (three level)
state was outlined, and example processes were modelled to illustrate the value of
the visualisation method in aiding understanding of the arising phenomena.

5.1 Theory

This chapter begins with a description of the light-matter interactions at the core
of the experiments described, beginning with a two level atom. It is at this point
where essential parameters such as the dipole moment operator (2.5 and Rabi fre-
quency (2.7) are defined.

Following this, the three key stages of the optical trapping performed in the process
preceding Rydberg atom formation: MOT cooling, sub-Doppler cooling and FORT
trapping, are described. Finally, Rydberg atoms are defined, and their desirable
properties, and how they change with principle quantum number n, are stated.
The process of forming a collectively encoded Rydberg atom in our experiment is
then described.

5.2 Experimental Apparatus

The particulars of the experimental setup are outlined in this chapter. It begins
with a description of the laser systems used in experimentation, describing the
nature and purposes of each. The mechanism by which these are intensity and fre-
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quency controlled: via AOMs, is then described. The design of the chamber itself
is then detailed, commencing with the design of the upper 2D MOT cell followed
by that of the lower science chamber and the software used in the fast control of
the optical components.

This chapter continues with a section dedicated to the re-evacuation process fol-
lowing an unplanned vacuum break. This multi-step process is outlined before
the components relevant to the repair process are listed. As the ion pump had
indicated faults prior to the vacuum break, this component was independently re-
characterised, performing the conditioning and activation processes whilst directly
attached to the external vacuum pumping rig. Once the continuing functionality
of the pump was confirmed, the components needing replacements were cleaned
where necessary and assembled. Assembly consisted of both affixing in-vacuo or
connecting components directly to the chamber via DN16/DN40 flanges, or spot
welding to connection wires. This is followed by the initial pump down, leak testing
and bakeout procedures. The (initially erroneously performed) dispenser activa-
tion process is outlined, with graphs showing the partial pressure of Ar and 85Rb
displayed in figure 3.18. Following the activation, several attempts were made to
clear the Rb deposits on the interior walls of the 2D MOT cell and are outlined.
Finally, figure 3.24 shows the entirety of the second evacuation process from start
to finish.

With a suitably evacuated chamber, work then commenced on optimising both the
atomic loading rates and cloud temperature of the initial stages of optical trapping.
The first of the two main techniques utilised to achieve this were atomic fluores-
cence, measured using a commercial PD, the voltage outlput of which was converted
to an atom number via (3.6). The second was resonant absorption imaging, where
cloud positions and sizes were recorded in TOF measurements to measure both
cloud position (for shim coil current optimisation) and cloud radius (for ballistic
expansion measurements) and a temperature of 33µK was measured through a fit-
ting of (3.11) to cloud size for varying wait times in TOF measurements.

The intricacies of the range of equipment and techniques utilised in progressing
toward experimental readiness showed that the value of hands-on, practical ex-
perience cannot be overstated. This work also revealed that knowledge transfer
of these finer details is vital for the continued functioning of complex cold atom
experiments such as this. Another, more specific conclusion to be drawn from this
thesis is the import of not following previous cup-type dispenser activation proced-
ures too closely to the letter. The variation in electrical connection between welding
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wire and dispensers needs to be appropriately accounted for with sound judgement.
Finally, due to the extremely narrow margins for error in achieving temperatures
suitable for experimentation, the value of patience, rigour and persistence were
acutely highlighted.

5.3 Qutrit Visualisation

A visualisation method with which to understand any arbitrary qutrit state is
presented in this chapter. It begins with a section outlining the seminal Bloch
sphere for qubit visualisation, noting how the framework displays the qubit state
clearly for both pure and mixed states. Following this, the transition is made to
qutrits starting with the simplest pure state case. The components of the visual-
isation for a pure state are detailed here, and a simple phase dependant sequence
is modelled and displayed.

The extension is then made to fully describe an arbitrary mixed state, with several
atomic processes of interest being modelled. These are: EIT, FWM (including the
particular case of a Rydberg excitation) and STIRAP. These processes are included
such that one may see how the visualisation method elucidates the dynamics at
hand.

This visualisation allows a reader to understand a state of the 8D qutrit at a glance,
and conveniently determine state populations, relative phases between states and
degree of state mixing.

5.4 Outlook

On the experimental setup, the main tasks to be undertaken proceeding those
documented here are:

• Finalising the cooling process through a thorough optimisation and charac-
terisation of the FORT trapping stage akin to that performed by S. Ball and
H. Busche [57, 56].

• Optimising the preparation stage of the trapped cloud to maximise the prob-
ability of absorbing a probe photon in the first step of the excitation process
described in section 2.3.2.
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• Ensure the cloud stores only a single photon by performing second order
correlation function g(2) measurements [91].

• Characterise the linewidth of the PDH-locked 480 nm Rydberg excitation
laser to allow for accurate blockade radius calculations.

• Re-characterise the microwave sources used to coherently drive population
between Rydberg states, as these have gone unused for this purpose for 3
years at time of writing.

• Extend the qubit described by N. L. R. Spong et. al. in [44] to a third
state and demonstrate qutrit dynamics with a collectively encoded Rydberg
atom. Work was performed by Y. Jiao to achieve this, but no works have
been published at time of writing.

An additional avenue to be explored is the inclusion of a horizontal 2D MOT probe
beam, which would intersect the atomic beam after the differential pumping tube
via the windows on the cross piece shown in figure 3.12 that replaced the DN16
connecting gate valve. This probe could see use in providing a real-time measure-
ments for atom number via the depth of absorption features and temperature by
their Doppler broadened linewidths.

Further work could be performed on the qutrit visualisation in exploring methods
to incorporate decay modes out of the three levels being visualised, or in modelling
phenomena in non-atomic systems, where transitions between any two states are
possible. One additional, more complex task in expanding the scope of the visual-
isation would be to incorporate Hamiltonians into the visualisation methods. In the
Bloch sphere, this is done elegantly. The Hamiltonian is displayed as a vector with
its constituent (normalised) coefficients for each generator matrix corresponding to
the length along each of the three axes. This vector provides the axis around which
the qubit Bloch vector rotates, thus providing an obvious indication as to how the
quantum state of the qubit will evolve in time. As the Hamiltonians for qutrits
are higher dimensional and inherently more complex, an equivalent mapping of the
Hamiltonian imposed onto the octant, as well as its effect on ensuing dynamics,
has the potential to be a powerful tool and warrants further investigation.
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A | Vacuum Repair Methods

A.1 Vacuum Pump Procedure

As the vacuum pumps in Ph28 of the Durham Physics Department can be irre-
parably damaged if turned on/off in the incorrect order, turning the equipment on
or off in the correct order is of utmost importance. The sequence to do this is as
follows:

1. Turn on the rotary pump pictured in figure A.1.

Figure A.1: Rotary Pump

2. After ∼ 30s, turn on the turbo pump and open the black valve connecting
the turbo to the rig.

3. Use the pirani gauge setting on the IG controller until a pressure of O(10−2)mBar
is measured, after which monitor the pressure with the IG.
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(a) (b)

Figure A.2: Turbo pump power supply (a) and gate valve (b) circled in blue.

A.2 Spot Welder Usage

The spot welding process involves a lot of trial and error. This comes at two points:
setting the welding power and making the weld. The welding power needs to be
sufficiently high that enough heat is generated for a weld to occur, but low enough
that the welding process doesn’t blow a hole in the dispenser tab. It is the author’s
recommendation that the welding power is titrated using spare parts (such as the
tabs on old dispensers and spare wire). A good connection between the wire and
dispensers is one that can withstand light bending both parallel and perpendicular
to the dispenser tab. A successful weld can produce a bright spark. As such, safety
goggles should be worn when welding. The welding process referencing figure A.3
is as follows:

1. Hold two pieces for welding with crocodile clips and pliers (yellow circle).

2. Set the power of the welder using the coarse (solid green circle) and fine
(dashed green circle) adjustment knobs.

3. Turn weld switch (red circle) to on.

4. Bring pieces of metal together, expect a bright spark and trial and error.

A.3 Residual Gas Analyser Usage

The RGA is of great utility in identifying leaks and for monitoring dispenser ac-
tivation. The procedure for using the RGA via the PC in Ph28 for leak testing is
as follows:
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Figure A.3: Spot welder used for the welding described in section 3.3. From left
to right, the circled components are the weld switch (red), coarse (solid green) and
fine (dashed green) power adjustment knobs and the crocodile clips and pliers for
welding (yellow).

1. Turn on RGA control box.

Figure A.4: RGA Control Box.

2. Open the RGA software on the PC.

3. Go to ‘Head’ dropdown menu and select head on ‘Connector List Setup’
pictured in figure A.5.

4. Start scan in ‘Scan’ dropdown menu.

5. Select ‘Leak Test’ mode in ‘Mode’ dropdown.

6. When leak testing, make sure regulator valve (red circle in figure A.6) is
opened before canister valve (blue circle in figure A.6) so the tubing is flushed
with He and air doesn’t get back into the canister.
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Figure A.5: Connector List Setup under Head dropdown menu.

Figure A.6: Valves of the He canister with a regulator valve attached.

Figure A.7: Electron multiplier setting on the RGA control software, circled in red.

7. Use electron multiplier setting to increase RGA sensitivity, pictured in figure
A.7.

8. Use He nozzle to fire He at the joint being tested, looking to detect a spike
on the RGA’s He partial pressure reading. A small spike is pictured in figure
3.15(b).
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9. Repeat for, at minimum, all joins that have been replaced or newly affixed.
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B | Qutrit Visualisation Source
Code

This chapter contains the source code used to generate the figures shown in chapter
4. Section B.1 gives the function library called to evolve a qutrit through time and
process the qutrit density matrices for plotting on octant plots. Section B.2 gives
the code used to generate figure 4.8, excluding the labelling used to explicitly show
each component of the density matrix being displayed in the octant plot. The key
functions of note being employed are:

• population_and_phase to interpret the qutrit state for plotting

• qutrit_iter and obe_iter for time evolution (not shown in this example
but used to implement time evolution in figures shown in chapter 4).

• clock_vec for defining the phasor clock hands.
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B.1. Qutrit_Visualisation_Tools Function Library

B.1 Qutrit_Visualisation_Tools Function Library

1 " " "
2 Created on Tue Sep 13 1 6 : 4 5 : 5 7 2022
3 Uploaded on Wed May 10 15 :37 2023
4
5 @author : Max Z F e s t e n s t e i n
6 " " "
7 import numpy as np
8 import s c i p y . l i n a l g as s p l
9 from s c i p y . s p e c i a l import e r f as e r r o r F u n c t i o n

10 machine_err = np . f i n f o ( f l o a t ) . eps
11 #%%
12
13
14 de f f u l l _ p h a s e (C) :
15 ’ ’ ’
16 Generate a phase value phi f o r a complex number C = A ∗ exp ( i ∗ phi )
17 in the range o f 0 phi 2 .
18
19 Keyword Arguments
20 −−−−−−−−−−
21 C : Complex number input f o r phase c a l c u l a t i o n . Type : complex
22
23 Returns
24 −−−−−−−
25 phase : Phase value phi where 0 phi 2 . Type : f l o a t
26
27 ’ ’ ’
28
29 #Normalise the complex input and d e f i n e the r e a l and imaginary p a r t s .
30
31 C /= np . r e a l ( np . s q r t (C∗np . conj (C) ) )
32
33 R = np . r e a l (C)
34 I = np . imag (C)
35
36 #Load a d e f a u l t va lue f o r phase .
37
38 phase = 0
39
40 #Go through s i g n checks to determine which /2 quadrant the phase term i s
41 # in and r e t u r n phase value .
42
43 i f R >= 0 and I >= 0 :
44 phase = np . a r c s i n ( I )
45
46 i f R < 0 and I >= 0 :
47 phase = np . p i − np . a r c s i n ( I )
48
49 i f R <= 0 and I < 0 :
50 phase = np . p i − np . a r c s i n ( I )
51
52 i f R > 0 and I <= 0 :
53 phase = 2∗np . p i + np . a r c s i n ( I )
54
55
56
57 i f R == 0 and I == 0 :
58 phase = 0
59
60 r e t u r n phase
61
62
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63
64 de f rho_gen ( p s i ) :
65 ’ ’ ’
66 Generate an NxN pure s t a t e d e n s i t y matrix f o r e i t h e r an 1xN or Nx1 d e n s i t y
67 matrix .
68
69 Keyword Arguments
70 −−−−−−−−−−
71 p s i : Complex valued v e c t o r o f the input wavefunct ion . Type : array−l i k e .
72
73 Returns
74 −−−−−−−
75 rho : Complex valued pure s t a t e d e n s i t y matrix . Type : numpy . ndarray .
76
77 ’ ’ ’
78 rho = np . outer ( ps i , np . conj ( p s i ) )
79 r e t u r n rho
80
81
82 de f e r f ( x , x0 , sigma ) :
83 ’ ’ ’
84 C a l c u l a t e the sigmoid e r r o r f u n c t i o n f o r a value x , centred on point x0
85 with a standard d e v i a t i o n sigma .
86
87 Parameters
88 −−−−−−−−−−
89 x : The point f o r which the e r r o r f u n c t i o n i s being c a l c u l a t e d .
90 Type : f l o a t .
91
92 x0 : The c e n t r e value f o r the e r r o r f u n c t i o n such that e r f ( x0 ) =0.5.
93 Type : f l o a t .
94
95 sigma : The standard d e v i a t i o n f o r the e r r o r f u n c t i o n . Type : f l o a t .
96
97 Returns
98 −−−−−−−
99 e r f : The value o f the e r r o r f u n c t i o n at po int x . Type : f l o a t .

100
101 ’ ’ ’
102 e r f = ( ( e r r o r F u n c t i o n ( ( x−x0 ) / sigma ) ) +1)/2
103 r e t u r n e r f
104
105
106 de f o n o f f ( ton , t o f f , t imes ) :
107 ’ ’ ’
108 Boolean array where ramp [ time ] = 1 f o r ton <= time <= t o f f and 0 everywhere
109 e l s e .
110
111 Parameters
112 −−−−−−−−−−
113 ton : Time at / a f t e r which v a l u e s o f the boolean array are s e t to 1 .
114 Type : f l o a t .
115
116 t o f f : Time at / a f t e r which the v a l u e s o f the boolean array are s e t to 0 .
117 Type : f l o a t .
118
119 t imes : Times covered by the o n o f f switch . Type : array−l i k e .
120
121 Returns
122 −−−−−−−
123 ramp : Boolean array with v a l u e s between ton and t o f f s e t to 1 .
124 Type : numpy . ndarray .
125
126 ’ ’ ’
127 ramp = np . z e r o s ( ( t imes . shape [ 0 ] ) )
128 f o r t i , t in enumerate ( t imes ) :
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129 i f t>=ton and t<= t o f f :
130 ramp [ t i ] = 1
131 r e t u r n ramp
132
133
134
135
136 de f r o t a t e ( o r i g i n , point , ang le ) :
137 ’ ’ ’
138 Rotate a po int a n t i c l o c k w i s e by a given angle around a given o r i g i n .
139
140 Keyword Arguments
141 −−−−−−−−−−
142 o r i g i n : The o r i g i n around which the v e c t o r i s r o t a t e d .
143 Type : 2D array−l i k e .
144
145 point : The c o o r d i n a t e o f the po int being r o t a t e d . Type : 2D array−l i k e .
146
147 angle : A n t i c l o c k w i s e ang le in r a d i a n s that the po int should be r o t a t e d by .
148 Type : f l o a t .
149
150 Returns
151 −−−−−−−
152 qx : Value o f the r o t a t e d x c o o r d i n a t e . Type : f l o a t .
153
154 qy : Value o f the r o t a t e d y c o o r d i n a t e . Type : f l o a t .
155
156 ’ ’ ’
157 ox , oy = o r i g i n
158 px , py = point
159
160 qx = ox + np . cos ( ang le ) ∗ ( px − ox ) − np . s i n ( ang le ) ∗ ( py − oy )
161 qy = oy + np . s i n ( ang le ) ∗ ( px − ox ) + np . cos ( ang le ) ∗ ( py − oy )
162 r e t u r n qx , qy
163
164
165 de f t r a c e _ d i s t a n c e ( rho1 , rho2 ) :
166 ’ ’ ’
167 C a l c u l a t e the t r a c e d i s t a n c e between two d e n s i t y m a t r i c e s .
168
169 Keyword Arguments
170 −−−−−−−−−−
171 rho1 : The f i r s t d e n s i t y matrix . Type : complex array−l i k e .
172
173 rho2 : The second d e n s i t y matrix . Type : complex array−l i k e .
174
175 Returns
176 −−−−−−−
177 td : Trace d i s t a n c e between rho1 and rho2 . Type : f l o a t .
178
179 ’ ’ ’
180 t r = np . l i n a l g . norm ( rho1−rho2 , ord = 1)
181 td = 0 . 5 ∗ np . r e a l ( t r )
182 r e t u r n td
183
184 de f q u t r i t _ i t e r (H, ps i0 , t , dt , density_matrix = False , s t o r e _ s t a t e = False ) :
185 ’ ’ ’
186 N dimens iona l pure s t a t e time i t e r a t o r g iven a time independent Hamiltonian
187 H.
188
189 Keyword Arguments
190 −−−−−−−−−−
191 H : Time independent Hamiltonian under which the system e v o l v e s f o r time t .
192 Type : NxN complex numpy . ndarray .
193
194 p s i 0 : I n i t i a l s t a t e v e c t o r or d e n s i t y matrix at time time =0.
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195 Type : Nx1 complex numpy . ndarray −− pure s t a t e v e c t o r
196 NxN complex numpy . ndarray −− pure s t a t e d e n s i t y matrix .
197
198 t : Total runtime f o r the time e v o l u t i o n . Type : f l o a t .
199
200 dt : Time increment between the f i n i t e s t e p s o f the system ’ s
201 time e v o l u t i o n . Type : f l o a t .
202
203 density_matrix : Optional , boolean f l a g used to i n d i c a t e i f the quantum
204 s t a t e i s d e f i n e d by a s t a t e v e c t o r or d e n s i t y matrix .
205 Type : bool .
206
207 −−−Accepted Arguments−−−
208 False −− s t a t e v e c t o r e v o l u t i o n
209 True −− d e n s i t y matrix e v o l u t i o n .
210
211 The d e f a u l t i s Fa l se .
212
213 s t o r e _ s t a t e : Optional , boolean f l a g used to i n d i c a t e i f a l i s t o f quantum
214 s t a t e s at each time increment should be generated .
215 Type : bool .
216
217 −−−Accepted Arguments−−−
218 False −− No l i s t generated .
219 True −− A l i s t o f quantum s t a t e s at each t imestep i s
220 generated .
221
222 The d e f a u l t i s Fa l se .
223 Returns
224 −−−−−−−
225 End State : State at the time time=t . Type : Nx1 or NxN complex
226 numpy . ndarray .
227
228 State L i s t : I f s t o r e _ s t a t e argument == True , a l i s t o f s t a t e s i s returned
229 f o r each time increment . Type : l i s t o f complex numpy . ndarrays .
230
231 ’ ’ ’
232
233 s t e p s = i n t ( np . trunc ( t / dt ) ) #C a l c u l a t e the t o t a l number o f t i m e s t e p s
234 # to be i t e r a t e d through .
235 i f density_matrix == False :
236 u n i t a r y = s p l . expm( −1.0 j ∗H∗ dt ) #I f a s t a t e v e c t o r i s used ,
237 # g e n e r a t e a u n i t a r y time
238 # i t e r a t o r per the Heisenberg
239 # p i c t u r e .
240 p s i = p s i 0
241 i f s t o r e _ s t a t e == False :
242 f o r j in range ( s t e p s ) : #I t e r a t e through the t i m e s t e p s by
243 p s i = np . matmul ( unitary , p s i ) # performing the time i t e r a t i o n
244 # a t o t a l o f ( s t e p s ) number o f
245 # times .
246 r e t u r n p s i #Return the end s t a t e v e c t o r .
247
248 i f s t o r e _ s t a t e == True : #I d e n t i c a l to the above i t e r a t i o n
249 p s i _ l i s t = [ p s i 0 ] # except a l i s t o f s t a t e v e c t o r s
250 f o r j in range ( s t e p s ) : # i s generated f o r each t imestep .
251 p s i = np . matmul ( unitary , p s i )
252 p s i _ l i s t . append ( p s i )
253 r e t u r n p s i , p s i _ l i s t #Return v e c t o r and s t a t e l i s t .
254
255 i f density_matrix == True :
256 rho = p s i 0
257
258 i f s t o r e _ s t a t e == False : #I t e r a t e throught the t i m e s t e p s by
259 # performing a decay−f r e e Lindbladian
260 # time i t e r a t i o n f o r a t o t a l o f ( s t e p s )
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261 # number o f t imes and r e t u r n the
262 # r e s u l t a n t d e n s i t y matrix .
263
264 f o r j in range ( s t e p s ) :
265 rho −= 1 . 0 j ∗ dt ∗( np . matmul (H, rho ) − np . matmul ( rho ,H) )
266 r e t u r n rho
267
268 i f s t o r e _ s t a t e == True : #Same as above , but g e n e r a t e a l i s t o f
269 # m a t r i c e s at each time step , then r e t u r n
270 # the d e n s i t y matrix and s t a t e l i s t .
271 p s i _ l i s t = [ rho ]
272 f o r j in range ( s t e p s ) :
273 rho = rho − 1 . 0 j ∗ dt ∗( np . matmul (H, rho ) − np . matmul ( rho ,H) )
274 p s i _ l i s t . append ( rho )
275
276 r e t u r n rho , p s i _ l i s t
277
278 de f obe_iter (H, rho0 , t , dt , Col lapse_Operators = None , s t o r e _ s t a t e = False ,
279 p r o g r e s s = True ) :
280 ’ ’ ’
281 N dimens iona l pure or mixed s t a t e d e n s i t y matrix time i t e r a t o r g iven a time
282 independent Hamiltonian H.
283
284 Keyword Arguments
285 −−−−−−−−−−
286 H : Time independent Hamiltonian under which the system e v o l v e s f o r time t .
287 Type : NxN complex numpy . ndarray .
288
289 rho0 : I n i t i a l d e n s i t y matrix at time time =0.
290 Type : NxN complex numpy . ndarray
291
292 t : Total runtime f o r the time e v o l u t i o n . Type : f l o a t .
293
294 dt : Time increment between the f i n i t e s t e p s o f the system ’ s
295 time e v o l u t i o n . Type : f l o a t .
296
297 Col lapse_Operators : Optional , l i s t o f c o l l a p s e o p e r a t o r s d e f i n i n g the
298 decays between s t a t e s in the decay matrix L o f the
299 Lindblad master equat ion . An example c o l l a p s e o p e r a t o r
300 c_op i s d e f i n e d below .
301 Type : l i s t o f l i s t s .
302
303 −−−Accepted Arguments−−−
304 c_op −− [ lower_state , upper_state , decay_rate ]
305 lower_state −− n ’ th d i a g o n a l d e n s i t y matrix
306 term d e f i n i n g the s t a t e being
307 decayed i n t o .
308 Type : i n t .
309
310 upper_state −− m’ th d i a g o n a l d e n s i t y matrix
311 term d e f i n i n g the s t a t e being
312 decayed from .
313 Type : i n t .
314
315 decay_rate −− The r a t e at which the decay
316 o cc u r s . Type : f l o a t .
317
318 None −− Use i f no decay between s t a t e s i s
319 p r e s e n t .
320
321
322 The d e f a u l t i s Fa l se .
323
324 s t o r e _ s t a t e : Optional , boolean f l a g used to i n d i c a t e i f a l i s t o f quantum
325 s t a t e s at each time increment should be generated .
326 Type : bool .
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327
328 −−−Accepted Arguments−−−
329 False −− No l i s t generated .
330 True −− A l i s t o f quantum s t a t e s at each t imestep i s
331 generated .
332
333 The d e f a u l t i s Fa l se .
334
335 p r o g r e s s : Optional , d i s p l a y s the p r o g r e s s o f the s i m u l a t i o n as a percentage
336 from complet ion . Type : bool .
337
338 Returns
339 −−−−−−−
340 End State : State at the time time=t . Type : NxN complex numpy . ndarray .
341
342 State L i s t : I f s t o r e _ s t a t e argument == True , a l i s t o f s t a t e s i s returned
343 f o r each time increment . Type : l i s t o f complex numpy . ndarrays .
344
345
346 ’ ’ ’
347
348
349 s t e p s = i n t ( np . trunc ( t / dt ) ) #C a l c u l a t e the t o t a l number o f t i m e s t e p s
350 # to be i t e r a t e d through .
351
352 rho = rho0 . copy ( ) #E x p l i c i t l y c r e a t e a deep copy o f the i n i t i a l d e n s i t y
353 # matrix to prevent f u t u r e e r r o r s .
354
355 i f type ( Col lapse_Operators ) != type ( None ) :
356
357 i f s t o r e _ s t a t e == False :
358 f o r j in range ( s t e p s ) : #I t e r a t e through the time i t e r a t o r loop
359 # a t o t a l o f ( s t e p s ) number o f t imes .
360 i f p r o g r e s s == True : #Print the p r o g r e s s o f the s i m u l a t i o n
361 i f j %100 == 0 : # every 100 i t e r a t i o n s t e p s .
362 p r i n t ( " \ r " , s t r ( np . around ( j / s t e p s ∗100 ,1) )+ ’%’ , end = ’ ’ )
363
364 L = L_gen ( rho , Col lapse_Operators ) #Generate the decay
365 # matrix L f o r use
366 # in the time
367 # i t e r a t i o n , then
368 # i t e r a t e throught
369 # the t i m e s t e p s by
370 # performing a
371 # Lindbladian time
372 # i t e r a t i o n with
373 rho += dt ∗( −1.0 j ∗(H @ rho − rho @ H) + L) # decay matrix L .
374
375 r e t u r n rho #Return the end r e s u l t d e n s i t y matrix o f the i t e r a t i o n .
376
377 i f s t o r e _ s t a t e == True : #Same as above , but g e n e r a t e a l i s t o f
378 p s i _ l i s t = [ rho ] # m a t r i c e s at each time step , then r e t u r n
379 f o r j in range ( s t e p s ) : # the end d e n s i t y matrix and s t a t e l i s t .
380 i f j %100 == 0 :
381 p r i n t ( " \ r " , s t r ( np . around ( j / s t e p s ∗100 ,1) )+ ’%’ , end = ’ ’ )
382 L = L_gen ( rho , Col lapse_Operators )
383 rho = rho + dt ∗( −1.0 j ∗( H @ rho − rho @ H ) + L)
384 p s i _ l i s t . append ( rho )
385
386 r e t u r n rho , p s i _ l i s t
387
388 i f type ( Col lapse_Operators ) == type ( None ) :
389
390 #Same as the Col lapse_Operators != None case , but without d e f i n i n g
391 # the decay matrix L .
392
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393 i f s t o r e _ s t a t e == False :
394 f o r j in range ( s t e p s ) :
395 i f j %100 == 0 :
396 p r i n t ( " \ r " , s t r ( j / s t e p s ∗100)+ ’%’ , end = ’ ’ )
397 rho −= 1 . 0 j ∗ dt ∗( np . matmul (H, rho ) − np . matmul ( rho ,H) )
398 r e t u r n rho
399
400 i f s t o r e _ s t a t e == True :
401 p s i _ l i s t = [ rho ]
402 f o r j in range ( s t e p s ) :
403 i f j %100 == 0 :
404 p r i n t ( " \ r " , s t r ( j ∗100/ s t e p s )+ ’%’ , end = ’ ’ )
405 rho = rho − 1 . 0 j ∗ dt ∗( np . matmul (H, rho ) − np . matmul ( rho ,H) )
406 p s i _ l i s t . append ( rho )
407
408 r e t u r n rho , p s i _ l i s t
409
410
411 de f L_gen ( rho , Col lapse_Operators ) :
412 ’ ’ ’
413 Generate a decay matrix f o r use in a Lindblad master equat ion given a
414 d e n s i t y matrix rho at the c u r r e n t t imestep .
415
416 Keyword Arguments
417 −−−−−−−−−−
418 rho : Density matrix at the c u r r e n t t imestep .
419 Type : 3x3 complex numpy . ndarray
420 Col lapse_Operators : L i s t o f c o l l a p s e o p e r a t o r s d e f i n i n g the decays between
421 s t a t e s in the decay matrix L o f the Lindblad master
422 equat ion . An example c o l l a p s e o p e r a t o r c_op i s d e f i n e d
423 below .
424 Type : l i s t o f l i s t s .
425
426 −−−Accepted Arguments−−−
427 c_op −− [ lower_state , upper_state , decay_rate ]
428 lower_state −− n ’ th d i a g o n a l d e n s i t y matrix
429 term d e f i n i n g the s t a t e being
430 decayed i n t o .
431 Type : i n t .
432
433 upper_state −− m’ th d i a g o n a l d e n s i t y matrix
434 term d e f i n i n g the s t a t e being
435 decayed from .
436 Type : i n t .
437
438 decay_rate −− The r a t e at which the decay
439 o cc u r s . Type : f l o a t .
440
441 Raises
442 −−−−−−
443 Exception
444 I f the upper s t a t e i s d e f i n e d b e f o r e the lower s t a t e .
445 Returns : ’ The format f o r c o l l a p s e o p e r a t o r s must be
446 c_op = [ lower s t a t e , upper s t a t e , decay r a t e ] ’
447
448 Returns
449 −−−−−−−
450 L : Decay matrix f o r use in the Lindblad master equat ion .
451 Type : 3x3 complex numpy . ndarray .
452
453 ’ ’ ’
454
455 L = np . z e r o s ( ( 3 , 3 ) , dtype = ’ complex ’ ) #I n i t i a l i s e the decay matrix .
456
457 f o r j in Col lapse_Operators :
458
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459 i f j [ 0 ] > j [ 1 ] :
460 r a i s e Exception ( ’ The format f o r c o l l a p s e o p e r a t o r s must be c_op ’+
461 ’= [ lower s t a t e , upper s t a t e , decay r a t e ] ’ )
462
463 Aa = np . z e r o s ( 3 , dtype = ’ complex ’ ) #Def ine two v e c t o r s to use in the
464 Ab = np . z e r o s ( 3 , dtype = ’ complex ’ ) # d e f i n i t i o n o f the c o l l a p s e
465 Aa [ j [ 0 ] ] = 1 # o p e r a t o r
466 Ab [ j [ 1 ] ] = 1 # C = | lower><upper | with decay
467 gamma = j [ 2 ] # s t r e n g t h gamma .
468 A = np . outer (Aa , Ab) #Def ine the c o l l a p s e o p e r a t o r and
469 Adag = np . t r a n s p o s e (A) # i t ’ s conjugate t r a n s p o s e .
470
471 #Generate the decay matrix term l accord ing to :
472 # l = gamma∗(A∗ rho ∗Adag − 0.5∗{ Adag∗A, rho })
473 # and sum over a l l decay paths to g e n e r a t e a t o t a l L = sum( l )
474
475 l = 2∗A @ rho @ Adag
476
477 l −= rho @ Adag @ A
478
479 l −= Adag @ A @ rho
480
481 l ∗= 0 . 5
482
483 l ∗= gamma
484
485 L += l
486
487 r e t u r n L
488
489
490 de f polar_transform ( v e c t o r ) :
491 ’ ’ ’
492 Transform a c a r t e s i a n v e c t o r to one in c i r c u l a r p o l a r c o o r d i n a t e s .
493
494 Keyword Arguments
495 −−−−−−−−−−
496 v e c t o r : 3D c a r t e s i a n v e c t o r . Type : 3x1 array−l i k e .
497
498 Returns
499 −−−−−−−
500 vec : Polar v e c t o r d e f i n e d in terms or r , theta and phi .
501 Type : 3x1 numpy . ndarray .
502
503 ’ ’ ’
504
505 x = v e c t o r [ 0 ]
506 y = v e c t o r [ 1 ]
507 z = v e c t o r [ 2 ]
508
509 r = np . s q r t ( x∗x+y∗y+z ∗ z )
510
511 theta = np . a r c c o s ( z / r )
512
513 phi = np . a r c c o s ( x /( r ∗np . s i n ( theta ) )−machine_err )
514
515 vec = np . array ( [ r , theta , phi ] )
516
517 r e t u r n vec
518
519 de f clock_vec ( vector , hand_length , phase ) :
520 ’ ’ ’
521 Generate a phasor term o f f o r an octant plot , r o t a t e d c l o c k w i s e from
522 v e r t i c a l by ( phase ) r a d i a n s around the po int ( v e c t o r )
523
524 Keyword Arguments
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525 −−−−−−−−−−
526 v e c t o r : The point around which the phasor i s anchored . Cartes ian
527 c o o r d i n a t e s . Type : 3x1 array−l i k e .
528
529 hand_length : The l e n g t h o f the v e c t o r denot ing the phasor . Type : f l o a t .
530
531 phase : Phase value o f the phasor term between 0<phase <2∗pi , Type : f l o a t .
532
533 Returns
534 −−−−−−−
535 vec : Cartes ian phase v e c t o r stemming from the po int d e f i n e d by ( v e c t o r )
536 r o t a t e d c l o c k w i s e by ( phase ) r a d i a n s . Type : 3x1 numpy . ndarray .
537
538 ’ ’ ’
539
540 #Begin by c o n v e r t i n g the input v e c t o r po int to p o l a r c o o r d i n a t e s and d e f i n e
541 # r e l e v a n t l e n g t h s and a n g l e s .
542
543 polar_vector = polar_transform ( v e c t o r )
544 r = polar_vector [ 0 ]
545 theta = polar_vector [ 1 ]
546 phi = polar_vector [ 2 ]
547 h l = hand_length
548
549 #I n i t i a l l y d e f i n e the phasor ’ s v e c t o r at po int [ 1 , 0 , 0 ] as t h i s v e c t o r i s
550 # c a l c u l a t e d as an arc swept out from the end o f the po int v e c t o r by a
551 # l e n g t h ( hand_length ) . As t h i s arc w i l l change s i z e i f swept out at
552 # d i f f e r e n t p o i n t s on the octant , the end c o o r d i n a t e o f the arc i s d e f i n e d
553 # as that swept out at the o r i g i n so the arc w i l l s tay the same l e n g t h
554 # every time . This v e c t o r i s then r o t a t e d around the o r i g i n by theta then
555 # phi to p l a c e i t at the end o f the input v e c t o r .
556
557 dtheta = np . p i /2 − hl ∗np . cos ( phase ) #Def ine the a n g l e s being swept out to
558 dphi = hl ∗np . s i n ( phase ) # g e n e r a t e the phasor ’ s v e c t o r .
559
560 vec = np . array ( ( [ r ∗np . s i n ( dtheta ) ∗np . cos ( dphi ) , #Def ine the phasor v e c t o r
561 r ∗np . s i n ( dtheta ) ∗np . s i n ( dphi ) , # in c a r t e s i a n c o o r d i n a t e s
562 r ∗np . cos ( dtheta ) ] ) ) # f o r r o t a t i n g .
563
564 vec [ 0 ] , vec [ 2 ] = r o t a t e ( o r i g i n = [ 0 , 0 ] , #Rotate the x and z
565 point = [ vec [ 0 ] , vec [ 2 ] ] , # coords around the y
566 angle = np . p i /2 − theta ) # a x i s c l o c k w i s e by theta
567 # r a d i a n s .
568
569 vec [ 0 ] , vec [ 1 ] = r o t a t e ( o r i g i n = [ 0 , 0 ] , #Rotate the x and y
570 point = [ vec [ 0 ] , vec [ 1 ] ] , # coords around the z
571 angle = phi ) # a x i s a n t i c l o c k w i s e by
572 # phi r a d i a n s .
573 r e t u r n vec #Return the r e s u l t .
574
575 de f clock_rim ( vector , hand_length ) :
576 ’ ’ ’
577 Generate c o o r d i n a t e s f o r the bounding c i r c l e in which a l l octant phasors
578 are conta ined : the ’ c l o c k rim ’ .
579
580 Keyword Arguments
581 −−−−−−−−−−
582 v e c t o r : The point d e f i n i n g the populat ion v e c t o r f o r the q u t r i t s t a t e .
583 Type : 3x1 array−l i k e .
584 hand_length : Radius o f the bounding c i r c l e . Type : f l o a t .
585
586 Returns
587 −−−−−−−
588 cvxyr : x and y c o o r d i n a t e data f o r the c l o c k rim . Passed i n t o a m a t p l o t l i b
589 3D l i n e as l i n e . set_data ( cvxyr [ : , : ] ) . Type : 2x50 numpy . ndarray .
590 cvzr : z c o o r d i n a t e data f o r the c l o c k rim . Passed i n t o a m a t p l o t l i b
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591 3D l i n e as l i n e . set_3d_propert ies ( cvzr [ : ] ) .
592 Type : 1x50 numpy . ndarray .
593
594 ’ ’ ’
595
596 a n g l e s = np . l i n s p a c e (0 ,2∗ np . pi , 5 0 ) #Def ine the f u l l 2∗ p i r a d i a n s o f the
597 # bounding c i r c l e .
598
599 crim = clock_vec ( vector , hand_length , a n g l e s ) #Generate the c a r t e s i a n
600 # c o o r d i n a t e s co rr es pon di ng
601 # to the bounding c i r c l e
602 # around the popluat ion
603 # v e c t o r .
604
605 cvxr = crim [ 0 ] [ : ] #Format the c o o r d i n a t e s i n t o xy and z a r r a y s
606 cvyr = crim [ 1 ] [ : ] # and r e t u r n the r e s u l t s .
607 cvzr = crim [ 2 ] [ : ]
608
609 cvxyr = np . array ( [ cvxr , cvyr ] )
610
611 r e t u r n cvxyr , cvzr
612
613 de f population_and_phase ( ps i , density_matrix = False , f o r c e _ l i m s = False ) :
614 ’ ’ ’
615 I n t e r p r e t the s t a t e populat ion , phase i n f o r m a t i o n and coherence magnitudes
616 in a s t a t e v e c t o r or d e n s i t y matrix f o r the purpose o f p l o t t i n g on a
617 q u t r i t octant p l o t . I f a s t a t e v e c t o r i s passed i n t o t h i s funct ion , the
618 coherence magnitudes w i l l == 1 always .
619
620 Keyword Arguments
621 −−−−−−−−−−
622 p s i : Qutr i t s t a t e v e c t o r or d e n s i t y matrix to be p l o t t e d on an octant .
623 Type : 3x1 complex numpy . ndarray −− pure s t a t e v e c t o r
624 3x3 complex numpy . ndarray −− pure s t a t e d e n s i t y matrix .
625 density_matrix : Optional , boolean f l a g used to i n d i c a t e i f the quantum
626 s t a t e i s d e f i n e d by a s t a t e v e c t o r or d e n s i t y matrix .
627 Type : bool .
628
629 −−−Accepted Arguments−−−
630 False −− s t a t e v e c t o r e v o l u t i o n
631 True −− d e n s i t y matrix e v o l u t i o n .
632
633 The d e f a u l t i s Fa l se .
634
635 f o r c e _ l i m s : Optional , boolean f l a g used to i n d i c a t e i f the the l i m i t s o f
636 populat ion v e c t o r need to be f o r c e d to 1 IF THE POPULATION IS
637 OVER DUE TO FLOATING POINT ARITHMETIC ERRORS. This should be
638 used s p a r i n g l y and checked a g a i n s t the s t a t e v e c t o r or matrix
639 at each usage .
640 Type : bool .
641
642 −−−Accepted Arguments−−−
643 False −− The s t a t e p o p u l a t i o n s are returned unchanged .
644 True −− The s t a t e p o p u l a t i o n s are f o r c e d to a maximum o f 1 .
645
646 The d e f a u l t i s Fa l se .
647
648 Returns
649 −−−−−−−
650 l i s t c o n t a i n i n g the f o l l o w i n g :
651 [ [ 0 s t a t e populat ion , 1 s t a t e populat ion , 2 s t a t e populat ion ] ,
652 [ phi01 , phi02 , phi12 ] ,
653 [ 0 1 coherence magnitude , 02 coherence magnitude , 12 coherence magnitude ] ]
654
655 ’ ’ ’
656
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657 i f density_matrix == False : #I f a s t a t e v e c t o r i s used , convert to a
658 p s i = rho_gen ( p s i ) # d e n s i t y matrix f o r ease o f computation .
659
660
661 x = p s i [ 0 , 0 ] #C a l c u l a t e the populat ion in each s t a t e by tak ing the
662 y = p s i [ 1 , 1 ] # d i a g o n a l entry o f the d e n s i t y matrix f o r each . For c l a r i t y
663 z = p s i [ 2 , 2 ] # the d e f i n i t i o n s |0> = x , |1> = y and |2> = z are made .
664
665 xy = p s i [ 0 , 1 ] #Def ine the o f f −d i a g o n a l terms f o r c a l c u l a t i o n s o f
666 yz = p s i [ 1 , 2 ] # phase and coherence magnitudes .
667 xz = p s i [ 0 , 2 ]
668 xy_norm = 0
669 xz_norm = 0
670 yz_norm = 0
671 phi1 = 0
672 phi2 = 0
673 phi3 = 0
674 aphi = None #a , b , cphi are a l l i n i t i a l i s e d as None to a l low f o r a type check
675 bphi = None # to s e e i f the r e l e v a n t phases need c a l c u l a t i n g .
676 cphi = None
677
678
679 #I f the p o p u l a t i o n s in x and y are a g r e a t e r than f l o a t i n g −point e r r o r
680 # o f 2 .2 2 e −16, c a l c u l a t e the phase in the range 0<phase <2∗ pi and the
681 # coherence magnitude o f the |0><1| term a c c o r i n g to the d e f i n i t i o n in
682 # https : / / a r x i v . org / abs /2304.01741#
683
684 i f x > machine_err and y > machine_err :
685 xy_norm = np . r e a l ( np . s q r t ( xy∗np . conj ( xy ) ) )
686 aphi = f u l l _ p h a s e ( xy )
687
688 xy_norm /= np . r e a l ( np . s q r t ( x∗y ) )
689
690 #Repeat the above p r o c e s s f o r |0><2| and |1><2| c o h e r e n c e s .
691
692 i f x > machine_err and z > machine_err :
693 xz_norm = np . r e a l ( np . s q r t ( xz ∗np . conj ( xz ) ) )
694 bphi = f u l l _ p h a s e ( xz )
695
696
697 xz_norm /= np . r e a l ( np . s q r t ( x∗ z ) )
698
699 i f y > machine_err and z > machine_err :
700 yz_norm = np . r e a l ( np . s q r t ( yz ∗np . conj ( yz ) ) )
701 cphi = f u l l _ p h a s e ( yz )
702
703
704 yz_norm /= np . r e a l ( np . s q r t ( y∗ z ) )
705
706 #Perform a modular d i v i s i o n o f each phase term by 2∗ pi to ensure the phase
707 # v a l u e s are w e l l bounded . Use type check to s e e i f needed .
708
709 i f type ( aphi ) != type ( None ) :
710 phi1 = ( ( aphi ) %(2∗np . p i ) )
711
712 i f type ( bphi ) != type ( None ) :
713 phi2 = ( ( bphi ) %(2∗np . p i ) )
714
715 i f type ( cphi ) != type ( None ) :
716 phi3 = ( ( cphi ) %(2∗np . p i ) )
717
718
719 #I f f o r c e _ l i m s == False , r e t u r n l i s t unchanged as s p e c i f i e d in d o c s t r i n g .
720 # Coherence magnitudes are always f o r c e d due to a high l i k e l i h o o d o f
721 # over−s h o o t i n g at l e a s t once i f a time i t e r a t i o n i s p l o t t e d due to
722 # f r e q u e n t l y being ~ 1 .
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723
724 i f f o r c e _ l i m s == False :
725
726 r e t u r n [ [ np . r e a l ( x ) , np . r e a l ( y ) , np . r e a l ( z ) ] ,
727 [ np . r e a l ( phi1 ) , np . r e a l ( phi2 ) , np . r e a l ( phi3 ) ] ,
728 [ min ( [ 1 . , np . r e a l (xy_norm) ] ) ,
729 min ( [ 1 . , np . r e a l ( xz_norm ) ] ) ,
730 min ( [ 1 . , np . r e a l ( yz_norm ) ] ) ] ]
731
732 #I f f o r c e _ l i m s == True , r e t u r n l i s t where populat ion v a l u e s are f o r c e d to a
733 # minimum o f 0 and a maximum o f 1 in order to e l i m i n a t e f l o a t i n g po int
734 # a r i t h m e t i c e r r o r s . Use s p a r i n g l y !
735
736 i f f o r c e _ l i m s == True :
737
738 r e t u r n [ [ max ( [ min ( [ 1 . 0 , np . r e a l ( x ) ] ) , 0 ] ) ,
739 max ( [ min ( [ 1 . 0 , np . r e a l ( y ) ] ) , 0 ] ) ,
740 max ( [ min ( [ 1 . 0 , np . r e a l ( z ) ] ) , 0 ] ) ] ,
741 [ np . r e a l ( phi1 ) , np . r e a l ( phi2 ) , np . r e a l ( phi3 ) ] ,
742 [ min ( [ 1 . , np . r e a l (xy_norm) ] ) ,
743 min ( [ 1 . , np . r e a l ( xz_norm ) ] ) ,
744 min ( [ 1 . , np . r e a l ( yz_norm ) ] ) ] ]
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B.2 Example Plot

1 " " "
2 Created on Wed Jan 25 1 7 : 2 8 : 0 0 2023
3 Uploaded on Wed May 10 15 :37 2023
4
5 @author : Max Z . F e s t e n s t e i n
6 " " "
7 import os
8 s c r i p t _ d i r e c t o r y = os . getcwd ( )
9

10 import m a t p l o t l i b . pyplot as p l t
11 os . c h d i r ( ’ /home/wpmw81/ Desktop /RQO’ )
12 p l t . s t y l e . use ( ’ MZF_Thesis . mpls ty le ’ )
13
14 os . c h d i r ( ’ /home/wpmw81/ Desktop /RQO/ Q u t r i t s ’ )
15 import numpy as np
16 import Qutr i t_Visua l i sat ion_Tools as qvt
17
18 #Def ine 2∗ pi r a d i a n s f o r convenience and an array o f a n g l e s encompassing a f u l l
19 # 2∗ pi r a d i a n s .
20
21 r a d i a n s = 2∗np . p i
22 a n g l e s = np . l i n s p a c e (0 ,2∗ np . pi , 5 0 )
23
24 #Def ine l i s t s f o r s t a t e p o p u l a t i o n s . For c l a r i t y , X = |0 > , Y = |1> and Z = |2 >.
25 #L i s t s are d e f i n e d r a t h e r than s i n g l e v e c t o r componenets to conform with
26 # sequences where t h e s e l i s t s s t o r e a l l x , y and z c o o r d i n a t e s f o r the durat ion
27 # o f a time i t e r a t i o n p r o c e s s .
28
29 Xs = [ ]
30 Ys = [ ]
31 Zs = [ ]
32 v e c t o r s = [ ]
33
34 #I n i t i a l i s e the s t a t e as a r e a l , equal s u p e r p o s i t i o n v e c t o r .
35
36 p s i = np . array ( [ [ 1 ] ,
37 [ 1 ] ,
38 [ 1 ] ] , dtype= ’ complex ’ ) ∗ 1/np . s q r t ( 3 )
39
40 #’ Find ’ the populat ion magnitudes , phases and coherence magnitudes f o r t h i s
41 # s t a t e v e c t o r . Note that as t h i s i s an example plot , the phases and magnitudes
42 # ARE HARD−CODED AFTER−THE−FACT and the ’ phase ’ and ’ mags ’ r e s u l t s are
43 # d i s c a r d e d from p l o t t i n g . In a normal time e v o l u t i o n sequence , t h i s would
44 # be the po int where those e lements are generated .
45
46 vector , phase , mags = qvt . population_and_phase ( ps i , density_matrix = False )
47 v e c t o r s . append ( np . s q r t ( v e c t o r ) )
48 Xs . append ( np . s q r t ( v e c t o r [ 0 ] ) ) #Populat ions are square rooted such that the
49 Ys . append ( np . s q r t ( v e c t o r [ 1 ] ) ) # s t a t e v e c t o r l i e s on the s u r f a c e o f the
50 Zs . append ( np . s q r t ( v e c t o r [ 2 ] ) ) # octant .
51
52 #Def ine the p l o t s used f o r the octant . The p l t s u b f i g u r e environment i s used
53 # as c o n t r o l l i n g a s pe c t r a t i o s and axes are more s t r a i g h t f o r w a r d than in the
54 # mpl_toolk i ts . mplot3d . Axes3D environment .
55 f i g = p l t . f i g u r e ( )
56 ax1 = f i g . add_subplot (111 , p r o j e c t i o n= ’ 3d ’ )
57 ax1 . set_box_aspect ( [ 1 , 1 , 1 ] )
58
59 #Set the camera a n g l e s .
60 ax1 . azim = 12
61 ax1 . e l e v = 25
62
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63
64 #S e p e r a t e l y d e f i n e the phases to be p l o t t e d
65 phis1 = [ np . p i / 2 ]
66 phis2 = [ np . p i ∗3/4 ]
67 phis3 = [ np . p i ∗1/4 ]
68
69 #Generate the c a r t e s i a n v e c t o r s used f o r the phasors us ing the p r e v i o u s l y
70 # d e f i n e d phases and s t a t e v e c t o r .
71 cvec1 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 2 , ph is1 [ 0 ] )
72 cvec2 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 2 , ph is2 [ 0 ] )
73 cvec3 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 2 , ph is3 [ 0 ] )
74
75 #Def ine the s t a t e v e c t o r as s o l i d green f o r l a b e l l i n g in the legend .
76 l n v e c = ax1 . p l o t ( Xs [ 0 ] , Ys [ 0 ] , Zs [ 0 ] , ’ g− ’ , lw=2, l a b e l= ’ State Vector ’ ) [ 0 ]
77
78
79 #Plot the p r e v i o u s l y d e f i n e d c l o c k v e c t o r s .
80 c l o c k 1 = ax1 . p l o t ( [ Xs [ 0 ] , cvec1 [ 0 ] ] , [ Ys [ 0 ] , cvec1 [ 1 ] ] , [ Zs [ 0 ] , cvec1 [ 2 ] ] ,
81 ’ red ’ , l a b e l = r ’ $\phi_{1}$ ’ , l i n e w i d t h = 1 . 5 ) [ 0 ]
82 c l o c k 2 = ax1 . p l o t ( [ Xs [ 0 ] , cvec2 [ 0 ] ] , [ Ys [ 0 ] , cvec2 [ 1 ] ] , [ Zs [ 0 ] , cvec2 [ 2 ] ] ,
83 ’ b lue ’ , l a b e l = r ’ $\phi_{2}$ ’ , l i n e w i d t h = 1 . 2 5 ) [ 0 ]
84 c l o c k 3 = ax1 . p l o t ( [ Xs [ 0 ] , cvec3 [ 0 ] ] , [ Ys [ 0 ] , cvec3 [ 1 ] ] , [ Zs [ 0 ] , cvec3 [ 2 ] ] ,
85 ’#A300A3 ’ , l a b e l = r ’ $\phi_ {12} $ ’ , l i n e w i d t h = 1) [ 0 ]
86
87
88 # Commented out below are the l a b e l s used f o r the coherence magnitudes R_jk .
89 # =============================================================================
90 # r s i z e = 11
91 #
92 # ax1 . t e x t ( cvec1 [ 0 ] + 0 . 2 , cvec1 [ 1 ] + 0 . 0 5 , cvec1 [ 2 ] + 0 . 0 6 , r ’ $\mathrm{R}_{01} $ ’ , c o l o r =’

red ’ , s i z e = r s i z e )
93 # ax1 . t e x t ( cvec2 [ 0 ] , cvec2 [ 1 ] − 0 . 0 5 , cvec2 [ 2 ] , r ’ $\mathrm{R}_{02} $ ’ , c o l o r =’ blue ’ , s i z e

= r s i z e )
94 # ax1 . t e x t ( cvec3 [ 0 ] − 0 . 1 , cvec3 [ 1 ] + 0 . 0 1 , cvec3 [ 2 ] , r ’ $\mathrm{R}_{12} $ ’ , c o l o r =’#A300A3

’ , s i z e = r s i z e )
95 #
96 # =============================================================================
97
98 #Create ket l a b e l s f o r the t h r e e axes and remove the a x i s l i n e s themse lves .
99 #NB: The axes are l a t e r re−d e f i n e d e x p l i c i t l y in the range from 0 −−> 1 .

100 #Also remove background c o l o u r s and remove background g r i d s . A e s t h e t i c only .
101 l a b e l s i z e = 12
102 ax1 . t e x t (1 .18 , −0.05 ,0 , r ’ $ | 0 \ r a n g l e $ ’ , s i z e = l a b e l s i z e )
103 ax1 . t e x t ( 0 . 0 5 , 1 . 0 2 , 0 , r ’ $ | 1 \ r a n g l e $ ’ , s i z e = l a b e l s i z e )
104 ax1 . t e x t (0 , −0.05 ,1 .05 , r ’ $ | 2 \ r a n g l e $ ’ , s i z e = l a b e l s i z e )
105 ax1 . tick_params ( l e f t = False , r i g h t = False , l a b e l l e f t = False , labe lbottom =

False , bottom = False )
106 ax1 . a x i s ( ’ o f f ’ )
107
108 ax1 . x a x i s . set_pane_color ( ( 1 . 0 , 1 . 0 , 1 . 0 , 0 . 0 ) )
109 ax1 . y a x i s . set_pane_color ( ( 1 . 0 , 1 . 0 , 1 . 0 , 0 . 0 ) )
110 ax1 . z a x i s . set_pane_color ( ( 1 . 0 , 1 . 0 , 1 . 0 , 0 . 0 ) )
111
112
113 # make the g r i d l i n e s t r a n s p a r e n t
114 ax1 . x a x i s . _axinfo [ " g r i d " ] [ ’ c o l o r ’ ] = ( 1 , 1 , 1 , 0 )
115 ax1 . y a x i s . _axinfo [ " g r i d " ] [ ’ c o l o r ’ ] = ( 1 , 1 , 1 , 0 )
116 ax1 . z a x i s . _axinfo [ " g r i d " ] [ ’ c o l o r ’ ] = ( 1 , 1 , 1 , 0 )
117
118
119 #Plot the dashed grey l i n e s to guide the eye to the s u r f a c e o f the octant .
120
121 v = np . l i n s p a c e ( 0 , np . p i /2 ,101)
122 u= np . l i n s p a c e ( 0 , np . p i /2 ,5)
123 f o r j in u :
124 x = np . cos ( j ) ∗np . s i n ( v )
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125 y = np . s i n ( j ) ∗np . s i n ( v )
126 z = np . cos ( v )
127 ax1 . plot3D ( x , y , z , c o l o r=" grey " , l s= ’−− ’ , lw = 0 . 5 )
128
129 f o r j in u :
130 x = np . cos ( v ) ∗np . s i n ( j )
131 y = np . s i n ( v ) ∗np . s i n ( j )
132 z = np . cos ( j )
133 ax1 . plot3D ( x , y , z , c o l o r=" grey " , l s= ’−− ’ , lw = 0 . 5 )
134
135
136 #Now draw the axes r e s t r i c t e d from 0 −−> 1 .
137 x l i n e =((0 ,1) , ( 0 , 0 ) , ( 0 , 0 ) )
138 ax1 . p l o t ( x l i n e [ 0 ] , x l i n e [ 1 ] , x l i n e [ 2 ] , ’ b lack ’ , l i n e w i d t h =0.5)
139 y l i n e =((0 ,0) , ( 0 , 1 ) , ( 0 , 0 ) )
140 ax1 . p l o t ( y l i n e [ 0 ] , y l i n e [ 1 ] , y l i n e [ 2 ] , ’ b lack ’ , l i n e w i d t h =0.5)
141 z l i n e =((0 ,0) , ( 0 , 0 ) , ( 0 , 1 ) )
142 ax1 . p l o t ( z l i n e [ 0 ] , z l i n e [ 1 ] , z l i n e [ 2 ] , ’ b lack ’ , l i n e w i d t h =0.5)
143
144 #Def ine and p l o t the s t a t e v e c t o r from the o r i g i n to the po int d e r i v e d from the
145 # c a l c u l a t i o n from the population_and_phase f u n c t i o n .
146 xv = [ 0 , Xs [ 0 ] ]
147 yv = [ 0 , Ys [ 0 ] ]
148 zv = [ 0 , Zs [ 0 ] ]
149 ax1 . p l o t ( xv , yv , zv , ’ g ’ , l i n e w i d t h =2, alpha =1)
150
151 # Commented out below are the l a b e l s used to show populat ion magnitudes .
152 # =============================================================================
153 # #====================== Axis h i g h l i g h t s to show s t a t e s c l e a r l y=================
154 #
155 # # Z a x i s h i g h l i g h t
156 #
157 # ax1 . p l o t ( [ 0 , 0 ] , [ 0 , 0 ] , [ 0 , Zs [ 0 ] ] , ’ g ’ , l s = ’−−’, l i n e w i d t h = 1 . 2 , alpha = 1)
158 #
159 # t e x t s i z e = 14
160 #
161 # ax1 . t e x t (0 .2 , −0.05 , Zs [ 0 ] / 2 , r ’ $\gamma$ ’ , c o l o r =’g ’ , s i z e = t e x t s i z e )
162 #
163 #
164 # #Y a x i s h i g h l i g h t
165 #
166 # ax1 . p l o t ( [ 0 , 0 ] , [ 0 , Ys [ 0 ] ] , [ 0 , 0 ] , ’ g ’ , l s = ’−−’, l i n e w i d t h = 1 . 2 , alpha = 1)
167 #
168 # ax1 . t e x t ( −0.01 ,Ys [ 0 ] / 2 , 0 . 0 5 , r ’ $\ beta$ ’ , c o l o r =’g ’ , s i z e = t e x t s i z e )
169 #
170 # # X a x i s h i g h l i g h t
171 #
172 # ax1 . p l o t ( [ 0 , Xs [ 0 ] ] , [ 0 , 0 ] , [ 0 , 0 ] , ’ g ’ , l s = ’−−’, l i n e w i d t h = 1 . 2 , alpha = 1)
173 #
174 # ax1 . t e x t ( Xs [ 0 ] / 2 + 0 . 1 , − 0 . 0 7 , 0 . 0 5 , r ’ $\ alpha$ ’ , c o l o r =’g ’ , s i z e = t e x t s i z e )
175 #
176 # =============================================================================
177
178
179 # Commented out below are c a l c u l a t i o n s o f the phase a r c s used to i l l u s t r a t e the
180 # r o t a t i o n o f the phasors from the phase = 0 point .
181 # =============================================================================
182 # arc1 = np . l i n s p a c e ( 0 , phis1 [ 0 ] , 5 0 )
183 # arc2 = np . l i n s p a c e ( 0 , phis2 [ 0 ] , 5 0 )
184 # arc3 = np . l i n s p a c e ( 0 , phis3 [ 0 ] , 1 0 0 )
185 #
186 # arc1 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 2 1 , arc1 )
187 # arc2 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 2 3 , arc2 )
188 # arc3 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 2 5 , arc3 )
189 #
190 # =============================================================================
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191
192 #The bounding c i r c l e f o r the phasors i s d e f i n e d and p l o t t e d .
193 crim = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 2 , a n g l e s )
194 ax1 . p l o t ( crim [ 0 ] , crim [ 1 ] , crim [ 2 ] , ’ grey ’ , l s = ’− ’ , l i n e w i d t h = 0 . 6 , alpha = 0 . 5 )
195 #The phase=0 l i n e i s d e f i n e d .
196 c v e c z e r o = qvt . clock_vec ( v e c t o r s [ 0 ] , . 2 , 0 )
197
198
199 #The x , y and z components o f the phase=0 l i n e out from the populat ion v e c t o r
200 # are d e f i n e d and p l o t t e d .
201 cvx1 = [ Xs [ 0 ] , c v e c z e r o [ 0 ] ]
202 cvy1 = [ Ys [ 0 ] , c v e c z e r o [ 1 ] ]
203 cvz1 = [ Zs [ 0 ] , c v e c z e r o [ 2 ] ]
204 ax1 . p l o t ( cvx1 , cvy1 , cvz1 , ’ k ’ , l s= ’− ’ , l i n e w i d t h = 1 . 0 , alpha = 1 , l a b e l = r ’ $\ phi = 0

$ ’ )
205
206 #In order to reduce the magnitudes o f the phi1 and phi 2 components , new c l o c k
207 # v e c t o r s with reduced hand s i z e s ( 0 . 7 5 and 0 . 5 r e s p e c t i v e l y ) are c a l c u l a t e d
208 # and the l i n e s f o r each are adjusted a c c o r d i n g l y .
209 cvec1 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 7 5 ∗ 0 . 2 , phis1 [ 0 ] )
210 cvec2 = qvt . clock_vec ( v e c t o r s [ 0 ] , 0 . 5 ∗ 0 . 2 , phis2 [ 0 ] )
211
212 cvx1 = [ Xs [ 0 ] , cvec1 [ 0 ] ]
213 cvy1 = [ Ys [ 0 ] , cvec1 [ 1 ] ]
214 cvz1 = [ Zs [ 0 ] , cvec1 [ 2 ] ]
215
216 cvxy1 = np . array ( [ cvx1 , cvy1 ] )
217 c l o c k 1 . set_data ( cvxy1 [ : , : ] )
218 c l o c k 1 . set_3d_propert ies ( cvz1 [ : ] )
219
220 cvx2 = [ Xs [ 0 ] , cvec2 [ 0 ] ]
221 cvy2 = [ Ys [ 0 ] , cvec2 [ 1 ] ]
222 cvz2 = [ Zs [ 0 ] , cvec2 [ 2 ] ]
223
224 cvxy2 = np . array ( [ cvx2 , cvy2 ] )
225 c l o c k 2 . set_data ( cvxy2 [ : , : ] )
226 c l o c k 2 . set_3d_propert ies ( cvz2 [ : ] )
227
228 # Commented out below are p l o t s f o r the phase a r c s used to i l l u s t r a t e the
229 # r o t a t i o n o f the phasors from the phase = 0 point .
230 # =============================================================================
231 # ax1 . p l o t ( arc1 [ 0 ] , arc1 [ 1 ] , arc1 [ 2 ] , ’ red ’ , l s = ’−−’, l i n e w i d t h = 0 . 7 , alpha = 0 . 8 )
232 # ax1 . p l o t ( arc2 [ 0 ] , arc2 [ 1 ] , arc2 [ 2 ] , ’ b lue ’ , l s = ’−−’, l i n e w i d t h = 0 . 7 , alpha = 0 . 8 )
233 # ax1 . p l o t ( arc3 [ 0 ] , arc3 [ 1 ] , arc3 [ 2 ] , ’ # A300A3 ’ , l s = ’−−’, l i n e w i d t h = 0 . 7 , alpha =

0 . 8 )
234 # =============================================================================
235
236
237
238 # Commented out below are the in−p l o t gu id ing l i n e s f o r the populat ion v e c t o r ’ s
239 # x , y and z components .
240 # =============================================================================
241 # #=======Plot some guide l i n e s to show r e l a t i v e p o s i t i o n s on each a x i s==========
242 # # S t a r t with Z a x i s
243 #
244 #
245 # ax1 . p l o t ( [ 0 , Xs [ 0 ] ] , [ 0 , Ys [ 0 ] ] , [ Zs [ 0 ] , Zs [ 0 ] ] , ’ k ’ , l s = ’−−’, l i n e w i d t h = 0 . 5 , alpha

= 0 . 9 )
246 #
247 #
248 # # Plot X and Y guide stem
249 #
250 # ax1 . p l o t ( [ Xs [ 0 ] , Xs [ 0 ] ] , [ Ys [ 0 ] , Ys [ 0 ] ] , [ 0 , Zs [ 0 ] ] , ’ k ’ , l s = ’−−’, l i n e w i d t h = 0 . 5 ,

alpha = 0 . 9 )
251 #
252 # #Plot X guide
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253 #
254 # ax1 . p l o t ( [ Xs [ 0 ] , Xs [ 0 ] ] , [ 0 , Ys [ 0 ] ] , [ 0 , 0 ] , ’ k ’ , l s = ’−−’, l i n e w i d t h = 0 . 5 , alpha =

0 . 9 )
255 #
256 # #Plot Y guide
257 #
258 # ax1 . p l o t ( [ 0 , Xs [ 0 ] ] , [ Ys [ 0 ] , Ys [ 0 ] ] , [ 0 , 0 ] , ’ k ’ , l s = ’−−’, l i n e w i d t h = 0 . 5 , alpha =

0 . 9 )
259 #
260 #
261 #
262 # =============================================================================
263 ax1 . legend ( l o c= 1 , prop={ ’ s i z e ’ : 1 0 } )
264
265 p l t . show ( )
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