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Abstract

In this thesis I examine three aspects of international macroeconomics.

In the first chapter I re-examine four prominent puzzles in international macroeconomics in light of con-

temporary data, analysing whether the data patterns underlying these puzzles still exist today. As these

data patterns are frequently used as validation mechanisms for models of international trade, this is im-

portant to ensure models yield output in line with up-to-date data. The key contributions of this chapter

are as follows. First, I illustrate that greater awareness of the fact that stylised facts can change over time

and differ across country groups is important. Second, to account for the heterogeneity of data patterns

across country-groups, models need to include mechanisms that are appropriate for the countries that

are being modelled.

The second chapter studies the role resource allocation plays for the dynamic response of labour pro-

ductivity to various macroeconomic shocks in a DSGE model of international trade. Two main results

emerge. First, capital introduces an element of persistence into the economy. Second, when firms can

adjust their employment of labour and capital in response to macroeconomic shocks and enter and exit

the domestic market endogenously, the response of labour productivity is driven by the interaction of

resource allocation and endogenous selection into domestic production. This reverses the initial response

of labour productivity to an aggregate technology shock and a trade shock relative to the model with

only labour as a factor of production.

In the third chapter I examine the effect of financial frictions in a two-country DSGE model of international

trade, finding that they amplify the response of the model economy to macroeconomic shocks. I then

analyse the extent to which trade affects the amplification effect of financial frictions and find that

international trade dampens their effect.
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Chapter 1

Introduction

”The importance of international trade to economic prosperity is well documented and has been ac-

knowledged for centuries. [...] Over time, openness to trade allows ideas and technologies to flow more

freely and encourages innovation and productivity growth” (Nilsson et al. (2019)). This quote illustrates

how relevant international trade is for economic well-being. Understanding the underlying drivers of

international trade and of economic ties between countries is therefore of paramount importance. In this

thesis I address three areas of international macroeconomics. In Chapter 3 I re-examine four prominent

puzzles in international macroeconomics in the light of contemporary data, in Chapter 4 I analyse how

resource allocation and international trade affect the dynamic response of labour productivity to a variety

of macroeconomic shocks and in Chapter 5 I investigate the extent to which international trade affects

the amplifying effect of financial frictions.

In Chapter 3 I address four prominent puzzles in international macroeconomics. Standard models of

international trade were historically unable to match several data patterns that have widely been consid-

ered to be stylised facts. These are that the cross-country correlation of output exceeds the cross-country

correlation of consumption; that output, consumption, investment and employment are positively corre-

lated across countries; that the real exchange rate and relative consumption are negatively correlated;

and that terms of trade are very volatile relative to output. Standard models of international trade

predict different patterns, as they tend to yield a cross-country correlation of consumption that exceeds

the cross-country correlation of output, negative correlations between investment and employment and

sometimes output, a positive correlation between the real exchange rate and relative consumption, and a

small volatility of the terms of trade. The inability of these models to match and therefore explain each

of the four prominent stylised facts of international business cycles is referred to as a puzzle.

The data patterns underlying these four puzzles are frequently used as validation mechanisms for inter-

national trade models, and many papers attempt to build models that resolve the puzzles. However, the

vast majority of this literature uses very US-focused and relatively old data. In Chapter 3 I re-examine

the four prominent macroeconomic puzzles with recent data and examine whether the data patterns un-

derlying them still exist today. More specifically, I address the following research question. Using recent

data, do we still find that the cross-country correlation of output exceeds the cross-country correlation

1



of consumption, that output, consumption, investment and employment correlate positively across coun-

tries, that the real exchange rate and relative consumption are negatively correlated across countries,

and that terms of trade are more volatile than output? The results are as follows. First, I find that

the cross-country correlation of output exceeds the cross-country correlation of consumption for a much

smaller percentage of country-pairs in recent data than in older data, as only 65% of the sample exhibit

this ranking of the cross-country correlations of output and consumption. Furthermore, this pattern

no longer holds for a majority of developed countries, whereas it still holds for a majority of developing

countries. Second, terms of trade are less volatile than output in recent data for the majority of countries,

especially in the European Union (EU). Third, the real exchange rate is still negatively correlated with

relative consumption for a large majority of country-pairs that are not part of the European Monetary

Union. For country-pairs that are part of the euro area (henceforth EA) this is not the case, as a small

majority of these country-pairs has a real exchange rate that is positively correlated with their relative

consumption. Fourth, positive co-movement among macroeconomic variables continues to persist in re-

cent data and across many country-pairs.

In Chapter 4 I address the importance of resource allocation and endogenous entry into domestic produc-

tion in an international trade model. I hereby contribute to the literature that shows: (1) international

trade is important for the dynamic response of the economy to macreconomic shocks and (2) endogenous

entry into domestic production has important implications for the business cycle. However, international

trade models tend to abstract from endogenous entry into domestic production, and models that account

for endogenous entry tend to abstract from international trade. The joint effect of these two charac-

teristics is therefore not well understood. Furthermore, insofar as endogenous entry and international

trade are combined in a unified framework, usually only one factor of production is considered. However,

we also know that resource allocation can have important implications for the economy. In Chapter 4 I

therefore address the following research question: How does resource allocation affect the transmission of

macroeconomic shocks in an international trade model with endogenous entry into domestic production?

To address this question I compare the response of my model with two factors of production to the re-

sponse of the model of Millard et al. (2021) (henceforth MNN), which includes exactly the same features

as my model except for physical capital and elastic labour supply. With this analysis I aim to examine

whether abstracting from a second factor of production matters, and to what extent such an omission is

relevant. This may have important implications for policy makers, as the analysis yields insight into how

a variety of macroeconomic variables are affected by different macroeconomic shocks in the short-run and

in the long-run when both resource reallocation and selection into domestic production are accounted

for. The results are as follows. First, capital introduces an element of persistence into the economy, as

the time it takes for the variables to return to their steady state levels increases. Second, when firms can

adjust their employment of labour and capital in response to macroeconomic shocks and enter and exit

the domestic market endogenously, the response of labour productivity is driven by the interaction of

resource allocation and endogenous selection into domestic production. This reverses the initial response

of labour productivity to an aggregate technology shock and a trade shock relative to MNN.

In Chapter 5 I study the implications international trade has for the well-known amplification effect of

financial frictions. I hereby pay specific attention to the effect on labour productivity. This analysis is
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motivated by three facts that arise from the literature: (1) international trade considerably increases

aggregate productivity, (2) financial frictions have a significant impact on productivity, and (3) financial

frictions affect international trade. However, while there is a vast amount of literature examining the

impact of financial frictions on productivity, an equally vast amount of literature examining the impact of

international trade on productivity, and an increasing amount of literature on the effect of financial fric-

tions on international trade, the link from financial frictions to productivity through international trade

remains to be understood. Indeed, to the best of my knowledge no paper examines how international

trade affects the amplification effect of financial frictions. In Chapter 5 I therefore address the following

research question. How and to what extent does international trade affect the amplification effect of the

financial frictions? To address this question, I first replicate the well-known effect of financial frictions:

financial frictions are shown to amplify the response of the economy to macroeconomic shocks in an open

economy setting. In a second step I show that international trade dampens this amplification. This

occurs because of a terms of trade and a competitive effect. In the case of a positive technology shock

to the economy, the exchange rate depreciates, inducing a deterioration in the terms of trade. In the

foreign economy, the improvement in the foreign terms of trade allows more firms to enter their export

market, thereby increasing competition in the home market. Both the terms of trade and competitive

effect decrease the profitability of home firms. Net worth and the level of borrowing therefore increase

by less relative to the closed economy, which leads a dampened financial accelerator effect. In the case

of a negative sunk entry cost shock and a positive preference shock the opposite applies: the terms of

trade and competitive effect increase the profitability of home producers, causing net worth and thus the

level of borrowing to fall by less relative to the closed economy. This dampens the financial accelerator

effect in the open economy. These results show that models that abstract from international trade either

overstate or understate the impact of financial frictions on labour productivity and the economy.

The thesis is structured as follows. In Chapter 2 I present a review of the literature of the three areas of

international macroeconomics the subsequent chapters address. In Chapter 2.2 I present a review of the

literature on macroeconomic puzzles, in Chapter 2.3 I present a review of the literature on international

trade and in Chapter 2.4 I present a review of the literature on financial frictions. In Chapter 2.5 I

summarise the literature review and the contributions of my research to the literature. In Chapter 3 I

re-consider four prominent puzzles of international macroeconomics with contemporary data, analysing

whether the patterns underlying these puzzles still exist today. In Chapter 4 I analyse how resource

allocation and endogenous entry into domestic production affect the dynamic response of the economy and

specifically labour productivity to a variety of macroeconomic shocks. In Chapter 5 I analyse the extent

to which international trade affects the amplification effect of financial frictions. Chapter 6 concludes.
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Chapter 2

Literature Review

2.1 Introduction

In this section I present a comprehensive review of the literature that studies international macroeconomic

puzzles, international trade and financial frictions. To identify the gap in the literature for each of these

strands of literature I first provide an overview of the seminal papers in the respective fields, before de-

scribing how the literature evolved. I then identify the gap in the literature and describe my contribution.

The section proceeds as follows. In Chapter 2.2 I will present a review of the literature on macroeconomic

puzzles. In Section 2.2.1 I present a review of the literature in the field and in Section 2.2.2 I present

an overview of the data this literature uses. I go into unusual depth in this section, as it is the data

that is used and its limitations that motivates the analysis of the chapter on macroeconomic puzzles. In

Section 2.3 I present a review of the literature on international trade. In Section 2.4 I present a review of

the literature on financial frictions. Hereby Section 2.4.1 presents a very brief review of the literature on

the importance of finance for economic development, Section 2.4.2 presents a review of the literature on

financial frictions in general and Section 2.4.3 focuses on the literature that studies the effect of financial

frictions on international trade. Section 2.5 concludes the literature review by providing a summary of

the research questions.

2.2 Macroeconomic Puzzles

In this section I will present a review of the literature on puzzles in international macroeconomics.

Macroeconomic models are frequently built to match certain moments in data. Moments in data that

occur frequently and are documented extensively are referred to as stylised facts.1 If the model in ques-

tion matches such stylised facts, then there is a good case to argue that it explains certain aspects of the

data well. If the model does not match the stylised facts, the case is less strong. Stylised facts are thus

1This term was originally coined by Kaldor (1961), who claimed that ”the theorist, in my view, should be free to start off

with a ’stylized’ view of the facts - i.e. concentrate on broad tendencies, ignoring individual detail, (...) without necessarily

committing himself on the historical accuracy, or sufficiency, of the facts or tendencies thus summarized.” Kaldor (1961)

defined 6 broad stylised facts on the process of economic change and development in his seminal work.
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frequently used as a validation mechanism for economic models.

In the early 1990s, three seminal papers documented that standard international trade models have

trouble matching certain stylised facts on a regular basis. Backus et al. (1992) showed that standard

international trade models often yield a cross-country correlation of consumption that exceeds the cross-

country correlation of output, while in data the opposite is true. Backus et al. (1993) confirm this finding

and also show that the terms of trade are more volatile than output in data, while they are substantially

less so in models. The paper’s third finding is that in data, output, consumption, investment and employ-

ment are positively correlated across countries. Most international business cycle models, on the other

hand, yield negative correlations of investment and employment, and sometimes of output. Backus and

Smith (1993) found that in data, the real exchange rate is negatively correlated with relative consump-

tion. This is contrary to standard theory, which predicts positive co-movement between the two variables.

The inability of standard international trade models to explain the documented data patterns is commonly

referred to as puzzles. These puzzles have been referred to by slightly different terms in the literature.

In this thesis they will be referred to as follows. The inability of models to match and therefore explain a

cross-country correlation of output that exceeds the cross-country correlation of consumption is termed

the Quantity Puzzle, and the inability of models to generate and therefore explain positive co-movement

of output, consumption, investment and employment is called the Positive Co-movement Puzzle. The

inability of standard models of international trade to explain the stylised fact that the real exchange

rate is negatively correlated with relative consumption is termed the Backus-Smith Puzzle, after the two

academics that first documented this empirical regularity. I will refer to the inability of models to match

and therefore explain the large volatility of terms of trade as the Terms of Trade Puzzle.

2.2.1 The Literature

Since the seminal papers of Backus et al. (1992), Backus and Smith (1993) and Backus et al. (1993),

which pointed out four major discrepancies between theory and empirical evidence, much literature has

emerged seeking to explain one or several of the macroeconomic puzzles. I will first address the literature

on the Quantity Puzzle, followed by the literature addressing the Positive Co-movement Puzzle, the

Backus-Smith Puzzle, and the Terms of Trade Puzzle.

2.2.1.1 Quantity Puzzle

The Quantity Puzzle refers to the inability of standard models of international trade to explain the

stylised fact that cross-country correlations of output are higher than cross-country correlations of con-

sumption. This data pattern was first documented by Backus et al. (1992). Since this paper, literature

has mainly investigated how or the extent to which international trade, asset market incompleteness, the

type of shock that drives the business cycle, market expectations or financial frictions can explain the

puzzle. Many of these papers do not succeed in changing the ranking of the cross-country correlation of

consumption and output, but do reduce the size of the puzzle by yielding more similar values for the two

correlations.
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Backus et al. (1992) build a 2-country 1-good model with complete markets and access to international

capital markets, and demonstrate how this model yields business cycle moments that deviate from data.

They then introduce transport costs into their model to examine whether they resolve the Quantity

Puzzle, finding that while they reduce the size of the difference between the cross-country correlation of

output and consumption, they do not change their ranking. To examine the puzzle further the authors

eliminate international borrowing. The results of this exercise are similar to those with trading frictions,

which the authors argue means that the Quantity Puzzle is not simply the result of international risk

sharing with complete markets.

In a similar fashion to Backus et al. (1992), Ghironi and Melitz (2005) also examine both trade in goods

and trade in bonds as explanations for the Quantity Puzzle. Ghironi and Melitz (2005) build a 2-country

DSGE model of international trade with monopolistic competition, heterogeneous firms, incomplete asset

markets and fixed and variable costs of exporting. They generate this model’s business cycle statistics

and show that it reduces the Quantity Puzzle relative to the model of Backus et al. (1992). While the

model does not yield a cross-country correlation of consumption that is lower than that of output, it does

increase the output correlation, thereby reducing the size of the puzzle.

The argument that trade costs are important for the puzzle is further supported by Obstfeld and Rogoff

(2001). They build a standard 2-country 2-good small country endowment model, and extend it by in-

corporating standard iceberg trade costs, meaning that τ percent of any good is paid as transport costs.

They show that while the model does not necessarily generate cross-country correlations of consumption

that are lower than those of output, trade costs do reduce consumption correlations, bringing the model

closer to data. Eaton et al. (2016), who re-examine the puzzles of Obstfeld and Rogoff (2001) in a quan-

titative framework, confirm this finding.

Incomplete asset markets have also often been investigated as a potential solution to the Quantity Puzzle,

as complete markets may allow a higher extent of risk pooling than incomplete markets. Thus Kollmann

(1996) builds a 2-country RBC model in which international asset markets are incomplete in the sense

that only risk-free bonds can be used in international transactions. The author shows that this model

reduces the cross-country correlation of consumption. Kehoe and Perri (2002) include a friction in in-

ternational credit markets in a standard 2-country business cycle model, namely that international loans

are feasible only to the extent to which they can be enforced by the threat of exclusion from future

intertemporal and interstate trade. Kehoe and Perri (2002) compare the business cycle statistics of this

model to that of a complete markets model and a model in which only a single non-contignent bond

can be traded, and find that the Quantity Puzzle is strongly reduced. In contrast to these two papers,

Dmitriev and Roberts (2012) find that asset market incompleteness is not crucial to solve the puzzle, as

they show that a model with complete asset markets is able to reduce the Quantity Puzzle as well. Time

non-separable preferences are crucial for their result.

Xiao (2004) and McKnight and Povoledo (2017) build on the above papers, as they investigate the extent

to which asset market incompleteness in combination with market expectations can resolve the Quantity

Puzzle. Xiao (2004) builds a 2-country 1-good economy in which market expectations propagate through
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financial markets, and finds that both asset market incompleteness and market expectations are impor-

tant in resolving the Quantity Puzzle. McKnight and Povoledo (2017) disagree with this result. They

build a 2-country 2-good model with incomplete asset markets and find that this model does not resolve

the Quantity Puzzle when business cycle fluctuations are solely driven by self-fulfilling expectations. Ac-

cording to the authors, the difference in this result and the result of Xiao (2004) lies in the number

of goods produced in the economy. When expectational errors are allowed to correlate with technology

shocks, the model of McKnight and Povoledo (2017) is brought closer to data and the size of the Quantity

Puzzle is reduced.

The two papers described above examine how models in which market expectations drive cyclical fluctu-

ations can resolve the Quantity Puzzle. A number of papers analyse this issue from a different point of

view, and investigate whether the size of the puzzle is affected by what shocks drive the business cycle.

Stockman and Tesar (1995) build a 2-country model with a non-tradable and a tradable sector. When

the authors include shocks to tastes in addition to technology shocks, the empirical fit of the model im-

proves. The cross-country correlation of aggregate consumption remains higher than that of output, but

the two values are more similar. Like Stockman and Tesar (1995), Wen (2002) include both technology

and demand shocks in their model, which is a simplified version of the model of Backus et al. (1992),

and show that this generates a cross-country correlation of output that exceeds that of consumption,

thereby resolving the Quantity Puzzle. Jiang (2017) examines this result further by examining the extent

to which a model driven solely by demand shocks resolves the Quantity Puzzle, finding that such a model

succeeds in generating the correct ranking of the correlations of output and consumption. As a demand

shock causes home agents to consume more of both the domestic good and the foreign good, imports of

foreign goods increase under this shock. This raises foreign output as well as domestic output, thereby

increasing international output co-movement.

While Stockman and Tesar (1995) and Jiang (2017) investigate the importance of demand shocks, Man-

delman et al. (2011) and Gars and Olovsson (2017) investigate the importance of factor-specific technology

shocks for resolving the puzzle. Mandelman et al. (2011) include investment-specific technology shocks in

an otherwise standard international real business cycle model and show that these successfully resolve the

Quantity Puzzle. Gars and Olovsson (2017) examine the extent to which oil-specific technology shocks

and oil supply shocks matter for the Quantity Puzzle. To do this Gars and Olovsson (2017) build a

model with two countries that use capital, labour and oil as inputs to produce a country-specific trad-

able intermediate good, and one country that extracts and sells oil. When they include a shock to the

efficiency of oil and an oil supply shock, the Quantity Puzzle disappears. Crucial for this result is the

factor-specificity of the productivity shock; when using standard productivity shocks the puzzle reappears.

A further factor that has been examined for the Quantity Puzzle is financial frictions. Thus Faia (2007)

studies a unified model with differences in financial systems and exchange rate regimes, analysing the

implications different variations of the framework have for international macroeconomic puzzles. To do

this Faia (2007) builds a 2-country DSGE model with optimising agents, characterised by adjustments

costs on prices, imperfect financial integration and different degrees of financial fragility. Financial fric-

tions are modelled as an external finance premium paid by firms to obtain external finance, which is
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affected by macroeconomic conditions. Faia (2007) finds that the model does not make much progress in

addressing the Quantity Puzzle. In contrast, Yao (2019) argues that financial frictions reduce consump-

tion correlations, thereby reducing the size of the Quantity Puzzle. To show this Yao (2019) builds a

2-country DSGE model with financial frictions, which are modelled as a collateral constraint on investors

that are tied to the value of capital and real estate holdings. Yao (2019) argues the presence of the

collateral constraint increases cross-country output correlations and decreases cross-country correlations

of consumption, thereby bringing the model closer to data. This occurs because the collateral constraints

lead to a more synchronised housing market, increasing output correlations. At the same time, they limit

borrowing and make consumption smoothing more difficult, thereby lowering the consumption correla-

tion. Iliopulos et al. (2021) agree that financial frictions matter for the Quantity Puzzle, but argue that

adaptive learning in place of rational expectations is important in resolving the puzzle as well.

2.2.1.2 Positive Co-movement Puzzle

Many of the papers investigating the Quantity Puzzle also examine the Positive Co-movement Puzzle. I

will only briefly refer to these papers here.

In Backus et al. (1992) the benchmark model yielded a negative correlation of output. The authors show

that both with the introduction of trade costs and financial autarky the model succeeds in generating a

positive correlation of output. Similarly, Ghironi and Melitz (2005) show that their model that includes

transport costs succeeds in generating positive co-movement for both output and consumption. Backus

et al. (1993) extend this analysis to investment and employment. In their model, the introduction of trade

costs does not yield a positive output correlation; this positive output correlation is only yielded in their

extreme experiment of autarky in finance and goods. Investment and employment correlations remain

negative in all experiments, which suggests that trade costs do not explain the Positive Co-movement

Puzzle.

Bhattarai and Kucheryavyy (2020) also argue that trade costs are not essential in resolving the Posi-

tive Co-movement Puzzle. The authors build a general competitive open economy business cycle model

with capital accumulation, trade in intermediate goods, production externalities in intermediate and final

good sectors and iceberg trade costs. They also build dynamic versions of three workhorse quantitative

models of trade, showing that their model is isomorphic to these models in terms of general equilibrium

predictions. In their quantitative exercise Bhattarai and Kucheryavyy (2020) assess whether the various

models they use are able to resolve well-known empirical puzzles, relative to a standard open business

cycle model without any externalities. They show that the models are not able to resolve the Positive

Co-movement Puzzle. Bhattarai and Kucheryavyy (2020) then illustrate that their model leads to higher

cross-country output, investment, and employment correlations and a lower consumption correlation rel-

ative to a standard international real business cycle model. Vital for their result of bringing the model

closer to data are negative capital externalities in intermediate good production.

As with the Quantity Puzzle, asset market incompleteness has been suggested as a solution for the Pos-

itive Co-movement Puzzle. Heathcote and Perri (2002) build a 2-country, 2-good economy and analyse
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three variants of the model: the model with complete asset markets, the model with incomplete markets

and the model under financial autarky. They show that the model under financial autarky yields the

strongest positive co-movement among all four variables. Like Heathcote and Perri (2002), Kehoe and

Perri (2002) compare the business cycle statistics of three alternative models. However, the third model

does not feature financial autarky but includes frictions in international credit markets. In their model,

co-movement of output, investment and employment is negative in both the complete and incomplete

markets model, whereas all three correlations are positive in a model with frictions in international credit

markets.

Financial frictions are further addressed as a potential avenue for solving the puzzle in a number of pa-

pers. For example, De Walque et al. (2017) develop a 2-country new Keynesian model with sticky local

currency pricing, distribution costs and demand elasticity increasing with relative price, and anaylse its

business cycle statistics. They show that their model’s match with data improves when risk premium

shocks are enabled, and argue that this suggests internationally linked financial sectors may be an in-

teresting avenue for further research into this puzzle. Indeed, Yao (2019) argues that the presence of a

collateral constraint is crucial for bringing the model closer to data in this respect.

Faia (2007) also investigates this avenue, and illustrates that both the extent of financial integration and

the monetary regime are important in addressing the Positive Co-movement Puzzle. As shown above,

Faia (2007) builds a framework in which she can address both financial integration and monetary regimes.

She finds that smaller financial diversity increases cross-country correlations for a given monetary regime,

and that moving from independent monetary policies to more coordinated monetary policies increases

cross-country correlations, for any given degree of financial diversity. Financial diversity is proxied by

the premium firms pay on external finance. Faia (2007) thus shows that both similarity in financial

frictions and monetary policies are important in generating international positive co-movement among

macroeconomic variables.

In a different manner, Kollmann (2001) argues that co-movement can be generated with nominal ridigi-

ties. To show this they build a 2-country DSGE model with sticky prices and nominal prices and assume a

flexible exchange rate as well as shifts in productivity and money supply. Price stickiness is implemented

following the Calvo price-setting mechanism. The authors argue that a model with nominal rigidities

generates a higher effect on real variables, which creates stronger co-movement among output and invest-

ment. Crucially, both rigidities in prices and wages are required to generate high co-movement.

As with the Quantity Puzzle, some papers also argue that the way shocks are modelled is important in

addressing the discrepancies between data and theory. Thus Wen (2002) and Jiang (2017) argue demand

shocks yield positive co-movement among macroeconomic variables, while Gars and Olovsson (2017) show

that accounting for oil shocks is important for resolving the Positive Co-movement Puzzle.

Further literature investigates the role production structure plays in creating international co-movement.

Thus Bergholt (2015) develops a standard 2-country New-Keynesian model with an international market

for firm-to-firm trade in production inputs. According to the author, with firm-to-firm trade a terms of
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trade appreciation shifts the markup of importing firms in the same direction as foreign mark-ups, which

reinforces the income effect and results in stronger propagation of foreign shocks to tradable industries.

This result that trade between firms is important for creating more co-movement among macroeconomic

variables is echoed by Huang and Liu (2007). Huang and Liu (2007) show that accounting for trade

among intermediate inputs and multi-stage processing is crucial for generating positive co-movement in

response to a monetary expansion. Huang and Liu (2007) extend an open economy model by incor-

porating trade in intermediate inputs and multiple stages of processing, and assume that commodity

prices are set in buyer’s local currency and pricing decisions are staggered. In this set-up, both staggered

pricing and international trade in intermediate goods across multiple stages are essential for the model’s

empirical success. The authors explain that conventionally, a monetary expansion has two channels: the

demand externality, which causes demand to increase in both countries, and the terms of trade exter-

nality, which by means of a currency depreciation changes the terms of trade in favour of one country

against the other. The latter externality tends to offset aggregate demand effects, as it hurts foreign

country’s purchasing power. Huang and Liu (2007) argue that the staggered price setting during multi-

stage processing increases the demand externality and attenuates the terms of trade externality, thereby

increasing co-movement. Since multiple border crossings of intermediate goods and staggered prices pro-

gressively dampen the movements in marginal costs and incentives for firms to change prices, they lead

to gradual adjustments in price levels and large and persistent responses of real variables in both countries.

Wong and Eng (2013) agree that vertical specialisation is vital in generating positive co-movement. They

show this by including three processing stages to allow for back-and-forth trade in intermediate goods in

a 2-country New-Keynesian model.

2.2.1.3 Backus-Smith Puzzle

The third puzzle I address in this thesis is the Backus-Smith Puzzle. In 1993, Backus and Smith argued

that under perfect purchasing parity, one would assume that the real exchange rate of two countries is

correlated with their relative consumption. This occurs due to the following mechanism, where Qt =
εtP
∗
t

Pt

is the real exchange rate at time t, Ct is domestic consumption at time t and C∗t is foreign consumption

at time t. εt is the nominal exchange rate, Pt the price level at home and P ∗t the price level in the foreign

country. The comparison of the real exchange rate and relative consumption is given by:

Qt;
Ct
C∗t

.

In response to a productivity shock, domestic goods become cheaper to produce. As home goods now

cost less, they are worth less, and the exchange rate depreciates. Qt therefore increases. At the same

time, the fact that prices decrease mean that domestic consumption, Ct, rises. As both the real exchange

rate and home consumption increase, the real exchange rate and relative consumption are positively cor-

related. Indeed, Backus and Smith (1993) argue that this correlation is expected to be unity. However,

the paper also found that data does not correspond to this theory, as the real exchange rate and relative

consumption are negatively correlated or not correlated.

The Backus-Smith Puzzle has attracted much attention in the literature. For example, Obstfeld and
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Rogoff (2001) consider the Backus-Smith Puzzle in their paper. While they do not formalise their ar-

gument, they claim that asset market incompleteness is the major reason for why the correlation of the

real exchange rate and relative consumption is so low. They argue that given the volatility of nominal

exchange rates, making these variables almost perfectly correlated would require a level of risk sharing

that is greater than the one we see even in domestic markets.

The possibility of asset market incompleteness as a potential solution to the Backus-Smith Puzzle is

examined in more detail by Corsetti et al. (2008) and Benigno and Thoenissen (2008). Benigno and

Thoenissen (2008) argue that limited international asset trade combined with a non-traded goods sector

is important in addressing the puzzle, as shifts in the prices of non-tradable goods contribute to generat-

ing a negative correlation between the real exchange rate and relative consumption. Corsetti et al. (2008)

build a 2-country 2-good model similar to that of Stockman and Tesar (1995), but with incomplete asset

markets and the introduction of distribution services produced with the intensive use of local inputs,

which leads to a low price elasticity of tradable goods. In this model, the predicted correlation between

the real exchange rate and relative consumption is negative. Low price elasticity is vital for this result as

it leads to a positive terms of trade response to a productivity shock, which reduces relative wealth and

consumption abroad. Relative consumption therefore increases while the real exchange rate appreciates,

yielding a negative correlation.

Raffo (2010) claims that such a negative correlation can be achieved through investment specific technol-

ogy shocks. To show this Raffo (2010) modifies the model of Backus et al. (1992) by introducing variable

capital utilisation. Raffo (2010) argues that investment-specific technology shocks work in a similar way

to demand shocks, as they increase domestic production, domestic prices and imports from abroad. This

leads to an appreciation of the terms of trade, which in turn leads to an appreciation of the real exchange

rate, yielding a negative correlation between the exchange rate and relative consumption. Like Raffo

(2010) suggests, Jiang (2017) argues that the puzzle can be resolved by using demand shocks. In this

model, home bias ensures that home consumption increases by more than foreign consumption, increasing

relative consumption. At the same time, the foreign price level decreases by more than the home price

level, causing the exchange rate to appreciate.

Itskhoki and Mukhin (2021) argue that instead of supply shocks, it is financial shocks in presence of

home bias that can explain the Backus Smith Puzzle. The authors build on a standard international real

business cycle model with home bias in consumption and imperfect financial markets. They show that

when depreciations are mainly driven by financial rather than supply shocks, the model yields a negative

correlation between the real exchange rate and relative consumption ratio. This is because a financial

shock that increases demand for foreign currency assets leads households to delay their consumption,

requiring a currency depreciation to shift global expenditure towards these goods.

In contrast to the above three papers, Lambrias (2020) argues that it is not the type of shock that mat-

ters for the Backus-Smith Puzzle, but whether the shock is anticipated or not. This paper develops a

2-country, complete-market model with tradable and non-tradable goods, imperfect substitutability of

capital across the tradable and non-tradable sectors, and news shocks. The imperfect substitutability of
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capital across sectors increases the Harold-Balassa-Samuelson effect, which in turn decreases the correla-

tion between the real exchange rate and relative consumptions. If innovations are unanticipated, agents’

expectations change without a corresponding change in economic fundamentals. This renders the cor-

relation between the real exchange rate and relative consumption negative, resolving the Backus-Smith

Puzzle.

While the above papers yield the negative correlation between the real exchange rate and relative con-

sumption that is observed in data, other papers that investigate the puzzle fail to generate this correlation.

Chari et al. (2002) examine the importance of sticky prices for the puzzle and McKnight and Povoledo

(2017) investigate whether indeterminacy and self-fulfilling expectations can solve the puzzle. Both pa-

pers find that their avenues do not solve the Backus-Smith Puzzle. McKnight and Povoledo (2017) do

manage to generate a negative correlation between the real exchange rate and relative consumption in

their model with market expectations, but only when they use strong negative cross-country correlations

for technology shocks. When they use shock correlations that are supported by data, the Backus-Smith

Puzzle remains, meaning self-fulfilling expectations themselves cannot resolve the puzzle.

2.2.1.4 Terms of Trade Puzzle

The fourth puzzle addressed in this thesis is the Terms of Trade Puzzle. Stockman and Tesar (1995) show

that including demand shocks increases the variability of the terms of trade, while Raffo (2010) illustrates

that the same result can be achieved by including investment-specific technology shocks. Heathcote and

Perri (2002) argue that financial autarky is necessary to generate high terms of trade volatility, Corsetti

et al. (2008) show that a low price elasticity of demand for tradable goods motivated by distribution

services generate a high terms of trade volatility and McKnight and Povoledo (2017) show that accounting

for self-fulfilling expectations explain the puzzle.2

2.2.2 The Data used in the Literature

I next present and evaluate the data used in the literature to analyse the four puzzles of international

macroeconomics addressed in this thesis. As explained previously, for my purposes it is important to

describe the data used in detail.

The vast majority of literature that studies puzzles in international macroeconomics uses US data. This

is probably due to a mix of reasons that includes data availability, consistency with the literature and

publishability. To address the Quantity Puzzle and the Positive Co-movement Puzzle, papers usually

calculate the correlation of a given US variable with the same variable from a different country, or con-

struct a foreign aggregate and calculate the correlation of a given US variable with the same variable of

that constructed aggregate. Some papers do both. To address the Backus-Smith Puzzle, most papers

either consider the exchange rate and relative consumption of the US and a foreign aggregate or of the

US and an individual foreign country. To address the Terms of Trade Puzzle, the vast majority of papers

2As all papers in this paragraph have been mentioned in a previous section of the literature review, I did not go into

detail in describing them.
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consider the volatility of the terms of trade of the US.

Below I describe the data used in different papers in the literature. Hereby I describe both the data

period that was used as well the countries that were considered. If a foreign aggregate was used as the

foreign country, I describe the composition of this aggregate.

– Backus et al. (1992) consider the US and a variety of individual countries, as well as a European

aggregate. The individual countries are: Australia, Austria, Canada, Finland, France, Germany,

Italy, Japan, South Africa, Switzerland and the UK. The aggregate is composed of Austria, Finland,

France, Germany, Italy, Switzerland and the UK. The data period for the international correlations

covers 1970Q1-1986Q4.

– Backus et al. (1993) also consider the US and a variety of individual countries as well as a European

aggregate to calculate international correlations. The individual countries are Australia, Austria,

Canada, France, Germany, Italy, Japan, Switzerland and the UK. The European aggregate is

constructed by the OECD. The data used is from 1970 - mid 1990.

– Backus and Smith (1993) use quarterly data for 8 OECD countries from 1971-1990 to examine the

Backus-Smith Puzzle. These are Australia, Canada, France, West Germany, Japan, Sweden, the

UK and the US.

– Stockman and Tesar (1995) use annual data for Canada, France, Germany, Italy, Japan, the United

Kingdom, and the United States. The paper computes the output and consumption correlations of

individual country-pairs. However, it uses different country-pairs for the computation of the cross-

country correlations of output than for the cross-country correlations of consumption; the only

overlapping-pairs are US-Canada, US-Japan and Canada-Japan. The data period is 1970-1984.

– Kollmann (1996) uses an aggregate of the G7 countries. The international correlations he reports

are the average of the correlations of all country-pairs. The data used covers 1973Q1 - 1994Q3.

– Kollmann (2001) uses G7 data. To calculate international correlations he uses the US and the

aggregated G6 excluding the US, using 1980 GDP shares in total G6 GDP. The G6 are composed

of Japan, Canada, Germany, France, Italy and the UK, and the data period covers 1970Q1 - 1991Q3.

– Chari et al. (2002) use data from 1973Q1-1994Q4 for the US and a European aggregate composed

of France, Germany, Italy and the UK.

– Kehoe and Perri (2002) also use the US and an aggregate RoW composed of the EU15 for their

international correlations.3 The data used covers 1970Q1-1998Q4.

– Heathcote and Perri (2002) calculate international correlations between the US and an aggregate

RoW that is composed of the EU15, Japan and Canada. Their data period covers 1973Q1-1998Q4.

– Ambler et al. (2004) use quarterly data from 1960Q1-2000Q4 for 20 different industrialised countries.

3the EU15 include Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, the

Netherlands, Portugal, Spain, Sweden and the UK
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– Faia (2007) uses data for the following country-pairs: Germany-France, Germany-Italy, Germany-

Spain, Germany-UK and Germany-US. The paper uses data for the period 1971-1996 and 1997-2004.

– Benigno and Thoenissen (2008) use data for the US and a weighted aggregate of the EU15 and

Japan, using annual data for 1970-2000 from the Penn World Tables.

– Corsetti et al. (2008) compute the international correlations of a number of individual countries

vis-á-vis a trade-weighted RoW that is formed of those individual countries. These are Austria,

Belgium/Luxembourg, Canada, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Japan,

Netherlands, Portugal, Spain, Sweden, the UK and the US. Their data is annual and covers 1970-

2001.

– Raffo (2010) use data for the US and an aggregate composed of theEU 15, Canada and Japan. The

data is for the period 1970Q1-2007Q3.

– Mandelman et al. (2011) use an aggregate of the euro area 15 countries, Canada, the UK, Japan,

South Korea and Australia, using data covering 1973Q4 - 2006Q4.

– Rabanal et al. (2011) study the US and an RoW aggregate composed of 15 countries from the euro

area, the UK, Canada, Japan, and Australia. The data covers 1973Q1-2006Q4.

– Dmitriev and Roberts (2012) use data for the US and a European aggregate composed of the EU15.

Their data covers 1970Q1-2008Q2.

–[ Wong and Eng (2013) use an aggregate of 4 South East Asian economies, namely Malaysia, In-

donesia, the Philippines and Thailand, and an aggregate of 5 East Asian economies, namely Japan,

Hong Kong, Korea, Taiwan and Singapore. The data is quarterly and spans 1987Q1-2008Q4.

– Gao et al. (2014) use data from 1973Q1-2007Q4 for the US and an aggregate RoW composed of 19

European countries, 4, Japan and Canada.

– Bergholt (2015) use quarterly data from 1982Q4 - 2007Q4 from Canada and the US.

– De Walque et al. (2017) use data from 1970Q2 to 2014Q4 from the US and the EA.

– Gars and Olovsson (2017) use quarterly data from 1980Q1-2016Q4 for the US and 15 OECD

countries.

– Jiang (2017) use annual data from 1950-2010 for the G7 and the US.

– Yao (2019) use quarterly data from 1972Q1-2008Q4 for the US and an RoW aggregate consisting

of Canada, Japan and 19 European countries.

– Lambrias (2020) uses annual data for the US and the EU15 that covers 1970-2007.

– Iliopulos et al. (2021) use quarterly EA and US data from 1973Q1 - 2014Q4.

4These are Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands,

Portugal, Spain, Sweden, the United Kingdom, Iceland, Luxembourg, Switzerland and Turkey,
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– Itskhoki and Mukhin (2021) use quarterly data for the United States relative to the PPP-weighted

sum of France, Germany, Italy, and the United Kingdom. The authors use two data periods, namely

1973–94 and 1973-2017.

The above description of the data shows that the vast majority of the literature studies the international

business cycle statistics of the US vis-á-vis a foreign country or foreign aggregate, which most frequently

is a European or OECD aggregate. The data period covers ranges from 1970 - 2016. In the majority of

cases, the data covers years in the 1970s and the 1990s. The more recent papers use data that extends

until the mid 2000s (these papers include Gao et al. (2014), Dmitriev and Roberts (2012), Lambrias

(2020), Mandelman et al. (2011), Rabanal et al. (2011)) or sometimes even mid 2010s (these papers

include Gars and Olovsson (2017), De Walque et al. (2017) and Iliopulos et al. (2021)).

All papers above address one or more of the four macroeconomic puzzles. Tables 2.1 and 2.2 selected

some papers to illustrate the puzzles once again, in numeric form. The tables describe the data moments

the papers compute, as well as the data moments yielded by the standard theoretical models they employ.

The vast majority of the literature shows that in data, either for a foreign aggregate or an individual coun-

try vis-á-vis the US, there is positive co-movement for output, consumption, investment and employment.

Regarding the Quantity Puzzle, when a foreign aggregate and the US are considered, the cross-country

correlation of output always exceeds that of consumption in the literature. When individual countries

are considered vis-á-vis the US, this is the case in the vast majority of cases the literature considers.

Few papers investigate countries vis-a-vis a country that is not the US. Of the papers that do, Ambler

et al. (2004) is the paper that uses the largest number of country-pairs, examining 190 cross-country

observations.This paper argues that among the 190 observations, there was not a single exception to

cross-country output correlation exceeding cross-country consumption correlation. Thus, for 100% of

their country-pairs that did not include the US, the pattern underlying the Quantity Puzzle held. The

same can be said for a number of different countries vis-a-vis Germany: for the 4 country-pairs studied

by Faia (2007), this data pattern holds in both periods the paper considers. The data pattern does

not hold in Stockman and Tesar (1995), who show the cross-country correlation of consumption exceeds

that of output for Canada-Japan. Wong and Eng (2013) take a different approach altogether. Instead

of looking at cross-country correlations, they look at cross-regional correlations in East and South East

Asia. For this, they calculate the business cycle statistics for an aggregate of South East Asian economies

and an aggregate of East Asian economies. For these two regions, the authors find that the cross-country

correlation of consumption exceeds the cross-country correlation of output. Both country-pairs that do

not include the US for which the data pattern underlying the Quantity Puzzle does not hold include

an Asian country. This raises the question of whether the data pattern underlying the Quantity Puzzle

depends on certain country characteristics.

The very vast majority of papers that addresses the Backus-Smith Puzzle finds the real exchange rate

is negatively correlated with relative consumption. Similarly, for the Terms of Trade Puzzle the vast

majority of the literature finds that terms of trade are more volatile than output for the countries or
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Table 2.1: International Correlations in the Literature

Paper
Output

Correlations

Consumption

Correlations

Investment

Correlations

Employment

Correlations

Correlation

Q & Relative C

BKK 1992 Data 0.70 0.46

BKK 1992 Theory -0.18 0.88

BKK 1993 Data 0.66 0.51 0.53 0.33

BKK 1993 Theory -0.21 0.88 -0.94 -0.78

KP 2002 Data 0.51 0.32 0.29 0.43

KP 2002 Theory -0.46 0.28 -0.99 -0.53

HP 2002 Data 0.58 0.36 0.3 0.42

HP 2002 Theory 0.18 0.65 0.29 0.14

Chari 2002 Data 0.60 0.38 0.33 0.39 -0.35

Chari 2002 Theory 0.49 0.49 0.49 0.49 1.0

Cor 2008 Data 0.68 0.6 0.25 0.54 -0.71

Cor 2008 Theory 0.39 0.37 0.45 0.49 0.98

DR 2012 Data 0.56 0.46 0.43 0.31

DR 2012 Theory 0.01 0.9 -0.21 -0.49

Jiang (2017) Data 0.58 0.38 0.49 0.52 -0.27

Jiang (2017)Theory -0.10 0.98 -0.64 -0.99 0.74

Gars 2017 Data 0.4 0.23 0.27 0.6

Gars 2017 Theory -0.01 0.63 -0.44 -0.52

Lam 2020 Data 0.53 0.46 0.32 0.47 -0.2

Lam 2020 Theory 0.16 0.48 -0.05 0.15 0.22

Itsh 2021 Data 0.35 0.3 -0.4

Itsh 2021 Theory 0.35 0.4 1.0

1 Due to space reasons, I used abbreviations.

Q is the real exchange rate and C is consumption,

BKK 1992 is Backus et al. (1992),

BKK 1993 is Backus et al. (1993),

HP 2002 is Heathcote and Perri (2002),

KP 2002 is Kehoe and Perri (2002),

Chari 2002 is Chari et al. (2002),

Cor2008 is Corsetti et al. (2008) ,

DR 2012 is Dmitriev and Roberts (2012),

Gars 2017 is Gars and Olovsson (2017),

Lam 2020 is Lambrias (2020),

Itsh 2021 Itskhoki and Mukhin (2021).
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Table 2.2: Terms of Trade Volatility in the Literature

Country
BKK 1993

Data

BKK 1993

Theory

ST 1995

Data

ST 1995

Theory

HP 2002

Data

HP 2002

Theory

Raffo 2010

Data

Raffo 2010

Theory

Australia 3.99 0.48 2.76 1.3

Austria 1.35 0.48

Belgium 1.24 1.3

Canada 1.99 0.48 1.18 0.79 1.32 1.3

Finland 1.09 1.3

France 3.91 0.48 2.04 1.3

Germany 1.76 0.48 2.39 1.3

Italy 2.07 0.48 2.92 0.79 3.10 1.3

Japan 5.36 0.48 4.02 1.3

Netherlands 0.93 1.3

New Zealand 1.64 1.3

Portugal 1.84 1.3

Spain 3.54 1.3

Sweden 1.27 1.3

Switzerland 1.48 0.48

UK 1.05 0.48 1.35 1.3

US 1.92 0.48 2.30 0.79 1.79 0.78 1.72 1.3

1 Due to space reasons, I abbreviated the papers.

BKK 1993 is Backus et al. (1993),

ST 1995 is Stockman and Tesar (1995),

HP 2002 is Heathcote and Perri (2002),

Raffo 2010 is Raffo (2010).
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aggregates considered. Even when terms of trade are less volatile than output, they are only very slightly

less volatile.

2.2.3 The Gap in the Literature

Since the seminal papers of Backus et al. (1992), Backus and Smith (1993) and Backus et al. (1993),

much literature has attempted to address puzzles in international macroeconomics. The vast majority of

the papers illustrate that in data: (1) the cross-country correlation of output exceeds the cross-country

correlation of consumption, (2) there is positive international co-movement for output, consumption, in-

vestment and employment, (3) the real exchange rate and relative consumptions are negatively correlated,

and (4) terms of trade exhibit a volatility that is larger than that of output.

However, the data used to draw these conclusions has two major drawbacks. The first drawback is that

it is very US-centered. Indeed, only very few papers consider country-pairs that do not include the US

at all. Intuitively, however, in order to consider patterns found in data to be robust stylised facts, they

should hold across a large number of country-pairs. The second drawback of the data used in the liter-

ature is that it does not tend to include very recent data. Among the more recent papers, some papers

simply employ data from older papers, while others only use data up to the early 2000s. There are also

papers that include more recent data. However, to the best of my knowledge for such papers the data

period also starts in 1970 or 1980. If data patterns changed between the late 1900s and early 2000s, such

data samples would not necessarily be able to show said change.

These data limitations raise two questions. Firstly, do the observed patterns persist when using country-

pairs that do not include the US? Secondly, does the increasing globalisation in recent decades have any

repercussions for the existence or size of the puzzles? These questions are important, as they may have

significant implications for the literature. From a policy-making perspective, it is important to know

whether the stylised facts apply only to the US, or whether they hold more generally. For the literature,

it is important to know whether the stylised facts that underlie and give rise to the puzzles still exist

in the data today. Insofar as they do not, they no longer serve as a validation mechanism for economic

models.

In order to address the questions formulated above I will use more recent data to analyse whether the

four prominent macroeconomic puzzles described in this section still exist. In other words, I examine

whether the stylised facts that have been addressed in the literature still persist today. Concretely I will:

1. Provide evidence for the data patterns underlying the puzzles in the data period most frequently

used in the literature.

2. Provide an analysis of the international correlations for a large number of country-pairs using recent

data.

3. Provide an analysis of the international business cycle statistics for a large number of individual

countries vis-à-vis the US using recent data.
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The first exercise will ensure that my results for recent data are not driven by my choice of database. The

second analysis enables me to examine whether the data still deviates from the predictions of standard

international trade models, and therefore whether the puzzles I address in this chapter still exist. The

third analysis allows me to determine whether the prevalence of the data patterns underlying the puzzles

depends on whether the US is included in the sample. As the literature addressing the macroeconomic

puzzles is very US-focused, this allows me to place my findings in the context of the literature and de-

termine whether a US-focused approach overstates the prevalence of the data patterns underlying the

macroeconomic puzzles.5

I therefore contribute to the literature by examining whether the data patterns that have been docu-

mented extensively in literature and underlie the macroeconomic puzzles I consider in this thesis: (1)

hold more generally also for country-pairs that do not include the US and (2) still hold in recent data.

These contributions matter, because stylised facts are often used as a validation mechanism for macroe-

conomic models. This makes sense, as we want our models to explain what actually happens in the real

economy. However, if stylised facts no longer exist in recent data, then they are no longer useful as a

validation mechanism, and building models to explain the puzzles they gave rise to is redundant. Fur-

thermore, if the likelihood that data pattern holds depends on certain country characteristics, awareness

of this heterogeneity in the occurence of data patterns is important, and models should be built that can

account for this heterogeneity.

2.3 International Trade

In this part of the literature review I will present a review of the vast literature investigating the rela-

tionship between international trade and productivity.

In order to present this review I proceed as follows. Section 2.3.1 presents a brief overview of the

development of the literature on international trade theory from its inception. In Section 2.3.2 I will

then present a review of the empirical literature on the relationship between international trade and

productivity and in Section 2.3.3 I proceed to consider theoretical models in the literature. Hereby I will

present a review of literature that builds direct extensions of the most prominent model of new trade

theory in Section 2.3.3.1, a review of theoretical literature that attempts to account for certain empirical

patterns in Section 2.3.3.2, a review of literature analysing implications of the new trade models in Section

2.3.3.3 and a review of literature analysing transition dynamics in Section 2.3.3.4. In Section 2.3.3.5 I

present a review of the literature that investigates the importance of endogenous entry into domestic

production in international trade models, which leads me to identify the gap in the literature in Section

2.3.4.

5When I refer to prevalence or prominence in this chapter I refer to the proportion of country-pairs for which a data

pattern holds.
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2.3.1 Overview of the Development of International Trade Theory

International Trade Theory can be traced back to Adam Smith’s 1776 Wealth of Nations and David Ri-

cardo’s 1817 On the Principles of Political Economy and Taxation. Adam Smith formulated the concept

of absolute advantage, arguing that some countries can produce certain commodities more cheaply than

other countries. According to Smith (1776), by specialising in the production of the good in which they

have an absolute advantage, both countries maximise the consumption of both the goods they import

and the goods they export.

A few decades after Smith’s formulation of the concept of absolute advantage, David Ricardo argued that

it would not only be advantageous for a country to trade with a different country if it could produce a

commodity at a lower cost, but also if it could produce both commodities more cheaply at home. Accord-

ing to Ricardo (1951), what matters for an incentive to trade is not absolute advantage, so the ability to

produce a commodity more cheaply in absolute terms, but relative advantage, the ability to produce a

commodity more cheaply in relation to a different commodity than the foreign country.

While Ricardo showed that a country will always gain from trade if it has a comparative advantage in the

production of a certain good, his theory did not explain where that comparative advantage comes from.

This explanation is provided by the Heckscher-Ohlin trade theory, which claims that which commodity

a country exports depends on which factor of production it has in abundance. Every country has more

or less of a certain factor of production than other countries, and the commodity requiring more of the

abundant factor of production is the commodity in whose production that country has a comparative

advantage. The resulting trade will lead to an equalisation in the relative prices of commodities, as well

as in the equalisation of factor prices (Samuelson (1948)).

The trade theories just presented all explain inter-industry trade, or trade in different types of goods.

However, they provide no insights into intra-industry trade. For this reason, new trade models were

developed in the 1980s that could account for the existence of intra-industry trade. These new theories

fall under what is termed ”new trade theory”. 6 A pioneering paper in this new trade theory is Krugman

(1980), which develops an international trade model in which trade is caused by economies of scale. In

this model, labour is the only one factor of production, and there is full employment and monopolistic

competition. Each firm produces a differentiated good and consumers have heterogeneous preferences.

In response to opening to trade, the market size increases, which allows for the exploitation of economies

of scale. There is thus an increase in the scale of production, which increases real wages and the range of

goods available for consumption. In this model, welfare is therefore increased via higher real wages and

a greater product variety.

A further development of international trade literature took place in the early 21st century to take into

account the empirical finding that firms within the same industry exhibit very large productivity differ-

ences that are correlated with the firms’ export status. In a seminal paper, Melitz (2003) incorporates

firm heterogeneity into an international trade model with monopolistic competition, increasing returns

6For an overview of this literature, see Bernard et al. (2007).
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to scale and sunk entry costs. In this model, firms face an initial uncertainty over their productivity.

Upon entry, for which they pay a sunk cost, firms draw their productivity from a common productivity

distribution. Melitz (2003) shows that exposure to trade in this setting induces only the more productive

firms to export due to the presence of fixed export costs: only firms with productivity above a certain

threshold level will export as they are the only ones that can afford to pay per-period fixed exporting

costs. These more productive firms will increase their scale of production, increasing wages and forcing

the least productive firms to exit the export market, which further re-allocates market towards the most

productive firms. Melitz (2003) shows that this re-allocative process results in an increase in aggregate

productivity.

Like Melitz (2003), Bernard et al. (2003) develop a model to account for the fact that only some firms

trade and that exporters tend to be more productive and larger. In order to do this, they develop a

Ricardian trade model of heterogeneous firms, imperfect competition and differentiated goods. Because

of export costs, only firms with higher-than-average productivity export. In order to ascertain the impact

of trade on productivity, Bernard et al. (2003) run a counterfactual exercise in which they simulate a

5% worldwide decline in geographic trade barriers that leads to a 15% increase in world trade, finding

that this increases US manufacturing productivity by 4.7%. According to Bernard et al. (2003), the

main factor behind this increase are productivity gains within plants driven by a decline in the price of

intermediate inputs, as cheaper inputs from abroad replace domestic inputs. A further channel is the

reallocation of production, as over 3% of lower-than average productivity firms exit the market and high

productivity plants expand.

2.3.2 Empirical Literature on International Trade and Productivity

At the same time this theoretical literature emerged, a vast amount of literature investigated the re-

lationship between international trade and productivity empirically, especially between exporting and

productivity. This literature was pioneered by Bernard et al. (1995) and Bernard and Jensen (1999),

who first showed that exporters tend to be larger firms, pay higher wages and be more productive. This

finding that exporting firms, or trading firms more largely, are generally larger and more productive than

non-trading firms was reproduced in much subsequent work (see for example Castellani (2002) Helmpan

et al. (2004), Andersson et al. (2008), Melitz and Trefler (2012), Wales et al. (2018)).

Two broad hypotheses are brought forward in the literature to explain this finding. The first explanation

is the self-selection hypothesis, embodied in the majority of the theoretical literature on this topic, such

as Melitz (2003) and Bernard et al. (2003). This hypothesis maintains that sunk entry or fixed exporting

costs ensure that only larger and more productive firms enter the export market, as these are the only

firms that find it profitable to pay the sunk entry or fixed cost. More productive firms thus self-select

into the export market, increasing their market shares and inducing resource and profit reallocations

toward the most profitable firms, thereby increasing aggregate productivity. An alternative, though not

mutually exclusive, hypothesis is that exporting has an effect on firm-level productivity: exporting itself

has beneficial effects on firm performance. This could happen through a variety of mechanisms: by in-

creasing market size and enabling the exploitation of economies of scale, by creating access to new and
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better technologies, product designs, technical and managerial expertise, or by exposure to higher quality

standards and more competition in foreign markets that stimulates innovation.

In the following sections I will present a review of the literature that empirically examines how trade

affects productivity. First, I will present a review of the literature explicitly examining the effect of

exporting on aggregate productivity. In Section 2.3.2.2 I will then present a review of the literature

emphasising that firms self-select into export markets and in Section 2.3.2.3 I will present a review of the

literature providing evidence that exporting itself has an effect on firm-level productivity.

2.3.2.1 Effect of International Trade on Aggregate Productivity

Some studies examine the effect of trade on aggregate productivity. Alcalà and Ciccone (2004) do this

by using real openness as a trade measure. Using data for 138 countries for 1985 from the Penn World

Tables, they find that trade is a significant and robust determinant of aggregate productivity. According

to their estimates, an increase in real openness taking a country from the 30th percentile to the median

value would raise productivity by 80%, an increase taking a country from the 20th percentile to the

median value would raise productivity by 160%, and an increase in real openness taking a country from

the 20th percentile to the 80th percentile would raise productivity by a factor of 6.

Like Alcalà and Ciccone (2004), Bernard et al. (2006) investigate the effect of trade on aggregate pro-

ductivity, but also investigate the channels through which this trade occurs. Using manufacturing plant

data for 1987-1997 from the US Bureau of Census, they find that industry productivity rises when trade

costs fall: a one standard deviation decrease in trade costs is associated with an increase of productivity

growth of 0.2 percentage points per year. Furthermore, plants in industries with larger declining trade

costs are shown to experience larger export growth and falling trade costs are found to be associated with

subsequent increases in productivity of surviving plants.

Blyde and Iberti (2012) follow Bernard et al. (2006) in investigating the effect of lower trade costs on

aggregate productivity, but do this for a developing country by using plant-level data from Chile for

1995-2006. Firstly, they find that changes in trade costs are negatively associated with industry TFP.

Declining trade costs are also found to increase the probability of becoming an exporter, and to increase

export growth.

The above papers all examine the effect a change in trading costs has on aggregate productivity. While

still studying the effect of trade on aggregate productivity, Harris and Li (2008) use a slightly different

approach, as they investigate the contribution of exporters to aggregate productivity growth. In order

to do this, they use a weighted FAME database, with data on the United Kingdom from 1996-2004, and

decompose productivity into its various components. They find that exporting firms contribute 2.32%

per annum to aggregate labour productivity growth whereas non-exporting firms contribute 1.55% per

annum, and exporting firms contribute 1.2% to aggregate TFP growth while non-exporting firms only

contribute 0.81%.
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Further papers examine the effect of trade on aggregate productivity by investigating the effects of spe-

cific trade liberalisation episodes in the affected countries. Thus Pavcnik (2002) quantifies the incidence

of productivity gains from the trade liberalisation in Chile on Chilean manufacturing firms, using data

from the Census of Chilean manufacturing plants from 1979-86. Pavcnik (2002) finds that after the trade

liberalisation, the productivity of plants in import-competing sectors grew between 3% to 10% more than

that of plants in non-traded goods sectors. According to Pavcnik (2002), this suggests that the exposure

to foreign competition forced plants in sectors that used to be protected from international competition

to become more productive. In order to determine the effect of a trade liberalisation on productivity

growth, Pavcnik (2002) then decomposes aggregate productivity growth, finding that 6.6% of the 19%

growth was due to productivity increases within plants and 12.7% was due to reallocations from less

productive to more productive plants.

Lileeva (2008) and Lileeva and Trefler (2010) investigate the effect of the trade liberalisation following the

Free Trade Agreement (FTA) in 1989. Lileeva (2008) examines the effect of this agreement on Canadian

manufacturing firms, using data from 1980-1996. It is shown that Canadian tariff cuts, which increased

import competition, increased industry level productivity by inducing plants to exit the market and

increasing the market shares of highly productive plants. Regarding the effect of US tariff reductions,

Lileeva (2008) finds that a 1 percentage point fall in US tariffs increases annual productivity growth by

3-4%. The productivity effects are shown to increase with export intensity, and were much larger for new

entrants into the export market. Lileeva and Trefler (2010) also examine how the Canada-U.S. FTA of

1989 affected labour productivity in Canada. Using plant-level data for 1984-1996, they calculate that

the decline in trade costs following the 1989 FTA increased aggregate productivity by approximately 14%.

All papers studying the effect of trade on aggregate productivity thus show that trade contributes sub-

stantially to the level and growth of aggregate productivity. In the subsequent sections I will now present

a review of the literature that examines the channels through which these effects occur.

2.3.2.2 Self-Selection Hypothesis

The most popular explanation for the positive effect of trade on aggregate productivity is the self-selection

hypothesis. A review of the literature investigating and endorsing this channel will be presented in this

section.

As mentioned in the introduction to Section 2.3.2, the empirical literature on international trade and

productivity was pioneered by Bernard et al. (1995). Using plant-level data on United States manufac-

turing firms, the authors found that exporting plants perform substantially better than plants that do

not export. Bernard and Jensen (1999) build on this work and attempt to determine the direction of

causality of this relationship. To examine this the authors use plant-level data from the United States

during the period of 1984 to 1992. They first replicate the finding that exporting firms are generally

more productive than non-exporting firms, both in terms of labour productivity and in terms of TFP.

The authors then divide the sample into 1984-88 and 1988-1992. They select all plants that did not export

in any of the years of the first period and compare the initial levels and growth rates of productivity of
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those plants that became exporters in the second period and those plants that remained non-exporters

in the second period. They find that plants that became exporters were 20% – 45% larger in terms of

employment, had a 7% – 8% higher labour productivity and paid higher wages. Future exporting plants

were thus found to have a better performance in both size and productivity already several years before

they started exporting, implying that prior success determines export status.

Aw et al. (2000) also examine whether exporting increases productivity, using firm-level data from Taiwan

for 1981, 1986 and 1991, and plant-level data for Korea for 1983, 1988 and 1993. First, Aw et al. (2000)

replicate the finding that exporting plants in both Taiwan and Korea tend to have higher productivity

than non-exporting plants. The authors then go on to examine the productivity of entering plants to

determine the direction of causality between exporting and productivity. In Taiwan, they find that plants

entering the export market have substantially higher productivity than non-exporting plants already prior

to exporting, a differential that varies between 4.8 and 14.8%. This finding implies that the self-selection

hypothesis holds. Aw et al. (2000) also find that this initial difference widens in 3 of the 5 industries

they study in the year following entry, increasing between 6 and 8.3%. For some plants, thus, exporting

seems to increase productivity. As in Taiwan, Aw et al. (2000) find that in all industries in Korea new

exporters have higher productivity than non-exporters already prior to entry. This differential widens

post entry, but in Korea this change is never statistically significant. The authors thus present evidence

for self-selection in both countries, and some evidence for learning-by-exporting in Taiwan. Regarding

exiting firms, Aw et al. (2000) find that firms exiting after year t are on average 6.2 to 13.3% less pro-

ductive than continuing exporters in year t already. This is consistent with the self-selection hypothesis,

as it suggests that the less productive firm self-select out of the export market. In Korea, the pattern

is similar yet not statistically significant in most industries. Overall, Aw et al. (2000) argue that their

findings ”suggest that the movements of producers with different levels of productivity into and out of

the export market more closely reflect a process of market selection (...) than a process of productivity

improvement flowing from export market experience”.

Further support for the self-selection hypothesis and staunch opposition to the learning-by-exporting

hypothesis is provided by Bernard and Jensen (2004). Using firm-level data from the US for 1983-1992,

they find strong evidence that exporting plants are more productive than non-exporting plants, and that

this productivity difference predates entry into export markets. Specifically, the authors investigate the

differences of TFP growth rates across export statuses. They find that in the year they enter, export

starters have significantly faster productivity growth rates than non-exporting firms, a differential that

ranges between 1.2% to 2.5%. Bernard and Jensen (2004) further find that plants exiting the export

market have productivity growth rates 0.2% to 0.9% lower than continuing exporters. In order to inves-

tigate the learning-by-exporting hypothesis in more detail, the authors consider a five-year interval to

investigate the implications of entry and exit for productivity. They find that continuing exporting does

not result in faster productivity growth rates. Furthermore, it is shown that “times of transition, either in

or out, are indeed associated with large productivity changes. However, these predate the start (or end)

of exporting and are completed soon after entry (exit)”. Bernard and Jensen (2004) thus find consider-

able evidence for the self-selection hypothesis. However, exporting does not seem to improve productivity.
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Kox and Rojas-Romagosa (2010), Arnold and Hussinger (2005) and López (2009) provide support for

Bernard and Jensen (2004)’s findings. Kox and Rojas-Romagosa (2010) use firm and plant-level data for

Dutch services and manufacturing sectors for the period of 1997 – 2005 and 1999 – 2005 respectively to

examine the relationship between exporting and productivity. In order to test the self-selection hypoth-

esis, Kox and Rojas-Romagosa (2010) test whether the probability of exporting depends on the ex-ante

labour productivity of a firm, finding that it does. They find that in manufacturing, labour productiv-

ity in year t − 3 is a good predictor for whether a firm starts to export in year t: a 1% higher labour

productivity in year t − 3 yields a 2.8% higher probability of exporting in year t. In services, they find

that the labour productivity in year t− 1 is a good predictor for whether a firm starts to export in year

t. Kox and Rojas-Romagosa (2010) also test the learning-by-exporting hypothesis by evaluating labour

productivity growth of new exporters 1, 2 and 3 years after they start exporting. They find no support

for the learning-by-exporting hypothesis.

Arnold and Hussinger (2005) use firm-level data from the German manufacturing sector from 1992-2000

to investigate the relationship between exporting and productivity. They find that exporters are more

productive than non-exporters, and that this productivity advantage already exists prior to exporting.

Specifically, they show that at t− 3, the average productivity of future exporters is almost equal to those

who will not start exporting later. In the two periods preceding their entry into the export market, these

future exporters experience a significant increase in TFP, but this tendency does not increase after their

entry into the export market. López (2009) uses plant-level data for Chilean manufacturing plants from

1990-1993 to show that productivity increases in plants that are about the enter export markets, relative

to those that do not export. López (2009) finds that in the year before entry and in the year of entry,

productivity increases by 10% and 20%, but does not increase thereafter.

The above papers all examine productivity and exports with data from one country. Temouri et al. (2013)

and ISGEP (2008) examine this relationship with data from multiple countries. Temouri et al. (2013) do

this by examining data for France, the United Kingdom and Germany from 2003-2007. In support of the

self-selection hypothesis, they find prospective exporters already had higher productivity 2 years before

they entered into the export market. In contrast, they find no support for the learning-by-exporting

hypothesis as they find that the average growth rate of export starters in 2005 is not higher than the

average growth rate of matched non-exporters. If it is different, it is actually found to be lower.

ISGEP (2008) uses cross-country evidence to investigate the relationship between exports and productiv-

ity, which they measure as sales per worker. They find that exporter premia are present in all countries,

although they vary across countries. To test the self-selection hypothesis, the authors take all firms that

did not export at time t− 3 to t− 1 and compare the average labour productivity at t− 3 for firms that

did not export at time t and those that exported at time t. ISGEP (2008) claims that for some countries,

the number of new exporters in the data is small, and it is for those countries that the estimates for

ex-ante labour productivity differences are small. In 69% of the investigated cohorts that include enough

new exporters to conduct the analysis, the pre-entry productivity premium is found to be positive and

significant. To investigate the learning-by-exporting hypothesis, ISGEP (2008) compares firms that did

not export at time t− 3 to t− 1 and exported at time t, t+ 1 and t+ 3 with firms that did not export
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for all 6 years. For China, the paper shows negative ex-post productivity growth. For countries where

the numbers of export starters is large enough to investigate the issue, the authors only find evidence

in favour of the learning hypothesis in 1 country, namely Italy. ISGEP (2008) thus provides significant

evidence for the self-selection hypothesis but only little evidence for the learning-by-exporting hypothesis.

However, ISGEP (2008) does conclude by saying that the evidence reached for the learning-by-exporting

hypothesis may depend on the methodology used, which implies that the authors don’t exclude the pos-

sibility of learning-by-exporting completely.

The literature presented above generally finds support for the self-selection hypothesis, but less for the

learning-by-exporting hypothesis. This conclusion is also reached by Greenaway and Kneller (2007)

and Wagner (2007), who provide a detailed review of the literature on the link between exporting and

productivity.

2.3.2.3 Learning-By-Exporting Hypothesis

The literature presented above showed that more productive plants self-select into export markets. Few

studies find explicit evidence for learning-by-exporting. More recently, however, evidence in favour of this

latter hypothesis has become more prominent.

In fact, De Loecker (2013) and Manjón et al. (2013) argue that studies examining the learning-by-

exporting hypothesis tend to use an approach that is biased towards the rejection of this hypothesis by

assuming that productivity evolves exogenously and that past export experience does not affect productiv-

ity. Using firm-level data from 1994-2000 of the Slovenian manufacturing sector, De Loecker (2013) shows

that when one accommodates endogenous productivity processes, exporting has a positive productivity

effect. Similarly, Manjón et al. (2013), using firm-level data from 1990-2008 on Spanish manufacturing

firms and firm matching techniques, show that whether one uses an endogenous Markov process or ex-

ogenous Markov process to determine the effect of exporting on productivity, i.e. whether one allows

productivity to evolve endogenously or whether one assumes it to evolve exogenously, affects the results

significantly. When assuming an exogenous Markov process for productivity, Manjón et al. (2013) find

no extra productivity growth induced by exporting. However, when allowing for an endogenous Markov

process, they find that exporting increases yearly productivity rates by 3%. Both De Loecker (2013) and

Manjón et al. (2013) thus argue that exporting does affect productivity, and that the rejection of this

hypothesis in past research is based on a specific construction of productivity.

Indeed, many papers find support for the learning-by-exporting hypothesis. Baldwin and Gu (2004) is

such a paper. Interestingly, it provides an explanation for why its results differ from those of Bernard

and Jensen (2004), who investigate the impact of exporting of the United States and conclude that ex-

porting does not affect firm-productivity. Baldwin and Gu (2004) examine whether exporting induced

by NAFTA, entering into force in 1989, increased productivity growth in Canadian firms, using data

from 1984-1996. To determine whether new exporters experience post-entry growth, the authors refer

to Baldwin and Gu (2003), and reproduce a table from that paper. They argue that plants with faster

growth in labour productivity and TFP during the 1990-93 period were more likely to be exporters in
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1993-96, which is consistent with the self-selection hypothesis. However, as a result of entry they also

experienced faster productivity growth rates compared to non-exporters, which is consistent with the

learning-by-exporting hypothesis. Baldwin and Gu (2004) then examine the possible mechanisms leading

to this increased productivity growth. They find that after the trade liberalisation, exporters became

more specialised, enabling a greater exploitation of economies of scale. Furthermore, export participation

increased the investment in R&D, and the rate of introducing innovation was 8 percentage points higher

for new exporters than non-exporters without there being such differences prior to the exporters’ entry

into the export market. This is consistent with the idea that firms benefit from exporting through foreign

ideas and technologies, but need to invest in R&D in order to do so. The third mechanism Baldwin and

Gu (2004) identified is increased international competition. Using these results, the authors then present

some possible explanations for why their results differ from those of Bernard and Jensen (2004) for the

United States, where exporting was not found to have beneficial effects on productivity. Regarding the

first mechanism, Baldwin and Gu (2004) argue that while Canada is a small economy, the US is a large

economy. US firms were therefore already able to exploit economies of scale prior to the trade liberalisa-

tion, while this was not the case for Canadian firms. According to Baldwin and Gu (2004), the second

mechanism is also limited in the US, as many US plants are world leaders in technology and will thus

not benefit from greater exposure to foreign markets by gaining access to new technologies. The third

mechanism is also not likely to apply to the US, as the domestic market competition in the United States

has been described as more intense than competition in other markets. Baldwin and Gu (2004) conclude

that their findings suggest exports should increase productivity growth in Europe, as European countries

are more similar to Canada than the US in relevant characteristics. Furthermore, benefits from exporting

are not automatic; they require investing in R&D to learn from foreign buyers and benefit from their

technologies.

Somewhat in line with Baldwin and Gu (2004)’s prediction that exports should increase productivity

growth in Europe, Girma et al. (2004) provides evidence that exporting leads to productivity growth

in the United Kingdom, using data from the OneSource database for 1988-1999 and matching analysis

and difference-in-difference techniques. They find that in the year of entry, exporting firms experience a

TFP growth which is 1.6 percentage points higher than if they had remained non-exporters, and TFP

continues to grow at an extra percentage point in the following year. TFP growth was not faster for

these firms prior to entry into the export markets than non-exporting firms. The results are similar when

labour productivity is used as an alternative productivity measure.

Further insight into how exporting may impact on productivity is provided by Damijan et al. (2005), De

Loecker (2007) and Trofimenko (2008), who argue that the learning effect of exporting is not associated

with exporting per se but depends on the export destination. Damijan et al. (2005) use firm-level data for

Slovenian firms 1994-2002, differentiating between firms exporting to OECD countries, firms exporting

to countries from Central or Eastern European countries and firms exporting to countries of the former

Yugoslavia. Damijan et al. (2005) find that exporting firms increased their TFP level on average by 2%

more than non-exporters in the sample period 1994-2002. The authors break this result down according

to export destinations, finding that while for firms exporting the majority of sales to OECD countries

trade increases the long-run TFP level by 7%, no such long-run effects exist for firms exporting to Cen-
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tral and Eastern European or former Yugoslavian countries. The authors then compare the productivity

differential between firms that started exporting recently and non-exporters. In this section, they find

no continuous productivity improvements from exporting, but short-run productivity shocks after the

firm starts to export. The authors find significant increases in TFP growth rates for firms exporting to

OECD countries 1 and 2 years after the year of entry into export markets. No productivity improvements

are found for new exporters exporting more to less developed countries. Based on these findings Dami-

jan et al. (2005) argue that the heterogeneity of markets matters: exporters can benefit from exporting

through learning or competition effects only when serving more advanced markets. “Exporting per se

does not warrant such effects”.

De Loecker (2007) also examine the effect export destinations have on productivity, arguing that if

learning-by-exporting did exist, gains from the interaction with buyers and competitors should be larger

from higher income regions. Using firm-level data of Slovenian manufacturing firms from 1994-2000,

De Loecker (2007), like previous literature, finds strong and significant productivity premia for new ex-

porters. It is furthermore shown that exporting has a positive and significant impact on productivity, as

exporting firms on average become 8.8% more productive once they start exporting. For firms export-

ing only to high-income regions, this productivity gain is significantly larger, as they experience a 20%

increase in productivity. De Loecker (2007) argues that if only self-selection mattered, then export des-

tinations should not play a role. His evidence is thus consistent with a learning-by-exporting explanation.

Trofimenko (2008) investigates whether the destination of exporting matters for learning effects with

firm-level manufacturing data from 1981-91. Export destinations are broken down into poor, lower-

middle-income, upper-middle-income, rich non-OECD and OECD countries. Trofimenko (2008) finds

that within industries trading mostly with similar markets the instantaneous impact of exporting is neg-

ative and significant for all productivity levels. Within industries exporting to advanced countries, the

instantaneous effect of exporting is positive and highly significant. For firms within industries exporting

to upper-middle-income and rich non-OECD countries, exporting appears to lead to a one-time produc-

tivity jump. These productivity differentials drop in size for continuing exporters for all firms but the

most productive ones. Within industries exporting to OECD countries, productivity effects accumulate

over time. Trofimenko (2008) concludes that the effects of exporting vary significantly according to export

destinations.

Bustos (2011) also examines the effect of exporting on productivity, but investigates a specific channel

through which exporting could affect productivity, namely the adoption of new technology. Bustos (2011)

uses the MERCOSUR trade liberalisation episode in Argentina and Brazil to estimate the impact of lower

tariffs on technology upgrading by Argentinian firms, using data for 1992-1996. To assess the impact

of falling tariffs on technology adoption decisions, Bustos (2011) estimates the change in spending on

technology as a function of the change in tariffs. It is shown that where tariffs fall more, firms increase

their spending on technology more. Bustos (2011) breaks down this result by dividing the firms accord-

ing to their export status. Continuing exporters on average had a 0.33 log points higher spending on

technology than non-exporting firms in 1992, and they increased their spending by 0.28 log points faster

than non-exporters during the liberalisation period. New exporters did not spend much more money on
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technology than non-exporters before the liberalisation in 1992, but increased their spending on tech-

nology per worker by 0.37 log points faster between 1992 and 1996. Falling tariffs are thus shown to

induce firms to take actions that can increase their productivity. According to Bustos (2011), this means

that productivity differences between exporters and non-exporters cannot be completely explained by

self-selection.

Overall, there thus seems to be increasing evidence that while self-selection into export markets is an im-

portant channel through which exporting affects aggregate productivity, exporting itself also contributes

to aggregate productivity.

2.3.3 Further Theoretical Models of International Trade and Productivity

Next to the empirical work just presented, theoretical work emerged that built on the seminal work in

new trade theory and further investigated the relationship between international trade and productivity.

2.3.3.1 Extensions of Melitz (2003)

The model of Melitz (2003) is frequently extended. Melitz and Ottaviano (2008), for example, do this by

including sunk entry costs and incorporating endogenous mark-ups into the basic framework. These mark-

ups respond to the toughness of competition in the market and the average productivity of firms competing

in that market. In this model there are three channels through which welfare is increased: aggregative

productivity gains achieved through selection, lower mark-ups achieved through a pro-competitive effect

of trade, and higher product variety.

Bernard et al. (2011) provide a different, yet intuitive extension of Melitz (2003) by allowing for firms

to produce multiple products and export to multiple destinations. In this general equilibrium model,

firms also face sunk entry costs as in Melitz (2003), but then choose to produce several products and to

serve many export markets. Firms face fixed export costs for serving each market and supplying each

product to that market. According to Bernard et al. (2011), this model leads to three core implications:

trade liberalisation causes firms to drop their least successful product and to reallocate their resources to

high-attribute products, increases the number of exporting firms, and increases the number of countries

to which a given product is supplied and the exports of a given product of a given firm.

Further literature extends Melitz (2003)’s framework by allowing firm productivity to change over a firm’s

lifetime. Impullitti et al. (2013) is one example of such a paper. It extends Melitz (2003) in two ways:

(1) by assuming that a firm’s productivity evolves over its lifetime according to a Brownian motion and

(2) by assuming that in order to enter export markets, a firm must pay a sunk entry cost in addition to

per-period fixed and variable trade costs. Like in Melitz (2003), firms pay an initial sunk cost to enter

the domestic industry and draw their initial productivity from a distribution. However, this productivity

can evolve. If a firm’s productivity exceeds a certain threshold, it becomes profitable for this firm to

enter the export market by paying the sunk entry cost. If its productivity falls below the level with which

it started exporting, the firm will nevertheless prefer to continue exporting in order to avoid paying the

sunk entry cost again later on, even though this choice comes at the expense of negative export profits.
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Impullitti et al. (2013) thus show that the sunk entry cost introduces a wedge between the export entry

cutoff-level and the export exit cutoff level, referred to as a “band of inaction” or hysteresis. Crucially,

this model shows that a firm’s efficiency level is not enough to determine its export status: its exporting

history is relevant as well.

Most of the papers presented above feature productivity heterogeneity and argue that trade liberalisation

increases aggregate productivity via self-selection into export markets, with exporting having no effect

on firm-productivity. An exception to this is Costantini and Melitz (2008), where a firm can choose to

innovate. Even in this model, however, there is no direct connection between innovation and exporting:

innovating and exporting are two distinct decisions. In some models, export market participation explic-

itly affects productivity. In Yeaple (2005), it does this by inducing firms to switch technology from a low

productivity to a high productivity technology. Trade thus increases productivity by inducing firms to

change technology.

Bustos (2011) builds on Yeaple (2005), but in this model firms are ex-ante heterogeneous. These firms

operate in a monopolistically competitive industry, produce differentiated goods, face sunk entry costs

and can choose to increase their productivity by paying a fixed technology adoption cost. For the least

productive firms, it is most profitable to not export and to use the old technology. As the cost of the

new technology is fixed, its benefit is increasing in productivity. A reduction in trade costs increases

the market shares of exporters, inducing more of them to adopt the better technology. This increases

expected profits, inducing more firms to enter the industry, which reduces the price index. Non-exporting

firms thus lose revenues and the least productive exporting firms exit the industry. This model therefore

features aggregate productivity growth through firm selection effects and by having exporting affect the

technology adoption decisions of firms.

2.3.3.2 Explaining Empirical Patterns

Several studies further extend seminal theoretical models in order to account for certain empirical fea-

tures. Thus Helpman et al. (2008) attempt to account for the fact that many countries do not trade with

each other at all. To account for this the authors build a model of international trade with differentiated

products and firm heterogeneity, in which firms face fixed and variable costs of exporting. As in Melitz

(2003), only the most productive firms export. The profitability of exporting, however, varies according

to destination: it is higher for exports to countries with higher demand levels and lower variable and

fixed export costs. As profitability levels can differ, this model makes it possible that no firm in a given

country is profitable enough to export to a certain country.

Arkolakis (2010) and Albornoz et al. (2012) attempt to explain the empirical pattern that many small

firms export. Arkolakis (2010) extends the framework of Melitz (2003) by introducing marketing costs for

exporting instead of fixed export entry costs. These marketing costs have two important characteristics:

(1) the cost to reach a certain number of consumers in a market decreases with the population size of

a market and (2) within a given market, the marginal costs of marketing increases with the number of

consumers reached. This modelling has 2 implications. Firstly, it can account for the observed fact that
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many small firms export, which is at odds with a fixed cost model. This is because with marketing costs,

in larger markets the cost to reach the very first consumer is low, enabling many firms to pay this cost.

Due to the increasing cost to reach additional consumers however, the relatively small and unproductive

exporters choose to only export small amounts. The second implication is that when trade costs decline,

firms with low volumes of trade prior to the trade liberalisation will grow at a faster rate. This is due

to the decreasing returns to marketing: firms that exported only little prior to the trade liberalisation

find it easier to reach new consumers than firms already reaching many consumers. Arkolakis (2010)

quantitatively assesses this model and finds support for the model’s predictions and implications.

Albornoz et al. (2012) also attempt to explain the finding that many small firms operate in export markets,

specifically the finding that there is a lot of entry into export markets with small initial sales coupled

with rapid subsequent exit. Their central assumption is that firms face initial uncertainty about export

profitability. Firms can only discover this profitability by starting to export. According to Albornoz et al.

(2012), this model explains why many small firms enter export markets with initially small sales: they

are attempting to discover their exporting profitability. Furthermore, it also explains rapid subsequent

exit, as those firms that find they are not productive enough exit the market quickly.

2.3.3.3 Analysing Implications of the New Trade Models

The growing theoretical literature on new trade theory prompted literature analysing the implications of

these new trade models. Alessandria and Choi (2014) extend the Melitz (2003) framework by allowing

firms to face idiosyncratic productivity shocks, sunk export costs in addition to fixed export cost and

temporary idiosyncratic shocks to fixed export costs. In this general equilibrium model, entering firms

draw from a productivity distribution, and incumbents’ productivity evolves according to a Markov pro-

cess. Alessandria and Choi (2014) show that in this sunk cost model, trade liberalisation has a larger

effect than in the fixed cost model. Reducing tariff barriers from 30% to 0% raises the ratio of nominal

trade to GDP from 0.5% to 7.4% in the sunk cost model, and only from 1.3% to 5.9% in the fixed cost

model. This difference largely arises because the extensive margin is substantially more affected in the

sunk-cost model. The welfare effects of such a trade liberalisation in the sunk cost model exceed the

welfare gains of the fixed cost model by 18%.

Chaney (2008) and Melitz and Redding (2015) undertake similar comparative analyses, but compare new

trade models with productivity heterogeneity such as Melitz (2003) to trade models with homogenous

producers, such as Krugman (1979). Chaney (2008) expands Melitz (2003) to a world of multiple asym-

metric countries, separated by asymmetric trade barriers, and studies the choice of firms to export. In

this model, the subset of exporting firms varies with the characteristics of the foreign market. Chaney

(2008) examines the effect the elasticity of substitution has on the response of trade flows to changes in

tariff barriers in this model compared to Krugman (1979). In Krugman (1979), when the elasticity of

substitution is high, trade barriers have a strong impact on bilateral trade flows, as consumers are less

willing to pay a higher price for a certain good and substitute the more expensive foreign good with a

cheaper domestic product. Conversely, if it is low, consumers are willing to buy foreign varieties even at

a higher cost, so trade barriers have little impact. According to Chaney (2008), in the model with firm
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heterogeneity and fixed export costs, a high elasticity of substitution has the opposite effect: it makes

trade flows less sensitive to changes in trade barriers as the intensive and extensive trade margins are

affected differently.

Melitz and Redding (2015) compare new trade models with homogenous firms to new trade models with

heterogeneous firms in terms of the welfare gains from trade they generate. They find that the welfare

gains in the latter model in response to a trade liberalisation are substantially larger than the welfare

gains in the model with homogenous goods, as a reduction in variable trade costs from τ = 1.83 to

τ = 1 results in a 5 percentage point higher welfare gain in the heterogeneous firm model than in the

homogenous firm model.

2.3.3.4 Transition Dynamics

Many papers in the literature on international trade further study the dynamic response of the model

economy to macroeconomic shocks.

For example, Costantini and Melitz (2008) investigate firm-level transition dynamics in response to a

trade liberalisation. They augment the Melitz (2003) framework by incorporating a stochastic evolution

of firm productivity and an innovation option for firms. In this model, forward-looking decisions of entry,

export market participation and innovation require a sunk cost. The innovation option is a one-time

opportunity to innovate that induces a one-time stochastic jump in productivity. A firm can only in-

novate once, but the productivity gain from this innovation is long lasting. There are thus 4 types of

firms: those that are non-innovators and do not export (AD firms), those that are innovators but do not

export (BD firms), those that did not innovate but export (AX firms) and those that both innovated and

export (BX firms). The ranking of these firm decisions is as follows: AD firms are at the bottom of the

productivity distribution and BX firms at the top. Costantini and Melitz (2008) illustrate the response of

an industry to a change in trade costs, in terms of shifts of the shares of the four different types of firms.

In this model, a trade liberalisation increases the returns to both innovation and exporting. Costantini

and Melitz (2008) show that a trade liberalisation leads to fewer firms, as in Melitz (2003), and also leads

to a substantial shift from AD firms to BX firms.

A seminal extension of Melitz (2003) was provided by Ghironi and Melitz (2005), who extend the frame-

work by studying the macroeconomic dynamics of aggregate shocks in an international trade model.

In order to do this they build a dynamic stochastic general equilibrium model of international trade, in

which there are two countries, monopolistic competition, firm heterogeneity and sunk entry costs. In each

country, there is a continuum of firms that produce differentiated goods with a single factor of produc-

tion, namely labour. There is initial uncertainty about productivity, which is resolved upon paying the

sunk entry cost to enter the industry, as firms draw their productivity from a productivity distribution.

Thereafter this firm-level productivity remains fixed. Fixed production costs arise when a firm wants to

export, which gives rise to a selection process into the export market in which only the more productive

firms, those with productivity levels above the cut-off level, export. Ghironi and Melitz (2005) use this

model to study the response dynamics of the economy to an increase in aggregate productivity and a
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decrease in home entry costs, interpreted as deregulation. The shocks generally lead to higher prices in

the domestic market, but according to Ghironi and Melitz (2005), this effect is dominated by an increase

in product variety, which leads to an aggregate welfare gain.

Several papers build on this model and also examine the macroeconomic dynamics following shocks.

Adolfson et al. (2007) and Rodriguez-Lopez (2011) explicitly examine the response of the economy to a

monetary policy shock. Hereby Adolfson et al. (2007) are the first to show that the ”conventional wis-

dom” regarding the effects of monetary policy in a closed economy setting also applies in open economies,

while Rodriguez-Lopez (2011) examine how exchange rates have expenditure switching effects in a general

equilibrium model with exchange rate pass through and endogenous mark-ups. In this model, exchange

rate movements affect the extensive margin of trade by affecting cut-off productivity levels. In response

to a monetary shock, movements in the exchange rate affect competition conditions, and thereby change

the extensive margin of trade. Firm reallocations increase the persistence of such a shock, as changes in

the number of producers dissipates slowly during the transition.

Other papers study the response of the economy to productivity shocks (Cavallari (2013), D’Addona and

Cavallari (2020) and Dix-Carneiro et al. (2021)). Cavallari (2013) study how the dynamic response of the

economy to a TFP shock differs under flexible and sticky prices, showing that sticky prices are important

for firm entry decisions, and D’Addona and Cavallari (2020) analyse how the dynamic response of the

economy to a productivity shock differs under fixed and flexible exchange rate regimes. The authors show

that the extensive margin of trade responds more strongly to a productivity and a demand shock under

a fixed exchange rate regime than under a floating regime. Dix-Carneiro et al. (2021) examine how the

length of the shock affects the dynamic response of the economy in a general equilibrium, multi-country,

multi-sector model of trade. They find that the economy responds very differently to a temporary foreign

productivity shock, a permanent foreign productivity shock, and a gradual increase in foreign productivity.

Literature also studies the response of the economy to shocks other than productivity shocks. For exam-

ple, Barthelemy and Cleaud (2018) examine a shock to foreign preferences while Bergholt et al. (2019)

examine an oil price shock. Barthelemy and Cleaud (2018) assess the importance of fluctuations in trade

for the business cycle in a 2-country DSGE model that is estimated for the EA and the rest of the world.

They motivate changes in trade openness by shocks to the home bias of the two countries, and find that

such shocks are an important driver of short-term business cycles in the euro area, as they significantly

contribute to explaining inflation and nominal interest rates. Bergholt et al. (2019) analyse the transition

dynamics of an oil-producing country’s economy to an oil price shock. The authors show that while an

increase in oil prices leads to a global recession, it increases economic activity in Norway, the oil-producing

country. Following an increase in the price of oil, oil producers increase investment in their production, a

process that is slow and therefore highly persistent. The increase in oil investments leads to an increase

in the demand for supplies from the oil supply sector, which in turn induces supply firms to increase their

own factor inputs. These supply-chain dynamics lead to an overall increase in economic activity.

Cacciatore (2014) considers the response of an economy to a 20% decrease in transport cost, specifically

analysing how labour market frictions affect this response. In a 2-country DSGE model with heteroge-

33



neous firms and endogenous product entry they show that while trade integration is beneficial for welfare

as it induces higher productivity, unemployment can temporarily rise in response to such a shock. They

also demonstrate that labour market rigidities can mitigate such short run employment losses, but that

they also reduce gains from trade. Cacciatore et al. (2016) consider the effect of product and labour

market deregulation in a 2-country monetary union, specifically analysing their implications for mone-

tary policy. By analysing transition dynamics they argue that reforms that make markets more flexible

have three main consequences for monetary policy. These are that the optimal response to such a re-

form is expansionary, that when the reforms’ effects are fully materialised price stability is more desirable

in the long-run than prior to the reform and that the international synchronisation of reforms is beneficial.

While many of the above papers focus on the response of the economy to a specific shock, some papers

examine the response of their model to many shocks. Van Aarle (2012) does this in a DSGE model with

disequilibrium dynamics, in which excess product and labour supply is possible under the disequilibrium

regime. In this model they show that the adjustment process of the economy differs fundamentally in re-

sponse to some shocks relative to a standard DSGE model, and that regime switches can occur often and

easily. Van Aarle (2012) argue that the consideration of such regime switches may be therefore helpful in

understanding complex adjustments produced by crises. In contrast to the above papers, Millard et al.

(2021) explicitly focus on the effect of international trade on labour productivity. Hereby they examine

the importance of non-trading firms in shaping labour productivity in a DSGE model of international

trade with monopolistic competition and heterogeneous firms, allowing firms to endogenously enter and

exit the domestic market. Millard et al. (2021) show that the entry and exit of non-trading firms can

explain the persistence of the response of labour productivity to transitory macroeconomic shocks.

De Walque et al. (2017) also study many shocks, as they analyse the response of the economy to a large

number of macroeconomic shocks in an international trade model. They build a 2-country new Keynesian

model with local currency pricing, distribution costs and demand elasticity that increases with relative

price. Their stated objective is to “construct a medium-sized 2 country model for the euro area and the

US able to deliver an acceptable empirical fit for a relatively wide set of macro-variables and generate re-

liable forecasts”. To construct this international trade model they extend the well-known closed-economy

model of Smets and Wouters (2003) to include international trade in goods and assets. They use this

model to simulate the economy to a number of shocks, run forecasts, decompose shocks and analyse the

contribution of shocks to economic fluctuations, and to study the model’s business cycle statistics.

Albonico et al. (2019) study the response of their model economy to many shocks as well. Instead of just

including two countries, their model accounts for three: a European Monetary Union (EMU) member

country, the rest of the euro area (EA) and the rest of the world (RoW). Like De Walque et al. (2017)

they estimate their model using Bayesian techniques. In this set-up, Albonico et al. (2019) study the

dynamic response of the main variables to domestic supply (TFP), domestic demand (private saving and

government spending), EA monetary policy, and foreign demand shocks, as well as an exchange rate

shock to the euro. They also provide a historical composition of these shocks. The authors argue that

they have three main objectives in building this model: to provide a structural interpretation of business

cycle dynamics, to contribute to the European Commission’s economic forecast and to enable scenario
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analysis and policy counterfactuals.

2.3.3.5 The Importance of Endogenous Entry

The last few sections of this literature review presented papers that in general studied how international

trade affects the macroeconomy. Another strand of the literature on international trade investigates the

extent to which entry into domestic production matters in the international trade context. Cacciatore

(2014) builds a 2-country DSGE model with endogenous entry into product markets and labour market

frictions, and shows that the model captures important empirical regularities. He then shows that the

profitability of producer entry into domestic and export markets varies over the business cycle, and the

sluggish adjustment in the number of producers feeds back into employment dynamics. Furthermore, the

endogenous response of entry into both domestic and export markets dampens the response of the terms

of trade to shocks, which strengthens international co-movement.

Alessandria and Choi (2019) study the relationship between international trade and establishment cre-

ation over the business cycle in a general equilibrium model with endogenous entry into domestic pro-

duction and exporting. To do this they build a 2-country DSGE model with heterogenous firms and

2 factors of production. Firms differ in their productivity, capital stock and export status. To become

exporters, firms must pay a sunk cost, and thereafter a smaller fixed export cost. The model thus features

exporting hysteresis as exporters continue to export even after they have become relatively unproductive

or the aggregate conditions have changed in a way that they would not export if they were not already

in the export market. Firms enter the domestic market by incurring a sunk entry cost. Alessandria

and Choi (2019) show that this model captures several empirical regularities well. They then examine

how international trade affects establishment creation, finding that when international trade in assets is

eliminated, the volatility in the stock of establishments falls by 44% relative to the benchmark model,

while fluctuations in participation by exporters and importers are cut by 65%. When the ability to

trade goods is removed from the model as well, the model predicts acyclical fluctuations in the stock of

establishments. When eliminating fixed trade costs and allowing all firms to trade abroad, the estab-

lishment rate becomes too procyclical. Alessandria and Choi (2019) thus show that international trade

is important in creating fluctuations in the number of firms in the market that resemble those seen in data.

Millard et al. (2021) show that the entry and exit of non-trading firms into the domestic market creates

higher persistence of the response of labour productivity to transitory macroeconomic shocks. They

do this by building a 2-country DSGE model of international trade with monopolistic competition and

heterogenous firms that builds on Ghironi and Melitz (2005). To allow for endogenous entry and exit

from domestic production they include a fixed cost of domestic production in addition to the standard

fixed cost of exporting, which ensures that not all firms are productive enough to produce domestically

every period. This creates a mechanism of self-selection into domestic production that is akin to the

mechanism of self-selection into exporting, allowing for both endogenous entry and exit out of the do-

mestic market. Millard et al. (2021) show that it is variations in firm-level productivities and entry and

exit rates that create the higher persistence of labour productivity in response to shocks, and argue that

this increased persistence allows the model to better match the behaviour of labour productivity in the US.
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This insight that endogenous entry into and exit from the domestic market is important in the interna-

tional trade literature builds on a growing strand of literature that establishes this importance in closed

economy settings (Bilbiie et al. (2012), Bergin and Corsetti (2008), Hamano and Zanetti (2017), Lee

and Mukoyama (2018), Clementi and Palazzo (2016), Woo (2015), Clementi et al. (2015)). The seminal

paper in this area is (Bilbiie et al. (2012), who build a DSGE model with monopolistic competition that

allows for endogenous determination of the number of producers and products. They show that economic

expansions induce higher entry rates, and that the sluggish response of the number of producers generates

a new and potentially important propagation mechanism for business cycle models. Woo (2015) shows

that when accounting for endogenous entry and exit, entry becomes more volatile and exit acyclical,

which matches data better.

Clementi et al. (2015) and Clementi and Palazzo (2016) build on this insight that firm entry matters.

Clementi et al. (2015) build a DSGE model with heterogeneous firms, endogenous entry and exit, firm

growth and firm-level capital accumulation. They find that firms’ entry and exit decisions amplify

ordinary business cycles driven by shocks to aggregate productivity and, to a lesser extent, protract

them. Clementi and Palazzo (2016) illustrate the amplification effect of firm entry and exit quantitatively.

Specifically, they show that a positive 1.5 standard deviations shock to productivity leads to a 2.97%

increase in output growth with entry, and only a 2.46% increase in output growth without entry. Put

differently, Clementi and Palazzo (2016) show that entry and exit are responsible for almost one fifth of

output growth over the ten years following the macroeconomic shock. Hamano and Zanetti (2017) and

Lee and Mukoyama (2018) provide empirical evidence that entry into domestic markets is important.

2.3.4 The Gap in the Literature

The previous two sections of the literature review on international trade showed that two main findings

emerge from the literature: both international trade and endogenous entry into domestic production

matter for the response of the economy to macroeconomic shocks. However, the selection of firms into

domestic production is usually studied in a domestic context only, as “much of the recent literature on

establishment creation over the cycle (. . . ) abstracts entirely from international trade” (Alessandria and

Choi (2019)). Those models that do account for endogenous entry into domestic production in an inter-

national trade framework usually only use one factor of production, namely labour (Cacciatore (2014),

Millard et al. (2021)). At the same time, we know that the inclusion of two factors of production can be

important. Indeed, Bilbiie et al. (2012) originally formulate their model without physical capital stock.

However, they argue that the omission of capital ”is certainly unrealistic: part of observed investment is

accounted for by the need to augment the capital stock used in production of existing goods”. They find

that including capital ”significantly improves the performance of the model”. Indeed, to the best of my

knowledge the only paper that includes two factors of production, international trade and endogenous

entry into production in one framework is Alessandria and Choi (2019), who argue that physical capital

is important for the propagation of shocks, and to match cyclicality of trade flows. However, Alessandria

and Choi (2019) do not elaborate any further on the importance of including physical capital for the

dynamic response of a model economy to a variety of shocks, instead analysing how the existence of
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international trade in goods and assets matters for entry margins.

In Chapter 4 of the thesis I therefore analyse how and the extent to which resource allocation affects the

transmission of macroeconomic shocks when accounting for endogenous entry into domestic production

and international trade, paying special attention to the dynamic response of labour productivity to such

shocks. With this analysis I aim to examine whether abstracting from a second factor of production

matters, and to what extent such an omission is relevant. This may have important implications for

policy makers, as the analysis yields insight into how a variety of macroeconomic variables are affected

by different macroeconomic shocks in the short-run and in the long-run when both resource reallocation

and selection into domestic production are accounted for.

2.4 Financial Frictions

In this section of the literature review I will present a review of the literature on financial frictions. As this

literature is incredibly vast and varied, I will focus on the strand that I contribute to, which is literature

that studies how financial frictions affect productivity.

In order to present this review, I will proceed as follows. In Section 2.4.1 I will present a review of the

early literature that emphasised the importance of finance for economic growth. While this literature

does not examine financial frictions, the main subject of this literature review, this nevertheless matters

since without this literature that establishes the importance of finance for economic growth, literature

on financial frictions would not have emerged. It is therefore important to briefly examine this literature

in order to demonstrate the emergence of early literature on financial frictions. In Section 2.4.2 I will

present a review of how the literature on financial frictions developed. Hereby I will present a review

of the early work on financial frictions, followed by how financial frictions have been investigated since

the inception of this work. I will present a review of the literature on how financial frictions affect the

business cycle in Section 2.4.2.2, how financial frictions can explain observed dynamics in Section 2.4.2.3

and the effect of financial frictions on productivity in Section 2.4.2.4. In Section 2.4.3 I will present a

review of the literature that examines the link between financial frictions and international trade, before

identifying the gap in the literature in Section 2.4.4.

2.4.1 Emerging Literature on Finance and Development

2.4.1.1 Pioneering Work

Two of the earliest economists that commented on the link between finance and economic development

were Walter Bagehot and Joseph Schumpeter. In the introduction to his book Lombard Street: A Descrip-

tion of the Money Market, which was originally published in 1873, Bagehot establishes the importance

of finance for economic development by pointing out that English trade is essentially built on borrowed

capital, and by attributing the success of the English economy to its elaborate financial system. In his

book Theory on Economic Development, first published in German in 1912 and translated into English

in 1934, Schumpeter provides an analysis of the economy and establishes the relevance of finance for
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economic development.

Following Schumpeter’s seminal contribution more work emerged that emphasised the importance of

finance for economic development (Gurley and Shaw (1955), Patrick (1966), Cameron (1967)). Cameron

(1967) is the first contribution that provides some empirical evidence of the link between finance and

economic development by examining the history of several nations’ banking systems. Further insight

into the relationship between finance and economic development is provided by McKinnon (1973) and

Shaw (1973), who investigate the difference between financially developed or liberalised economies and

less developed economies.

2.4.1.2 Theoretical Literature

Following this pioneering work on the link between finance and economic development, literature em-

bedding this relationship into theoretical models gradually emerged. These emphasise how financial

intermediation can improve economic growth by overcoming informational frictions (Boyd and Prescott

(1986), Greenwood and Jovanovic (1990)), by mobilising savings by decreasing the costs of monitoring

investors and by changing the social composition of savings by providing liquidity (Boyd and Smith

(1992), Greenwood and Smith (1997)), by enabling specialisation (Greenwood and Smith (1997), Cooley

and Smith (1998)), and by allocating capital and investment more efficiently (King and Levine (1993b),

Aghion and Howitt (2009)).

2.4.1.3 Empirical Literature

In parallel to the development of the literature explaining the link between finance and economic de-

velopment in theoretical terms, empirical literature providing evidence for this theoretically articulated

link emerged. The first seminal contribution in this field was Goldsmith (1969), which finds a correla-

tion between economic and financial development. However, Goldsmith (1969) was unable to establish

the causality of the link between finance and economic development. The second seminal paper in this

area was provided by King and Levine (1993a). The authors of this paper extend the analysis of Gold-

smith (1969) by investigating a larger sample of countries. They also address the problem of causality,

finding that the level of financial development can serve as a predictor of future rates of economic growth.

Later papers build on this attempt to establish a causal effect of finance on economic development. In

general these studies find empirical support of a strong link between finance and economic growth, and

also evidence of a causal effect of finance on economic growth. 7

2.4.2 Development of Financial Frictions Literature

The early literature on finance and economic development that was presented in the section above es-

tablished that finance is growth-enhancing and promotes economic development. Following this insight,

literature emerged that studies the flipside of this phenomenon: how imperfections in finance can affect

real economic activity. Whereas the former literature largely focused on the development of the entire

7For a more extensive and detailed review of both early theoretical and empirical literature on the relationship between

finance and economic growth and development, see Levine (2005).
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banking system, examining the implication of this for economic growth, this latter literature examines

how frictions within that system affect the real economy.

2.4.2.1 Seminal Work on Financial Frictions

Very early literature relating to financial frictions examined how credit rationing, either in terms of ra-

tioning of loan size or loan quantity, affect economic development and growth (Hodgman (1960), Jaffee

and Modigliani (1969) Keeton (2017)). 8

In parallel with this literature strand that investigated the microeconomic foundations of credit rationing,

literature emerged that stressed the importance of balance sheets for economic growth. This literature

dates back to Fisher (1933), who argued that the combination of overindebtness and deflation is the

major factor that leads to large crises and recessions.

The importance of balance sheets and shocks to net worth was further emphasised in the seminal works

of Bernanke and Gertler (1989), Kiyotaki and Moore (1997) and Bernanke et al. (1999). Bernanke and

Gertler (1989) develop a theoretical business cycle model in which the condition of the borrower’s bal-

ance sheets is a source of output dynamics. In this model, financial frictions arise from asymmetrical

information between entrepreneurs and savers. This leads to a costly state verification as lenders cannot

observe realised returns of borrowers, and thus agency costs that are associated with financial intermedi-

ation. Higher net worth reduces these agency costs of external finance. As business upturns improve net

worth, they also reduce agency costs. This increases investment and thus amplifies the business cycle.

The opposite holds for economic downturns. Shocks to the net worth of borrowers thereby provide an

accelerator effect for business cycle fluctuations.

In contrast to Bernanke and Gertler (1989), Kiyotaki and Moore (1997) focus on the effect shocks to

net worth have on the value of collateral and show that the interaction between credit limits and asset

prices is a powerful transmission mechanism that amplifies shocks. This transmission mechanism works

as follows. In an economy where land is used to secure loans and as an input of production, some firms

are credit constrained and highly leveraged while other firms are not credit constrained. In period t credit

constrained firms experience a temporary productivity shock that reduces their net worth. They are thus

unable to borrow more, which leads to a reduction of investment expenditure, including investment in

land. They will thus incur less revenue in the next period, which again lowers net worth and investment,

leading to persistent effects of the initial shock. For the market to clear, demand by unconstrained firms

for land must increase, which requires the price of land in period t to fall. This has an additional effect

on the behaviour of constrained firms. They suffer a capital loss, which further lowers their net worth,

forcing them to further cut back on investment in land in future periods. To restore equilibrium, land

prices must fall further in each of these periods. Persistence and amplification thus reinforce each other.

The perhaps most important seminal contribution to the literature on financial frictions is advanced by

Bernanke et al. (1999), which builds on Bernanke and Gertler (1989). Bernanke et al. (1999) introduce

8For a detailed review of this early literature, see Baltensperger and Devinney (1985), Williamson (1987).
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financial frictions into a standard dynamic general equilibrium model to explain cyclical fluctuations,

showing that these can significantly amplify both real and nominal shocks to the economy. The finan-

cial frictions stem from asymmetrical information between borrowers and lenders that requires lenders

to pay a cost in order to observe realised returns. The costs associated with this lead to an external

finance premium for borrowers that is inversely related to net worth. The premium is thus countercycli-

cal, enhancing swings in borrowing and thus in investment, spending and production. After illustrating

the effect of financial frictions qualitatively, Bernanke et al. (1999) quantitatively examine how financial

frictions affect the response of output to several types of shocks, namely monetary shocks, shocks to

technology, a shock to government expenditure and a one-time unanticipated transfer of wealth from

households to entrepreneurs. It is shown that financial frictions significantly amplify these shocks, as the

response of output and investment to these shocks is greater in the model with financial frictions than in

the baseline model without financial frictions.

Further literature builds on the insights of these seminal papers that financial frictions significantly affect

the real economy. Some of this literature, like the seminal work, examines the importance of financial

frictions in explaining business cycle dynamics, some examines their effect on other macroeconomic vari-

ables such as economic growth and volatility, and some examines their effect on productivity. A review

of this literature will be presented in the following section.

2.4.2.2 Financial Frictions and the Business Cycle

Much literature focuses on explaining the effect of financial frictions on output, growth and business cycle

dynamics. Thereby some literature focuses on showing the significance of financial frictions in accounting

for macroeconomic fluctuations, whereas other literature shows different ways in which financial frictions

can affect macroeconomic variables. Futher literature examines the importance of financial frictions

for monetary and fiscal policy, and whether financial frictions can explain specific observed firm- or

macroeconomic dynamics and patterns.

2.4.2.2.1 The Importance of Financial Frictions for Business Cycles

Much literature emphasise the importance of financial frictions for the business cycle. Carlstrom and

Fuerst (1997) and Iacoviello (2005), for example, show that they can account for the response of the

economy to certain shocks. Both show that financial frictions lead to a more hump-shaped response of

output to shocks. Iacoviello (2005) also shows that financial frictions amplify the response of the economy

to demand shocks, while they dampen its response to supply shocks.

Gertler and Kiyotaki (2011) quantify the amplification mechanism of financial frictions in a model where

the agency problem exists between households and banks, instead of banks and firms. They analyse the

effect of a 5% decline in the quality of capital, finding that financial frictions double the response of output

in a perfect interbank capital market setting, whereas they increase the response of output by 20% when

interbank markets are imperfect. Gertler et al. (2015) show how the response of the economy can be

amplified in a model where bank runs are possible and Christiano et al. (2014) show that both the loan

rate that depends on the borrower’s net worth as well as the Fisher deflation effect can be important in
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amplifying the business cycle. Christiano et al. (2010a) find that fluctuations in the severity of financial

frictions account for substantial portions of business cycle fluctuations in the United States over the past

2.5 decades.

The above papers mainly investigate how financial frictions explain business cycle dynamics by amplifying

shocks originating in other sectors. In contrast, Jermann and Quadrini (2012) and Khan and Thomas

(2013) show that shocks to financial frictions themselves can drive real activity, as they are important

in generating real fluctuations and are necessary for accounting for business cycle dynamics. Iacoviello

(2015) builds on this insight and examines how the presence of constrained banks amplifies the response

of the economy to a financial shock.

Rather than examining the extent to which financial frictions contribute to explaining business cycle fluc-

tuations as a whole, some papers specifically investigate the importance of financial frictions for crises.

In a general manner, Aghion et al. (2001) show that credit constraints can lead to currency crises and

Brunnermeier and Sannikov (2014) illustrate that financial frictions can cause regular crises by showing

that they lead to asymmetry in business cycles. According to the authors, financial frictions only slightly

amplify the response of the economy to positive shocks, whereas they significantly amplify the response

of the economy to negative shocks. Large negative shocks are then amplified into crises.

Further evidence for the relevance of financial frictions in explaining crises is provided by papers that

illustrate their importance for accounting for the 2008 financial crisis (De Ridder (2016), Khan et al.

(2016) and Arellano et al. (2016)) and papers investigating their effect in the context of sudden stops

(Caballero and Krishnamurthy (2004), Gertler et al. (2007), Durdu et al. (2009), Mendoza (2010)).9

2.4.2.2.2 The Importance of Financial Frictions for Monetary and Fiscal Policy

Further literature on financial frictions examines the implications they have for monetary and fiscal poli-

cies. In this section I will first present a review of literature that addresses the implications of financial

frictions for monetary policy, before presenting a brief review of literature that addresses financial fric-

tions’ effect on fiscal policy.

In their seminal paper, Bernanke et al. (1999) find that credit frictions increase the initial response of

output to a monetary policy shock by 50 percent, nearly double the response of investment and substan-

tially increase the persistence of the real effects. In light of these effects, Curdia and Woodford (2010)

suggest that modifying a standard Taylor rule for interest rate policy to incorporate adjustments of credit

spreads may be desirable. While these papers show that financial frictions can amplify monetary policy,

Braggion et al. (2009) find that financial frictions can change the direction of the effect of monetary policy

in sudden stop economies.

Several papers also study the effect of unconventional monetary policy in the presence of financial fric-

tions (Gertler and Karadi (2011), Gertler and Kiyotaki (2011) and Buera and Nicolini (2017)). Gertler

and Karadi (2011) consider the benefits of unconventional monetary policy when financial frictions are

9Sudden stops refer to the large financial crises that occurred in several emerging economies in the late 1990s.
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present. The central bank does not face a leverage constraint, as it can always commit to honouring its

debt. If a negative shock to the quality of capital occurs, intermediaries’ balance sheets deteriorate, which

induces firesales of assets, which in turn leads to a decline in the market price of capital and a sharp

increase in the spread between expected return on capital and the risk-free rate. Aggregate investment

and output drop in response, which further tightens the intermediaries’ leverage constraints. In this

setting, intervention by the central bank dampens the rise in the spread, which dampens the reduction

in investment. Like Gertler and Karadi (2011), Gertler and Kiyotaki (2011) show that in the presence

of financial frictions, unconventional policy by the central bank can have beneficial effects. Buera and

Nicolini (2017) also examine unconventional policy, specifically the policy followed by the FED in the re-

cent financial crisis. In contrast to the previous two papers, they demonstrate a policy trade-off however,

as an expansionary monetary policy would ameliorate the output drop at the cost of a slow recovery in

their model.

Next to the literature examining the implications of financial frictions for monetary policy, some literature

also examines their implications for fiscal policies. Thus Aghion and Bolton (1997) and Garcia-Macia

(2017) show that fiscal policy in the presence of credit constraints can be beneficial. Aghion et al. (2014)

examine a different aspect of fiscal policy as they analyse how the effects of a stabilising fiscal policy on

industrial growth depends on the financial constraints in an industry. They find that a countercyclical

fiscal policy will have a larger positive effect in industries with a higher fraction of credit constrained

firms.

2.4.2.3 Financial Frictions and Observed Dynamics

Another strand of the literature studying financial frictions examines the extent to which they can ac-

count for certain observed dynamics.

Thus Cooley and Quadrini (2001) and Albuquerque and Hopenhayn (2004) show that models with fi-

nancial frictions can replicate certain observed firm dynamics. Akyol and Athreya (2009) investigate

whether financial frictions are important in accounting for the fact that self-employment rates are higher

and project sizes lower in less developed countries (LDCs) than in the US and other advanced economies.

They find that self-employment choices depend on the availability and attractiveness of alternative labour

market opportunities and financial frictions. Hereby lower wages relative to the US, can explain the higher

rates of self-employment observed in LDCs, whereas financial frictions, by reducing the amount of credit

available to entrepreneurs, account for the smaller project size of self-employed people in LDCs.

A further international phenomenon that is addressed in the literature is the role financial frictions play

in transition dynamics. To do this Buera and Shin (2013) incorporate two features of so-called miracle

economies into a standard growth model, namely the observation that growth accelerations followed

large-scale reforms reducing distortions and resource misallocation in the economy, and the observation

that the financial markets of miracle economies remained largely underdeveloped until latter stages of

their economic transitions. Buera and Shin (2013) implement financial frictions into their model in the

form of a collateral constraint, and show that financial frictions can explain observed transition dynamics
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in emerging economies.

2.4.2.4 Financial Frictions and Productivity

A recent strand of the literature on financial frictions has emphasised their impact on productivity. A

seminal paper in this area was advanced by Buera et al. (2011), who attempt to quantify the role financial

frictions play in explaining certain empirical regularities in development economics. In order to do this

they use data from the 1996 International Comparison Programme of the United Nations and construct

sector-level TFP measures for manufacturing and services for 18 OECD countries using the Productivity

Level Database of Groningen Growth and Development Centre. They also build a model in which agents

can choose to operate an establishment and become an entrepreneur or work for a wage. Agents differ

in their levels of entrepreneurial productivity and wealth, and the former evolves stochastically, creating

a need for reallocation from previously productive to currently productive users. Financial frictions in

the form of collateral constraints arising from imperfect contract enforceability impede this reallocation.

For their quantitative analysis Buera et al. (2011) calibrate their perfect credit benchmark to the US

economy, and then assess to what extent variations in external finance to GDP ratios, or the strength of

financial frictions, can explain empirical regularities in development economics. They find that differences

in financial frictions can decrease output per worker by 50% relative to the perfect credit benchmark,

which explains about 80% of the difference in output per worker between the US and Mexico and almost

all of this difference between the US and Malaysia. According to the authors, the majority of this shortfall

is accounted for by lower aggregate TFP, as financial frictions can reduce TFP by 36%.

2.4.2.4.1 The Effect of Financial Frictions on Productivity within a Country

Like Buera et al. (2011), Erosa and Cabrillana (2008) investigate to what extent financial frictions can

explain certain observed characteristics of economic development. To do this Erosa and Cabrillana (2008)

build a multi-sector general equilibrium model in which agents choose whether to work or become an

entrepreneur, in which case they will operate a technology that requires a fixed cost of operation that

varies across sectors. In order to operate this technology, entrepreneurs need to borrow. This borrowing

is subject to the following two problems: (i) the ability and productivity of the entrepreneur cannot be

observed by the lender and (ii) contracts cannot be enforced perfectly. The degree of enforcement is vital

in this model, as it is shown that low enforcement leads to the use of low productivity technology and

creates a barrier to factor mobility. Erosa and Cabrillana (2008) show that an increase in the degree of

enforcement allows factors to be allocated more efficiently, increasing TFP and output.

Quintin (2008) is similar to Erosa and Cabrillana (2008), as the paper also investigates the effect of

different degrees of contract enforceability, in a model in which agents who are heterogeneous in their

managerial talent and wealth can choose whether to become a worker or an entrepreneur managing a

technology. Quintin (2008) develops a dynamic industrial organisation model with the above character-

istics. In order to be an entrepeneur and manage a technology, agents need to finance physical capital

and wages. Because of limited contract enforceability, borrowing is limited, a limit that depends on the

degree of contract enforceability. Quintin (2008) shows that in economies where enforcement is poor,

more agents must be managers in order for the labour market to clear, which means that less productive
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technologies must be activated. Furthermore, talented managers who are credit constrained may need to

become workers, while untalented managers with access to credit become managers. These effects have

an adverse impact on labour productivity.

That financial frictions have large effects on productivity is also shown by Greenwood et al. (2010)

and Greenwood et al. (2013), who study the role of information production in the process of resource

misallocation and its effect on productivity. They build a general equilibrium model using costly state

verification following Townsend (1979): as the lender cannot costlessly observe the state of the borrower,

he must pay a monitoring cost in order to observe it. Greenwood et al. (2010) and Greenwood et al.

(2013) make the outcome of monitoring random: the probability of detecting malfeasance depends on

the amount of resources devoted to policing returns to a project and the efficiency of the monitoring

technology. In this environment, technological improvements in the financial sector make monitoring

more efficient. Greenwood et al. (2013) quantifies the effects of such an improvement in intermediation

efficiency, using cross-country data from the Penn World Table and Beck et al. (2000), (2001). They first

calibrate the model to match stylised facts of the US economy 1974-2004. They then compute at what

rate output would have grown had no technological progress occurred in the financial sector within this

period, finding that US output would have risen by 1.5%. This compares with an actual rate of growth

of 2.0%, meaning that 29% of growth in the US in this period is shown to be due to innovation in the

financial sector that reduces informational frictions. By studying a larger set of 45 countries, Greenwood

et al. (2013) find that on average a country could increase its GDP by 58% and its TFP by 12% if it

moved to the best financial practice, which is Luxembourg. The effect of financial frictions in the form

of informational asymmetries is thus shown to be large.

The result that financial frictions have a large effect on productivity is supported by Larrain and Stump-

ner (2017), who use a cross-country dataset from Amadeus to show that capital account liberalisation

increased aggregate productivity through a more efficient allocation of capital across firms in 10 Eastern

European countries. Specifically, they show that the capital account liberalisation was associated with

an increase of TFP of 12%.

2.4.2.4.2 Financial Frictions and Differences in Cross-Country Output and Productivity

While the above papers mainly illustrate the effects of financial frictions on productivity within a coun-

try, other papers explicitly study the extent to which financial frictions can account for differences in

cross-country output and productivity (Antunes et al. (2008), Caselli and Gennaioli (2013), Bah and

Fang (2014) and Greenwood et al. (2013)).

Antunes et al. (2008) do this by assessing the quantitative effects of financial frictions on output per

worker and occupational choice. They include two financial frictions in their general equilibrium model:

(i) financial repression that is modelled as a deadweight cost to financial intermediation and (ii) limited

enforcement, which makes capital dependent on net worth and project profitability. When simulating

their model, Antunes et al. (2008) find that the effect of financial frictions depends on the interest rate.

Overall, they show that when the interest rate is exogenous, financial frictions can explain significant

portions of cross-country variations in output per capita. When the interest rate is endogenous, this
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portion decreases significantly.

A rather different conclusion is reached by Caselli and Gennaioli (2013) and Bah and Fang (2014), as

they document sizeable effects of financial frictions on cross-country productivity. Caselli and Gennaioli

(2013) does this by showing how dynastic management, the inter-generational transmission of managerial

responsibilities in family firms, affects productivity. In their model, untalented heirs to firms would like to

transfer the control or ownership of their companies. Due financial frictions however, it can be difficult for

outsiders to obtain the necessary financing to take over incumbent firms. Furthermore, financial frictions

hinder capital mobility, allowing untalented managers to remain in the market. Caselli and Gennaioli

(2013) quantify these effects, and find that the model can generate 1
3 of the observed cross-country dis-

persion in TFP. Regarding levels of TFP, Caselli and Gennaioli (2013) find that the economy with the

largest financial frictions has TFP levels as low as 79% of the most efficient economy: financial frictions

can thus decrease TFP by 21%.

Bah and Fang (2014) study the interaction between entry costs and financial frictions and find it can

account for a substantial portion of cross-country differences in labour productivity and TFP. To reach

this result they build a discrete-time model in which establishments are heterogenous in their productivity

and face entry costs. Establishments use a technology subject to decreasing returns to scale and a fixed

production cost. They finance the entry and fixed cost from the financial markets. However, they are

subject to a borrowing constraint and can only borrow up to a fraction of their expected discounted life-

time profits. Bah and Fang (2014) calibrate this model to match statistics of the US economy, finding that

it can explain 55% of cross-country variation in output per worker and 46% of cross-country differences

in TFP. The authors argue that the results stem from the following mechanisms: (i) higher entry costs

protect incumbents, allowing lower productivity firms to survive, (ii) financial frictions limit borrowing,

distorting resource allocation towards firms with a large capital stock, and (iii) financial frictions prevent

some highly productive entrants from producing, as they cannot finance the required upfront entry cost.

2.4.2.4.3 The Effect of Financial Frictions on Productivity in Specific Countries

The literature presented in the previous section investigates the effect of financial frictions on productivity

using cross-country data. Much literature also provides quantitative and empirical evidence for the effect

of financial frictions by studying their role in causing productivity losses in specific countries. Manaresi

and Pierri (2018) and Doerr et al. (2018) do this for Italy, Pratap and Urrutia (2012) and López (2017)

for Mexico, Cavalcanti and Vaz (2017) for Brazil and Varela (2018) for Hungary. Generally these papers

conclude that financial frictions lead to sizeable productivity losses.

Manaresi and Pierri (2018) and Doerr et al. (2018) investigate the extent to which greater credit supply

affects productivity in Italy. Manaresi and Pierri (2018) use matched firm-bank data for Italian firms

from 1997-2013 to estimate the effect of idiosyncratic changes in the supply of credit faced by Italian firms

on their TFP growth rates. They show that a 1% increase in credit raises firm value-added TFP growth

by 0.1% and revenue TFP growth by between 0.02% and 0.03%. This may not seem like a large amount

prima facie. However, the authors argue that during the 2008 financial crisis credit growth shrank by

12% while value-added TFP fell by more than 8%. Their estimates imply that between 12.5% and 30%
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of the average drop in firm TFP experienced by firms during the crisis can be explained by a reduction

in credit supply.

Like Manaresi and Pierri (2018), Doerr et al. (2018) investigate the effect of credit supply shocks on

Italian firms’ productivity. Using matched firm-bank syndicated loan data from 2010Q1 to 2012Q2, they

show that banks who had significant loan exposure to firms in financially distressed euro area countries

during the European debt crisis contracted their loans to Italian firms. Doerr et al. (2018) show that a one

standard deviation increase in the measure of exposure of firms to banks in financial distress decreased

labour productivity by 10.5% and TFP by 5.8%.

Investigating the effect of financial frictions on productivity in Mexico, Pratap and Urrutia (2012) build

a dynamic two-sector model of a small open economy with a working capital constraint. They calibrate

this model to the Mexican economy prior to its sudden stop in 1994, and introduce a sequence of interest

rates observed in Mexico during the sudden stop as an unexpected shock. They find that the model

accounts for 52% of the observed decline in TFP and 74% of the observed decline of output per worker.

López (2017) also studies the role of financial frictions in explaining resource misallocation in Mexico. To

do this the paper uses a standard model of heterogenous agents subject to borrowing constraints, in which

entrepreneurs operate a common technology and can only borrow in proportion to their wealth. López

(2017) calibrates this model to Mexico data using establishment-level data from Mexico’s 2014 Economic

Census and finds that the baseline calibration implies a TFP loss of 10% due to financial frictions.

Cavalcanti and Vaz (2017) demonstrate the effect of financial frictions on productivity in Brazil by ex-

ploiting a policy change by the Brazilian Development Bank. This policy change classed more firms

as small firms instead of medium-sized companies. This change in classification matters, because small

firms paid at least 1.5 percentage points less in interest rates per year than medium firms, a difference

that could reach 3 percentage points. Cavalcanti and Vaz (2017) analyse the effect of this change in

classification. They show that the mean investment rate for new small firms, so those who were classed

as medium firms prior to the 2002 reform and as small firms after it, increased sharply. Furthermore,

their conditional labor productivity and TFP increased by 9% and 11%, which shows that a reduction in

financial frictions in the form of reduced borrowing costs has substantial effects on productivity levels.

Varela (2018) presents evidence for the importance of financial frictions in affecting productivity in Hun-

gary, by examining the financial liberalisation that took place in that country in 2001. Prior to this

reform, domestic firms could only borrow from local markets while foreign firms could borrow interna-

tionally, which enabled them to circumvent the low credit availability in Hungary. Effectively domestic

firms were therefore credit constrained while foreign firms were not. To guide the empirical analysis of

the effect of this reform, Varela (2018) develops a small open economy model in which capital controls

create asymmetric access to capital markets. Using this model, Varela (2018) shows that capital controls

prior to the reform in 2001 were associated with low levels of capital, worse financing conditions and

lower leverage for domestic firms. The reform led to an expansion of credit and improved the financing

terms for these companies. After the reform, aggregate productivity grew at 9.6% per year within the
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three years after the reform and 8.5% per year within the five years after the reform, compared with 5.8%

per year between 1998 and 2000. Varela (2018) controls for other reforms and confirms that it was the

financial liberalisation that drove this increase in aggregate productivity.

2.4.2.4.4 Further Empirical Literature on Financial Frictions’ Effect on Productivity

Further empirical literature explores the effect of financial frictions on TFP in more general terms. Thus

Aghion, Askenazy, Berman, Cette and Eymard (2012) use a French firm-level panel database from 1994-

2004 to show the effects of financial frictions on R&D investment and firm-level productivity. They show

that R&D investment is countercyclical without credit constraints but turns procyclical with sufficiently

tight constraints. Specifically, they find that financial frictions have an asymmetric effect: in the pres-

ence of credit constraints; R&D investment decreases during crises but does not increase proportionately

during upturns. According to Aghion et al. (2012)’s findings, credit constraints raise the sensitivity

of productivity to exogenous shocks and reduce the average propensity to invest in R&D projects by

preventing firms from investing in them during downturns. Financial frictions thus lead to a lower and

more volatile rate of productivity growth at the firm-level.

Further empirical evidence that financial frictions impact on firm-level productivity growth is provided

by Ferrando and Ruggieri (2018) and Levine and Warusawitharana (2017). Levine and Warusawitharana

(2017) use firm-level data for Italy, France, Spain and the UK from the Amadeus dataset and find that an

increase in financial frictions reduces firm-level productivity growth. Furthermore, productivity growth

sensitivity to debt growth increases with the severity of financial frictions. Ferrando and Ruggieri (2018)

also use euro-area firm-level data from the Amadeus database, but examine eight euro area countries for

1995-2011. They show that more financially constrained countries are likely to have lower productivity.

Ferrando and Ruggieri (2018) further conduct a counterfactual experiment to quantify the potential gain

in aggregate TFP these countries could experience under free access to finance. They find that Italy,

Portugal and Spain would benefit most from such a circumstance, increasing their TFP by 19% - 22%.

Finland and the Netherlands would have the smallest gains, increasing their TFP by around 14%.

Midrigan and Xu (2014) also relate financial frictions to aggregate productivity, arguing that financial

frictions can cause aggregate TFP losses by distorting entry and technology decisions and by generating

differences in returns to capital across individual producers, thus leading to capital misallocation. Using

establishment-level data for the manufacturing sectors of South Korea, Colombia and China, Midrigan

and Xu (2014) quantitatively evaluate these two channels. They find that financial frictions can reduce

levels of TFP, consumption and output by up to 40%.

2.4.3 Financial Frictions and International Trade

A recent and growing body of literature examines the impact of financial frictions on international trade, a

review of which will be presented in this section. In Section 2.4.3.1 I will first explain why external finance

is important for international trade, which illustrates the importance of examining the effect frictions in

the provision of this finance have. In Section 2.4.3.2 I will present a review of the seminal papers that

study the effect of financial frictions on international trade, and in Section 2.4.3.3 I will present a review
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of empirical and theoretical literature building on this seminal work. In Section 2.4.3.4 I present a review

of literature investigating the effect of financial frictions on international trade and productivity.

2.4.3.1 The Importance of External Finance for Trade

Literature examining the impact of financial frictions on international trade is premised on the fact that

external finance is important for international trade. Within the literature on international trade finance,

3 major reasons emerge for why external finance is more important for international trade than domestic

trade (see for example Schmidt-Eisenlohr (2013), Manova (2013), Ahn (2011)). Firstly, export activities

are inherently riskier than domestic activities. Secondly, exporting is associated with additional upfront

and fixed costs, which requires firms to obtain more working capital to pay for these. Finally, this need

for working capital is magnified by the fact that the time lag between production and receipt of revenues

is significantly larger for exporters than domestic producers.

Due to these reasons, much of international trade is financed with external capital. According to Auboin

(2009), “some 80% to 90% of world trade relies on some form of trade finance”. This finance can take

three main forms (Asmundson et al. (2011), Schmidt-Eisenlohr (2013), Ahn (2014)). The most frequently

used form is Open Account, in which exporters ship their products to importers prior to the importer’s

payment, and the importer pays upon receipt of the shipment. Hereby the exporter bears the risk of

non-payment and is likely to require access to external credit to finance the upfront costs. The second

form of finance is cash-in-advance, whereby the importer pays the value of the goods prior to receiving

them: the importer bears the risk of non-performance and the upfront payment cost. The third form of

trade credit is bank-intermediated credit, whereby the bank issues a letter of credit guaranteeing pay-

ment. The risk is thus borne by the banks, but both parties incur a fee for this intermediation.

As trade depends heavily on these different forms of finance, any changes in their availability is likely to

affect international trade patterns. Having shown that finance and thus financial frictions are very perti-

nent to international trade, I will now present the literature that examines the effect of these phenomena

on trade, starting with seminal papers in the field.

2.4.3.2 Seminal Papers

The two seminal papers that implement credit constraints into an international trade model are Chaney

(2016) and Manova (2013). Both incorporate credit constraints into a Melitz (2003) model with het-

erogeneous firms, sunk entry costs and labour as the only factor of production. In Chaney (2016), like

in Melitz (2003), there are fixed and variable export costs, which ensure that only the most productive

firms export. Chaney (2016) incorporates liquidity constraints by positing that firms can obtain external

finance for domestic but not for exporting activities: the firm must rely on its own liquidity to cover the

entry and fixed cost into foreign markets. Firms can obtain this liquidity either by generating internal

liquidity from domestic sales or by pledging assets they inherited. In this context, financial constraints

are found to have a negative impact on trade flows, as some firms that are productive enough to export

are constrained from doing so by having insufficient liquidity. Easing liquidity constraints thus increases

total exports.
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Manova (2013) also introduces financial frictions into a Melitz (2003) model, but does so in a very different

manner. In this model companies are assumed to finance domestic activities from their cash flows but are

required to pay a fraction of their fixed exporting costs upfront, for which they need to borrow external

capital. For this, they must provide collateral. Specifically, a fraction of the sunk entry cost is used for

tangible assets that can be used as collateral. The fraction of costs that must be covered externally and the

tangibility of assets vary across sectors. Equally, countries differ in their level of financial contractibility.

Manova (2013) shows that export participation will generally be higher in countries where contracts

are more likely to be enforced, and in sectors with lower external finance dependence and higher asset

tangibility. In addition to restricting export entry, financial frictions are also shown to decrease the level of

exports of credit constrained firms. These effects are more important in financially vulnerable industries,

industries with greater external finance needs and lower asset tangibility. Furthermore, Manova (2013)

shows that 75% – 80% of the impact of credit constraints on exports is independent of output reductions.

Of this effect, 30% – 40% are due to lower export participation and 60%-70% are the result of depressed

firm-level exports.

2.4.3.3 Empirical Evidence and Theoretical Evidence for the Impact of Financial Frictions

on Trade

Much theoretical and empirical evidence builds on these seminal papers and demonstrates the significant

effect of financial frictions on international trade.10

2.4.3.3.1 Empirical Evidence

Empirical evidence suggests that less financially constrained firms are both more likely to export and to

export more.

Exporters Face less Credit Constraints than Non-Exporters

Some literature finds that exporters face less credit constraints than non-exporters, and investigates

whether this is due to self-selection or ex-post effects. Thus Greenaway et al. (2007), using a panel of

UK manufacturing firms from 1993 to 2003, show that exporters are financially more healthy than non-

exporters. They find no evidence for ex-ante health advantages of exporters however, and instead suggest

that exporting increases the financial health of firms.

Like Greenaway et al. (2007), Manole and Spatareanu (2010), using firm-level data on Czech firms cover-

ing 1994-2003, find that exporters face less liquidity constraints than non-exporters. However, in contrast

to Greenaway et al. (2007), Manole and Spatareanu (2010) argue that this is driven by new exporters,

and that less liquidity constrained firms self-select into export markets.

10Both Chaney (2016) and Manova (2013) appear to be recent papers, so it may seem odd prima facie that they form

the basis of the literature presented in this section. However, both papers circulated for a long time as working papers, and

it is these versions that formed the basis of much of the literature presented in this section: Chaney (2016) was frequently

cited as Chaney (2005) and Manova (2013) as Manova (2008).
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Bellone et al. (2010) support the results of Manole and Spatareanu (2010). This paper also investigates

the effect of financial well-being on exporting, using a panel of French manufacturing firms from 1993-

2005. Bellone et al. (2010) find that exporting firms are generally more liquid and have easier access to

external finance than non-exporters. In order to examine whether this financial advantage is due to self-

selection or ex-post effects, the authors examine the financial health of export starters and non-exporters

in one and three years before the new exporters start exporting. They find that future new exporters

have better financial health in both years, and are more liquid one year before entry. Bellone et al. (2010)

find no evidence that exporting increases financial health ex-post, and thus overall find that financially

healthy firms self-select into export markets.

The Effect of Financial Frictions on Trade

A related strand of the literature examines how financial frictions affect trade volumes. Minetti and Zhu

(2011) use survey data on Italian firms to identify the impact of credit rationing on exports. Using the

survey, they build a binary measure of weak and strong credit rationing, and find that rationing has

a significant negative effect on export market participation: strong rationing reduces the probability of

exporting by 38.6%. Credit rationing is also shown to affect the intensive margin of exports, as weak and

strong rationing reduce foreign sales by 30% and 38% respectively.

Evidence from Manova et al. (2015) further suggests that less-credit constrained firms export more. This

paper does not directly investigate credit constraints, but investigates the extent to which foreign own-

ership affects export behaviour, using data from the Chinese Customs Office on China’s international

trade transactions in 2005. The authors show that wholly foreign owned affiliated and joint ventures

export 62% and 50% more than domestic firms in sectors highly dependent on external finance relative to

financially less sensitive sectors. Furthermore, foreign-owned firms serve more destinations than domestic

exporters in financially more vulnerable sectors, and export a broader range of products. According to

Manova et al. (2015), these patterns are consistent with the idea that foreign-owned firms are less credit

constrained due to access to cheaper internal markets and capital markets abroad, and imply that credit

constraints restrict the ability of firms to enter more markets, widen their product range and expand

trade volumes.

Muûls (2015) also examines the effect of financial frictions on exports. This paper uses the yearly Coface

Services Belgium Global Score between 1999 and 2007 as a measure for credit constraints, as it provides

information on the credit worthiness of firms. Muûls (2015) shows that credit constraints are correlated

with both the number of products and the number of destinations exported to, as well as the intensive

margins of exports. The author also investigates the effect of credit constraints on export and import

growth rates. She finds that a one standard deviation increase in the log of the credit score is associated

with a 2.5% increase in growth of exports and a 2.6% increase in growth of imports.

Schmidt-Eisenlohr (2013) examines the trade flows between countries with differing financing costs, which

he uses as proxies of the tightness of financing constraints. To do this, Schmidt-Eisenlohr (2013) builds

a model of trade finance and tests its predictions using data on bilateral trade flows from 150 exporting

countries 1980-2004. He finds that financial conditions are correlated with trade flows, and that countries
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with higher net interest rate margins, so higher repayment rates, trade less with each other. Specifically,

a 1% increase in the financing cost in a country is associated with 2% lower exports and 2.3% lower

imports by that country.

The studies cited above all study the effect of constraints in the overall credit supply, although they use

different measures of credit constraints. In a slightly different approach, Niepmann and Schmidt-Eisenlohr

(2017) use US banking data to investigate the effect of constraints to a specific finance supply, namely

shocks to the bank-level supply of letters of credit on trade. They find that, controlling for demand

effects, a negative supply shock to letters of credit in a country of one standard deviation reduces the

export growth of that country by 1.5 percentage points.

Further literature examines the effect of financial frictions on trade balances by decomposing their im-

pact on the extensive and intensive margins of trade. Hereby different papers reach different conclusions.

Berman and Héricourt (2010), for example, study the impact of financial constraints, productivity and

financial development on international trade, using a cross-country firm-level database of 9 develop-

ing and emerging economies, and find that financial frictions only affect the extensive margin of trade.

Specifically, Berman and Héricourt (2010) find that a 10% increase in the financial proxies increases the

exporting probability by between 0.5% and 1%. Furthermore, Berman and Héricourt (2010) find that

productivity only matters for the exporting probability if firms have above-median access to finance.

Financial constraints are thus shown to generate a disconnection between firms’ productivity and export

status, diminishing the importance of productivity for the selection of firms into exporting. According

to Berman and Héricourt (2010), financial frictions thus have two major effects: they reduce the number

of exporters and affect the selection of firms into exporting by affecting the degree to which productivity

matters for exporting decisions. Conversely, financial frictions are found to be uncorrelated with the

probability of remaining exporters and the intensive margin of exporting.

Askenazy et al. (2015) also provide evidence that financial frictions affect the extensive margin of exports.

To do this, they use a firm-level dataset for French firms from 1995-2007, and four different measures of

credit constraints. They find that the number of newly served export destinations of a firm is negatively

associated with all four measures: credit constraints thus prevent firms from exporting to new destina-

tions. Furthermore, the number of markets a firm exits is positively associated with credit constraints.

Askenazy et al. (2015) argue that this is likely to reflect the fact that firms facing financing constraints

face difficulties refinancing the required exporting fixed cost. Numerically, they find that normalised

increases in financial constraints decrease the number of destinations a firm enters by 0.6 - 2.4%, and

increase the number of exits from destination markets of a firm by 0.65 - 1.38% annually. The authors

argue that if these increases are maintained, the cumulative effects of increases in financial constraints

can be quite large.

While the above studies found that credit constraints affect the extensive but not intensive margin of

trade, Paravisini et al. (2015) reach the opposite conclusion. This paper studies the effect of bank credit

shocks on the export behaviour of Peruvian firms during the 2008 crisis by comparing the export growth

of the same product to the same destination across firms that borrowed from banks that were differentially
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affected by the reversal of capital flows to the country. Paravisini et al. (2015) find that negative shocks

to credit reduced the volume of exports for firms that continued exporting to a given product-destination

market, but had no effect on the probability that a firms entered or exited new product and destination

markets. Paravisini et al. (2015) do find that when extending the post-crisis period from 12 to 24 months,

a credit shock slightly affects the probability of entry. Nevertheless, Paravisini et al. (2015) argue that

the finding that credit shocks mainly affect the intensive margin of trade suggests that credit shocks

principally affect the variable costs of exporting.

2.4.3.3.2 Theoretical Evidence

Next to this empirical literature examining the impact of financial frictions on international trade, some

papers also examine their influence in a theoretical setting. Hereby the papers examine slightly different

phenomena, namely the impact financial frictions have on export flows, their impact on the gains of trade

liberalisation, how they influence the choice between direct and intermediated trade, how they affect firm

dynamics in an international trade setting and how they affect international trade fluctuations over the

business cycle.

Li and Yu (2009) and Leibovici (2021) examine the effect of financial frictions on the volume of trade

flows. Li and Yu (2009) do this in a Melitz (2003)-type model, in which firms draw a random produc-

tivity level from a productivity distribution. They face fixed and variable export costs, and the fixed

costs need to be financed upfront. Financial intermediaries evaluate export projects according to their

probability of success, which is assumed to be an increasing function of a firm’s productivity. Based

on this probability, financial intermediaries request a level of repayment and require a certain level of

collateral. Credit constraints thus affect the intensive margin of exports as more credit constrained firms

have higher repayment costs and therefore lower revenues, which constrains their export volumes. They

affect the extensive margin of exports as only a subset of firms can raise the necessary funds to cover

the required fixed costs. Li and Yu (2009) test this model for a dataset of Chinese manufacturing firms

covering 2000-2007 and find support for their predictions.

Leibovici (2021) also considers the effect financial frictions have on export flows. The paper does this

in a general equilibrium multi-industry model with credit constraints and occupational choice. Individ-

uals endogenously choose whether to be entrepreneurs or workers, and entrepreneurs decide whether to

operate in the capital-intensive or labour-intensive sector. If they choose the former, they must pay a

fixed cost of operation, while choosing the latter industry is costless. In this model industries differ in

their capital intensity, which leads to differences in their dependence on external capital, capital-intensive

industries being more dependent on external finance. International trade is subject to an export entry

cost as well as fixed and variable export costs. Leibovici (2021) assumes that the entry and fixed cost of

exporting need to be paid upfront. However, debt is limited to a fraction of the value of a firm’s capital

stock. These financial frictions are shown to distort decisions along three margins. Firstly, they affect the

production decisions of exporters, reducing the amount they export. Secondly, they distort export entry

decisions, as firms with insufficient net worth are unable to enter export markets. Thirdly, they affect

the occupational choice of individuals, as well as the technology choice of entrepreneurs: only individuals
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with high net worth will choose to be entrepreneurs, and only entrepreneurs with high net worth will

choose the capital-intensive technology.

Kohn et al. (2016) examine a different aspect of the impact of financial frictions on international trade,

namely their effect on firm dynamics. Using Chilean plant-level data, they document two features of

new exporter dynamics: external finance plays a key role in financing working-capital expenditures, and

exporters face relatively higher working capital needs than non-exporters. Kohn et al. (2016) incorporate

these features into an international trade model and assume that exporters must pay the full production

cost for the export market and the fixed exporting cost in advance of production. Financial frictions

are shown to impact on trade along both the intensive and extensive margins, by forcing firms with low

internal funds to produce below their optimal scale and preventing firms with low internal funds from

entering the export markets. When firms remain in the export markets, they can accumulate assets and

thus relax their constraints, which allows them to expand their production and foreign sales. In order

to assess the importance of financial frictions, Kohn et al. (2016) calibrate their model and a standard

sunk entry cost model to Chilean plant-level data. They find that the model with financial frictions

can account for the dynamics of new exporters observed in the data, namely that the majority of new

exporters are financially constrained and that as they accumulate internal funds they become less con-

strained, increase their scale rapidly and decrease their exit probability. Besides considering the effect

financial frictions have on firms dynamics, Kohn et al. (2016) also examine their impact on the gains

of trade liberalisations, showing that the effects of trade liberalisation are decreased in a model with

financial frictions. This occurs because with financial frictions, firms with low assets are unable to take

advantage of lower tariffs, which means that the share of exporters increases by less.

Chan (2019) takes a slightly different approach in examining the impact of financial frictions on interna-

tional trade, as he examines the role of financial frictions in shaping patterns of direct and intermediated

trade, the latter being trade in which firms sell their goods abroad through 3rd party intermediaries. He

finds that financially constrained firms are more likely to export indirectly than non-constrained firms.

Chan (2019) empirically tests this prediction with a firm-level dataset of 115 developing countries from

2006-2015, as well as data on bilateral shares of indirect exports in total exports for Hong Kong, and

finds support.

Watson (2019) examines a further aspect of financial frictions’ effect on the macroeconomy, as this paper

assesses their impact on the dynamics of international trade over the business cycle and their role in

the great trade collapse of 2008 in a general equilibrium framework. Watson (2019) introduces financing

frictions into an international trade model with heterogeneous firms, in which international trade is more

dependent on external finance than domestic sales. Domestic retailers and exporters must pay a fixed

production cost and a fraction of their variable costs in advance, for which a fraction of the required

working capital needs to be financed externally. In each period, a fraction of firms defaults on their

loans, which motivates banks to charge premiums on their loans. As the fraction of defaulting firms

depends on aggregate macroeconomic conditions, this external finance premium is time-varying, causing

firms’ marginal costs and prices to also vary over time. As exporters are more dependent on external

credit, their prices are more sensitive to such changes than domestic prices. This leads to a procyclical
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evolution of the trade to GDP ratio and a countercyclical evolution of the relative price of imported goods

relative to domestic goods. Watson (2019) argues that credit frictions can explain a significant part of

the fluctuations of international trade over the business cycle, as changes in the external finance premium

amplify the impact of demand and productivity shocks on international trade.

2.4.3.4 Financial Frictions, International Trade and Productivity

A recent and still relatively small strand of literature examines the joint link between financial frictions,

trade and productivity. These papers thus take their analysis a step further than the literature presented

above: they also consider the effect financial frictions have on international trade patterns, but addition-

ally investigate the impact these trade patterns have on aggregate productivity.

Bonfiglioli et al. (2018) extend the Melitz (2003) framework by assuming that firms draw a random pro-

ductivity level from a productivity distribution upon paying a sunk innovation cost. Firms can affect the

variance of the probability distribution from which the productivity is drawn by choosing between invest-

ment projects upon entry. Larger innovation projects are associated with a more dispersed realisation of

productivity. According to the authors, the key insight of this model is that the exit probability insures

against bad draws and increases the value of drawing productivity from a more dispersed productivity

distribution. Because export opportunities increase expected profits associated with a good productivity

draw, they induce firms to draw technology from a more dispersed productivity distribution and thus

induce firms to invest in larger projects. According to the authors, this increases average productivity.

Bonfiglioli et al. (2016) extend this model by introducing financial frictions. Firms are assumed to have

no wealth prior to entry, so they must finance the upfront sunk entry cost with external capital. In this

model, financial frictions lower the equilibrium degree of productivity heterogeneity in a sector. This is

because they increase the cost of investment and thus the cost of entry. This reduces entry and therefore

also competition, allowing less productive firms to survive. But a higher survival probability lowers the

value of drawing from a more dispersed distribution, which ensures firms are smaller and more homoge-

nous. Financial frictions are thus shown to discourage investment in large-scale projects and the use

of advanced technologies, generating more productivity homogeneity within a sector, decreasing exports

and allowing less productive firms to survive. Although the authors don’t explicitly refer to the impact

of these effects on aggregate productivity, it is intuitive that they will adversely affect aggregate produc-

tivity relative to a setting without financial frictions.

Caggese and Cuñat (2013) develop an industry model following Melitz (2003), augmenting it with firm

dynamics. Firms are heterogeneous in their productivity, produce differentiated goods and face per-

period fixed costs and sunk entry costs to enter both the domestic and export markets. Caggese and

Cuñat (2013) introduce the following innovations to this set-up: financing constraints, heterogeneity in

fixed costs and volatility of firm profits. For the latter, they introduce idiosyncratic profit shocks. To

model financing constraints, firms are assumed to be required to pay their fixed production costs in ad-

vance. However, they are exposed to absolute borrowing constraints: they cannot borrow. When firms

cannot cover their costs, they go bankrupt and are liquidated, which is costly. In order to prevent this,

firms accumulate internal funds as precautionary savings. In this setting financial frictions constrain
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firms from paying the required costs up-front and self-selecting into the export market, and delay the

exporting decision of productive firms. This latter effect occurs because exporting adds volatility to firm

profits and initially decreases wealth, increasing the risk of costly bankruptcy. To mitigate this risk, firms

build up precautionary savings prior to entering the export market. Finally, financial frictions lead to a

competition effect as they allow relatively inefficient firms with low profit volatility to enter the export

market, inducing further misallocation. Caggese and Cuñat (2013) quantify this model by calibrating it

to Italian manufacturing data covering 1995-2003. They consider three versions of the model and find

that the benchmark model is best able to replicate patterns in the data. Quantifying the gains trade

liberalisation induces in each of these models, Caggese and Cuñat (2013) find that the presence of both

liquidity constraints and costly bankruptcy reduces the gains from trade by 25%.

Kohn et al. (2017) is the paper that examines the relationship between trade, financial factors and pro-

ductivity most directly and most in depth. Specifically, Kohn et al. (2017) investigate and quantify two

channels through which financial frictions affect productivity, namely by distorting firms’ production and

exporting decisions and by affecting their entry and exit decisions. To do this they study a small open

economy. The international trade decisions are modelled following Melitz (2003): firms face per-period

fixed costs to produce domestically and additional entry, fixed and variable costs for exporting. Financial

frictions are incorporated into this set-up by assuming that entrepreneurs’ borrowing is limited to a frac-

tion of their net worth. Kohn et al. (2017) also incorporate occupational choice into their model. Due to

credit constraints, only individuals with high productivity and high net worth become entrepreneurs. In

this setting, financial frictions lead to three distortions. They force entrepreneurs that are constrained to

produce below their optimal scale, which reduces sales and profits. Conditional on a given level of net

worth, these distortions are larger among exporters as they typically have a higher optimal scale given

the larger markets they face and their higher productivity. Financial frictions also distort the export-

entry decision, as productive firms with low net worth are prevented from exporting. Finally, financial

frictions affect the allocation of individuals between workers and entrepreneurs, as individuals that would

be productive entrepreneurs but have low net worth choose to be workers. This leads to further misal-

location and TFP losses. Kohn et al. (2017) quantify the importance of these frictions, finding 88% of

firms do not operate at their optimal scale due to their presence. Among these firms, average profits

are 39% lower than they would be without financial frictions. Furthermore, export participation and the

number of entrepreneurs would be significantly higher in the absence of credit constraints. Aggregate

TFP is found to be 26% lower than it would be without financial frictions due to their joint impact on

production, export and entry decisions. Kohn et al. (2017) also consider the effect of a trade liberalisation

that reduces variable trade costs by 25%. They find that in the baseline economy with financial frictions,

exports increase by almost 50%, whereas domestic sales decrease by 11% as sales are reallocated towards

exporting firms. Aggregate consumption increases by 4% , wages by 4.2% and GDP by 3.9%. In an

economy with less credit frictions, these effects are reduced. According to Kohn et al. (2017), this is

because a trade liberalisation increases profits and thus allows firms to accumulate assets, which relaxes

their credit constraints. Such a relaxation is particularly valuable in economies where firms are severely

credit constrained.

In contrast to Kohn et al. (2017), Brooks and Dovis (2020) show that whether financial frictions reduce
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gains from trade critically depends on the way they are modelled. They argue that when financing

constraints are forward-looking and depend on the future profitability of the firm, the gains from trade

liberalisations are the same as in an economy without any financial frictions. In contrast, when financing

constraints are backward-looking in the form of collateral constraints, where debt is proportional to a

firm’s assets, gains from trade liberalisations are lower relative to a frictionless economy. According to

Brooks and Dovis (2020), differential changes in TFP are the driver of these differences. In the model with

backward-looking constraints, non-exporters are less profitable following a trade liberalisation, meaning

they can accumulate less assets. Productive young firms are thus unable to enter export markets, while

less productive firms with high net worth can enter. In the model with forward-looking constraints,

debt is limited by future profitability. As a trade liberalisation increases the profitability of exporters,

these young productive firms that would be prevented from entering export markets in the model with

backward-looking constraints are able to enter foreign markets, which reduces misallocation.

2.4.4 The Gap in the Literature

Taken together, the literature described in Sections 3 and 4 of the literature review illustrates three key

facts. Firstly, Chapter 2.3 shows that international trade considerably increases aggregate productiv-

ity. Secondly, Chapter 2.4 illustrates that financial frictions have a significant impact on productivity.

Thirdly, financial frictions have been shown to affect international trade. However, while there is a vast

amount of literature examining the impact of financial frictions on productivity, an equally vast amount

of literature examining the impact of international trade on productivity, and an increasing amount of

literature on the effect of financial frictions on international trade, the link from financial frictions to

productivity through international trade remains to be more precisely understood. Notable papers in

this area include Caggese and Cuñat (2013) and Brooks and Dovis (2020), who investigate how financial

frictions decrease the welfare gains from trade, Bonfiglioli et al. (2018), who show that financial frictions

decrease the heterogeneity of productivity in a sector, and Kohn et al. (2017), who explore the effect of

financial frictions on international trade and productivity in most depth by estimating that financial fric-

tions, via three distortions, decrease aggregate TFP by 26% relative to a setting without financial frictions.

However, to the best of my knowledge no paper examines how financial frictions affect the dynamic

response of labour productivity to macroeconomic shocks in an international trade model and the im-

plications international trade has for this effect. In Chapter 5 of this thesis I therefore examine how

financial frictions amplify the response of the economy and labour productivity to a variety of macroeco-

nomic shocks in an international trade model. I furthermore examine how their effect on macroeconomic

variables, especially labour productivity, is impacted by international trade, as I analyse how and to

what extent international trade affects the amplification effect of financial frictions. This is important,

as the literature implies that both financial frictions and international trade have a significant effect on

productivity. If international trade changes the effect of financial frictions on labour productivity, then

models that abstract from international trade will either overstate or understate the impact of financial

frictions. This in turn has important repercussions for policy-making and -design.
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2.5 Conclusion

In this chapter I presented a review of the literature that the three substantive chapters of the thesis

build on, and identified my contribution to the respective strands of literature. Below I summarise these

contributions.

The literature on macroeconomic puzzles has attempted to create models that can explain four frequently-

studied puzzles: the Quantity Puzzle, the Positive Co-movement Puzzle, the Backus-Smith Puzzle and

the Terms of Trade Puzzle. Most of this literature, however, uses data from the 1970s-1990s. Even

among the recent literature some papers use such old data periods, while others include more recent

data. However, to the best of my knowledge for such papers the data period also starts in 1970 or 1980.

If any changes in the data patterns underlying the puzzles occured in recent decades, these papers thus

would not necessarily be able to capture this change. In Chapter 3 of the thesis, I therefore contribute to

the literature by examining whether the data patterns underlying four prominent puzzles in international

macroeconomics still exist in recent data, both for the US and for other country-pairs. More specifi-

cally, I address the following research question. Using recent data, do we still find that the cross-country

correlation of output exceeds the cross-country correlation of consumption, that output, consumption,

investment and employment correlate positively across countries, that the real exchange rate and relative

consumption are negatively correlated across countries, and that terms of trade are more volatile than

output? This research question is important for the following reason. The data patterns underlying the

four prominent puzzles addressed in this thesis are frequently used as validation mechanisms for macroe-

conomic models. If these data patterns no longer exist, then they are no longer useful as a validation

mechanism and building models to match them is redundant. If the likelihood the patterns hold depends

on certain country characteristics, awareness of this heterogeneity in the data patterns is important, and

models should be built that can account for it.

The literature on international trade illustrates very clearly, in both theoretical and empirical terms, that

international trade increases productivity. A large strand of this literature analyses the dynamic response

of the economy to macroeconomic shocks. Hereby, the literature shows that both international trade and

endogenous entry into domestic production matter for the response of the economy to macroeconomic

shocks. However, most models that examine endogenous entry in an international trade framework only

use one factor of production, namely labour. At the same time, we know that the inclusion of two factors

of production can be important. In Chapter 4 of the thesis I therefore address the following research

question. How does resource allocation affect the transmission of macroeconomic shocks in an interna-

tional trade model with endogenous entry into domestic production? Hereby I pay specific attention

to the dynamic response of labour productivity to such shocks. I thus contribute to the literature by

analysing the extent to which the omission of a 2nd factor of production is important when considering

the dynamic response of labour productivity to macreconomic shocks in an international trade framework.

The literature on financial frictions shows that financial frictions have a significant effect on both pro-

ductivity and international trade. Combined with the literature on international trade, we therefore

have three key facts. Firstly, international trade considerably increases aggregate productivity. Secondly,
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financial frictions have a significant impact on productivity. Thirdly, financial frictions have been shown

to affect international trade. However, while there is a vast amount of literature examining the impact

of financial frictions on productivity, an equally vast amount of literature examining the impact of inter-

national trade on productivity, and an increasing amount of literature on the effect of financial frictions

on international trade, the link from financial frictions to productivity through international trade re-

mains to be understood. Indeed, to the best of my knowledge no paper examines the extent to which

international trade affects the effect of financial frictions. In Chapter 5 of this thesis I therefore address

the following research question. How and to what extent does international trade affect the amplification

effect of financial frictions? Throughout the chapter I pay specific attention to the dynamic response

of labour productivity to the macroeconomic shocks I study. I therefore contribute to the literature by

examining how the effect of financial frictions is affected by the presence of international trade. This

contribution is important, as it shows that models that abstract from international trade either overstate

or understate the impact of financial frictions on labour productivity and the economy. This is relevant

for policy-makers; my contribution shows that jointly accounting for financial frictions and international

trade is important for policy-design, as abstracting from international trade when estimating the effect of

a policy when taking financial frictions into account would cause this effect to be over- or underestimated.
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Chapter 3

Re-examining Four Puzzles in International

Macroeconomics

3.1 Introduction

Macroeconomic models are frequently built to match certain moments in data. If such moments in data

occur frequently and are documented extensively, they are referred to as stylised facts. If the model in

question matches such stylised facts, then there is a good case to argue that it explains certain aspects

of the data well. Stylised facts are thus frequently used as a validation mechanism for economic models.

A problem arises if certain stylised facts are not matched by a certain type of model that is standard

in the literature at all. When such a case arises and a standard pattern in the data is not matched or

explained by theory, it is referred to as a puzzle. In such an instance, a body of literature tends to emerge

trying to adapt these standard models to fit the documented data moments and explain the puzzle. Such

literature can exist and be built on over a large period of time. However, a question that is important to

ask when considering such literature is: do the patterns that were originally documented in data, which

models were unable to match and explain, still persist in the present? In other words, can the data

patterns that are considered to be stylised facts still be called such today? This question is important,

because if the stylised facts that gave rise to the puzzles no longer exist, then they are no longer useful

as a validation mechanism, and building models to explain the puzzles is redundant.

In this chapter I address the following 4 stylised facts on international business cycles that were first

documented around the 1990s and that standard international macroeconomic models were historically

unable to match. First, cross-country correlations of output exceed cross-country correlations of con-

sumption. Second, investment, employment, consumption and output are positively correlated across

countries. Third, the real exchange rate is negatively correlated with relative consumption and fourth,

terms of trade exhibit high volatilities relative to output.

Standard models of international trade frequently have problems yielding these international business

cycle statistics, as they yield very high cross-country correlations of consumption that exceed those of
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output, negative cross-country correlations of investment and employment and sometimes of output, a

positive correlation between the real exchange rate and relative consumption, and small volatilities in the

terms of trade.

The inability of standard models of international trade to match and therefore explain the stylised facts

described above have widely been referred to as puzzles. Specifically, the inability of models to gen-

erate and therefore provide an explanation for a cross-country correlation of output that exceeds the

cross-country correlation of consumption was termed the Quantity Puzzle, and the inability of models to

generate positive co-movement of output, consumption, investment and employment simultaneously was

termed the Positive Co-movement Puzzle. The inabibity of models to generate and therefore provide an

explanation for the fact that the real exchange rate and relative consumption are negatively correlated in

data was called the Backus-Smith Puzzle, after the two academics that first documented this empirical

regularity. The inability of models to match and therefore explain the large volatility of the terms of

trade is referred to as the Terms of Trade Puzzle in this thesis.

To address these four puzzles, literature emerged that tried to adapt standard international macroeco-

nomic models in a way that enables them to match and therefore explain the patterns found in data.

The question I address in this chapter is: do the patterns underlying the four puzzles still exist in current

data? In other words, can the data patterns that have widely been considered to be stylised facts still

be called such today? 4 main results stand out from the analysis. First, I find that the data pattern

underlying the Quantity Puzzle exists for a much smaller percentage of country-pairs in recent data than

in older data, as only 65% of country-pairs exhibit a cross-country correlation of output that exceeds the

cross-country correlation of consumption. The intuition behind the decrease in the prominence of the pat-

tern is increased globalisation, specifically an increase in financial integration. When proxying financial

development with GDP-per-capita, I find that only 31.75% of the financially developed countries exhibit a

cross-country correlation of output that exceeds that of consumption, while for 68.25% of the sample the

cross-country correlation of consumption exceeds that of output. Second, terms of trade are less volatile

than output in recent data for the majority of country-pairs, especially among EU countries. Third, the

data pattern underlying the Backus-Smith Puzzle still exists for a large majority of country-pairs that are

not part of the European Monetary Union. For country-pairs that are part of the euro area (henceforth

EA), this is not the case, as a small majority of country-pairs actually has a positive correlation between

their real exchange rate and relative consumption. Fourth, positive co-movement among output, con-

sumption, investment and employment continues to persist in recent data and across many country-pairs.

Overall, positive co-movement of macroeconomic variables is still clearly a stylised fact today. A sim-

ilar conclusion applies for the data pattern underlying the Backus-Smith Puzzle, namely that the real

exchange rate is negatively correlated with relative consumption. This pattern is still a stylised fact for

country-pairs that are not part of the euro area. However, for members of the EA it can no longer be

considered to be a stylised fact. The same applies to the data pattern underlying the Terms of Trade

Puzzle; as just over half of the countries exhibit a volatility of terms of trade that is greater than the

volatility of output, this pattern is no longer a stylised fact. Finally, whether the data pattern underlying

the Quantity Puzzle holds depends on certain country characteristics, which implies that the pattern can
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also no longer be considered a stylised fact in recent data.

The contribution of this chapter to the literature is twofold. First, I illustrate that greater awareness

and consideration of the fact that stylised facts can change over time and differ across country groups is

important. Since stylised facts are often used as validation mechanisms, such awareness is important to

ensure that models yield output in line with up-to-date data. Second, to account for the heterogeneity

of data patterns across country-groups, models need to include mechanisms that are appropriate for the

countries that are being modelled and calibrated for in order to match the relevant data moments.

The chapter will proceed as follows. Section 3.2 presents a review of the literature. In Section 3.2.1 I

summarise the literature and and in Section 3.2.2 I provide a brief overview of the data the literature used

and identify the gap in the literature. In Sections 3.3-3.7 I consider whether the empirical regularities

that were originally documented in the 1990s and have since then widely been accepted as stylised facts

still exist today. More concretely, I examine whether, using recent data, we still find that cross-country

correlations of output exceed those of consumption; whether we still find positive co-movement among

output, consumption, investment and employment; whether we still find that real bilateral exchange rates

are negatively correlated with relative consumption; and whether we still find that terms of trade are

more volatile than output. To do this Section 3.3 describes the data used in this chapter, and Sections

3.4-3.7 re-examine the Quantity Puzzle, the Positive Co-movement Puzzle, the Backus-Smith Puzzle and

the Terms of Trade Puzzle respectively. Section 3.8 concludes.

3.2 A Review of the Literature

3.2.1 The Literature

There are three seminal papers in the literature on the four macroeconomic puzzles addressed in this

chapter. These are Backus et al. (1992), Backus and Smith (1993) and Backus et al. (1993). Backus

et al. (1992) first documented that cross-country correlations of output are higher than cross-country cor-

relations of consumption in data, while the opposite is predicted by standard theory.1 This data pattern

was confirmed by Backus et al. (1993), who were also the first to point out the Positive Co-movement

Puzzle and the Terms of Trade Puzzle.2 Backus and Smith (1993) is the first paper to illustrate what

later became known as the Backus-Smith Puzzle, namely the inability of standard models to explain

the observation that in data, a country-pair’s real exchange rate and relative consumption tend to be

negatively correlated. Since these seminal papers, much literature has emerged seeking to explain one or

several of the puzzles they documented.

In order to explain the Quantity Puzzle, that the stylised fact that cross-country correlations of output

are higher than cross-country correlations of consumption in data is not explained by standard models,

literature has investigated the extent to which international trade costs (Backus et al. (1992), Obstfeld

1The authors refer to this as the quantity anomaly. In the literature it has been referred to by different names; in this

chapter I refer to it as the Quantity Puzzle.
2The authors refer to the latter puzzle as the price anomaly. For the sake of name consistency across all puzzles considered

in this chapter, I refer to it as the Terms of Trade Puzzle.
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and Rogoff (2001), Ghironi and Melitz (2005), Hoffmann (2008), Eaton et al. (2016)) or asset market

incompleteness (Kollmann (1996), Heathcote and Perri (2002), Kehoe and Perri (2002), Dmitriev and

Roberts (2012)) contribute to reducing the puzzle. Bhattarai and Kucheryavyy (2020) show that a model

with intermediate trade in goods and negative capital externalities is able to resolve the Quantity Puzzle.

Similarly, Ambler et al. (2002) show that convex capital adjustment costs are vital in bringing model

output closer to data. Other papers have investigated the role that the type of shock driving the business

cycle plays in the explanation of this puzzle. Stockman and Tesar (1995) and Jiang (2017) argue that

demand shocks are important in this regard and Mandelman et al. (2011) investigate the extent to which

investment specific technology shocks can explain the puzzle. Gars and Olovsson (2017) include an oil-

producing country and oil supply and efficiency shocks in their model, showing that accounting for oil

shocks can explain the Quantity Puzzle. Xiao (2004) and McKnight and Povoledo (2017) both address

how market expectations rather than shocks themselves affect cross-country correlations of consumption

and output. While Xiao (2004) argues that changes in market expectations about shocks are crucial in

generating a cross-country consumption correlation that is lower than a cross-country output correlation,

McKnight and Povoledo (2017) argue that market expectations themselves are insufficient to solve the

puzzle. According to McKnight and Povoledo (2017), it is only when self-fulfilling expectations are al-

lowed to correlate with technology shocks that the Quantity Puzzle is decreased. Some papers have also

investigated the extent to which financial frictions are relevant for the puzzle. Thus Faia (2007) study

the importance of differences in financial frictions and exchange rate regimes for the Quantity Puzzle,

finding that neither substantially contributes to explaining it. In contrast, Yao (2019) argues that fi-

nancial frictions reduce the consumption correlation, thereby reducing the size of the Quantity Puzzle.

Iliopulos et al. (2021) agree that financial frictions matter for the puzzle. To illustrate this they build a

model that includes financial frictions, learning and departures from uncovered interest rate parity, and

show that with monetary and technology shocks the model is able to match the pattern found in the data.

Many of the papers investigating the Quantity Puzzle also examine the Positive Co-movement Puzzle,

which refers to the inability of standard models of international trade to explain the positive co-movement

of output, consumption, investment and employment observed in data. Thus Backus et al. (1992) and

Ghironi and Melitz (2005) argue that trade costs are important in explaining both puzzles, while Heath-

cote and Perri (2002) and Kehoe and Perri (2002) claim that asset market incompleteness contribute to

explaining both the Quantity and the Positive Co-movement Puzzles. Faia (2007) shows that both simi-

larity of the degree of financial integration and similarity of monetary policies are important in generating

positive co-movement. As with the first puzzle, some papers argue that the way shocks are modelled is

important in addressing the discrepancies between data and theory. Thus, Wen (2002) and Jiang (2017)

argue demand shocks yield positive co-movement among macroeconomic variables, while Gars and Olovs-

son (2017) show that accounting for oil shocks is important for resolving the puzzle. De Walque et al.

(2017) show that their model’s match with data improves when risk premium shocks are enabled, arguing

that this suggests internationally linked financial sectors may be an interesting avenue for further research

into the Positive Co-movement Puzzle. Indeed, Yao (2019) argues that the presence of a collateral con-

straint is crucial for bringing the model closer to data.

Further literature investigates the role production structure plays in creating international co-movement.
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Wong and Eng (2013) argue that including vertical specialisation in modelling helps account for the

co-movement of macroeconomic variables in East and southeast Asia, Lambrias (2020) develops a model

with non-tradable goods in order to explain the puzzle, and Huo et al. (2020) study the role of the global

production network in generating output co-movement. Bergholt (2015) argues that trade between firms

is important for creating more co-movement among macroeconomic variables in his model, a finding that

is echoed by Huang and Liu (2007). Huang and Liu (2007) show that accounting for trade among inter-

mediate inputs and multi-stage processing is crucial for generating positive co-movement in response to

a monetary expansion. In contrast, Bhattarai and Kucheryavyy (2020) find that trade in intermediate

goods is unimportant in generating positive co-movement, instead arguing that negative capital exter-

nalities in production are crucial for resolving the Positive Co-movement Puzzle.

The third puzzle I address in this chapter is the Backus-Smith Puzzle. In 1993, Backus and Smith argued

that under perfect purchasing parity, one would assume that the real exchange rate of two countries would

be correlated with their relative consumption. This is because as the price of goods rises in one country

due to a change in the exchange rate, the consumption of those goods should adapt in both countries

to reflect that price change. However, Backus and Smith (1993) found that in data, this is not actually

the case, as the real exchange rate and relative consumption appear to be negatively correlated. This

puzzle has also attracted much attention in the literature. As for the previous two puzzles I presented,

incomplete asset markets have been suggested as a potential explanation (Corsetti et al. (2008), Benigno

and Thoenissen (2008)). Benigno and Thoenissen (2008) argue that limited international asset trade

combined with a non-traded goods sector is important in addressing the puzzle, as shifts in the prices

of non tradable goods contribute to generating a negative correlation between the real exchange rate

and relative consumption. Raffo (2010) argues that such a negative correlation can be achieved with

investment specific technology shocks, Jiang (2017) argues the same result can be obtained with demand

shocks, and Itskhoki and Mukhin (2021) argue that it is depreciations induced by financial shocks that

explain the Backus-Smith Puzzle. While these papers succeed in yielding the negative correlation between

the real exchange rate and relative consumption that is observed in data, other papers that investigate

the puzzle fail to generate this correlation. Chari et al. (2002) examine the importance of sticky prices for

the puzzle and McKnight and Povoledo (2017) investigate whether indeterminacy and self-fulfilling ex-

pectations can solve the puzzle. Both papers find that their avenues do not solve the Backus-Smith Puzzle.

Regarding the fourth puzzle I address in this chapter, various avenues have been put forward as a solution.

Stockman and Tesar (1995) show that including demand shocks increases the variability of the terms of

trade, while Raffo (2010) illustrates that the same result can be achieved by including investment-specific

technology shocks. Heathcote and Perri (2002) argue that international asset market incompleteness is

necessary to generate a high terms of trade volatility, while McKnight and Povoledo (2017) show that

accounting for self-fulfilling expectations generates higher volatilities of terms of trade than output, as

seen in data.
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3.2.2 The Data used in the Literature & the Gap in the Literature

Since the seminal papers of Backus et al. (1992), Backus and Smith (1993) and Backus et al. (1993), much

literature has attempted to address puzzles in international macroeconomics. As the literature review

of the thesis shows, the vast majority of the papers illustrate that in data: (1) the cross-country corre-

lation of output exceeds the cross-country correlation of consumption, (2) there is positive international

co-movement for output, consumption, investment and employment, (3) a country-pair’s real exchange

rate and relative consumption are negatively correlated, and (4) terms of trade exhibit a volatility that

is larger than that of output.

However, the data used to draw these conclusions has two major drawbacks.3 The first drawback is

that it is very US-centered. Indeed, only very few papers consider country-pairs that do not include the

US at all. As the US economy is not necessarily representative among either industrialised or develop-

ing economies in terms of both its size and openness, this US-centered approach makes it difficult to

ascertain whether the documented data patterns hold for country-pairs that do not include the US as

well. Intuitively, however, in order to consider patterns found in data to be robust stylised facts, they

should hold across a large number of country-pairs. The second drawback of the data used in the liter-

ature is that it does not tend to include very recent data. Among the more recent papers, some papers

simply employ data from older papers, while others still only use data up to the early 2000s. There

are also recent papers that include more recent data. However, to the best of my knowledge for such

papers the data period starts in 1970 or 1980. If data patterns changed between the late 1900s and early

2000s, such data samples would not necessarily be able to show said change. There are several reasons

for why we could expect data patterns to have changed. The continued increase in globalisation, cre-

ation of the European Monetary Union and synchronised monetary policy in form of quantitative easing

since the 2008 financial crisis all could have implications for the data patterns underlying the four puzzles.

The data limitations presented above raise two questions. Firstly, do the observed patterns persist when

using country-pairs that do not include the US? Secondly, has the prominence of the puzzles changed

in recent data? These questions are important, as they have implications for the literature. From a

policy-making perspective, it is important to know whether the stylised facts apply only to the US, or

whether they hold more generally. For the literature, it is important to know whether the stylised facts

that underlie and give rise to the puzzles still exist in the data today. Insofar as they do not, they no

longer serve as a validation mechanism for economic models.

In order to address the questions formulated above, I will use recent data to analyse whether the four

puzzles still exist. In other words, I examine whether the stylised facts underlying four prominent puzzles

in international macroeconomics still persist today. Concretely I will:

1. Provide evidence for the data patterns underlying the puzzles in the data period most frequently

used in the literature.

3A breakdown of the data used in prominent papers in the field is provided in the literature review of the thesis, in

Chapter 2.2.2
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2. Provide an analysis of the international correlations for a large number of country-pairs using recent

data.

3. Provide an analysis of the international business cycle statistics for a large number of individual

countries vis-à-vis the US using recent data.

The first exercise ensures that my results for recent data are not driven by my choice of database. The

second analysis enables me to examine whether the data still deviates from the predictions of standard

international trade models, and therefore whether the puzzles I address in this chapter still exist today.

The third analysis allows me to determine whether the prominence of the data patterns underlying the

puzzles depends on whether the US is included in the sample.4 As the literature addressing the macroeco-

nomic puzzles is very US-focused, this allows me to place my findings in the context of the literature and

to determine whether a US-focused approach overstates the prominence of the data patterns underlying

the macroeconomic puzzles.

I therefore contribute to the literature by examining whether the data patterns that have been documented

extensively in literature: (1) hold more generally also for country-pairs that do not include the US and

(2) still hold in recent data.

3.3 Data

All data used to calculate the international business cycle statistics in this chapter is taken from the

OECD Main Economic Indicators database.5 The only exception are the terms of trade, which are taken

from https://data.oecd.org/trade/terms-of-trade.htm. For GDP, consumption and investment I

used quarterly data, which can be found under ”Monthly Economic Indicators - National Accounts”.

They are, respectively, gross domestic product, private final consumption expenditure, and gross fixed

capital formation. I used the index of these variables at constant prices. Data for employment is from the

”Civilian Employment Index”, found under ”Labour - Annual Labour Force Statistics Archives - Popu-

lation and Labour Force”, and is annual. To compute the relevant business cycle moments I took the log

of all variables and detrended them using a Hodrick-Prescott filter, following the standard methodology

in the literature.

Data for the terms of trade and for the real exchange rates is annual. To construct real exchange rates,

I use the nominal exchange rates and Consumer Price Indices (CPIs) from the OECD Main Economic

Indicators database. As the nominal exchange rates I use are annual, I use annual CPI and consumption

data as well.

I use two data periods in order to carry out the analysis. The earlier period is 1970Q1-1995Q4. This

period was chosen because it corresponds to much of the data that is used in the existing literature in

this field. The second, more recent data period is 1999Q1-2020Q2. The choice of this data period is given

4When I refer to prevalence or prominence in this chapter I refer to the proportion of country-pairs for which a data

pattern holds.
5This database can be found at https://stats.oecd.org/Index.aspx.
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by the desire to investigate the importance of the euro area for the Puzzles. Since the euro only came

into existence in 1999Q1, this conditioned the choice of the data for this study.6 Henceforth, I will refer

to the period 1970Q1-1995Q4 as Period 1 and the period 1999Q1-2020Q2 as Period 2.7 When data is

annual, Period 1 refers to 1970-1995 and Period 2 to 1999-2019.

In Period 2, the Main Economic Indicators database provides data on GDP, consumption and investment

for 38 countries and data on employment for 33 countries. In Period 1 it provides data on GDP and

consumption for 10 countries, data on investment for 9 countries and data on employment for 26 countries.

As far as possible, I followed standard methodology. As Section 2.2.2 showed, the majority of literature

employs quarterly data, although some papers use annual data. The choice of data frequency may have

implications for results, with shorter-term frequency being the preferred choice. I use quarterly data for

the Quantity and Positive Co-movement Puzzles, and annual data to address the Backus-Smith and Terms

of Trade Puzzles. The frequency choice for the latter two puzzles was determined by data availability for

a large sample of bilateral (not effective) exchange rates and terms of trade. A second issue that may

arise concerning comparability of the methodology is the definition of variables. For example, the exact

definition of the terms of trade, or the use of effective versus bilateral exchange rates, may affect results.

I attempted to mitigate any problems that may arise from the choice of data frequency and variable

definitions by using the same variables and methodology,8 across the two periods I analyse. Any changes

that occur in the data patterns are therefore not due to methodological choices, but underlying economic

factors.

3.4 The Quantity Puzzle

In this section I will investigate whether the data pattern underlying the Quantity Puzzle still exists in

recent data. As a reminder, the Quantity Puzzle refers to the inability of standard models of international

trade to generate and thus explain a cross-country correlation of output that exceeds the cross-country

correlation of consumption. Standard theory predicts that the ability to share risk internationally pro-

duces a large correlation of consumption across countries, one that exceeds the cross-country correlation

of output. In data, the cross-country correlation of output was found to be larger than that of consump-

tion. I analyse whether this data pattern still exists and thus whether the data pattern underlying the

Quantity Puzzle continues to be a stylised fact in recent data.

First, I will provide evidence for the data pattern that the cross-country correlations of output exceed

those of consumption in Period 1. This is to ensure that the results I present are not driven by my

choice of database. I then examine a large sample of countries for Period 2 in Section 3.4.2. I analyse the

cross-country correlations for each country-pair, which yields 703 observations. Examining the Quantity

Puzzle with such a large amount of country-pairs is unprecedented in the literature. The only other study

I am aware of that examine the Puzzle over a large number of countries is Ambler et al. (2004), who used

6I explicitly did not include the most recent years in order to not take account of the impact of the Covid-19 pandemic.
7Whenever I refer to recent paper in this chapter, I refer to Period 2.
8The methodology I use is standard in the literature.
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190 country-pair observations. In Section 3.4.3 I discuss my results and draw out implications for the

literature.

3.4.1 Evidence for the Stylised Fact underlying the Quantity Puzzle in Earlier

Data

Tables 3.1 and 3.2 describe the cross-country correlations of output and consumption for 45 country-pairs

in Period 1. Of the 45 country-pair observations, 37 country-pairs have a correlation of output that ex-

ceeds the correlation of consumption. For 8 country-pairs, the cross-country correlation of output is lower

than that of consumption.9 My findings are thus in line with those from the literature (see for example

Backus et al. (1992), Ambler et al. (2004), Kehoe and Perri (2002), Jiang (2017), Iliopulos et al. (2021))

as I show that the cross-country correlation of output exceeds that of consumption in the majority of

country-pairs in Period 1.

I will now examine whether the prevalence of the pattern changes depending on whether or not the US

is included in the sample. First, I consider all country-pairs that include the US, as described in Table

3.3. For all 9 country-pair observations, the cross-country correlation of output exceeds the cross-country

correlation of consumption in Period 1.

The next question to consider is whether the stylised fact that the cross-country correlation of output

exceeds the cross-country correlation of consumption holds for country-pairs that do not include the US.

Out of 36 observations, 27 country-pairs exhibit a cross-country correlation of output that is higher than

that of consumption in Period 1, while 9 exhibit a cross-country correlation of consumption that exceeds

that of output. The stylised fact that the cross-country correlation of output exceeds that of consumption

therefore persists among country-pairs that do not include the US in Period 1 as well. However, it is

important to note that ALL country-pairs including the US exhibited this pattern in the first period. For

country-pairs not including the US, only 75% of country-pairs exhibit this pattern in the first period. It

therefore seems that whether or not the US is included in the country-pair has some relevance for the

prevalence of the Quantity Puzzle, even when considering the older data period. The documented data

pattern is present for a larger percentage of country-pairs that include the US than for country-pairs that

do not include the US.

Overall in this section I provide evidence that the data pattern underlying the Quantity Puzzle is promi-

nent in Period 1. Indeed, the cross-country correlation of output exceeds that of consumption for 100%

of the country-pairs that include the US, and 75% of country-pairs that do not include the US. Focusing

only on the US, as the literature tends to do, thus leads to an overstatement of the Puzzle.

9These country-pairs are Australia-France, Australia-Korea, Canada-Sweden, France-Greece, France-Korea, Greece-

Korea, Korea-Sweden and South Africa-UK.
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Table 3.1: International Output and Consumption Correlations

Country-Pair Output Correlation Consumption Correlation

Australia - Canada 0.71 0.04

Australia - France 0.22 0.23

Australia - Germany 0.034 -0.41

Australia - Greece 0.22 0.16

Australia - Korea -0.12 0.03

Australia - South Africa 0.54 0.27

Australia - Sweden 0.28 0.22

Australia - UK 0.31 0.05

Australia - US 0.44 -0.26

Canada - France 0.32 0.2

Canada - Germany 0.23 0.18

Canada - Greece 0.24 0.05

Canada - Korea 0.25 0.03

Canada - South Africa 0.39 0.06

Canada - Sweden 0.33 0.37

Canada - UK 0.5 0.49

Canada - US 0.74 0.55

France - Germany 0.61 0.35

France - Greece 0.35 0.52

France - Korea 0.25 0.32

France - South Africa 0.26 0.08

France - Sweden 0.33 0.29

France - UK 0.59 0.49

France - US 0.37 0.32

Germany - Greece 0.49 0.36

Germany - Korea 0.21 0.18

Germany - South Africa -0.04 -0.35

Germany - Sweden 0.19 0.09

Germany - UK 0.37 0.22

Germany - US 0.43 0.37
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Table 3.2: International Output and Consumption Correlations - Continued

Country-Pair Output Correlation Consumption Correlation

Greece - Korea 0.17 0.37

Greece - South Africa -0.09 -0.18

Greece - Sweden 0.03 -0.06

Greece - UK 0.4 0.17

Greece - US 0.44 0.37

Korea - South Africa -0.25 -0.16

Korea - Sweden 0.09 0.1

Korea - UK 0.4 0.22

Korea - US 0.37 0.31

South Africa - Sweden 0.48 0.1

South Africa - UK -0.03 0.09

South Africa - US -0.05 -0.36

Sweden - UK 0.29 0.15

Sweden - US 0.12 -0.01

UK - US 0.68 0.49

Table 3.3: International Correlations of US Output and Consumption vis-à-vis Other

Countries in Period 1

Country-Pair Output Correlation Consumption Correlation

US - Australia 0.44 -0.26

US - Canada 0.74 0.55

US - France 0.37 0.32

US - Germany 0.43 0.37

US - Greece 0.44 0.37

US - Korea 0.37 0.31

US - South Africa -0.05 -0.36

US - Sweden 0.12 -0.01

US - UK 0.68 0.49
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3.4.2 The Cross-Country Correlations of Output and Consumption in Recent

Data

I now examine the relationship between the cross-country correlation of consumption and the cross-

country correlation of output in recent data. For this I will first analyse all country-pairs in Section

3.4.2.1. To enable a better comparison with the literature I will then analyse only country-pairs that

include the US in Section 3.4.2.2.

3.4.2.1 All Country-Pairs

The OECD Main Economic Indicators database has data for 38 countries, which yields cross-country cor-

relation observations for 703 country-pairs. Due to the amount of observations, the tables containing this

data have been relegated to the Appendix.10 Of 703 country-pairs, 247 have a cross-country correlation of

consumption that is equal to or greater than the cross-correlation of output and 456 country-pairs have a

cross-country correlation of consumption that is smaller than the cross-correlation of output. Therefore,

of all country-pairs, 64.86% exhibit the data pattern that underlies the Quantity Puzzle, while 35.14% do

not. While the data pattern therefore exists for the majority of country-pairs, it exists for a much smaller

percentage of country-pairs than in Period 1, when it held for 87.72% of country-pairs. As just under 65%

of country-pairs exhibit a cross-country correlation of output larger than the cross-country correlation of

consumption, the question arises regarding the extent to which this data pattern can still be considered

a stylised fact and the extent to which it is still a useful validation mechanism for macroeconomic models.

A likely explanation for the decreased prominence of the data pattern underlying the Quantity Puzzle

is increased globalisation. Globalisation significantly increased since the early 1990s. This was both in

terms of trade in goods and in terms of capital flows: both goods and financial markets became more

integrated. When markets are more integrated, we expect business cycles to be more synchronised. This

is because a shock in one country will, if it has strong trade and financial ties with another country,

also affect macreconomic variables in that foreign country. Specifically in terms of the cross-country

correlation of consumption, theory expects that it is high when consumers are able to share risk among

countries. This is the case when financial markets are highly integrated. We should therefore expect that

among countries with higher financial integration, the cross-country correlation of consumption exceeds

the cross-country correlation of output.

To test this prediction, I divide the sample into an EU and a non-EU group. Since the EU is a single

market with free movement of capital and goods, we would expect the cross-country correlation of con-

sumption to be higher than that of output among a majority of EU-country pairs. The division of the

sample into EU countries and non-EU countries yields a total of 351 country-pair observations; 231 for the

EU countries and 120 for the 16 non-EU countries. For 69 of the 231 EU country-pairs, the cross-country

correlation of consumption is greater than or equal to that of output, whereas for 162 country pairs

the opposite is true. Among non-EU countries, 49 country-pairs have a consumption correlation that

exceeds the correlation of GDP while 71 have a cross-country correlation of consumption that is smaller

10Appendix A.1 shows the cross-country correlations of output and Appendix A.2 shows the cross-country correlations

of consumption.
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than that of output. In percentage terms, among EU country-pairs 70.13% exhibit the data pattern that

underlies the Quantity Puzzle while this is only true for 59.17% of non-EU country-pairs. Interestingly,

it thus seems that being part of the EU slightly increases the likelihood of exhibiting the data pattern

that underlies the Quantity Puzzle.

The results presented above suggest that a single market in terms of capital goods is not sufficient to

explain why many country-pairs have a cross-country correlation of consumption that exceeds that of

output. A potential reason for this is that countries within the EU have quite different levels of GDP and

therefore of economic development. Risk sharing is more likely to occur among countries that both have

well-developed financial systems. If two countries are similar in the degree of financial development, but

their financial markets are not highly developed, then the extent of risk sharing is limited. If, however,

two countries are similar in the degree of financial development, and both financial markets are highly

developed, international risk sharing should be visible.

To test this intuition, I proxy financial development with GDP-per-capita. I can do this, because the pos-

itive correlation between financial development and economic development has been very well established

in the literature.11 Within the EU, many countries have quite different levels of GDP, and therefore also

quite different levels of financial development. To test whether it is financial development and similarity

in financial development that drives the difference in the ranking of cross-country correlations of con-

sumption and output, I divide the sample into a high-GDP-per-capita and a low-GDP-per-capita group.12

Both groups consist of 19 countries each and thus of 171 country-pair observations.

The results are as follows. Among the high-GDP-per-capita group, 115 country-pairs, or 68.25% of

the sample, have a cross-country correlation of consumption that is either equal to or greater than the

cross-country correlation of output, while for 56 country-pairs, or 31.75% of the sample, the opposite

is true. Among the low-GDP-per-capita group, only 21 country-pairs have a cross-country correlation

of consumption that is either equal to or greater than the cross-country correlation of output, while for

150 country-pairs the cross-country correlation of output exceeds that of consumption. Thus, among the

low-GDP-per-capita group 87.72% of country-pairs exhibit the data pattern that underlies the Quantity

Puzzle. Among the high-GDP-per-capita group, this is only the case for 31.75% of country-pairs. As

among the high-GDP-per-capita group the cross-country correlation of output exceeds that of consump-

tion for only 1
3 of country-pairs, one can hardly argue that for this group of countries, this data pattern is

still a stylised fact. For the low-GDP-per-capita group, the data pattern can still be considered a stylised

fact. What these results suggest is that financial development and similarity in financial development are

jointly a strong predictor of whether the cross-country correlation of output exceeds that of consumption,

or whether it is the other way around.

11For a very brief overview of this literature, see Chapter 2.2.4 of the thesis.
12The high-GPD-per-capita group consists of Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany,

Iceland, Ireland, Israel, Luxembourg, the Netherlands, New Zealand, Norway, Sweden, Switzerland, the UK and the US.

The low-GDP-per-capita group consists of Brazil, Costa Rica, Estonia, Greece, Hungary, Indonesia, Italy, Japan, Korea,

Latvia, Lithuania, Mexico, Poland, Portugal, Slovakia, Slovenia, South Africa, Spain and Turkey.
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3.4.2.2 Country-Pairs Including the US

Until now, the analysis has examined whether the data pattern underlying the Quantity Puzzle persists in

recent data for a large number of country-pairs. This is unprecedented in the literature. While this yields

interesting results in itself, it makes comparison to the existing US-focused literature difficult. To enable

such a comparison, I consider all available cross-country correlations vis-à-vis the United States for Period

2 in this section. The results are presented in Table 3.4. For these country-pairs, no obvious trend is

discernible. Out of 37 country-pairs, 18 country pairs exhibit a cross-country correlation of consumption

that is lower than that of output, and 19 countries exhibit a cross-country correlation of consumption

that is equal to or higher than that of output. As only half of the country-pairs exhibit the data pattern

that the literature tends to find (see for example Backus et al. (1992), Kehoe and Perri (2002), Jiang

(2017), Iliopulos et al. (2021)) , one can hardly refer to this pattern as a stylised fact anymore.

To test whether the intuition that it is the extent of financial development and financial integration that

determines the ranking of the cross-country correlations of ouptut and consumption, I again divide the

sample into a high-GDP-per-capita and a low-GDP-per-capita group.13

The results are as follows. In the high-GDP-per-capita group, only 4 of 18 countries have a cross-country

correlation of output that exceeds that of consumption vis-à-vis the US. For all other country-pairs, or

77.8% of the sample, the cross-country consumption correlation is equal to or higher than that of output.

For the low-GDP-per-capita group, the opposite is true. The majority of countries, namely 14 out of

19 or 73.7%, have a cross-country correlation of consumption that is lower than that of output. The

remaining four countries have a cross-country correlation of consumption that is larger than or equal to

the cross-country correlation of output vis-à-vis the US.

For the US, the observation that the cross-country correlation of output exceeds that of consumption is

thus no longer a stylised fact either in general terms or for high-income countries, whereas it may still

be referred to as such for low-income countries. As in the previous section, my results suggest that fi-

nancial development and similarity in financial development are jointly a strong predictor of whether the

cross-country correlation of output exceeds that of consumption. This is because financial development

is required in both countries to allow risk sharing across borders, and therefore for a high cross-country

correlation of consumption.

The implication of this result for the literature is profound. As shown in the literature review of the

thesis, most of the literature uses a foreign ”Rest of the World” (RoW) aggregate composed of the EU15,

Japan and Canada, or a different aggregate of largely developed countries (see for example Kehoe and

Perri (2002), Mandelman et al. (2011), Dmitriev and Roberts (2012), Jiang (2017), Lambrias (2020)).

For every RoW country described in the literature review the majority of countries is in the high-GDP-

per-capita group. As most of the literature in the field examines the correlations of the US vis-à-vis an

aggregate of a majority of developed countries, my findings suggest that developing models that yield

13GDP per capita is taken from the World Bank Data page. The high-GDP- per-capita group consists of Luxembourg,

Switzerland, Ireland, Norway, Iceland, Denmark, Australia, Netherlands, Sweden, Austria, Finland, Germany, Canada,

Belgium Israel, the United Kingdom, New Zealand and France. The low-GDP-per-capita group consists of the rest.
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Table 3.4: International Correlations of US Output and Consumption vis-à-vis Other

Countries in Period 2

Country Cross-Country Output Correlation Cross-Country Consumption Correlation

Australia 0.75 0.88

Austria 0.86 0.85

Belgium 0.91 0.85

Brazil 0.6 0.51

Canada 0.9 0.9

Costa Rica 0.76 0.7

Denmark 0.87 0.81

Estonia 0.71 0.61

Finland 0.69 0.78

France 0.87 0.87

Germany 0.79 0.87

Greece 0.5 0.32

Hungary 0.9 0.7

Iceland 0.6 0.67

Indonesia 0.74 0.67

Ireland 0.57 0.89

Israel 0.75 0.85

Italy 0.83 0.87

Japan 0.86 0.67

Korea 0.58 0.37

Latvia 0.63 0.69

Lithuania 0.56 0.5

Luxembourg 0.7 0.76

Mexico 0.93 0.93

Netherlands 0.74 0.81

New Zealand 0.75 0.81

Norway 0.73 0.89

Poland 0.72 0.63

Portugal 0.7 0.73

Slovakia 0.69 0.34

Slovenia 0.74 0.61

South Africa 0.88 0.85

Spain 0.79 0.91

Sweden 0.83 0.87

Switzerland 0.85 0.82

Turkey 0.74 0.53

UK 0.9 0.91
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a cross-country correlation of consumption that is lower than that of output is no longer necessary or

indeed desirable, as such a correlation would, in most cases, not be in line with recent data.

3.4.3 Discussion of Results

In this section I have shown that: (1) the percentage of country-pairs for which the data pattern underly-

ing the Quantity Puzzle holds has decreased in recent years and (2) the stylised fact that the cross-country

correlation of output exceeds that of consumption holds among less-developed countries, but not among

developed economies. Indeed, the data pattern holds for 87.72% of low-GDP-per-capita country-pairs,

whereas among high-GDP-per-capita countries it only holds for 31.75% of country-pairs. The intuition

for this result is an increase in financial integration among developed countries.

These results have important implications for the literature investigating the Quantity Puzzle. This

literature attempts to create models in which the cross-country correlation of output generally exceeds

that of consumption, using the data pattern that the cross-country correlation of output exceeds that of

consumption as a validation mechanism for their models. However, as the literature review in Section

2.2.2 of the thesis shows, most of the literature examines the correlations of the US vis-à-vis an aggregate

of a majority of developed countries (Backus et al. (1992), Kehoe and Perri (2002), Heathcote and Perri

(2002), Mandelman et al. (2011), Jiang (2017)). As most papers calibrate their models to the US and a

RoW aggregate of high-income countries, the data pattern that the cross-country correlation of output

should exceed that of consumption can no longer serve as a validation mechanism. In fact, the prediction

of the ranking of the cross-country correlation of output and consumption of standard international trade

models is correct for high-income countries, the group of countries most models are calibrated to.

Furthermore, my results indicate that whether or not the pattern underlying the Quantity Puzzle holds

depends on certain country characteristics. Therefore, future research should focus on explaining exactly

what circumstances determine the ranking of the cross-country correlation of output and consumption,

and build models that are in line with these results.

3.5 Positive Co-Movement Puzzle

The stylised fact that underlies the Positive Co-movement Puzzle will be investigated in this section.

As a brief reminder, standard models generally predict that the cross-country correlations of investment

and employment, and sometimes of output, are negative. In data, the opposite was observed. It is the

inability of standard models to provide an explanation for this observation that is referred to as the

Positive Co-movement Puzzle. In the following section I investigate whether we still observe positive

co-movement among output, consumption, investment and employment in recent data, and thus whether

this observation can still be considered a stylised fact today.

I will do this in three steps. In Section 3.5.1 I provide evidence for the pattern of positive co-movement

among output, consumption, investment and employment with data from Period 1. This ensures that

my results are not driven by my choice of database. I analyse the data pattern underlying the Positive
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Co-movement Puzzle for a large number of country-pairs for Period 2 in Section 3.5.2. For output and

consumption, I have data for 10 countries, for investment for 9 countries and for employment for 26

countries. 14 In Section 3.5.3 I draw out the implications of my results for the literature.

3.5.1 Evidence for Positive International Co-movement in Earlier Data

Tables 3.1 and 3.2 show the cross-country correlations of consumption and output in Period 1 and Table

3.5 shows the cross-country correlations of investment. Due to the large amount of observations I refer

the reader to Appendix A.4 for the cross-country correlations of employment.

I will present the general results first. In Period 1, the cross-country correlation of output was positive

in 40 of 45 observations, or for 89% of country-pairs. 82% of country-pairs had a positive cross-country

correlation of consumption and 86% had a positive cross-country correlation of investment. The positive

co-movement was smaller for employment. Out of 325 cross-country correlations, 229, or 70%, were posi-

tive. For the majority of country-pairs there was thus positive co-movement across output, consumption,

investment and employment in Period 1. This positive co-movement was particularly prevalent for output

and investment, and was weakest for employment.

To examine whether the prevalence of positive co-movement depends on whether or not the US is included

in the sample I will now divide the sample into a US and non-US group. First, I consider all country-pairs

that include the US. For output and consumption, this is described in Table 3.3. For investment, it is

described in Table 3.6. For employment correlations, see Appendix A.4. Output correlations are positive

for 8 out of 9 country-pairs, or for 88.89% of the sample, and investment correlations are positive for 87.5%

of the sample. For consumption, the correlation is positive for 6 of the 9 country-pairs, or for 66.66% of

the sample. For employment, the correlation is positive for 21 of 25 country-pairs, or in 84% of cases.

The correlations for the non-US sample are as follows. For both output and consumption, cross-country

correlations are positive for 31 of 36 country-pairs, or 86.11% of the sample. For investment this is the

case for 24 of 28 correlations, or 85.71% of country-pairs. For employment the co-movement is lower,

as correlations are positive in 206 of 300 instances, or for 68.67% of country-pairs. The consideration of

only US country-pairs does not change the prevalence of positive co-movement much for investment or

output, but decreases the co-movement for consumption and increases the co-movement for employment.

Overall, a US-focused approach does not seem to affect the prevalence of positive co-movement among

macroeconomic variables much.

Overall, this section showed that there is positive co-movement among macroeconomic variables in Period

1, both among US country-pairs and country-pairs that do not include the US. Positive co-movement is

strongest for output and investment, and weakest for employment.

14The data for all four variables is described in Section 3.3. Data for employment is annual and was only available until

2015. For employment, Period 2 therefore refers to 1999-2015 and Period 1 refers to 1970-1995.
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Table 3.5: International Investment Correlations

Country-Pair Investment Correlation

Australia - Canada 0.67

Australia - France 0.41

Australia - Germany 0.05

Australia - Korea -0.15

Australia - South Africa 0.37

Australia - Sweden 0.28

Australia - UK 0.31

Australia - US 0.41

Canada - France 0.45

Canada - Germany 0.07

Canada - Korea -0.23

Canada - South Africa 0.37

Canada - Sweden 0.37

Canada - UK 0.15

Canada - US 0.21

France - Germany 0.48

France - Korea 0.01

France - South Africa 0.35

France - Sweden 0.47

France - UK 0.38

France - US 0.17

Germany - Korea 0.22

Germany - South Africa -0.11

Germany - Sweden 0.17

Germany - UK 0.36

Germany - US 0.41

Korea - South Africa -0.39

Korea - Sweden 0.05

Korea - UK 0.28

Korea - US 0.35

South Africa - Sweden 0.47

South Africa - UK 0.08

South Africa - US -0.28

Sweden - UK 0.3

Sweden - US 0.08

UK - US 0.53
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Table 3.6: International Investment Correlations of US vis-á-vis Other Countries

Country-Pair Investment Correlation

Australia - US 0.41

Canada - US 0.21

France - US 0.17

Germany - US 0.41

Korea - US 0.35

South Africa - US -0.28

Sweden - US 0.08

UK - US 0.53

3.5.2 Positive Co-Movement in Recent Data

The analysis of the more recent data confirms the pattern of positive co-movement among macroeconomic

variables. For the tables presenting this section’s results for Period 2 I refer the reader to the Appendix.15

The data I have for output, consumption and investment yields a total of 703 country-pairs. The data

on employment covers 527 country-pairs. For output, not a single cross-country correlation is negative,

and for consumption, there are only 3 negative cross-country correlations, amounting to 0.5% of the

sample. Cross-country correlations of investment are positive for 95% of country-pairs and cross-country

correlations of employment are positive for 79.23% of country-pairs.

To determine whether the prevalence of positive co-movement is affected by a US-focused approach I

examine only country-pairs that include the US. For output and consumption, 100% of correlations are

positive. For employment, the proportion of positive correlations is 92% and for investment, the propor-

tion of positive correlations is 91.89%. The prevalence of positive co-movement is therefore the same for

output, higher for consumption and employment and slightly lower for investment. Focusing only on the

US thus slightly increases positive co-movement overall and leads to an overstatement of the Puzzle.

Overall, positive international co-movement among macroeconomic variables is a common feature in

recent data. It is strongest for output and weakest for employment.16

3.5.3 Discussion of Results

The stylised fact underlying the Positive Co-movement Puzzle that was first documented in the mid-1990s,

namely that output, consumption, investment and employment are all positively correlated, continues to

exist today. Indeed, positive international co-movement seems to have increased, which is likely due to

an increase in globalisation worldwide. As argued in the previous section, an increase in trade integration

and lower barriers to trade create a higher exposure to foreign shocks, which in turn increases positive

15See Appendices A1-A4.
16I did not subdivide the sample further because positive co-movement is such a strong feature of recent data.

77



co-movement.

The stylised fact that macroeconomic variables tend to be synchronised internationally has become more

robust in recent data and continues to serve as an important validation mechanism for macroeconomic

models. Explaining this stylised fact and its underlying drivers furthermore remains an important task

for future research in order to ensure models are in line with recent data.

3.6 The Backus-Smith Puzzle

In their 1993 paper, Backus and Smith found that the real exchange rate of two countries is either

uncorrelated or negatively correlated with their relative consumption ratio. This is unexpected from a

theoretical point of view, as when arbitrage is possible,17 we expect consumers to buy a product from

the country in which it is cheaper at a given point in time. Therefore, we expect that changes in the

relative price of a good induce changes in the consumption of that good in the two countries in which the

prices are being compared. In more general terms, we thus expect changes in relative consumption to be

correlated with changes in relative prices, or in the real exchange rate. However, in data the opposite is

the case. The Backus-Smith Puzzle thus refers to the inability of models to provide an explanation for

the negative correlation of the real exchange rate and relative consumption.

I investigate whether the stylised fact underlying the Backus-Smith Puzzle, namely that the real exchange

rate and relative consumption are negatively correlated, has changed in recent years. As with the previous

puzzles I addressed, I do this in three steps. In Section 3.6.1 I provide evidence that the stylised fact

underlying the Backus-Smith Puzzle holds for many country-pairs in Period 1. This section is followed

by an analysis of whether the real exchange rate is still negatively correlated with relative consumption

among a large number of country-pairs in Period 2. In Section 3.6.3 I briefly discuss my results and draw

out their implications for the literature.

3.6.1 Data

I calculate the real exchange rate by using the nominal exchange rates and Consumer Price Indices (CPIs)

from the OECD Main Economic Indicators database. Nominal exchange rates are found under ”Prices

and Purchasing Power - Purchasing Power Parities Statistics - PPPs and Exchange Rates - Exchange

rates, period average”. This data is annual.18 CPIs are found under ”Prices and Purchasing Power

- Consumer and Producer Prices - Consumer Price Indices (CPIs) Complete Database”. To calculate

relative consumption I use private final consumption expenditure.19 As the nominal exchange rates I use

are annual, I use annual CPI and consumption data as well. For sake of consistency with the previous

sections, Period 1 refers to 1970-1995 and Period 2 to 1999-2019.

17Arbitrage is the purchase and sale of an asset in different markets to exploit price differences.
18Nominal exchange rates for this range of countries was only available in annual form in this database. For the sake of

a large sample size I therefore used annual data.
19For more detail on this, see Section 3.3.
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I use the bilateral nominal exchange rates of the US with 38 different countries, and the CPIs of the same

countries. The database provides data on bilateral exchange rates with the US only. In order to be able

to carry out the analysis for other country-pairs as well, I assumed that arbitrage holds and transformed

the US rates into all other bilateral exchange rates by dividing the respective rates. This yields a total

of 703 bilateral real exchange rates. I examine the correlation of these 703 bilateral real exchange rate

with the relative consumption ratio of the countries whose currencies form each of these exchange rates,

yielding a total of 703 correlations.

The real exchange rate of country i with country j, Qi,j , is defined as follows: Qi,j = εi,jPj/Pi, where

εi,j is the nominal exchange rate of countries i and j defined in terms of units of currency of country i

per unit of currency of country j, Pj is the price level in country j and Pi is the price level in country i.

I will calculate the correlation of Qi,j with the relative consumption of countries i and j, which is Ci/Cj ,

where Ci is consumption in country i and Cj is consumption in country j.

3.6.2 Evidence for the Stylised Fact Underlying the Backus-Smith Puzzle in

Earlier Data

In Period 1, the average correlation of country-pairs’ real exchange rate and relative consumption was

-0.27. In this period, 30 of 36 correlations, or 83.33%, were negative and 6 correlations, or 16.66%, were

positive. For a large majority of countries, the data pattern underlying the Backus-Smith Puzzle was

present in Period 1.

The data pattern underlying the Backus-Smith Puzzle is more prominent for the sample that includes

only US-country pairs, as Table 3.8 shows. For this sample, the average correlation of the 8 observations

is -0.42 and all correlations are negative. For the 28 country-pairs that do not include the US, the aver-

age correlation is -0.27. Of the 28 country-pairs, 22 country-pairs or 78.57% have a negative correlation

between their real exchange rate and relative consumptions. 21.43% have a positive correlation. As in

the case of the Quantity Puzzle, this analysis shows that focusing only on the US overstates the size of

the Backus-Smith Puzzle. If only the US is considered, the data pattern underlying the Backus-Smith

Puzzle persists in 100% of the cases. If other countries are included, the proportion of country-pairs for

which this is true decreases.

Overall in this section I find that the data pattern underlying the Backus-Smith Puzzle is very prevalent

in Period 1, as it exists for 83.33% of the sample. However, focusing only on the US overstates the

prevalence of this data pattern.

3.6.3 The Correlation of Real Exchange Rate and Relative Consumption in

Recent Data

I will now analyse the prevalence of the stylised fact that the real exchange rate and relative consumption

are negatively correlated in recent data.
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Table 3.7: Correlation of Real Exchange Rate and Relative Consumption

Country-Pair Correlation of Q and Relative Consumption

Australia - Canada 0.18

Australia - France -0.48

Australia - Greece -0.22

Australia - Korea -0.37

Australia - South Africa 0.08

Australia - Sweden -0.68

Australia - UK -0.19

Australia - US -0.35

Canada - France 0.33

Canada - Greece 0.13

Canada - Korea -0.36

Canada - South Africa -0.1

Canada - Sweden -0.06

Canada - UK -0.08

Canada - US -0.48

France - Greece -0.09

France - Korea -0.08

France - South Africa -0.51

France - Sweden -0.3

France - UK 0.21

France - US -0.18

Greece - Korea 0.01

Greece - South Africa -0.46

Greece - Sweden -0.37

Greece - UK -0.16

Greece - US -0.36

Korea - South Africa -0.27

Korea - Sweden -0.5

Korea - UK -0.59

Korea - US -0.63

South Africa - Sweden -0.79

South Africa - UK -0.42

South Africa - US -0.26

Sweden - UK -0.38

Sweden - US -0.59

UK - US -0.52
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Table 3.8: Correlation of Real Exchange Rate and Relative Consumption for US in Period

1

Country-Pair Correlation of Q and Relative Consumption

Australia - US -0.25

Canada - US -0.07

France - US -0.04

Greece - US 0.03

Korea - US -0.24

Sweden - US -0.31

UK - US -0.46

3.6.3.1 All Country-Pairs

My sample consists of 38 countries, yielding a total of 703 observations. The average correlation for the

real exchange rate and relative consumption in this sample is -0.21. 203 country-pairs or 28.88% have a

correlation that is positive, while 500 country-pairs, or 71.22%, have a correlation that is negative. The

proportion of country-pairs with a positive correlation is thus 10% lower than in Period 1.

To gain further insight into this result I subdivided the group into an EU and a non-EU group. We have

24 EU countries, which yields a total of 253 country-pairs. Of these, 116 country-pairs, or 45.85%, have a

correlation that is positive, while 137 country-pairs, or 54.15%, have a negative correlation. Splitting the

EU-group up further into EA countries and non-EA countries yields the following results. Among the EA

group 52.94% of correlations are positive and 64 of the 136 correlations are negative. Among the 15 ob-

servations for EU but non-EA countries, 13 correlations, or 86.67%, are negative and only 2 correlations

are positive. For the non-EU country group, the average correlation is -0.31 and 31 of 105 country-

pairs, or 20%, have a positive correlation while 84 country-pairs, or 80%, have a negative correlation.

Among the non-EA group, the group that excludes all EA members, 83.17% of country-pairs have a nega-

tive correlation. For the group that excludes only EA country-pairs, this percentage is reduced to 76.94%.

These results show that having a single currency increases the probability of having a positively corre-

lated real exchange rate and relative consumption, as it is the single currency that is driving the result

of the decreased prominence of the data pattern underlying the Backus-Smith Puzzle in recent data, not

the single market. Country-pairs that are members of the single market but not of the single currency

have a similar probability of having a positive correlation between the real exchange rate and relative

consumption as country-pairs that are not part of the single market.

There are several potential explanations for this result. Firstly, it is well known that the nominal exchange

rate is highly volatile (Dornbusch (1976), Clark et al. (2004)) 20 and moves in ways that are unconnected

20I calculated the nominal exchange rate volatility for the exchange rates from the database, and also found them to be

very volatile.
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to economic fundamentals. It is possible that once one removes this highly volatile component of the

exchange rate from the equation, the correlation of the real exchange rate and relative consumption is

more in line with theoretical predictions. Indeed, this is what Hess and Shin (2010) argue is the case. The

second possible explanation is that the removal of the volatile exchange rate exchange rate makes it eas-

ier for consumers to perceive and understand movements in relative price, and adapt their consumption

basket accordingly. This explanation is in line with the theory of rational inattention, the idea that as

economic decision makers cannot absorb all available information, they decide which pieces of available

information to process (Sims (2003), Maćkowiak et al. (2021)). When nominal exchange rates are highly

volatile, consumers rarely know the exact exchange rate at any point in time and therefore do not adapt

their consumption accordingly. Futhermore, it is difficult to extract information on relative prices from

movements in the nominal exchange rate, as they might be due to movements in the relative price or

movements of the nominal exchange rate. Due to the difficulty of interpreting and keeping information

on the exchange rate up-to-date, consumers thus do not adapt their consumption basket in line with

movements of relative prices. When the information becomes easier to follow and understand, changes

in relative consumption correlate more with changes in relative prices, as we would expect based on the

idea of rational inattention.

To examine the explanations further I investigated the correlations of the real exchange rate and relative

consumption of EA countries and EU-but-non-EA members whose currency is pegged to the euro, and the

correlations of EA members with those EU-but-non-EA member states whose currency is free-floating.

Effectively a pegged exchange rate also eliminates the highly volatile nominal exchange rate whose be-

haviour is unrelated to economic fundamentals. If the first explanation is correct, then we would expect

the correlation between the real exchange rate and relative consumption of EA members and EU-but-non-

EA countries who have a pegged exchange rate to be positive more frequently than the correlations of EA

members and EU-but-non-EA countries with a floating exchange rate. Of the 6 countries in my sample

that are in the EU but not part of the euro area, two have a currency that is pegged to the euro. These are

Denmark and Hungary. The Czeck Republic, Poland, Sweden and the UK have floating exchange rates.

In the first group I have 29 observations. Of these, 12 correlations, or 41.38%, are positive and 58.62%

are negative. The second group consists of 71 observations. In this group, 40.85% of correlations are

positive and 59.15% are negative. The proportion of positive and negative correlations are very similar,

which is unexpected if we believe that the nominal exchange rate is the driver of negative real exchange

rate and relative consumption correlations. It thus seems that the first explanation may not be the full

story.

To further investigate the second explanation, I divide the EA countries into a high-GDP-per-capita and

a low-GDP-per-capita group.21 As before, I use GDP-per-capita to proxy financial development. Exam-

ining financial development is important because it allows consumers to adapt their consumption baskets

across countries in response to shocks. If it is ease of understanding exchange rate movements that drives

the positive correlations between the exchange rate and relative consumption, we would expect that when

the ease of understanding exchange rate movements is held constant, as is the case within a single cur-

21The high-GDP-per-capita group is composed of Austria, Belgium, Finland, France, Germany, Ireland, Italy, Luxemburg

and the Netherlands. The low-GDP-per-capita group is composed of the rest.
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rency area, the exchange rate will be more frequently positively correlated with relative consumption in

financially developed country-pairs. This is because in those country-pairs, consumers are able to borrow

and lend internationally and therefore adapt their consumption basket in both countries. The high-GDP-

per-capita group consists of 36 observations. Of these, exactly 50% of the correlations are positive and

50% are negative. The low-GDP-per-capita group consists of 28 observations. Of these, 20 correlations,

or 71.43% of observations, are positive and only 8 correlations, or 28.55%, are negative. This is contrary

to what we would expect from a theoretical point of view, as we would expect countries that are more

financially developed to be more likely to have an exchange rate that is positively correlated with relative

consumption. One potential explanation for this result is that within the euro area, all countries are

financially developed, and therefore differences in GDP are not relevant for the Backus-Smith Puzzle in

this sample of countries. Another possibility is that it is not the ease with which exchange rate movements

can be understood that drives the positive correlation between the exchange rate and relative consump-

tion. Like Itskhoki and Mukhin (2021) suggest, it might be the type of shock driving exchange rate

movements that determines whether the real exchange rate and relative consumption are positively or

negatively correlated. Determining the extent to which this is the case is beyond the scope of this chapter.

Furthermore, given that the percentage of countries that have a positively correlated exchange rate and

relative consumption ratio is significantly higher in the euro area than in the rest of the world, I find

it difficult to conclude that it is only the type of shock that determines whether the real exchange rate

and relative consumption are positively or negatively correlated. Determining which of the explanations

described in this section are most important in determining the sign of the correlation between the real

exchange rate and relative consumption is a very interesting avenue for further research.

3.6.3.2 Country-Pairs Including the US

In order to enable a comparison with literature, I consider only country-pairs that include the US in this

section. The results of this analysis are presented in Table 3.9. The average correlation for country-pairs

that include the US is -0.24. In this sample, 8 country-pairs, or 21.62%, have a positive correlation

between their real exchange rates and relative consumption, whereas 29 country-pairs, or 78.38% of the

sample, have a negative correlation.

These statistics compare to the sample that do not include the US as follows. Among all country-pairs that

do not include the US, 29.28% have a positive correlation between their real exchange rates and relative

consumption, whereas 70.72% have a negative correlation. However, the previous section showed that

EA country-pairs have a larger likelihood of having a positive correlation than other country-pairs. As

the group that consists only of country-pairs that include the US necessarily excludes EA country-pairs,

we must also exclude EA country-pairs from the non-US sample. In this case, 76.92% of country-pairs

have a negative correlation between their real exchange rate and relative consumption. The percentage

of country-pairs for which the data pattern underlying the Backus-Smith Puzzle holds therefore does not

change much depending on whether or not the US included in the sample; a US-focused approach does

not have strong implications for the puzzle.
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Table 3.9: Correlation of Exchange Rate and Relative Consumption for US in Period 2

Country-Pair Correlation of Q and Relative Consumption

Australia - US -0.61

Austria - US -0.08

Belgium - US 0.09

Brazil - US -0.57

Canada - US -0.28

Czekia - US -0.69

Denmark - US -0.58

Estonia - US -0.15

Finland - US -0.54

France - US 0.06

Germany - US 0.28

Greece - US -0.37

Hungary - US -0.38

Iceland - US -0.82

Indonesia - US -0.18

Ireland - US -0.22

Israel - US -0.63

Italy - US -0.01

Japan - US -0.19

Korea - US 0.45

Latvia - US -0.07

Lithuania - US -0.23

Luxemburg - US 0.27

Mexico - US -0.35

Netherlands - US 0.17

New Zealand - US -0.61

Norway - US -0.32

Poland - US -0.2

Portugal - US -0.06

Slovakia - US -0.53

Slovenia - US -0.4

South Africa - US -0.22

Spain - US -0.23

Sweden - US 0.08

Switzerland - US -0.23

Turkey - US -0.58

UK - US 0.02
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3.6.4 Discussion of Results

In this section I showed that the percentage of country-pairs for which the data pattern underlying the

Backus Smith Puzzle, namely that the real exchange rate and relative consumption are negatively cor-

related, has decreased from 80% to 70% in recent decades. This reduction appears to be driven by the

creation of the European Monetary Union. For country-pairs for which both countries are EA members,

the real exchange rate and relative consumption are negatively correlated in only 47% of the sample. For

the sample that does not include country-pairs which are both members of the EA, this is the case for

76.94% of country-pairs. If all EA members are excluded from the analysis, this percentage increases

to 83.17%. My results are therefore in line with the literature at the same time as showing a novel

contribution. I show that for the US as well as country-pairs that are not part of the euro area, the

data pattern of the negative correlation between the exchange rate and relative consumption remains a

stylised fact. This finding is in line with the literature that uses older data (see for example Chari et al.

(2002), Corsetti et al. (2008), Benigno and Thoenissen (2008), Lambrias (2020)). For country-pairs that

are part of the EA, this is not true; among these country-pairs a small majority actually has a positive

correlation between the real exchange rate and relative consumption. This is likely due to the fact that

within a single currency area consumers are more easily able to follow movements in relative prices and

adapt their consumption accordingly. The source of the shock may also be an important determinant for

the sign of the correlation of the real exchange rate and relative consumption.

The implications of my findings for the literature are as follows. The stylised fact that the real exchange

rate and relative consumption are negatively correlated remains a validation mechanism for models that

are not calibrated to the EA, and more research into the drivers of this negative correlation is important

in order to solve the Backus-Smith Puzzle. However, for models that are built for the EA, the pattern that

the real exchange rate and relative consumption are negatively correlated cannot serve as a validation

mechanism. More research into the drivers of this correlation within the euro area is important to further

our understanding of the Puzzle and to yield models that are in line with data.

3.7 Volatility of the Terms of Trade

I next examine the Terms of Trade Puzzle. First I describe the data I use. In Section 3.7.2 I then examine

the Terms of Trade Puzzle in Period 1 and Period 2, before discussing my results and drawing out their

implications for the literature in Section 3.7.3.

3.7.1 Data

The data for the terms of trade is taken from the OECD at the website https://data.oecd.org/trade/

terms-of-trade.htm. Terms of trade are defined as the ratio between the index of export prices and

the index of import prices. This data is annual, as quarterly terms of trade data was not available for as

large a sample as I use. As the terms of trade data is annual, I used annual GDP data in this section as

well.22

22For details on GDP, see Section 3.3.
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Table 3.10: Volatility of the Terms of Trade in Period 1

Country Volatility Terms of Trade Volatility GDP Relative Volatility Terms of Trade

Australia 6.35 1.67 3.8

Finland 3.01 2.19 1.37

France 3.38 1.57 2.16

Germany 3.56 1.89 1.88

Greece 2.9 3.09 0.94

Korea 4.7 3.19 1.47

South Africa 6.91 2.11 3.28

Sweden 2.76 2.03 1.36

UK 4.1 2.53 1.62

US 3.66 2.08 1.76

3.7.2 Volatility of the Terms of Trade

3.7.2.1 Evidence for the High Volatility of the Terms of Trade in Earlier Data

Table 3.10 shows the relative volatility of the terms of trade of 10 countries for Period 1. It illustrates

that during 1970-1995, the terms of trade were more volatile than output for all countries except for

Greece. Even for Greece, however, the terms of trade were not much less volatile than output.

3.7.2.2 The Volatility of the Terms of Trade in Recent Data

Table 3.11 shows the volatility of terms of trade and GDP, as well as the relative volatility of the terms

of trade, for 38 countries. Out of 38 countries, 16 countries have a volatility of the terms of trade that

exceeds the volatility of GDP, while 22 countries have a volatility of the terms of trade that is smaller than

the volatility of GDP. In percentage terms, 42% of countries have terms of trade that are more volatile

than output, whereas for 58% of countries terms of trade are less volatile than output. The observation

that terms of trade are more volatile than output is thus no longer a stylised fact, and can no longer serve

as a validation mechanism for macroeconomic models. As before, I will divide the sample into smaller

sub-samples in order to ascertain whether any patterns regarding the relative volatility of terms of trade

can be found according to country regions. Dividing the sample into EU and non-EU countries yields a

much clearer pattern than the consideration of the whole sample. 19 of 23 EU countries, or 82.61%, have

terms of trade that are less volatile than GDP, while 5 countries, or 21.7%, have terms of trade that are

more volatile than GDP. For non-EU countries the opposite pattern holds true. Of 15 non-EU countries,

only 4 countries have terms of trade that are less volatile than GDP. The remaining 11 countries, 73.3%

of the sample, exhibit a larger terms of trade volatility than output volatility. Further sub-dividing the

sample into EA countries does not affect the results very much. The percentage of EA countries that

have terms of trade that are less volatile than output is virtually the same as for EU countries, namely

82.35%. It thus appears to be the single market rather than the single currency that is driving the results.
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Table 3.11: Volatility of the Terms of Trade in Period 2

Country Volatility Terms of Trade Volatility GDP Relative Terms of Trade Volatility

Australia 7.89 0.49 16.27

Austria 1.0 1.49 0.67

Belgium 0.84 1.1 0.76

Canada 3.0 1.35 2.22

Costa Rica 2.89 1.58 1.83

Czech Republic 1.6 3.1 0.52

Denmark 0.82 2.02 0.41

Estonia 1.45 6.16 0.24

Finland 1.52 2.72 0.56

France 1.4 1.21 1.16

Germany 1.67 1.71 1.04

Greece 1.67 5.76 0.29

Hungary 0.84 3.63 0.23

Iceland 3.68 4.4 0.84

Indonesia 2.91 0.8 3.64

Ireland 1.61 6.54 0.25

Israel 2.52 1.82 1.38

Italy 2.22 1.95 1.14

Japan 4.6 1.64 2.8

Korea 3.2 1.29 2.48

Latvia 1.72 6.97 0.25

Lithuania 2.1 5.3 0.4

Luxembourg 0.87 2.47 0.32

Mexico 2.12 1.93 1.1

Netherlands 0.8 1.82 0.44

New Zealand 2.74 1.73 1.58

Norway 7.93 1.26 6.29

Poland 1.84 1.78 1.03

Portugal 1.35 2.47 0.55

Slovakia 4.4 3.13 1.41

Slovenia 1.44 3.7 0.39

South Africa 2.78 1.5 1.85

Spain 1.56 3.14 0.5

Sweden 0.96 1.9 0.51

Switzerland 1.37 1.38 0.99

Turkey 3.28 3.97 0.83

UK 1.52 1.9 0.8

US 1.56 1.62 0.96
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The explanation for this finding is that members of the single market face homogenous product standards

and higher competition, all of which contribute to higher price convergence.23 If prices are more homoge-

nous and also have less scope for moving due to strong competition, as is the case within a single market,

prices should be less volatile. Furthermore, EU members trade significantly more with each other than

with non-EU countries,24 and most of within EU trade is intra-industry trade (Hellvin (1996), Greenlaw

and Taylor (2017)). For such trade, we expect prices to be similar, whereas for inter-industry trade we

expect prices to be different and therefore more volatile.

To test this prediction, I again split the sample into a high-GDP-per-capita group and a low-GDP-per-

capita group.25 For the low-GDP-per-capita group, 50% of the 20 countries have terms of trade that

are more volatile than output while for the other 50% of countries, terms of trade are less volatile than

GDP. For the high-GDP-per-capita group, the pattern is different. For only 6 out of 18 countries the

terms of trade are more volatile than output. For the remaining 12 countries or 66.7%, terms of trade

are less volatile than output. These results lend some support to the initial intuition provided above

that a lower trade volatility is due to greater trade integration and more intra-industry trade. More

developed countries are more likely to have stronger trade ties, which leads to higher competition. These

competitive effects reduce the scope for price movements, which reduces the volatility of the terms of

trade. Developed countries furthermore engage in more intra-industry trade than developing countries

(Hellvin (1996), Greenlaw and Taylor (2017)), a type of trade for which we expect prices to be more

similar and therefore less volatile. In contrast, developing countries tend to engage more in inter-industry

trade and often export commodities (Cavalcanti and Vaz (2017)). As ”commodity prices are notoriously

volatile” (Larson and Varangis (1996)), we expect the terms of trade of countries that export commodi-

ties to be more volatile as well. My results support this intuition. Of the 6 developed countries that

have a relative volatility of their terms of trade that exceeds unity, 4 are commodity exporters. These

are Australia, Canada and Norway, which all export oil or natural gas, and New Zealand, which heavily

exports agricultural products.26

My results suggest that it is mainly the extent of intra-industry trade a country engages in that determines

the volatility of its terms of trade. The pro-competitive effects of the single market and homogenous

product standards also play a role in reducing this volatility.

23For evidence on price convergence in the EU, see Dreger et al. (2007), Méjean and Schwellnus (2009) and Ha lka and

Leszczyńska-Paczesna (2019).
24For most EU countries, the share of intra-EU exports is between 50% and 70%. This share is only lower than 50%

for Cyprus, Ireland and Malta (of these countries, only Ireland is in my sample). For all other countries, intra-EU exports

were higher than exports to countries outside of the EU. For more detailed statistics, see https://ec.europa.eu/eurostat/

statistics-explained/index.php?oldid=452727Evolution_of_intra-EU_trade_in_goods
25GDP per capita is from 2019, and is taken the World Bank Data database, available at https://data.worldbank.org/

indicator/NY.GDP.PCAP.CD

The high-GDP-per-capita group consists of Luxembourg, Switzerland, Ireland, Norway, Iceland, the US, Denmark, australia,

Netherlands, Sweden, Austria, Finland, Germany, Canada, Belgium Israel, the United Kingdom, and New Zealand. The

low-GDP-per-capita group consists of the remaining countries.
26For information on the main exports of Australia see https://oec.world/en/profile/country/aus, for information

on the main exports of Canada see https://oec.world/en/profile/country/can, for information on the main exports

of Norway see https://oec.world/en/profile/country/nor, for information on the main exports of New Zealand see

https://oec.world/en/profile/country/nzl.
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3.7.3 Discussion of Results

This section has shown that terms of trade have become less volatile than output for the majority of

countries. Terms of trade are more volatile than output for only 42% of countries analysed in this chapter.

This finding is contrary to the findings in the literature (Corsetti et al. (2008), McKnight and Povoledo

(2017)), and suggests that the observation that terms of trade are highly volatile relative to output can no

longer be considered a stylised fact in recent data. It is therefore no longer a useful validation mechanism

for macroeconomic models. The reason for a lower terms of trade volatility is increased globalisation,

which leads to stronger competition and lower scope for price movements, as well as strong intra-industry

trade ties among developed countries and within the EU.

3.8 Conclusion

Much theoretical literature attempts to match certain moments in data. This makes sense, as we want

our models to explain what actually happens in the real economy. When standard theory is consistently

unable to explain regular patterns found in data, we refer to this as a puzzle. In such a case literature

attempts to explain the puzzle by adapting models to better match the documented empirical regularities,

or stylised facts. The danger with contributing to such literature is simply accepting that the stylised

facts that give rise to the puzzles continue to persist today. In this chapter, I re-examined whether

the data patterns underlying four prominent international macroeconomic puzzles still exist today, and

whether they can still be called stylised facts.

Specifically, I re-examined the Quantity Puzzle, the Positive Co-movement Puzzle, the Backus-Smith

Puzzle and the Terms of Trade Puzzle. To re-examine these puzzles with contemporary data, I ex-

amined whether, using recent data, we still find that cross-country output correlations exceed those of

consumption; whether we still find positive co-movement among output, consumption, investment and

employment; whether we still find that real exchange rates are negatively correlated with relative con-

sumption; and whether we still find that terms of trade are more volatile than output.

Four main results stand out from my analysis. First, I find that the data pattern that underlies the Quan-

tity Puzzle is a lot less prominent in recent data than in older data, as only 65% of the sample exhibit a

cross-country correlation of output that exceeds the cross-country correlation of consumption. The intu-

ition behind the decrease in the prominence of the data pattern is increased globalisation, specifically an

increase in financial integration. Furthermore, the data pattern still holds for developing country-pairs,

but not among the majority of developed countries. Second, terms of trade are less volatile than output in

recent data for the majority of countries, especially among high-income and EU countries. This is driven

by increased trade integration and competition, and a high degree of intra-industry trade. Third, the

data pattern underlying the Backus-Smith Puzzle has become less frequent in recent data. The reason for

this is the creation of the European Monetary Union, as the single currency substantially decreases the

likelihood that a country-pair’s real exchange rate is negatively correlated with its relative consumption.

For countries that are not part of a single currency, the observation that real exchange rates and relative

consumptions tend to be negatively correlated remains a stylised fact. Fourth, positive co-movement
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among macroeconomic variables continues to persist in recent data and across many country-pairs.

Two key general contributions to the literature follow from these results. First, I illustrate the impor-

tance of greater awareness of the fact that stylised facts can change over time and differ across country

groups. As stylised facts are frequently used as a validation mechanism for macroeconomic models, such

awareness ensures that models are validated using data patterns that are still present in recent data.

Second, to account for the heterogeneity of data patterns across country-groups, models need to include

mechanisms that are appropriate for the country-group that is being modelled. My results suggest that

mechanisms such as different levels of intra-industry trade, financial integration or a lack thereof, or

trade in commodities can be important for international trade models in matching the heterogeneity of

macroeconomic patterns across country-groups.

Important avenues for further research on puzzles in international macroeconomics remain. Regarding

the Quantity Puzzle, using a more rigorous empirical analysis and a wider set of macroeconomic variables

to examine precisely what circumstances affect the ranking of the cross-country correlations of output

and consumption is important to corroborate my results and make them more nuanced. The same

applies to the Terms of Trade Puzzle: it would be insightful to use more rigorous empirical analysis and

a wider set of macroeconomic variables to understand precisely what circumstances affect the volatility

of terms of trade. Regarding the Backus-Smith Puzzle I showed that more work needs to be done to

understand why relative consumption ratios and real exchange rates are negatively correlated. It would

furthermore be interesting to understand under what circumstances such a correlation occurs within a

monetary union. These avenues for further research are important, as they will yield a deeper insight into

the circumstances under which data patterns hold for a certain country-pair or -group. This will allow

developing models that match macroeconomic moments that differ according to country-characteristics,

which is highly relevant for policy makers.
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Chapter 4

The Role of Resource Allocation in the

Transmission of Macroeconomic Shocks in

an International Trade Model with

Endgoenous Entry into Domestic

Production

4.1 Introduction

”Productivity isn’t everything, but in the long-run it is almost everything” (Krugman (1994)). One of the

factors well-known to significantly affect long-run productivity is international trade (Bernard and Jensen

(1999), Melitz (2003)). However, while much research examines the drivers of long-run productivity, the

dynamic response of labour productivity to macroeconomic shocks is not well-studied in an international

trade framework. In this chapter I therefore examine the dynamic response of labour productivity to

such shocks in an international trade model. In my analysis, I particularly investigate the role that the

allocation of labour and capital plays in the transmission of macroeconomic shocks, as although much

research shows that resource allocation can significantly affect productivity (see for example Caggese

and Cuñat (2013), Midrigan and Xu (2014), Calligaris (2015), Kohn et al. (2017)), many models of in-

ternational trade include only labour as a factor of production (see for example Melitz (2003), Melitz

and Ottaviano (2008), Bernard et al. (2011), Impullitti et al. (2013)). Therefore, these models cannot

take into account the effect of resource allocation on labour productivity, missing an important channel

through which labour productivity can be affected by macroeconomic shocks.

The framework developed in this chapter is most closely related to Melitz (2003), Ghironi and Melitz

(2005), Fattal-Jaef and Lopez (2014) and Millard et al. (2021) (henceforth MNN). Important precursors

to these models are Dixit and Stiglitz (1977), Hopenhayn (1992) and Krugman (1979). My theoretical

framework allows for firms to use both capital and labour in production, as in Fattal-Jaef and Lopez

(2014), enabling us to study the role of resource allocation in the transmission of macroeconomic shocks,
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and the endogenous selection of firms into domestic production, as in MNN. DSGE models of interna-

tional trade that use both capital and labour as factors of production (Fattal-Jaef and Lopez (2014),

Kohn et al. (2017) and Brooks and Dovis (2020)) tend to miss this endogenous selection into domestic

production, thereby omitting an important channel through which labour productivity can be affected

by macroeconomic shocks.

Therefore, my model allows us to analyse how the allocation of factors of production and endogenous en-

try into domestic production jointly determine the dynamic response of labour productivity to a mixture

of temporary supply and demand shocks.

Two key results emerge from this analysis. First, allowing firms to adjust their employment of labour and

capital in response to macroeconomic shocks overall increases the time macroeconomic variables require

to return to their steady state values relative to the model without capital. This introduces an element

of persistence into the economy, and creates a more hump-shaped response of output. Second, the dy-

namic response of labour productivity is driven by the interaction between efficient resource allocation

and endogenous selection into domestic production. This leads to the two novel results presented in

this chapter. Firstly, in response to most shocks, either the volatility or the magnitude of the response

of labour productivity is increased relative to models that do not have endogenous entry into domestic

production and two factors of production, such as MNN. Secondly, the response of labour productivity

to an aggregate technology shock is reversed. While the first result, that capital introduces persistence

to the economy, is well-known, the second set of results have, to the best of my knowledge, not been

reported before in the literature before.

The rest of the chapter is structured as follows. In Section 4.2 I present a review of the relevant literature

and identify the gap that I address. In Section 4.3 I present the model and in Section 4.4 I present the

model calibration. In Section 4.5 I analyse the response of macroeconomic variables to the macroeconomic

shocks I consider, analysing the role resource allocation plays in the transmission of these shocks. In

Section 4.6 I apply my model to data and examine the extent to which my model captures data on

international business cycles relative to similar models. Section 4.7 concludes.

4.2 Literature Review

This chapter builds on two strands of literature. The first strand analyses the dynamic response of the

economy to macroeconomic shocks in international trade models and the second analyses the impact of

endogenous entry into the domestic market on the dynamic response of the economy to such shocks.

The literature analysing the dynamic response of the economy to macroeconomic shocks in an interna-

tional trade model was pioneered by Ghironi and Melitz (2005), who build a 2-country dynamic, stochastic

general equilibrium model of international trade with initial uncertainty regarding productivity, firm het-

erogeneity, sunk entry costs and fixed and variable costs of trade. The fixed exporting costs give rise to a

selection process into the export market in which only the more productive firms, those with productivity

levels above the cut-off level, export. Ghironi and Melitz (2005) use this model to study the response
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dynamics of the economy to a permanent increase in aggregate productivity and a permanent decrease

in home entry costs.

Several papers build on this model and also examine the macroeconomic dynamics following shocks.

Adolfson et al. (2007) and Rodriguez-Lopez (2011) explicitly examine the response of the economy to a

monetary policy shock. Hereby Adolfson et al. (2007) are the first to show that the ”conventional wisdom”

regarding the effects of monetary policy in a closed economy setting also apply in open economies, and

Rodriguez-Lopez (2011) examine how exchange rates have expenditure switching effects in the presence

of limited exchange rate pass-through. Dix-Carneiro et al. (2021) focus on different types of productivity

shocks and examine how the length of the shock affects the dynamic response of the economy, Cavallari

(2013) analyse a single productivity shock and study how the dynamic response of the economy to such

a TFP shock differs under flexible and sticky prices, and D’Addona and Cavallari (2020) analyse how

the dynamic response of the economy to a productivity shock differs under fixed and flexible exchange

rate regimes. Barthelemy and Cleaud (2018) examine a shock to foreign preferences and show this shock

is vital in driving the business cycle and Bergholt et al. (2019) examine the response of the economy to

an oil productivity shock. Cacciatore (2014) considers the dynamic response of an economy to a 20%

decrease in transport cost and analyses how labour market frictions affect this response, while Cacciatore

et al. (2016) analyses how the economy responds to market reforms. Van Aarle (2012), Albonico et al.

(2019) and De Walque et al. (2017) analyse the response of the economy to a large number of shocks in an

international trade model. I build on this literature by analysing the dynamic response of the economy

to a large number of shocks, focusing on how resource allocation affects this response.

The second strand of literature I build on is the literature that demonstrates the importance of entry

into domestic markets for the business cycle. A large amount of literature documents this importance in

closed economy models (Bilbiie et al. (2012), Hamano and Zanetti (2017), Lee and Mukoyama (2018),

Clementi and Palazzo (2016), Woo (2015), Clementi et al. (2015)). Recently, some papers have also begun

examining the importance of entry into domestic production in an international trade setting (Cacciatore

(2014), Alessandria and Choi (2019) and Millard et al. (2021)), overall finding that entry matters for

aggregate business cycle dynamics also in an international trade setting.

We thus have two main findings from the literature: both international trade and endogenous entry

into domestic production matter for the response of the economy to macroeconomic shocks. However,

most models that examine endogenous entry in an international trade framework only use one factor

of production, namley labour (Cacciatore (2014), Millard et al. (2021)). At the same time, we know

that the inclusion of two factors of production can be important. Indeed, Bilbiie et al. (2012) origi-

nally formulate their model without physical capital stock. However, they argue that the omission of

capital ”is certainly unrealistic: part of observed investment is accounted for by the need to augment

the capital stock used in production of existing goods”. They find that including capital ”significantly

improves the performance of the model”. Indeed, to the best of my knowledge the only paper that in-

cludes two factors of production, international trade and endogenous entry into domestic production is

Alessandria and Choi (2019), who argue that physical capital is important for the propagation of shocks,

and to match cyclicality of trade flows. However, Alessandria and Choi (2019) do not elaborate any
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further on the importance of including physical capital for the dynamic response of a model economy to a

variety of shocks, instead analysing how international trade in goods and assets matters for entry margins.

In this chapter, I analyse how and the extent to which resource allocation affects the transmission of

macroeconomic shocks, and especially the dynamic response of labour productivity to such shocks. With

this analysis I aim to examine whether abstracting from a second factor of production matters when

jointly allowing for international trade and endogenous selection into domestic production, and to what

extent such an omission is relevant. This may have important implications for policy makers, as the anal-

ysis yields insight into how a variety of macroeconomic variables are affected by different macroeconomic

shocks in the short-run and in the long-run when resource reallocation is accounted for.

The features of my model are most closely related to Alessandria and Choi (2019) as I include inter-

national trade, two factors of production and endogenous entry into domestic production. The model

implementation is most closely related to Fattal-Jaef and Lopez (2014) and Millard et al. (2021)). In

contrast to Alessandria and Choi (2019), I also allow for endogenous exit from the domestic market in

response to macroeconomic shocks.

4.3 The Model

The model presented in this section is a two-country DSGE model of international trade, with capital and

labour as inputs of intermediate production, monopolistic competition, heterogeneous firms, fixed costs

of domestic production and fixed and variable costs of exporting. All foreign variables are denoted with a

superscript *. Three agents operate in each country: households, final good producers and intermediate

good producers. I describe each of their problems in turn.

4.3.1 Household Problem

The representative household is assumed to own the capital stock, real bonds and shares in domestic

firms, and is also assumed to supply Lt units of labour. It maximises its intertemporal utility subject to

its intertemporal budget constraint:

max
w.r.t:Ct,
Bt,xt,Ct+1

U =

[ ∞∑
s=t

βs−tεs

[Cµs (1− Ls)1−µ

1− γ

]1−γ]
,

s.t.

BH,t +QtBF,t +
η

2
(B2

H,t +QtB
2
F,t) + ṽtNH,txt + Ct + It

= (1 + rb,t−1)BH,t−1 +Qt(1 + r∗b,t−1)BF,t−1 + (d̃t + ṽt)ND,txt−1 + wtLt + rktKt−1 + Tt,

and

Kt = (1− δk)Kt−1 + It,
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where It is investment in new capital at time t, Kt − 1 is the amount of capital available at time t, Ct

is consumption at time t, β ε(0, 1) is the subjective discount factor, µ ε(0, 1) is the share of consumption

in utility, γ > 0 is the inverse of the intertemporal elasticity of substitution, εt is a term that represents

a shock to the discount rate affecting intertemporal substitution, essentially a shock to households’ pref-

erences regarding consumption, xt−1 is the household’s mutual fund holdings at the beginning of period

t, chosen during the previous period t− 1, ṽt is the expected post-entry value of firms, d̃t is the average

total profits of home firms, δk is the rate of depreciation of capital and rkt is the real rental rate of capital.

NH,t is the mass of firms present in the home country at the end of period t, and ND,t is the mass of

incumbent and producing firms in the home country during period t. Households can furthermore possess

bonds, which can be traded internationally. BH,t−1 is the household’s holdings of home bonds at the

beginning of period t, chosen during the previous period t− 1, BF,t−1 is the household’s holdings of real

foreign bonds at the beginning of period t, chosen during the previous period t − 1, rbb,t−1 is the real

interest rate on domestic bonds in period t as it is set in the previous period, r∗b,t−1 is the real interest

rate on foreign bonds in period t as it is set in the previous period. Domestic and foreign bonds, mutual

fund holdings, and the capital stock are thus exogenously given at the start of every period, as they

are determined at time t − 1. In order to guarantee stationarity and determinacy of the steady state, I

assume that households face a cost for adjusting their bond holdings, equal to η
2 (B2

H,t +QtB
2
F,t), where

η > 0. The adjustment costs are rebated to the domestic households by the financial intermediaries via

a lump-sum transfer, Tt, which equals η
2 (B2

H,t +QtB
2
F,t) in equilibrium. I assume throughout that there

is no inflation in this economy; hence, the budget constraint and all quantities are expressed in real terms.

In this model, a household thus has four income sources. It enters a period with BH,t−1 domestic and

BF,t−1 foreign bonds, which respectively yield the risk-free real rate of return rb,t−1 and r∗b,t−1, and xt−1

mutual funds, for which the household receives dividend income that is equal to the real average total

profits of all home firms producing in that period, d̃tND,t. The household can further sell shares, and

thus receives the value of selling its initial share position, which is ṽt. The representative household also

earns income from its labour, which it wtLt, where wt is the real wage in period t. As in this model

capital is owned by households, the representative household additionally earns income from the capital

it rents out to firms, rktKt−1.

The representative household divides this income between purchases of new bonds and new mutual

fund holdings to be carried over into the next period, consumption, and investment in new capital by

transforming the final good into capital. The household buys new shares xt from a mutual fund of

NH,t = ND,t + NE,t firms, where ND,t are the incumbent firms and NE,t the entering firms. Only

ND,t+1 = [1 − G(zD,t+1)]NH,t firms will produce and pay dividends at time t, where G(zD,t+1) is the

average proportion of firms that exits the economy each period.1 As the household does not know which

firms will be able to produce in the next period, it finances the operation of all existing firms and all new

entrants during period t.

1For a more precise explanation of this proportion, see Sections 4.3.3, 4.3.5 and 4.3.6.
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The solution to this problem yields the following Euler equations:

C−1
t [Cµt (1− Lt)1−µ]1−γ(1 + ηBH,t) = (1 + rb,t)βEt

{εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ

}
, (4.1)

C−1
t [Cµt (1− Lt)1−µ]1−γ(1 + ηBF,t) = (1 + r∗t,b)βEt

{Qt+1

Qt

εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ

}
, (4.2)

C−1
t [Cµt (1− Lt)1−µ]1−γ = βEt

{
(1− δk + rkt+1)

εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ

}
, (4.3)

wt(1− Lt) =
1− µ
µ

Ct (4.4)

ṽt = βEt

{
(1−G(zD,t+1))

εt+1

εt

Ct
Ct+1

[Cµt+1(1− Lt+1)1−µ

Cµt (1− Lt)1−µ

]1−γ
(d̃t+1 + ṽt+1)

}
. (4.5)

Average firm value in period t is thus discounted by the probability firms will still be in the market in

period t+ 1, given by the endogenous rate of firm survival [1−G(zD,t+1)].

4.3.2 Final Goods Producers

Final good producers are perfectly competitive and produce a non-traded final good for households, which

can either be consumed or invested. In order to produce, final good producers use domestically produced

intermediate goods and imported intermediate goods.

Letting z denote the firm-specific productivity level, the final good producers produce according to

Yt =
[ ∫

zεΩ

yD,t(z)
θ−1
θ dz +

∫
zεΩ∗

y∗X,t(z)
θ−1
θ dz

] θ
θ−1

, (4.6)

where Yt is the final good, yD,t(z) is the output of a domestic intermediate good producing firm with

productivity level z sold at home, y∗X,t(z) is the quantity a foreign intermediate good producing firm with

productivity level z exports to the home country, and θ > 1 is the elasticity of substitution across goods.

The representative final good producer solves the following problem:

max
w.r.t:

Yt,yD,t,y
∗
X,t

PtYt −
∫
zεΩ

pD,t(z)yD,t(z)dz −
∫
zεΩ∗

p∗X,t(z)y
∗
X,t(z)dz,

subject to (4). Pt is the aggregate price level, pD,t(z) is the nominal price an intermediate good producing

firm with the productivity level z charges for its good at home and p∗X,t(z) is the nominal price a foreign

intermediate good producing firm with the productivity level z charges in the home economy.2 This

problem yields the following demand functions:

yD,t(z) =
(pD,t(z)

Pt

)−θ
Yt, (4.7)

y∗X,t(z) =
(p∗X,t(z)

Pt

)−θ
Yt. (4.8)

2p∗X,t(z) is thus a domestic currency price; it is the price that domestic final good producers pay for imported goods.
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As the foreign final good producers face an identical problem, I can derive the demand function for

domestic exporters from equation (6):

yX,t(z) =
(pX,t(z)

P ∗t

)−θ
Y ∗t . (4.9)

I transform these demand functions into relative price terms, by defining:

ρD,t(z) =
pD,t(z)
Pt

and ρX,t(z) =
pX,t(z)
P∗t

,

where ρD,t(z) is the price an intermediate good producing firm with the productivity level z charges

for its good at home relative to the domestic price level and ρX,t(z) is the price an exporting domestic

intermediate good producing firm with the productivity level z charges for its good in the foreign economy

relative to the foreign price level.

4.3.3 Intermediate Goods Producers

Each intermediate good producer produces a differentiated good, ωεΩ. Intermediate good firms produce

using labour and capital as inputs of production, and produce according to the production function

yt(z) = Ztzkt−1(z)αlP,t(z)
1−α, where α ε(0, 1) is the capital income share, yt(z) is the amount produced

by a firm with the productivity level z, Zt is the aggregate country-specific technology level, kt−1(z)

is the capital employed by a firm with the productivity level z, and lP,t(z) is the labour employed for

production by a firm with the productivity level z.

In order to enter the market a firm must pay a sunk entry cost fE,t, following Melitz (2003). Upon paying

the entry cost, a firm draws its firm-level productivity z from a fixed productivity distribution G(z) with

support over (zmin,∞). This firm-level productivity is re-drawn at the end of every period. Firms fur-

thermore pay a fixed cost for domestic production fD,t, as well as a fixed exporting cost fX,t and variable

trade costs τt if they export. The variable costs are modelled as standard iceberg costs, whereby more

than one unit of a good has to be shipped in order for one unit of a good to arrive at its destination. The

fixed costs and sunk entry costs are defined in terms of effective labour units.3 To get the costs in units of

output, they need to be multiplied by the real wage, wt, and divided by the aggregate technology level, Zt.

A representative intermediate good producer maximises its real profit subject to the domestic and foreign

demand curves and its production constraint.

max
w.r.t:ρD,t,

ρX,t,lP,t(z),k
k
t (z)

dt(z) = ρD,t(z)yD,t(z)+QtρX,t(z)yX,t(z)−wtlP,t(z)−rkt kt−1(z)−wtfD,t
Zt

−wtfX,t
Zt

, (4.10)

subject to:

yD,t(z) = (ρD,t)
−θYt,

yX,t(z) = (ρX,t)
−θY ∗t ,

yD,t(z) + τtyX,t(z) = Ztzkt−1(z)αlPp,t(z)
1−α,

3Sunk and fixed costs are specified in terms of labour to proxy real-world costs that tend to be associated with setting up

a firm and overhead costs. These costs frequently involve man-power, such as hiring lawyers, marketing, or book-keeping.
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where dt(z) are total profits of the firm with productivity level z in period t, Qt =
εP∗t
Pt

is the real exchange

rate.

Solving this problem, firms set prices as follows:

ρD,t(z) =
θ

θ − 1

( wt
1− α

)1−α(rkt
α

)α 1

Ztz
,

ρX,t(z) =
τt
Qt

θ

θ − 1

( wt
1− α

)1−α(rkt
α

)α 1

Ztz
.

Defining marginal costs as MC(z) =
(
wt

1−α

)1−α(
rkt
α

)α
1
Ztz

, firms set their prices according to

ρD,t(z) =
θ

θ − 1
MC(z), (4.11)

ρX,t(z) =
τt
Qt

θ

θ − 1
MC(z). (4.12)

Note that relative prices depend negatively on the firm-level productivity level. Firms with higher pro-

ductivity thus set lower prices.

The choice of factors of production is determined by:

kt−1(z) = αMC(z)
yt(z)

rkt (z)
,

lP,t(z) = (1− α)MC(z)
yt(z)

wt
.

Expanding these expressions leads to

kt−1(z) =
(wt
rkt

α

1− α

)1−α(
(
wt

1− α
)1−α(

rkt
α

)α
θ

θ − 1

)−θ
(Ztz)

θ−1[Yt + τ1−θ
t QθtY

∗
t ], (4.13)

lP,t(z) =
( rkt
wt

1− α
α

)α(
(
wt

1− α
)1−α(

rkt
α

)α
θ

θ − 1

)−θ
(Ztz)

θ−1[Yt + τ1−θ
t QθtY

∗
t ]. (4.14)

Total profits are given by the sum of domestic profits and exporting profits. However, due to the presence

of fixed costs for domestic production, not all firms are able to produce in any given period. Only firms

with a productivity level z > zD,t = inf{z : dD,t(z) > 0} are productive enough to enter domestic

production, with dD,t defined below. Firms that draw a productivity level below zD,t, the productivity

cut-off level for domestic production, cannot produce profitably and thus exit the market immediately.

It is changes in this productivity cut-off level in response to macroeconomic shocks that cause firms to

enter and exit the market endogenously. Similarly, only firms with a productivity level z > zX,t = inf{z :

dX,t(z) > 0} are productive enough to profitably pay the fixed exporting costs and export, where dX,t is

defined below. In every period, only a subsection of firms thus produces, and only the most productive

of those firms export. Total profits are given by:

dt(z) = dD,t(z) + dX,t(z),

where

dD,t(z) =

{
1
θ (ρD,t(z))

1−θCt − wtfD,t
Zt

if the firm produces,

0 otherwise.

dX,t(z) =

{
Qt
θ (ρX,t(z))

1−θC∗t −
wtfX,t
Zt

if the firm exports,

0 otherwise.

98



4.3.4 Firm Averages

In every period, there is a mass of incumbent firms ND,t that produces, given the productivity cut-off

level for domestic production, and a mass of firms NX,t that exports, given the productivity cutoff level

for exporting.

Following Melitz (2003), I can define average productivities for domestic firms, z̃D,t, and for exporting

firms, z̃X,t:

z̃D,t =
[ 1

1−G(zD,t)

∫ ∞
zD,t

zθ−1dG(z)
] 1
θ−1

, (4.15)

z̃X,t =
[ 1

1−G(zX,t)

∫ ∞
zX,t

zθ−1dG(z)
] 1
θ−1

. (4.16)

Melitz (2003) shows that these average productivities summarize the entire distribution of productivities

of all firms and of the subset of exporting firms. Thus the average price in the domestic market is equal

to the price of the firm with the average productivity level z̃D,t, ρ̃D,t = ρD,t(z̃D,t), and the average price

in the exporting market is equal to the price of the firm with the average exporting productivity level

z̃X,t, ρ̃X,t = ρX,t(z̃X,t). The aggregate price level in the home economy will reflect both the domestic

average price and the foreign average exporting price: Pt = [ND,t(p̃D,t)
1−θ + N∗x,t(p̃

∗
x,t)

1−θ]
1

1−θ . Taking

both sides to the power of 1− θ and dividing both sides by P 1−θ
t yields the following price index:

ND,t(ρ̃D,t)
1−θ +N∗X,t(ρ̃

∗
X,t)

1−θ = 1.

From this aggregation it follows that average profits are given by:

d̃t = d̃D,t +
NX,t
ND,t

d̃X,t.

4.3.5 Firm Entry

Entry occurs until the average firm value is equalised with the entry cost. In each period, NE,t firms pay

the sunk entry costs. At the end of the period, along with all other firms, they draw their productivity

level for the next period. The shock at the beginning of the next period then decides which firms

are productive enough to produce given the productivity cut-off level; some of these firms will have a

productivity that is lower. Thus, a proportion of these firms, G(zD,t+1), will exit before ever producing.

Entry will occur until the average firm value, adjusted by the probability of entering the market, is equal

to the sunk entry cost fE,t, expressed in effective labour units. Thus,

ṽt =
wtfE,t
Zt

.

Given that firms exit and enter the economy based on whether or not their productivity level enables

them to pay the fixed cost of domestic production, the law of motion of firms is given by

ND,t = [1−G(zD,t)](ND,t−1 +NE,t−1).
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4.3.6 Parameterisation of Productivity Draws

Next, I parameterise the distribution of productivity draws G(z). I assume that z is Pareto distributed,

with a lower bound zmin and the shape parameter j > θ − 1. Thus, G(z) = 1 −
(
zmin
z

)j
. j indexes

the dispersion of productivity draws, and therefore defines the distribution. I define ν =
(

j
j−(θ−1)

) 1
θ−1

,

which allows us to use equations (4.15) and (4.16) to express the average productivities z̃D,t and z̃X,t as

z̃D,t = νzD,t and z̃X,t = νzX,t.

The share of exporting firms is given by NX,t/ND,t =
1−G(zX,t)
1−G(zD,t)

. Above I defined G(z) = 1 −
(
zmin
z

)j
.

Thus NX,t/ND,t =
1−G(zX,t)
1−G(zD,t)

=
(
zmin
zX,t

zD,t
zmin

)j
=
(
zD,t
zX,t

)j
. Recall that z̃X,t = νzX,t and z̃D,t = νzD,t.

Substituting this into the proportion of exporting firms yields

NX,t
ND,t

=
( z̃D,t
z̃X,t

)j
. (4.17)

Using this parameterisation of productivity I can re-write the law of motion of firms as

ND,t =
(νzmin
z̃D,t

)j
(ND,t−1 +NE,t−1)

and the Euler equation for shares from (4.5) as

ṽtC
−1
t [Cµt (1− Lt)1−µ]1−γ =

(zminν
z̃D,t

)j
βEt

{εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ(d̃t+1 + ṽt+1)

}
. (4.18)

The zero-profit cut-off (ZPC) conditions dD,t(zD,t) = 0 and dX,t(zX,t) = 0 imply that average profits will

be determined by

d̃D,t =
wtfD,t
Zt

j

j − (θ − 1)
, (4.19)

d̃X,t =
wtfX,t
Zt

j

j − (θ − 1)
. (4.20)

4.3.7 Equilibrium Conditions

Both the capital and labour markets must clear.

Kt−1 = KP,t−1 = ND,t

(wt
rkt

α

1− α

)1−α
(( wt

1− α

)
)1−α

(rkt
α

)α θ

θ − 1

)−θ
(Zt)

θ−1[Ytz̃
θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t ],

(4.21)

and

Lt = LP,t + LE,t + LD,t + LX,t, (4.22)

where LP,t is aggregate labour used for production, LE,t is aggregate labour used to pay for the sunk entry

cost, LD,t is aggregate labour used to pay the fixed cost of domestic production, and LX,t is aggregate

labour used to pay the fixed cost of exporting.

LP,t = ND,t

(
rkt
wt

1−α
α

)α(
( wt

1−α )1−α(
rkt
α )α θ

θ−1

)−θ
(Zt)

θ−1
[
Ytz̃

θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t

]
,

LE,t =
NE,tfE,t

Zt
,
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LD,t =
ND,tfD,t

Zt
,

LX,t =
NX,tfX,t

Zt
.

The bond market must also clear, as domestic and foreign assets are in net zero supply:

Bt +B∗F,t = 0, (4.23)

BF,t +B∗H = 0. (4.24)

I furthermore set labour productivity to:

LaProdt =
GDPt
Lt

, (4.25)

where Lt is as previously defined, and GDPt = Yt + NXt, where Yt is real output of the final goods

sector, as in equation (4.6), and NXt are net exports of intermediate goods. Appendix B.2 provides an

overview over all equations. The model was coded and simulated in Dynare.4

4.4 Calibration

I interpret one period as three months, and calibrate parameters as follows, assuming symmetrical coun-

tries. I set γ = 2 and β = 0.99, both standard values in the quarterly business cycle literature. I

furthermore set α = 0.36 and δk = 0.025, again both standard values in the literature.

I set the shape parameter j to 5.65, which complies with the condition j > θ − 1. The fixed costs for

domestic production and exporting are set to fD = 0.004 and fX = 0.006. I jointly calibrated the shape

parameter j and the fixed costs of production and exporting to match the average annual exit rate of

10% in the UK, and the proportion of firms that export in the UK, which is 9.91%. While the interme-

diate firm exit rate is determined endogenously in this model, the parameters were calibrated to yield a

steady-state exit rate of 0.025 per quarter. Data for the exit rate was obtained from the ONS Business

Demography, UK: 2017 database, and was calculated using data from 2012-2017. Data on the exporting

proportion in the UK was obtained from the ONS Annual Business Survey importers and exporters. The

average proportion of exporting firms was calculated using data from 2015 to 2017.

The per unit iceberg costs τ were set using data from the World Bank International Trade Costs database,

and the 2018 ONS Pink Book. The two countries in the model were set as UK and the rest of the world

(RoW). The iceberg costs were calculated as an average of weighted country iceberg costs. Specifically, τ

is the sum of the iceberg trade costs of the UK with every country in the world for which both databases

contain data, multiplied by the proportion of UK exports going to that country. This yielded an average

iceberg cost of τ = 1.39.

I further set fE = 1.5 I can do this without loss of generality, because changing fE while maintaining

the same ratio fX/fE does not affect the firm-level productivity variables and has no effect on impulse

4https://www.dynare.org/
5Note that fE and τ here are the steady state values for the sunk entry cost and iceberg cost of trade respectively. Below

fE,t and τt are treasted as exogenous stochastic processes.
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responses. For similar reasons, I set zmin = 1. The means of Zt and εt are also normalised to 1 for both

countries. The table in Appendix B.3 summarises all parameter values.

4.5 Macroeconomic Shock Responses

In this section I describe the dynamic response of the economy to temporary shocks, namely a positive

1 percentage point 1 period shock to aggregate technology and preferences, and a negative 1 percentage

point 1 period shock to the sunk cost of entry and the variable costs of exporting.

The shocks all follow an AR(1) process:

Ẑt = ρZẐt−1 + ζZt , (4.26)

f̂E,t = ρfE f̂E,t−1 + ζfEt , (4.27)

ε̂t = ρεε̂t−1 + ζεt , (4.28)

τ̂t = ρτ τ̂t−1 + ζτt , (4.29)

where the hat denotes log-deviations from the steady state, ρ is the persistence of the shock, which I set

to 0.9 following Ghironi and Melitz (2005), and ζt is the magnitude of the shock in period t.

I compare the response of my model economy to the response of MMN,6 which uses only labour as a

factor of production. My model is identical to MNN, with the additions of physical capital and elastic

labour supply. The comparison of my model to MNN will allow me to determine how resource allocation

changes the response of an economy in which endogenous entry into domestic production is considered. In

order to ascertain whether it is the elasticity of labour or resource re-allocation that drives the differences

in results I furthermore include in my analysis both the response of the model described in Section 4.3

with elastic labour, and the response of the same model with inelastic labour supply. I will refer to the

former model as my model and to the latter model as the inelastic labour model.7 In Panel A of the

below figures I compare the response of the variables that are common to all three models, whereby the

solid lines represent the response of the economy in my model, the dashed lines depict the response of the

economy in the inelastic labour model and the dotted lines depict the response of the economy in MNN.

In Panel B of the figures I illustrate the response of the new variables in my model, namely of capital

stock, investment, the rental rate of capital and aggregate labour.

4.5.1 Shock to Aggregate Technology

The response of the economy to a temporary, but persistent, positive shock to aggregate technology is

illustrated in Figure 4.1.

6I compare the response of my economy to my replication of MNN. Specifically I replicated the responses in MNN and

then adapted the model slightly in line with my own implementation. The most important adjustment is the calibration

to the UK instead of the US and different definition of labour productivity. This means that my responses will be slightly

different than the ones found in that paper. For details on the differences in modelling, see Appendix B.4.
7I will only refer to the results of the inelastic labour model if these differ significantly from my baseline model with

elastic labour supply.
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Figure 4.1, Panel A: Comparison of Response to a Temporary Shock to Aggregate

Technology

Figure 4.1, Panel B: Response of New Variables

There are two major differences between the responses of my model and MNN to a positive 1 percentage

point technological shock. First, in my model labour productivity decreases in the first period in response

to a technological shock, whereas it increases in MNN. Second, the dynamic response of output to the

shock differs in both models. I will now analyse each of these differences in turn.

First, the difference in the response of labour productivity results from the elasticity of labour supply in

my model. In my model, while aggregate labour increases by approximately 1.42% relative to its steady

state, aggregate output and GDP increase by only 0.35% in the first period. As labour productivity is

defined as GDPt
Lt

, it decreases by 1.05% in the first period in my model. In contrast, in MNN aggregate

labour is fixed. GDP increases by 0.8% in the first period, causing labour productivity to increase by the

same amount. The behaviour of aggregate labour and output in my model occurs due to the presence of

sunk and fixed costs and the endogenous selection of firms into domestic production. Figure 4.1 shows

that as technology improves following the technological shock, the cut-off productivity for domestic pro-

duction decreases, allowing firms that were previously too unproductive to produce profitably to enter

the domestic market. As the number of new entrants increases by 15.28% in response to this lower pro-
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ductivity cut-off level for domestic production, much more labour is demanded to pay for the sunk entry

costs. As the number of new entrants also drives up the number of domestic firms by 1.21%, more labour

is furthermore used to pay the fixed cost of domestic production. While labour used in production falls

in my model in response to the technology shock, as the same amount of output can now be produced

with less inputs, the increase in labour required to pay fixed and sunk costs outweighs this decrease in

labour used in production, leading to a significant increase in aggregate labour employed. In MNN these

dynamics also occur, but to a much lower extent, as the aggregate labour that can be employed is fixed.

These dynamics therefore do not affect the response of labour productivity in that model.

The second major difference between the responses of the two models to the technology shock is the

dynamic response of output. In MNN, GDP reaches its maximum increase on impact, at which point it

increases by 0.8%. In my model, in contrast, it increases by only 0.35% in the first period but continues

increasing afterwards. The reason that output increases less on impact in my model lies in the greater

reduction in labour employed in production. In both models, labour in production falls in response to

the shock as the same output can now be produced with less inputs. In my model, more labour is sub-

stituted towards the payment of sunk entry costs and less labour is employed in production. This effect

dampens the initial impact of the technological shock on output, causing output to increase less strongly

in my model initially. Output continues to increase for a few periods, which it does not do in MNN.

This behaviour occurs because of investment in my model, which peaks in period 7. As more inputs get

used until this time, GDP increases until this time as well. As aggregate labour returns to its steady

state while output continues increasing, labour productivity increases in my model before returning to

its steady state level.

The inelastic labour model behaves very similarly to my model with elastic labour supply. The responses

are more attenuated as overall labour supply cannot adjust, causing less new entrants to enter the econ-

omy. Labour productivity also increases directly for the same reason. However, GDP follows a more

hump-shaped response than in MNN. This response seems to be caused by the existence of investment,

and it has been largely documented that this is more in line with empirical evidence.

Overall, two major results have emerged from this analysis. In response to a positive technology shock,

firms use less inputs in production as the same amount of output can now be produced with less inputs,

which is consistent with empirical evidence provided by Basu et al. (2006) and Michelacci and Lopez-

Salido (2007) who show that a positive technology shock can reduce the use of factor inputs in the short

run. The possibility of investment allows output to continue expanding after the initial impact of the

shock, causing a more hump-shaped response in GDP. Furthermore, the elasticity of aggregate labour

causes labour productivity to decrease in the first period and to increase after this initial impact.

4.5.2 Shock to Preferences

The dynamic response of the economy to a temporary positive 1 percentage point shock to preferences

is illustrated in Figure 4.2.
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Figure 4.2, Panel A: Comparison of Responses to a Temporary Shock to Preferences

Figure 4.2, Panel B: Response of New Variables

In response to a shock to preferences the future is temporarily discounted by more, which increases

present consumption and decreases the present supply of labour. In my model, consumption increases by

0.33% and aggregate labour decreases by 0.65%. In MNN, consumption increases by 0.35% and in the

inelastic labour model it increases by 0.37%. Consumption thus increases by very similar amounts in all

three models.

Interestingly, however, this simple initial shock leads to quite different dynamics in all three models. The

main differences lie in the behaviour of GDP and labour productivity, the use of labour in production,

and the number of new entrants and incumbent firms. I will explain these differences in turn.

As the 2nd quadrant of the 3rd line of Figure 4.2, Panel A shows, labour productivity increases by 0.65%

in my model, increases by 0.34% in MNN and essentially does not change on impact in the inelastic

labour model. The reason for the difference between my model and the inelastic labour model lies in

the elasticity of labour supply. In the model with elastic labour supply, aggregate labour decreases in

response to the shock as households temporarily favour leisure more, causing less labour to be employed

in production and for covering sunk and fixed costs. In the model with inelastic labour supply, over-
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all labour cannot change. Indeed, in this model the labour allocation does not change much at all on

impact; consumers simply alter their expenditure on investment and consumption in response to the

shock. Instead of investing, they consume more on impact. In subsequent periods GDP then slightly

falls in response to reduced investment. Thus, while GDP decreases in both models, it falls by much

less in the model with inelastic labour supply. In the model with inelastic labour, the decrease in GDP

following the decrease in labour used in production also causes a small decrease in labour productivity.

In my model, the decrease in GDP, while larger than in the model without elastic labour, is outweighed

by the decrease in aggregate labour. Labour productivity therefore expands quite substantially, by 0.65%.

In MNN, the dynamics driving the response of labour productivity are different. In contrast to my model,

labour in production expands in response to the shock, causing GDP and therefore labour productivity

to increase as well. This is different to my model, where labour in production decreases as consumption

can also be increased by substituting for investment. In MNN, the only way to increase consumption is

to increase output, which is precisely what happens. The response in labour productivity is therefore

driven by very different underlying dynamics in MNN than in my two model variants.

The different response in labour in production further explains the different dynamic in the number of

entrants and incumbent firms since sunk and fixed costs are paid in effective labour. In the two mod-

els with inelastic labour, labour is re-allocated towards production. In my model with inelastic labour

supply labour in production only increases very slightly, as a large increase is not necessary to increase

consumption. In MNN, more labour is re-allocated to production in response to the shock, meaning

much less labour is available to cover sunk costs. The number of new entrants thus falls by 2.78%. In the

inelastic labour model, it only falls by 0.27%. In my model with elastic labour supply, aggregate labour

falls, meaning less labour is available in all areas. The number of new entrants therefore falls by more

than in both other models, namely by 4.02%.

The number of incumbent firms follows the dynamics of the number of entrants in my baseline model. In

MNN and the inelastic labour model, however, the number of incumbents actually increases despite the

fall in the number of new entrants. In both models this is induced by a reduced cut-off productivity level

for domestic production resulting in a higher rate of firm survival relative to the steady state. In MNN,

this decrease in the cut-off level is caused by the increase in consumption and in the inelastic labour

model, it is caused by the decrease in factor costs. The intuition for the decrease in the cut-off level in

both models is provided by the following equations defining the cut-off productivity level.

In MNN:

z̃D,t =
[(wt
Zt

)θ
fD,t

θj

j − (θ − 1)

1

Ct

] 1
θ−1 θ

θ − 1

In my model,

z̃D,t =
[
Z−θt fD,t

θj

j − (θ − 1)

1

Yt

] 1
θ−1 θ

θ − 1
w
θ−αθ+α
θ−1

t (α− 1)α−1
(rk
α

)α
The factor prices positively influence the cut-off level for domestic productivity and therefore average

productivity. This is intuitive, as an increase in the factor prices makes production more expensive,

making it more difficult to produce profitably. Consumption and output negatively affect the cut-off
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level for domestic production. This is because when consumption of final output increases, there is more

demand for the firms’ products, making it likely that prices will be higher, and production is overall more

profitable.

Overall, the preference shock leads to quite different responses in all three models, and the dynamic

response of labour productivity is driven by different underlying forces. In my model, labour decreases

in response to the shock, causing the factor inputs and thus aggregate output and GDP to decrease sub-

stantially. As the the decrease in labour outweighs the decrease of GDP, labour productivity increases

in response to the shock. In the variant of my model with inelastic labour, GDP also falls due to the

same dynamics, albeit to a much lesser extent. As labour remains constant, labour productivity falls in

response to the shock. In MNN the model economy responds quite differently. In this model households

cannot substitute investment for consumption, which means that output must rise to enable higher con-

sumption. To raise output, labour in production increases, which increases GDP and therefore labour

productivity on impact.

It is interesting to note that both the elasticity of labour supply and the possibility of investment are vital

in driving the response of the economy to this macroeconomic shock. The presence of physical capital

changes the response of GDP and labour productivity, and significantly attenuates the response of labour

in production, the number of new entrants and the number of incumbent firms relative to the model that

only uses labour as a production input. The elasticity of labour supply then reverses the response of

labour in production and the number of incumbent firms, and amplifies the response of the number of

new entrants and of GDP.

4.5.3 Shock to the Sunk Cost of Entry

The dynamic response of the economy to a temporary, but persistent, negative 1 percentage point shock

to the sunk cost of entry is illustrated in Figure 4.3.

As with the preference shock, understanding the response of some variables to this shock requires knowing

the determinants of average productivity.

In MNN:
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The factor prices positively influence the cut-off level for domestic productivity and therefore average

productivity, and consumption and output negatively affect the cut-off level for domestic production.

The latter effect occurs because when consumption of final output increases, there is more demand for

the firms’ products, making it likely that prices will be higher, and production is overall more profitable.

107



Figure 4.3, Panel A: Comparison of Responses to a Temporary Shock to Sunk Entry Cost

Figure 4.3, Panel B: Response of New Variables

In response to the shock, the sunk entry cost becomes cheaper to finance, inducing labour to be re-

allocated towards the payment of the sunk entry cost and thus towards financing the entry of new firms.

The number of new entrants therefore increases in all three models. Indeed, the entire response of the

economy to this shock is very similar in all three models. The main difference lies in the response of the

wage rate, which is reversed in MNN relative to the two variants of my model, and the more hump-shaped

response of GDP in my model variants. Besides these differences, the dynamics are quite similar and

mainly differ in magnitude.

In my model, as the shock hits the economy capital is kept constant in the first period, but the labour

used for production decreases very slightly in the first period. This increase in the factor-of-production

ratio has to be matched by am increase in the factor-price ratio, which requires either the rental rate

of capital to decrease or the wage rate to increase. The rental rate of capital decreases in response to

the shock initially, and does so more than required to match the factor-of-production ratio. The wage

rate therefore increases by 0.06% in the first period. The economic intuition for this increase in the wage

rate is the following. As less labour is employed in production, labour becomes less productive due to

diminishing returns to labour. This increased productivity causes the wage rate to increase on impact.
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Similar dynamics apply in the inelastic labour model, although there the wage rate increases slightly

more as labour in production decreases by more.8 In MNN, these dynamics do not occur and the wage

rate simply decreases, by 0.05%.

The difference in the behaviour of the wage rate is what causes the number of new entrants to increase

by more in MNN than my model. As the wage rate decreases in MNN, the sunk entry cost becomes even

cheaper, as it is paid in terms of effective labour. The number of new entrants therefore increases by

3.94%. In the two variants of my model, the wage rate increases, causing the sunk entry cost to decrease

by less than in MNN. The number of new entrants therefore also increases by less, by 3.06% in my model

with elastic labour supply and by 2.45% in my model with inelastic labour supply.

Despite the increase in the number of new entrants, the number of incumbent firms actually falls in

response to the shock in all models. This is due to the increase in average domestic productivity. In my

model, the increases in the rental rate of capital and the wage rate make production more expensive,

increasing the productivity cut-off level for domestic production. This causes firms with low productivity

to endogenously exit the market and also decreases the probability of survival of new entrants. This

decreases the number of firms in the domestic market and increases average domestic productivity. In

MNN, average domestic productivity also increases despite the decrease in the wage rate. Looking at the

equation for average domestic productivity in MNN shows that if z̃D,t increases despite a decrease in the

wage rate, this must be due to a fall in consumption. Consumption indeed falls in MNN in response to

the sunk entry cost shock, by 0.36%. This occurs because of the fall in output, which in turn is induced

by the fall in labour in production that forces a decrease in consumption at a time when households

choose to finance the entry of more firms with their available income. As consumption decreases so do

average prices, which increases the cut-off level for domestic production and therefore forces the least

productive firms to exit the economy.

Once again, the response of GDP is more hump-shaped in my model than in MNN. The reason for this

lies in the presence of physical capital. As shown above, labour in production decreases in all three

models as more labour is used for the payment of sunk entry costs. In MNN, the decrease in the only

factor of production necessarily causes output to fall as well, and it decreases to its maximum impact

straight away. In my model variants, labour is not the only input in production. As labour in production

falls capital remains constaint, causing output to fall by much less than in MNN on impact. However, as

investment continues to fall in my model until period 7, GDP also continues to decrease until that time.

As the factor inputs recover as the shock dissipates, GDP begins to recover as well.

The response of labour productivity follows that of GDP, as can be seen from the 2nd quadrant of the 3rd

line of Figure 4.3, Panel A. Its behaviour is driven by the substitution of labour from production towards

the payment of sunk entry costs in all three models. In MNN, labour in production falls by 0.36%. As this

8This occurs because of inelastic labour supply. As the sunk cost of entry decreases, labour is diverted towards the

payment of sunk entry costs. In the baseline model, aggregate labour increases by 1.42% to enable this. In the inelastic

labour model, aggregate labour is constant, meaning more labour has to be diverted from production towards the payment

of the sunk entry cost.
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is the only factor input, GDP also decreases, causing labour productivity to fall by 0.35%. As explained

above, in my model GDP decreases by less on impact, causing labour productivity to fall by less on impact

as well, namely by 0.1%. However, for the reasons described above, it continues decreasing for a number

of periods before returning to its steady state value as the shock dissipates. Labour productivity decreases

by more in my model than in the inelastic labour model due to the elasticity of labour supply, which

increases to allow more entrants. The response of labour productivity is therefore significantly driven

by endogenous entry into domestic production as well as the presence of two factors of production and

elastic labour supply in my model. Overall, the presence of physical capital in the model has two major

effects, as it reverses the response of the wage rate relative to MNN, and generates a more hump-shaped

response of GDP and labour productivity.

4.5.4 Shock to the Variable Costs of Exporting

Figure 4.4, Panel A: Comparison of Responses to a Temporary Shock to Variable Export

Costs

Figure 4.4, Panel B: Response of New Variables

The dynamic response of the economy to a temporary, but persistent, negative 1 percentage point shock

to the variable cost of exporting is illustrated in Figure 4.4. In all three models, the cost shock leads to
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similar responses in the export sector, as shown by the 8th, 9th and 10th quadrants of Figure 4.4, Panel

A. However, the response of many domestic variables, such as labour in production, GDP and labour

productivity, differs significantly. To explain this, I will first explain the effect of the variable trade cost

shock in my baseline model.

A shock to the variable costs of international trade increases exports. As exporting becomes cheaper,

firms that were previously not able to export can now export profitably, inducing less productive firms

to enter the export market. This drives up the number of exporters by 5.81% and decreases average

exporting productivity by 1%. At the same time, due to the increased competition in the export sector,

existing exporters are able to export less. Aggregate exports therefore increase by slightly less than the

number of exporters, namely by 5.68%.

Firms that only produce in the domestic market are also affected by this shock. As variable costs of

exporting decrease, foreign exporters find it more profitable to enter their export market, increasing com-

petition in the domestic market. This increased competition endogenously causes the least competitive

firms to exit the domestic market, marginally increasing average domestic productivity by 0.02% and

decreasing the number of firms in the market by 0.48%.

As aggregate demand increases following lower tariffs, firms must increase their production in order to

meet this demand. They therefore increase the labour used in production by 0.75% and their investment

by 2.9%. This increases aggregate output by 0.62%, causing households to have more income available.

In my model, there are now two counteracting pressures on the real wage, which reverses the sign of the

initial impact of the shock on the wage rate compared with MNN. Increased competition in the home

economy induces wages to increase, while an increase in labour used in production induces them to de-

crease. Initially, the negative effect of more labour used in production outweighs the positive competitive

effect, causing the real wage to fall by 0.13%. This occurs due to the diminishing returns in both factors

arising from the presence of two factors of production. As tariffs fall, the equilibrium output increases.

As capital is fixed in the first period, more labour must be used in production in order to meet the

demand for more exports. In this model, it increases by 0.75%, which decreases the capital-labour ratio

by the same amount. As production is shifted away from capital towards labour, capital becomes the

scarcer factor of production, requiring the factor price ratio to adjust as well. In response to greater

investment, the rental rate of capital increases by 0.62%. However, the rental rate of capital does not in-

crease enough to balance the change in allocation of resources, which requires the wage rate to fall as well.

As both inputs of production increase, aggregate output and GDP increase as well, the latter by 0.62%.

As aggregate labour actually decreases slightly, as less labour is used to cover sunk entry costs and fixed

costs of domestic production, labour productivity increases by more, namely by 0.83%.

After the initial impact of the shock, resources are re-allocated towards capital following increased invest-

ment, causing labour used in production to fall. This increase in the capital-labour ratio decreases the

rental rate of capital and increases the wage rate. The large increase in the capital-labour ratio actually

causes the rental rate of capital to undershoot its steady state level. As the shock dissipates and export-
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ing becomes less profitable again, investment decreases. This causes capital to decrease, re-allocating

resources towards labour and decreasing the capital-labour ratio in production, inducing the wage rate to

decrease and the rental rate of capital to increase to their steady state levels. As competition decreases

again in the economy as foreign exporters exit from the domestic market, the productivity cut-off level for

domestic production decreases, inducing firms to enter the market. This endogenous entry of firms with

lower productivity into domestic production decreases average domestic productivity, which decreases

output and thus labour productivity and consumption, causing all variables to return to their steady

state levels.

In MNN the response is different. In this model, the wage rate is only subject to one pressure; labour

demand. In response to a shock to the variable trade costs, both domestic and foreign exporters export

more.9 This increases competition in the home market, which in turn drives up the real wage by 0.12%

on impact. The higher cost of production increases the domestic productivity cut-off level and forces

the least productive firms to exit the market. This self-selection of the less productive firms out of the

domestic market increases average productivity by 0.2% and allows the remaining more productive firms

to increase their market shares. These dynamics have two implications for prospective new entrants,

which work in opposite directions. Firstly, the higher wage increases the sunk entry cost and the higher

productivity cut-off level decreases the probability of drawing a productivity large enough to produce.

Both these factors have a negative effect on entry. However, the higher productivity cut-off level and

subsequent expansion of market shares by higher-productivity firms increases average profits and average

firm value; the latter increases by 0.12% on impact. This has a positive influence on entry, as the value

of producing if entry is successful increases. In this model, the latter effect outweighs the former and

the number of new entrants increases by 3.07%. As both the number of new entrants and the number of

exporting firms increase, more labour is demanded to cover sunk and fixed costs. This labour is diverted

from labour in production, which decreases by 0.38%. As labour is the only factor in production in MNN,

this decreases the amount of output that is produced, reducing GDP and thus labour productivity by

0.25%.

Interestingly, in the model that includes the same self-selection mechanism into domestic production and

the exporting market and only one factor of production, the profit-maximising behaviour of each individ-

ual firm through the exploitation of cheaper export costs decreases economic activity in the aggregate.

Crucial for this result is the denonimation of fixed export costs and sunk entry costs in effective labour;

as more firms self-select into the export market in response to cheaper export costs and more firms enter

the domestic market in anticipation of higher profits if entry is successful, labour is required to pay these

sunk and fixed costs. This labour must be taken from production, which in turn depresses aggregate

economic activity.

The reason these dynamics do not occur in the model with two factors of production is the behaviour of

factor costs and average firm value, and resulting entry dynamics. In MNN, the main determinant of the

wage rate is labour demand. When competition increases due to a decrease in tariffs, the wage rate must

9Domestic exports and foreign exports increase by 4.76%.
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rise. This leads to the above-described dynamics. In my model with two factors of production, there are

two pressures on the wage rate. Increased competition induces it to increase, while diminishing returns

to labour induce it to decrease. Importantly, it is not necessary for the wage rate to increase in response

to a reduction in the variable costs of trade, which allows my model to yield a more intuitive response to

this trade shock. In response to a decrease in variable trade costs firms increase their investment by 3%

to meet increased demand and take advantage of the increased exporting profitability. The rental rate of

capital increases by 0.62% in response to this rise in investment. As capital is fixed in the first period, this

change in the cost of capital requires either the wage rate or labour in production to adapt as well. To

ensure the factor-price ratio matches the factor-of-production ratio, the wage rate decreases by 0.13% and

labour in production increases by 0.75%. Crucially, this increase is possible because of the adaptation of

the factors-of-production ratio and associated factor-price ratio. The increase in the rental rate of capital

dominates the decrease in the wage rate, causing factor prices to increase overall. This increase is lower

than in MNN however, which means that the domestic productivity cut-off level also increases by less;

average domestic productivity increases by 0.02%. The number of low-productivity firms that exit the

market is thus lower than in MNN, allowing for a smaller expansion of market shares by the remaining

higher-productivity firms. In the presence of tougher competition and higher factor costs, this reduces

average profits and thus average firm value, decreasing firm entry. This smaller number of entrants is

consistent wth the increased labour used in production.

Overall, the presence of physical capital in the model has profound effects on the response of the economy

to a variable trade cost shock when accounting for self-selection into both the domestic and the exporting

market. It reverses the effect on the wage rate, which in turn reverses the response of the number of new

entrants. Via the mechanism described above, this reverses the response of GDP and labour productivity

in MNN relative to my model with two factors of production. Changes in factor costs and self-selection

out of the domestic market are the driver of this result; resource re-allocation in response to the shock

and resulting changes in factor prices are thus vital in generating a more intuitive response to a decrease

in the variable costs of trade.

4.6 International Business Cycle Analysis

In order to gain insight into the validity of my model’s predictions, in this section I report on my model’s

business cycle statistics. I compare these with the business cycle statistics of the United Kingdom. As

explained in Section 4.2, my model combines several characteristics that have been shown to influence

labour productivity:

– fixed export costs,

– selection of firms into domestic production,

– resource allocation (implemented in this chapter via physical capital and elastic labour supply).

In this section I will compare the business cycle statistics of the model that was used throughout this

chapter and incorporates all of these characteristics (my model), the inelastic labour model, the model

that includes fixed export costs and selection of firms into domestic production (MNN) and the model that
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incorporates fixed export costs, physical capital and elastic capital supply but not endogenous selection

of firms into domestic production (I will refer to this as the labour-capital model). This comparison will

allow me to determine what characteristics enable my model to match certain aspects from the data well.10

I assume that the percentage deviations from the steady state of these variables follow the following

process: (
Zt

Z∗t

)
=

(
φZ φZZ∗

φZ∗Z φZ∗

)(
Zt−1

Z∗t−1

)
+

(
ξZt

ξZ
∗

t

)
,

where φZ is the persistence of the domestic technology shock in the domestic economy, φ∗Z is the persis-

tence of the foreign technology shock in the foreign economy, φZ∗Z captures the spillover of the domestic

technology shock to the foreign economy, φZZ∗captures the spillover of the foreign technology shock to

the domestic economy, and ξZt and ξZ
∗

t denote the magnitude of the shocks in the domestic and foreign

economy respectively. ξZt and ξZ
∗

t are normally distributed and have a mean of zero.

I follow Ghironi and Melitz (2005) (GM) in the calibration of these parameters, and set(
φZ φZZ∗

φZ∗Z φZ∗

)
=

(
0.906 0.088

0.088 0.906.

)

The standard deviation of the technology shocks are set to 0.00852 and the correlation to 0.258, following

GM. I report the theoretical moments this process yields for the four models described above in Table

4.1, and compare them with UK data.

All data is taken from the OECD Main Economics Indicators database.11 For GDP, consumption, in-

vestment and exports I used quarterly data from 1999Q1-2020Q2, taken from the ”National Accounts”

under the Main Economic Indicators database. For labour I used annual data from 1999-2015, from

the ”Civilian Employment Index”, found under ”Labour Force Statistics”. As labour data is annual, I

also computed annual GDP statistics from the National Accounts. It is these annual figures that are

referred to whenever labour is compared to GDP in Table 4.1. For international correlations I compute

the correlations between the variables of the UK and those of the US. More information on the data and

how I computed the business cycle moments can be found in Appendix B.1

Looking at Table 4.1 shows that my model matches the volatility of UK GDP very well, as it deviates by

only 0.25 percentage points. However, MNN and the labour-capital model both match UK consumption

data better than my model. My model displays a higher labour and investment volatility than the capital-

labour model, thereby better matching the UK volatility of labour and investment. The inelatic labour

model, howver, matches the absolute investment volatility of the UK more closely, despite overstating it.

When considering relative volatilities, my model best matches the relative volatilities of UK investment

and labour, despite understating them. MNN is best at matching relative consumption volatility, followed

by the inelastic labour model. All models fare badly at matching the absolute and relative volatility of

10The business cycle statistics reported from MNN are derived from my replication of their model.
11The link to this database can be found at https://stats.oecd.org/Index.aspx.
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Table 4.1: Business Cycle Statistics

UK Data My Model
Inelastic

Labour
MNN Labour-capital

Volatility

(% standard deviation)

GDP 2.6 2.85 8.19 2.04 3.1

C 3.06 1.75 6.22 2.04 1.91

I 4.1 2.15 5.57 x 1.42

L 0.97 0.38 x x 0.28

Exports 4.25 0.28 0.87 0.24 0.37

Relative Volatility

( % st. dev.
GDP % st. dev. )

C 1.18 0.61 0.76 1 0.62

I 1.58 0.75 0.68 x 0.46

L 0.37 0.13 x x 0.09

Exports 1.63 0.1 0.11 0.12 0.12

International Correlations

GDP 0.9 0.17 0.34 0.71 0.32

C 0.91 0.71 0.92 0.7 0.73

I 0.6 -0.03 0.11 x -0.35

L 0.89 -0.38 x x -0.53
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exports in data.

I now move on to consider international correlations. The data shows that the cross-country correlation

of consumption and output are large, and that they are similar. Hereby the cross-county correlation of

consumption is slightly larger than the cross-country correlation of output. Furthermore, there is positive

co-movement between output, consumption, investment and labour. The patterns shown here are in line

with the findings of Chapter 3, as they show that the cross-country correlation of consumption exceeds

that of output for a developed country-pair, and that there is positive co-movmeent among macroeco-

nomic variables. In this section I will examine both patterns, investigating which model best matches

the relationship between the cross-country correlation of output and the cross-country correlation of con-

sumption, and which model best matches the positive co-movement of all variables.

When considering the first question, MNN yields the closest relationship between the cross-country corre-

lation of output and consumption, thereby matching the similarity of both values that is seen in the data

most closely. At the same time, however, MNN generates a higher correlation of GDP than consumption,

which is contrary to what the data shows. All other models succeed in generating the correct ranking

of the two correlations. The labour-capital model is the second-best at matching the similarity of the

two correlations, followed by my model and then the inelastic-labour model, which yields the largest

difference between the two correlations.

The 2nd question is somewhat more difficult to address, as both MNN and the inelastic labour model do

not have all four variables. All models generate positive co-movement between output and consumption.

The inelastic-labour model best matches the cross-country correlation of consumption as it yields the

highest correlation. All other models match this value equally well. MNN best matches the cross-country

correlation of output, followed by the labour-capital and inelastic labour models. Neither my model nor

the labour-capital model succeed in generating a positive co-movement in investment and labour. How-

ever, the international correlations of investment and labour are higher in my model than they are in the

labour-capital model, suggesting that it better matches this data overall. Indeed, my model is actually

very close to generating a positive co-movement of investment. It thus seems that endogenous selection

into domestic production is essential in creating a higher correlation of investment, as the inelastic labour

model actually succeeds in yielding positive investment co-movement.

When considering international correlations overall, it cannot be stated conclusively which model best

matches data. The labour-capital model and MNN more closely match the relationship between the cross-

country correlations of output and of consumption. However, the capital-labour model and my model

both include investment and elastic labour, allowing two more variables to be applied to data. MNN and

the inelastic labour model cannot account for these two factors, which have been shown extensively to

have important effects in reality. For example, in Section 4.5 I showed that resource re-allocation was

important in matching the fall in production inputs in response to a positive technology shock that has

been documented empirically. When considering the co-movement of all four variables, the labour-capital

model better matches output and consumption co-movement slightly, but my model matches investment

and labour co-movement more closely. Overall, my model therefore matches the data most closely. It
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Table 4.2: Business Cycle Statistics - Robustness Analysis

UK Data US Data EA Data My Model
Inelastic

Labour
MNN Labour-capital

Volatility

(% st. dev.)

GDP 2.6 1.5 2.03 2.85 8.19 2.04 3.1

C 3.06 1.5 1.86 1.75 6.22 2.04 1.91

I 4.1 3.59 3.57 2.15 5.57 x 1.42

L 0.97 1.69 1.5 0.38 x x 0.28

Exports 4.25 4.5 4.37 0.28 0.87 0.24 0.37

Relative Volatility

( % st. dev.
GDP % st. dev. )

C 1.18 1 0.89 0.61 0.76 1 0.62

I 1.58 2.39 1.75 0.76 0.68 x 0.46

L 0.37 1.13 0.74 0.13 x x 0.09

Exports 1.63 3.0 2.15 0.1 0.11 0.12 0.12

International

(Correlations)

GDP 0.9 0.86 0.91 0.17 0.34 0.71 0.32

C 0.91 0.91 0.93 0.71 0.92 0.7 0.73

I 0.6 0.58 0.77 -0.03 0.11 x -0.35

L 0.89 0.66 0.62 -0.38 x x -0.53

matches the relative volatilities of UK macroeconomic variables the most closely overall, and performs as

well as other models when applied to international correlations.

The aim of this chapter is to ascertain how and the extent to which the inclusion of capital alters the

behaviour of an international trade model with endogenous selection into domestic production. I therefore

now consider the business cyle statistics from this point of view. The inclusion of physical capital increases

the absolute volatility of all variables. When labour supply is made elastic, this is attenuated again and

the majority of variables is brought closer to data, both relative to MNN and the inelastic labour model.

To match domestic business cycle statistics well, it thus seems that the addition of elastic labour supply

and physical capital is necessary. Regarding international correlations, the addition of physical capital

increases the cross-country correlation of consumption and decreases the cross-country correlation of

output. It thereby brings the consumption correlation closer to data and moves the output correlation

further away from data. It succeeds in yielding the correct ranking between the two correlations, but the

similiarity between them is reduced.
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Robustness Analysis

To check the robustness of my results I compared the business cycle statistics of the four models to

UK, US and EA data in Table 4.2. This analysis shows that the extent to which a model best matches

absolute volatilities depends on which country the model is being applied to. For example, while my

model best matches the output volatility of the UK, MNN best matches the output volatility of the EA.

Equally, my model best matches the volatility of US consumption, while MNN best matches the volatility

of UK consumption. However, the qualitative results discussed above regarding relative volatilities and

international correlations remain unaffected.

The result from the robustness check creates a slightly more nuanced picture. While my model best

matches relative volatilities for investment and labour and MNN best matches the volatilities of relative

consumption, my model does not match international correlations better than other models. It is worse

at matching the cross-country correlations of output and consumption than MNN and the labour-capital

model, but better at matching the cross-country correlations of investment and labour. Overall, it is

therefore not significantly worse at replicating the patterns of international correlations. Overall, my

model therefore seems to yield the closest match to macroeconomic data, at the same time as providing

a more detailed and nuanced framework of the macroeconomy.

4.7 Conclusion

In this chapter I developed a two-country DSGE model of international trade with monopolistic compe-

tition, heterogeneous firms using both capital and labour in production, and endogenous selection into

domestic production. While analysing the role of resource allocation and capital in the transmission of

macroeconomic shocks, two main results stood out. First, as firms can adjust their employment of capital

and labour in response to macroeconomic shocks, the time it takes for macroeconomic variables to return

to their steady state levels increases. Capital thus introduces an element of persistence into the economy

that is greater than in models that use only labour in production, such as MNN, which allows the model

to better match macroeconomic data.

Second, when firms can adjust their employment of labour and capital in response to macroeconomic

shocks and enter and exit the domestic market endogenously, the dynamic response of labour productivity

is driven by the interaction between efficient resource allocation and endogenous selection into domestic

production. This reverses the initial response of labour productivity to an aggregate technology shock

and trade shock relative to MNN. These findings have not been reported before in the literature, and may

have important implications for policy makers, as they yield insight into how a variety of macroeconomic

variables are affected by a variety of shocks in the short-run and in the long-run.
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Chapter 5

Financial Frictions, International Trade, and

their Impact on Labour Productivity

5.1 Introduction

The 2008 financial crisis made us aware yet again of the large extent to which finance and international

trade matter for output and labour productivity. The credit crunch following the collapse of Lehman

Brothers led to a global decline in international trade and output; in the UK, output and labour produc-

tivity both fell and labour productivity growth has still not recovered. The fact that the credit crunch and

fall in international trade occurred simultaneously suggests that both factors may have played a joint role

in affecting output and labour productivity. Indeed, the facts that financial frictions and international

trade affect output and productivity are well established in the literature. A growing amount of litera-

ture also illustrates the distorting effect financial frictions have on international trade. However, very few

papers investigate how financial frictions and international trade together affect productivity, and none

of them addresses the question of the extent to which both factors jointly play a role in impacting the

dynamic response of labour productivity to shocks.

In this chapter I address this question by examining the extent to which financial frictions and interna-

tional trade jointly affect the dynamic response of labour productivity to macroeconomic shocks. In most

literature examining the role of financial frictions, their effect on productivity is studied only in a closed

economy. As financial frictions have been shown to also affect international trade, which in turn has an

effect on productivity, it stands to reason that international trade can play a role for the way in which

financial frictions affect labour productivity. This chapter studies this link in more detail, examining

how financial frictions affect the response of labour productivity to a variety of macroeconomic shocks

in an international trade framework, and analysing the extent to which international trade changes their

amplification effect.

In order to do this, I build a two-country DSGE model of international trade with monopolistic com-

petition, heterogeneous firms and fixed and variable export costs based on Ghironi and Melitz (2005),

capital and elastic labour in the style of Fattal-Jaef and Lopez (2014), endogenous entry and exit from
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the domestic economy following Millard et al. (2021) and credit constraints modelled in the form of the

well-known financial accelerator of Bernanke et al. (1999). I assume that entrepreneurs, who are subject

to financing constraints, are not involved in the production of goods, thereby differentiating between

intermediate good producing firms and entrepreneurs. Herewith I follow the implementation of the finan-

cial accelerator of Christiano et al. (2010b). As in Christiano et al. (2010b), entrepreneurs have a unique

ability to operate capital, which they acquire from capital producers and rent out to intermediate good

producing firms, a subset of which engages in international trade. The purchase of capital is undertaken

with net worth. However, entrepreneurs need to finance a fraction of their capital purchases with external

funds, for which they face borrowing constraints.

Two findings stand out from my analysis. Firstly, financial frictions amplify the response of the economy

to macroeconomic shocks in an open economy setting. Secondly, international trade dampens the ampli-

fication effect of financial frictions. Thus, I show that the well-known effect of the financial accelerator

of amplifying the response of the economy, which has been well-established in a closed economy setting,

also holds in an open economy setting. I furthermore show that international trade dampens this effect.

In the case of a positive technology shock to the economy, the decrease in the terms of trade and the

resulting self-selection of less productive firms into the foreign export market decrease the profitability

of home producers. This allows the net worth of entrepreneurs and therefore their level of borrowing to

expand by less relative to the closed economy, leading to a dampened financial accelerator effect. In the

case of a negative sunk entry cost shock and a positive preference shock the opposite applies: the terms

of trade effect and the competitive effect increase the profitability of home producers, leading to a lower

fall in net worth and therefore borrowing, which in turn dampens the amplified downturn of the economy

and labour productivity.

After presenting these results I apply my model to the UK Productivity Puzzle to examine the extent

to which financial frictions help explain stagnant labour productivity in the UK since the 2008 financial

crisis. I find that financial frictions can explain around 2% of the productivity shortfall that was still

seen in 2019Q2, and that therefore financial frictions are not driving the UK Productivity Puzzle.

This chapter will proceed as follows. Section 5.2 will present a review of the literature and place my

contribution in that literature. Section 5.3 presents the model and Section 5.4 the model calibration. In

Section 5.5 I present the results, in Section 5.6 I apply the model to the UK Productivity Puzzle and

Section 5.7 concludes.

5.2 Literature Review

5.2.1 Finanial Frictions, International Trade and Labour Productivity

I build on three strands of literature that investigate the interactions between financial frictions, inter-

national trade and productivity. Most of the literature only investigates the link between two of the

three factors, examining either how financial frictions affect productivity, how international trade affects

productivity, or what effect financial frictions have on trade. In contrast to this approach, I will examine
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the link between all three at the same time.

Before presenting the review of the three strands of literature that I build on I first refer to the vast

literature on financial frictions and the way they are modelled. This literature dates back to Schumpeter

(1961)1 and Fisher (1933), who demonstrated the importance of finance for the real economy. In the vast

literature on financial frictions, these frictions are mainly modelled in four ways: as limited enforcement

(Erosa and Cabrillana (2008), Quintin (2008), Monge-Naranjo (2009), Jermann and Quadrini (2012)),

moral hazard (Aghion and Howitt (2009), Gertler et al. (2015)), cash-in-advance constraints (Arellano

et al. (2016), Hill and Perez-Reyna (2017)), or collateral constraints (Bernanke (1983), Kiyotaki and

Moore (1997), Garcia-Macia (2017)). In papers studying the dynamic effect of credit constraints, fi-

nancial frictions are frequently thought of as a financial accelerator, as they amplify and propagate the

response of the economy to macroeocnomic shocks. In this chapter I implement the well-known financial

accelerator of Bernanke et al. (1999), which is in effect a type of collateral constraint. The financial accel-

erator models financial frictions via an external finance premium that is inversely related to entrepreneurs’

net worth, which causes the amount entrepreneurs can borrow to be limited by their level of net worth.

This collateral constraint is endogenously derived from an asymmetric information problem between the

lender and borrowers that requires the lender to pay an auditing cost to observe the borrower’s actual

returns.

The first strand of literature I build on studies the effect of financial frictions on productivity and was

pioneered by Buera et al. (2011), who quantify the role financial frictions play in explaining certain em-

pirical regularities in development economics. They find that financial frictions can decrease output per

worker by 50% relative to the perfect credit benchmark, which explains about 80% of the difference in

output per worker between the US and Mexico. Subsequent theoretical literature builds on this work.

Erosa and Cabrillana (2008) and Quintin (2008) show that a higher degree of enforcement of financial

contracts, and thus lower financial frictions, allows factors of production to be allocated more efficiently,

thus increasing TFP. That financial frictions have large effects on productivity is also shown by Green-

wood et al. (2010) and Greenwood et al. (2013), who study the role of information production in the

process of resource misallocation and its effect on productivity. These theoretical findings are supported

by a range of empirical papers that each study how financial frictions decrease productivity within a

specific country (Calligaris (2015), Manaresi and Pierri (2018), Doerr et al. (2018), Pratap and Urrutia

(2012), López (2009), Gopinath et al. (2017), Varela (2018)).

The second strand of literature I build on illustrates how international trade affects productivity. Pio-

neers of this literature are Krugman (1980) and Melitz (2003). Krugman (1980) addresses the inability

of models of comparative advantage to explain intra-industry trade, arguing that such trade arises due

to economies of scale and product differentiation, and that it increases output and welfare. Melitz (2003)

builds on Krugman (1980) and explains the empirically stylised fact that only the most productive firms

export by introducing firm heterogeneity and fixed trade costs. In this model, opening up to trade

induces only the most productive firms to self-select into the export market. This process reallocates

1This book was originally published in 1912.
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profits and market shares to productive firms, and increases aggregate productivity. Much theoretical

work in recent years builds on Melitz (2003). For example, Ghironi and Melitz (2005) extend this frame-

work to a dynamic setting, and analyse the economy’s transition dynamics in response to macroeconomic

shocks. Much empirical evidence further supports the proposition that international trade increases ag-

gregate productivity, either via (i) self-selection into the export market, and/or (ii) learning-by-exporting

(Bernard and Jensen (1999), Baldwin and Gu (2004), Alcalà and Ciccone (2004) Lileeva and Trefler

(2010), Bustos (2011), De Loecker (2013), Manjón et al. (2013)).2

The third strand of literature I build on examines the impact of financial frictions on international trade.

This literature establishes that finance is important for exporters, and more so than for domestic produc-

ers (Auboin (2009), Ahn (2011), Amiti and Weinstein (2011)), as export activities are inherently riskier

than domestic activities, exporting is associated with additional upfront and fixed costs, and the need

for working capital is magnified by the higher time lag between production and receipt of revenues for

exporters. Since finance is shown to be highly significant for international trade in this literature, much

further literature investigates the extent to which constraints to finance for international trade affect

trade patterns. Seminal papers in this area include Manova (2013) and Chaney (2016), who incorporate

credit constraints into a Melitz (2003) model and show that they decrease exporting both along the in-

tensive and extensive margins. The majority of the literature examining the impact of financial frictions

on international trade support the findings of these two papers, showing that they decrease exports and

international trade overall (Minetti and Zhu (2011), Schmidt-Eisenlohr (2013), Berman and Héricourt

(2010), Paravisini et al. (2015), Ferrando and Ruggieri (2018)).

Taken together, the literature described above illustrates three key facts. Firstly, financial frictions have

a significant impact on productivity. Secondly, international trade considerably increases aggregate pro-

ductivity. Thirdly, financial frictions have been shown to affect international trade. However, while there

is a vast amount of literature examining the impact of financial frictions on productivity, an equally

vast amount of literature examining the impact of international trade on productivity, and an increasing

amount of literature on the effect of financial frictions on international trade, the link from financial fric-

tions to productivity through international trade remains to be understood. Notable papers in this area

include Caggese and Cuñat (2013) and Brooks and Dovis (2020), who investigate how financial frictions

decrease the welfare gains from trade, Bonfiglioli et al. (2018), who show that financial frictions decrease

the heterogeneity of productivity in a sector, and Kohn et al. (2017), who explore the effect of financial

frictions on international trade and productivity in most depth by estimating that financial frictions, via

three distortions, decrease aggregate TFP by 26% relative to a setting without financial frictions.

However, to the best of my knowledge no paper examines how financial frictions affect the dynamic

response of labour productivity to macroeconomic shocks in an international trade model and how in-

ternational trade affects the effect of financial frictions. In this chapter I examine how financial frictions

amplify and propagate the response of the economy and labour productivity to a variety of macroeconomic

shocks in an international trade model. I furthermore examine how their effect on labour productivity

2See Wagner (2007) and Wagner (2012) for surveys.
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is impacted by international trade, as I analyse how and to what extent international trade affects the

amplification effect of financial frictions.

5.2.2 The UK Productivity Puzzle

I also apply my model to the UK Productivity Puzzle, thereby contributing to the vast literature that

examines this puzzle. The UK Productivity Puzzle refers to the observation that labour productivity

remains significantly lower than it would have been had labour productivity growth recovered its pre-

2008-crisis rates. Several explanations have been put forward to explain this labour productivity shortfall:

1) mismeasurement issues, 2) cyclical factors, and 3) more persistent supply-side factors.

Regarding the first category of explanations, the literature generally agrees that measurement errors,

such as an overstatement of GDP prior to the crisis (Oulton (2013)), an understatement of current GDP

due to the omission of intangibles (Goodridge et al. (2013), Corrado et al. (2018)) or the inability of

official statistics to accurately capture the effect of new technologies (Hatzius et al. (2016)) cannot ac-

count for a significant portion of the puzzle (Burgess (2011), Oulton (2013), Goodridge et al. (2018)).

Regarding the second explanation, a reduction in consumer demand could have led to labour hoarding

by businesses (Martin and Rowthorn (2012)), or the diversion of labour to business-winning activities

(King and Millard (2014), Barnett, Chiu, Franklin and Sebastia-Barriel (2014)). Again, however, the

literature overall seems to agree that due to the length of the protracted productivity weakness, cyclical

factors are unlikely to explain the puzzle (Barnett, Chiu, Franklin and Sebastia-Barriel (2014), Barnett

et al. (2014b), Patterson et al. (2016)).

The literature on non-cyclical factors examined whether (i) the labour productivity weakness is caused

by capital shallowing during the crisis (Pessoa and Van Reenen (2014), Harris and Moffat (2017), Oulton

and Wallis (2016)) and (ii) the labour productivity weakness is the result of a weakness in TFP. Regard-

ing the latter explanation, it has mainly been argued that the Productivity Puzzle can be explained by

resource misallocation (Arrowsmith et al. (2013), Barnett, Broadbent, Chiu and Miller (2014), Barnett

et al. (2014b), Broadbent (2012), Harris and Moffat (2016)). In this context, Riley et al. (2014a), Riley

et al. (2014b) Franklin et al. (2015), Chadha et al. (2017), Besley et al. (2020) have investigated the ex-

tent to which financial frictions can explain the labour productivity weakness. While Riley et al. (2014a)

and Riley et al. (2014b) argue that they are not a major factor for the UK Productivity Puzzle, Chadha

et al. (2017), Franklin et al. (2015) and Besley et al. (2020) argue that they do substantially contribute

to explaining the puzzle.

Riley et al. (2014b) examine the claim that financial frictions might be able to account for the UK Pro-

ductivity Puzzle with an empirical analysis. They do indeed find clear evidence that the financial crisis

affected credit supply to businesses and caused bank lending to decline. According to the authors, if

this decline in credit had been a key factor in weakening productivity growth, one would expect a het-

erogeneity in productivity performance among industries or firms that reflects heterogeneity in banking

dependence. However, the regressions show no such clear relationship between the productivity growth

and bank dependence of a sector. Riley et al. (2014b) also examine productivity performances at the firm-
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level, decomposing productivity growth and finding that the decrease in labour productivity is mainly

the result of within-firm productivity changes. This suggests that the main driver of the productivity

weakness is due to within-business productivity changes rather than reallocations between businesses, as

would be expected if decreases in bank credit were the main factor driving the productivity puzzle. This

result is supported by findings from Riley et al. (2014a) and Riley et al. (2015), who also find that the

majority of the productivity fall can be attributed to within-firm productivity reductions.

Franklin et al. (2015), in contrast, provide empirical evidence that financial frictions in the form of a

contraction in credit supply contribute significantly to explaining the UK Productivity Puzzle. They

use a large firm-level data set of UK companies and information on the pre-crisis lending to identify the

effects of changes in credit supply in the 2008 financial crisis on the real economy, specifically on the level

of capital per capita, labour productivity and wages. They find that a 10% reduction in borrowing caused

by a contraction in credit supply led to a 5-8% fall in labour productivity. Franklin et al. (2015) use

these micro-level results to estimate aggregate effects. They find that the credit supply shock in the UK

could have lowered the level of labour productivity by 1-2% by 2009, and 5-8% by 2013. This compares

to observed measures of an aggregate shortfall of 10% by 2009 and 17% by 2013, which suggests that the

reduction in credit supply may explain substantial portions of the UK Productivity Puzzle.

In addition to this empirical paper examining the effect of financial frictions on labour productivity during

the crisis, two papers provide theoretical insight into the effect of financial frictions on UK productivity

(Chadha et al. (2017), Besley et al. (2020)). Chadha et al. (2017) examine how a productivity shock

in the financial sector might have amplified a whole-economy shock. They model financial frictions as

external finance premia that arise due to asymmetric information requiring banks to impose monitoring

and insurance costs and request collateral. The main feature of their banking sector is that it includes

an attenuator effect: as consumption and lending increase, monitoring effort is drawn into the banking

sector, raising the marginal costs of loans and the external finance premium. If a productivity shock

occurs within the banking sector at the same time as a productivity shock hits the real economy, banks

can provide more loans at a given amount of monitoring labour and collateral. This shifts loan supply

outwards, lowering the external finance premium and amplifying the normal business cycle. Conversely,

if there is lower aggregate productivity growth in the economy at the same time as the financial sector be-

comes less productive, this leads to a higher external finance premium, which further lowers consumption

and real wages. Chadha et al. (2017) argue that the finance sector is likely to have amplified the business

cycle prior to and after the crisis and therefore the overall productivity slowdown in such a way in the UK.

Besley et al. (2020) also study the effect financial frictions had on aggregate productivity, both theoret-

ically and quantitatively. In order to do this, Besley et al. (2020) build a model of default risk in the

presence of moral hazard. They model financial frictions as limited contract enforceability that enables

firms to default, motivating a requirement for firms to pledge collateral in order to borrow. A bank’s

expected profit is determined by the size of this collateral and the probability of default. In order to

apply their model to the data, Besley et al. (2020) estimate firms’ default probabilities using data from

the ORBIS dataset and the probability of default model of Standard and Poor’s. They show that by

eliminating financial frictions, productivity would increase by 38%. Applying their results to the 2008

124



financial crisis, Besley et al. (2020) estimate that credit market frictions are responsible for half of the

fall of labour productivity witnessed in the Great Recession.

5.3 The Model

I present my two-country DSGE model of international trade, with monopolistic competition, hetero-

geneous firms, fixed and variable costs of exporting, capital and labour as inputs of production, and

imperfect credit markets. All foreign variables are denoted with a superscript *. Six agents operate in

each country: capital producers, entrepreneurs, a bank, households, intermediate good producers, and

final good producers.

At the beginning of each period, households make deposits at the bank. The bank then extends loans

to entrepreneurs, who buy capital from capital producers.3 After purchasing the capital stock for the

period, the entrepreneurs rent it out to intermediate good producing firms, who combine it with labour

supplied by households to produce intermediate goods. These are sold to the perfectly competitive final

good producer, who combines them into a final good that is used for consumption and investment, or is

used up in monitoring costs. I describe this model in more detail below, describing the problem of each

agent in turn.

5.3.1 Capital Producers

I follow Bernanke et al. (1999) and assume that capital is produced in a sector by perfectly competitive

capital-producing firms. Towards the end of the period, these firms purchase the un-depreciated capital

stock from the entrepreneurs at the price qt, and combine it with investment goods purchased from final

good producers, It, to make new capital. Following the production of new capital, the capital producers

sell the entire capital stock Kt to the entrepreneurs at the same price qt. Hereby the evolution of the

capital stock is given by

Kt = φ
( It
Kt−1

)
Kt−1 + (1− δk)Kt−1, (5.1)

where δk is the depreciation rate of capital and φ
(

It
Kt−1

)
Kt−1 denotes the production function for capital-

producing firms and reflects the costs associated with transforming investment goods into new capital

goods.

Capital producers maximise their profit each period:

max qtKt − qt(1− δk)Kt−1 − It,

s.t. (5.1).

The solution to this problem implies

3This separate, perfectly competitive market that produces capital goods was introduced to require the entire capital

stock to be re-purchased every period. This ensures that the financing constraints apply to the entire capital stock and not

just investment.
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qt =
[
φ′
( It
Kt−1

)]−1

.
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5.3.2 Entrepreneurs, Banks and the Demand for Capital

5.3.2.1 Entrepreneurs

Entrepreneurs possess a unique ability to operate physical capital. In this model, each entrepreneur comes

into period t with an amount of physical capital, Kt−1, which is financed by outstanding loans owed to

the banks and net worth, Nt−1. They then rent out this capital to intermediate-goods-producing firms

at the rental rate rkt . Once production has been completed, they either pay back the loans to the banks

with interest or default. In either case, the non-depreciated remainder of their capital stock is sold back

to capital producers, who produce more capital as described in Section 5.3.1. Surviving entrepreneurs

then buy capital from the capital producers, financing their purchases with net worth and bank loans.

The balance sheet identity for entrepreneur h implies:

Bht = qtK
h
t −Nh

t , (5.2)

where Kh
t denotes the capital stock held by entrepreneur h at time t, Bht denotes the amount of loans

entrepreneur h has outstanding during period t+ 1, decided at the end of period t, and Nh
t denotes the

end-of-period net worth of entrepreneur h.

After purchasing the capital, the entrepreneur experiences an idiosyncratic shock ω. The ex-post return

on her capital is thus Rkt+1ω
hqtK

h
t , where Rkt+1 is the return on capital in the next period and ωh is the

idiosyncratic shock to the entrepreneur’s return. I assume that the return to capital Rkt+1 is known in

advance.

The entrepreneur chooses the value of the firm capital, qtK
h
t and thus the value of its borrowings, Bht ,

prior to the realisation of the idiosyncratic shock. The loan contract is governed by a loan rate Zt, and

a threshold value ω̄, such that for values ωh ≥ ω̄, the entrepreneur repays the loan at the rate Zht . For

values ωh ≤ ω̄, the entrepreneur defaults. ω̄ is defined by:

ω̄Rkt+1qtK
h
t = Zht B

h
t . (5.3)

When ωh ≥ ω̄, the entrepreneur repays Zht B
h
t and keeps the difference, Rkt+1qtK

h
t ω

h−ω̄Rkt+1qtK
h
t . When

ωh ≤ ω̄, the entrepreneur defaults. In this case, the bank pays the auditing cost and keeps what it finds.

The bank’s receipts are: (1− µ)Rkt+1qtK
h
t ω

h. The defaulting entrepreneur receives nothing.

The entrepreneur chooses how much capital to buy today and how many loans to take out based on her

profit maximisation problem:

maxEt

{
πht

}
= Et

{
rkt+1K

h
t + (1− δk)Kh

t qt+1 −Rkt+1ω̄qtK
h
t

}
,

where Rkt+1ω̄qtK
h
t is the amount to be repaid on the loan as given by equation (5.3), rkt+1K

h
t is the

income she receives from renting out her capital to intermediate good producing firms during the period

t+ 1 and (1− δk)Kh
t qt+1 is the income she receives by selling her un-depreciated capital back to capital

producers at the end of period t+ 1.
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The solution to this problem implies that the expected gross return to holding a unit of capital from t to

t+ 1 is

Rkt+1 = Et

{rkt+1 + (1− δk)qt+1

qt

}
.4

5.3.2.2 Banks

Banks hold deposits from households and provide loans to entrepreneurs. Thus, Dt = Bt, where Dt are

deposits made by households at the end of period t and Bt are loans extended to entrepreneurs at the

end of period t.

The bank has the opportunity cost of funds equal to the economy’s riskless gross rate of return, Rt, as its

loan risk is perfectly diversifiable. The bank faces a problem of costly state verification: it has to pay a

fixed monitoring cost in order to observe a borrower’s return, equal to proportion µ of the realised payoff

to the entrepreneur’s capital: µωhRkt+1qtK
h
t .

Free entry into the market implies zero profits, so the bank must have an expected return equal to the

opportunity cost of its funds. Therefore,

[1− F (ω̄)]Zht B
h
t + (1− µ)

∫ ω̄

0

ωRkt+1qtK
h
t dF (ω) = RtB

h
t , (5.4)

where F (ω̄) gives the probability of default, Zt is the loan rate. The left-hand side of equation (5.4) is

the bank’s expected return on the loan and the right-side is the bank’s opportunity cost of lending.

5.3.2.3 The Demand for Capital

Combining the problems of the banks and entrepreneurs allows us to derive the rules according to which

loans are extended.

Combining equations (5.2), (5.3), and (5.4) yields

[1− F (ω̄)]ω̄Rkt+1qtK
h
t + (1− µ)

∫ ω̄

0

ωRkt+1qtK
h
t dF (ω) = Rt(qtK

h
t −Nh

t ). (5.5)

An increase in the cut-off level of the idiosyncratic shock has two effects. Firstly, it increases the pay-off

in case of non-default. Secondly, it increases the probability of default, which lowers the expected return.

The entrepreneur’s expected return is:∫ ∞
ω̄

ωdF (ω)Rkt+1qtK
h
t − (1− F (ω̄))ω̄Rkt+1qtK

h
t . (5.6)

Recall equation (5.5), and solve it for [1− F (ω̄)]ω̄Rkt+1qtK
h
t :

−[1− F (ω̄)]ω̄Rkt+1qtK
h
t = (1− µ)

∫ ω̄

0

ωRkt+1qtK
h
t dF (ω)−Rt(qtKh

t −Nh
t ).

4In the aggregation ω is normalised to 1.
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Combining this with equation (5.6) allows re-writing the entrepreneur’s expected return as

(1− µ)

∫ ω̄

0

ωdF (ω)Rkt+1qtK
h
t −Rt(qtKh

t −Nh
t ) +

∫ ∞
ω̄

ωdF (ω)Rkt+1qtK
h
t . (5.7)

The entrepreneur maximises equation (5.7) subject to (5.4). The solution to this problem yields:5

qtK
h
t = Nh

t ψ
(Rkt+1

Rt

)
. (5.8)

This equation illustrates the link between capital expenditures of the firm and financial conditions, de-

scribed by the wedge between the amount of capital that can be acquired and net worth. Capital

expenditures are proportional to the net worth of the entrepreneur, with the proportionality factor being

increasing in the spread on loans,
Rkt+1

Rt
. Everything else being equal, a rise in the expected spread reduces

the expected default probability. As a consequence, the entrepreneur can take on more debt and expand

the size of her firm. She is constrained from raising the size of her borrowing and thus the size of the firm

indefinitely by the fact that expected default costs also rise as the ratio of borrowing to net worth increases.

By inverting equation (5.8) it can also be expressed as

Rkt+1 = ψ
( Nh

t

qtKh
t

)
Rt. (5.9)

This equation states that the external finance premium, Rkt+1−Rt is dependent on the capital-net worth

ratio. This is the main ingredient of the financial accelerator: the external finance premium, and there-

fore the amount which an entrepreneur can borrow, depends on the extent to which the entrepreneur

is leveraged. When an entrepreneur is more highly leveraged, or when the capital-net-worth ratio is

higher, the external finance premium increases. Conversely, a less highly leveraged entrepreneur with a

low capital-net-worth ratio faces a lower external finance premium.

Next, I define net worth. Letting Vt be the entrepreneurial equity towards the end of period t, and Nt

the net worth of entrepreneurs at the end of period t, I define

Nt = (1− δ)Vt, (5.10)

where (1− δ)Vt is the equity held by the entrepreneurs at the end of period t− 1 who survive into period

t. I thus assume that δ is the proportion of entrepreneurs that declare bankruptcy in each period. Those

entrepreneurs who default consume the residual equity: Cet = δVt. Hereby,

Vt = Rkt qt−1Kt−1 −
(
Rt−1 +

µ
∫ ω̄

0
ωRkt qt−1Kt−1dF (ω)

qt−1Kt−1 −Nt−1

)
(qt−1Kt−1 −Nt−1). (5.11)

Entrepreneurial equity equals gross earnings on holdings of equity from t− 1 to t less repayment of bor-

rowings, where
µ
∫ ω̄
0
ωRkt qt−1Kt−1dF (ω)

qt−1Kt−1−Nt−1
is the external finance premium.

Combining equations (5.10) and (5.11) yields:

5See Appendix C.1 for details.
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Nt = (1− δ)
[
Rkt qt−1Kt−1 −

(
Rt−1 +

µ
∫ ω̄

0
ωRkt qt−1Kt−1dF (ω)

qt−1Kt−1 −Nt−1

)
(qt−1Kt−1 −Nt−1)

]
.

(5.12)

Equations (5.9) and (5.12) are the basic ingredients of the financial accelerator. Equation (5.9) describes

how movements in net worth affect the cost of borrowing. Equation (5.12) characterises endogenous

variation in net worth.

5.3.3 Household Problem

The representative household maximises its intertemporal utility subject to its intertemporal budget

constraint:

max
w.r.t:Ct,

Bt,xt,Ct+1,Lt

U =

[ ∞∑
s=t

βs−tεs

(Cµs (1− Ls)1−µ

1− γ

)1−γ
]
,

s.t.

ṽtNH,txt + Ct = (d̃t + ṽt)ND,txt−1 + wtLt +Rt−1Dt−1 −Dt,

where Ct is consumption at time t, β is the subjective discount factor, µ is the share of consumption

in utility, γ > 0 is the inverse of the intertemporal elasticity of substitution, εt is a term that repre-

sents a shock to the discount rate affecting intertemporal substitution, essentially a shock to households’

preferences regarding consumption, xt−1 is the household’s mutual fund holdings at the beginning of

period t, chosen during the previous period t − 1, ṽt is the expected post-entry value of firms, d̃t is the

average total profits of home firms. NH,t is the mass of firms present in the home country at the end of

period t, and ND,t is the mass of incumbent and producing firms in the home country during period t.

Households make deposits at a financial intermediary at the end of the period, Dt−1,6 which yield the

pre-determined gross interest rate Rt−1. I assume throughout that there is no inflation in this economy;

hence, the budget constraint and all quantities are expressed in real terms.

In this model, a household thus has four income sources. It enters a period with xt−1 mutual funds, for

which the household receives dividend income that is equal to the real average total profits of all home

firms producing in that period, d̃tND,t. The household can further sell shares, and thus receives the value

of selling its initial share position, which is ṽt. The representative household also earns income from its

labour, which it wtLt, where wt is the real wage in period t and Lt is labour supply, and interest on its

deposits, equal to Rt−1Dt−1.

The representative household divides this income between purchases of mutual fund holdings to be car-

ried over into the next period xt, consumption Ct, and new deposits Dt. The household buys new shares

xt from a mutual fund of NH,t = ND,t + NE,t firms, where ND,t are the incumbent firms and NE,t the

entering firms. Only ND,t+1 = (1−G(zD,t+1))NH,t firms will produce and pay dividends at time t + 1,

6To rule out Ponzi schemes, Dt is assumed to be non-negative.
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where G(zD,t+1) is the average proportion of firms that exits the economy each period.7 As the household

does not know which firms will be able to produce in the next period, it finances the operation of all

existing firms and all new entrants during period t.

The solution to this problem yields the following Euler Equations:

C−1
t

(
Cµt (1− L1−µ

t )
)1−γ

= βEt

{
C−1
t+1

εt+1

εt

(
Cµt+1(1− L1−µ

t+1 )
)1−γ}

Rt.

ṽt = βEt

{
(1−G(zD,t+1))

εt+1

εt

Ct
Ct+1

[Cµt+1(1− Lt+1)1−µ

Cµt (1− Lt)1−µ

]1−γ
(d̃t+1 + ṽt+1)

}
. (5.13)

(1− Lt)wt =
1− µ
µ

Ct.

5.3.4 Final Good Producing Firm Problem

In this economy, there are final good producers and intermediate good producers. The representative

final good producer is perfectly competitive and produces its final good using the products produced by

domestic intermediate good producing firms and foreign exporting intermediate good producing firms.

Specifically, it produces according to:

Yt =
[ ∫

zεΩ

yD,t(z)d(z)
θ−1
θ +

∫
zεΩ∗

y∗X,t(z)d(z)
θ−1
θ

] θ
θ−1

, (5.14)

where z denotes firm-level productivity, yD,t(z) is the quantity the domestic intermediate good producing

firm with productivity level z produces, yX,t(z) is the quantity the foreign exporting intermediate good

producing firm with productivity level z produces, Yt is the quantity produced by the final good producer,

and θ > 1 is the elasticity of substitution across goods. The representative final good producer solves the

following problem:

max
w.r.t:

Yt,yD,t,y
∗
X,t

PtYt −
∫
zεΩ

pD,t(z)yD,t(z)dz −
∫
zεΩ∗

p∗X,t(z)y
∗
X,t(z)dz,

s.t (5.14), where pD,t(z) denotes the price the domestic intermediate good producing firm with produc-

tivity level z charges for its product, pX,t(z) denotes the price the foreign exporting intermediate-good-

producing firm with productivity level z charges for its product in the domestic market, and Pt is the

price charged by the final good producer.

Solving this problem yields the following demand functions:

yD,t(z) =
(pD,t(z)

Pt

)−θ
Yt ≡ (ρD,t(z))

−θYt (5.15)

y∗X,t(z) =
(p∗X,t(z)

Pt

)−θ
Yt ≡ (ρ∗X,t(z))

−θYt.

7For a more precise explanation of this proportion, see Sections 5.3.7 and 5.3.8.
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As the foreign problem is symmetrical, the domestic demand function is:

yX,t(z) =
(pX,t(z)

P ∗t

)−θ
Y ∗t ≡ (ρX,t(z))

−θY ∗t . (5.16)

5.3.5 Intermediate Good Producing Firm’s Problem

Each intermediate good producer produces a differentiated good, ωεΩ. Intermediate good firms produce

using labour and capital as inputs of production, and produce according to the production function

yt(z) = Ztzkt−1(z)αlP,t(z)
1−α, where α ε(0, 1) is the capital income share, yt(z) is the amount produced

by a firm with the productivity level z, Zt is the aggregate country-specific technology level, kt(z) is the

capital employed by a firm with the productivity level z, and lP,t(z) is the labour employed for production

by a firm with the productivity level z.

In order to enter the market a firm must pay a sunk entry cost fE,t, following Ghironi and Melitz (2005).

Upon paying the entry cost, a firm draws its firm-level productivity z from a productivity distribution

G(z) with support over (zmin,∞). This firm-level productivity is re-drawn at the end of every period.

Firms furthermore pay a fixed cost for domestic production fD,t, as well as a fixed exporting cost fX,t

and variable trade costs τt if they export. The variable costs are modelled as standard iceberg costs,

whereby more than one unit of a good has to be shipped in order for one unit of a good to arrive at its

destination. The fixed costs and sunk entry costs are defined in terms of effective labour units. To get the

costs in units of output, they need to be multiplied by the real wage, wt, and divided by the aggregate

technology level, Zt.

A representative intermediate good producer maximises its real profit subject to the domestic and foreign

demand curves and its production constraint.

max
w.r.t:ρD,t,

ρX,t,lP,t(z),k
k
t−1(z)

dt(z) = ρD,t(z)yD,t(z) +QtρX,t(z)yX,t(z)− wtlP,t(z)− rkt kt−1(z)− wtfD,t
Zt

− wtfX,t
Zt

,

(5.17)

subject to:

yD,t(z) = (ρD,t)
−θYt,

yX,t(z) = (ρX,t)
−θY ∗t ,

yD,t(z) + τtyX,t(z) = Ztzkt−1(z)αlP,t(z)
1−α,

where dt(z) are total profits of the firm with productivity level z in period t, Qt =
εP∗t
Pt

is the real exchange

rate.

Solving this problem, firms set prices as follows:

ρD,t(z) =
θ

θ − 1

( wt
1− α

)1−α(rkt
α

)α 1

Ztz
,

ρX,t(z) =
τt
Qt

θ

θ − 1

( wt
1− α

)1−α(rkt
α

)α 1

Ztz
.
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Defining marginal costs as MCt =
(
wt

1−α

)1−α(
rkt
α

)α
1
Ztz

, firms set their prices according to

ρD,t(z) =
θ

θ − 1
MCt, (5.18)

ρX,t(z) =
τt
Qt

θ

θ − 1
MCt. (5.19)

Note that relative prices depend negatively on the firm-level productivity level. Firms with higher pro-

ductivity thus set lower prices.

The remuneration of the factors of production is determined by:

kt−1(z) = αMC(z)
yt(z)

rk,t(z)
,

lP,t(z) = (1− α)MC(z)
yt(z)

wt
.

Expanding these expressions leads to

kt−1(z) =
(wt
rkt

α

1− α

)1−α[( wt
1− α

)1−α(rkt
α

)α θ

θ − 1

]−θ
(Ztz)

θ−1[Yt + τ1−θ
t QθtY

∗
t ], (5.20)

lP,t(z) =
( rkt
wt

1− α
α

)α[( wt
1− α

)1−α(rkt
α

)α θ

θ − 1

]−θ
(Ztz)

θ−1[Yt + τ1−θ
t QθtY

∗
t ], (5.21)

whereby
kt−1

lP,t
=
wt
rkt

α

1− α
. (5.22)

Total profits are given by the sum of domestic profits and exporting profits. However, due to the presence

of fixed costs for domestic production, not all firms are able to produce in any given period. Only firms

with a productivity level z > zD,t = inf{z : dD,t(z) > 0} are productive enough to enter domestic

production, with dD,t defined below. Firms that draw a productivity level below zD,t, the productivity

cut-off level for domestic production, cannot produce profitably and thus exit the market immediately. It

is changes in this productivity cut-off level in response to macroeconomic shocks that cause firms to enter

and exit the market endogenously. Similarly, only firms with a productivity level z > zX,t = inf{z :

dX,t(z) > 0} are productive enough to profitably pay the fixed exporting costs and export. In every

period, only a subsection of firms thus produces, and only the most productive of those firms export.

Total profits are given by:

dt(z) = dD,t(z) + dX,t(z),

where

dD,t(z) = max

{
1
θ (ρD,t(z))

1−θYt − wtfD,t
Zt

if the firm produces,

0 otherwise.

dX,t(z) = max

{
Qt
θ (ρX,t(z))

1−θY ∗t −
wtfX,t
Zt

if the firm exports,

0 otherwise.
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5.3.6 Firm Averages and Aggregation

In every period, a mass ND,t of firms produces in the home country, with the productivity distribution

over (zmin,∞), as given by G(z). Of these firms, NX,t = [1−G(zX,t)]ND,t are exporters.

Following Melitz (2003), I define the average productivity levels of all home producing firms (z̃D) and

home exporting firms (z̃X,t):

z̃D,t =
[ 1

1−G(zD,t)

∫ ∞
zD,t

zθ−1dG(z)
] 1
θ−1

;

z̃X,t =
[ 1

1−G(zX,t)

∫ ∞
zX,t

zθ−1dG(z)
] 1
θ−1

.

Further define p̃D,t = pD,t(z̃D) as the average nominal price of home firms in the domestic market and

p̃X,t = pX,t(z̃X,t) as the average nominal price of home exporters in the export market.

The price index at home thus reflects the prices of home firms (ND,t firms) for the domestic market,

and the prices of foreign exporting firms (N∗X,t) for their export market (the home market). The home

price index is thus: Pt = [ND,t(p̃D,t)
1−θ +N∗X,t(p̃

∗
X,t)

1−θ]
1

1−θ , which is equivalent to 1 = ND,t(ρ̃D,t)
1−θ +

N∗X,t(ρ̃
∗
X,t)

1−θ.

The productivity averages z̃D,t, z̃X,t and z̃∗X,t are constructed in such a way that d̃D,t = dD,t(z̃D) repre-

sents the average profit earned from domestic sales by all home firms and d̃X,t = dX,t(z̃X,t) is the average

profit earned by all home exporters on their foreign sales. Thus d̃t = d̃D,t + (1−G(zX,t))d̃X,t represents

the average total profits of home firms.

From this aggregation it follows that factor demand is as follows:

LP,t = ND,t

( rkt
wt

1− α
α

)α[( wt
1− α

)1−α(rkt
α

)α θ

θ − 1

]−θ
(Zt)

θ−1
[
Ytz̃

θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t

]

Kt−1 = ND,t

(wt
rkt

α

1− α

)1−α[( wt
1− α

)1−α(rkt
α

)α θ

θ − 1

]−θ
(Zt)

θ−1[Ytz̃
θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t ].

5.3.7 Firm Entry

Entry occurs until the average firm value is equalised with the entry cost. In each period, NE,t firms pay

the sunk entry costs. At the end of the period, along with all other firms, they draw their productivity

level for the next period. The shock at the beginning of the next period then decides which firms

are productive enough to produce given the productivity cut-off level; some of these firms will have a

productivity that is lower. Thus, a proportion of these firms, G(zD,t+1), will exit before ever producing.

Entry will occur until the average firm value, adjusted by the probability of entering the market, is equal

to the sunk entry cost fE,t, expressed in effective labour units. Thus,

ṽt =
wtfE,t
Zt

.
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Given that firms exit and enter the economy based on whether or not their productivity level enables

them to pay the fixed cost of domestic production, the law of motion of firms is given by

ND,t = (1−G(zD,t))(ND,t−1 +NE,t−1).

5.3.8 Parameterisation of Productivity Draws

Next, I parameterise the distribution of productivity draws G(z). I assume that z is Pareto distributed,

with a lower bound zmin and the shape parameter j > θ − 1. Thus, G(z) = 1 −
(
zmin
z

)j
. j indexes

the dispersion of productivity draws, and therefore defines the distribution. I define ν =
(

j
j−(θ−1)

) 1
θ−1

,

which allows us to define the average productivities z̃D,t and z̃X,t as z̃D,t = νzD,t and z̃X,t = νzX,t.

The share of exporting firms is given by NX,t/ND,t =
1−G(zX,t)
1−G(zD,t)

. Above I defined G(z) = 1 −
(
zmin
z

)j
.

Thus NX,t/ND,t =
1−G(zX,t)
1−G(zD,t)

=
(
zmin
zX,t

zD,t
zmin

)j
=
(
zD,t
zX,t

)j
. Recall that z̃X,t = vzX,t and z̃D,t = vzD,t.

Substituting this into the proportion of exporting firms yields

NX,t
ND,t

=
( z̃D,t
z̃X,t

)j
. (5.23)

Using this parameterisation of productivity I can re-write the law of motion of firms as

ND,t =
(νzmin
z̃D,t

)j
(ND,t−1 +NE,t−1)

and the Euler equation for shares from (5.13) as

ṽtC
−1
t [Cµt (1− Lt)1−µ]1−γ =

(zminν
z̃D,t

)j
βEt

{εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ(d̃t+1 + ṽt+1)

}
. (5.24)

The zero-profit cut-off (ZPC) conditions dD,t(zD,t) = 0 and dX,t(zX,t) = 0 imply that average profits will

be determined by

d̃D,t =
wtfD,t
Zt

j

j − (θ − 1)
, (5.25)

d̃X,t =
wtfX,t
Zt

j

j − (θ − 1)
. (5.26)

5.3.9 Market Clearing and Equilibrium

For markets to clear, the following conditions must hold:

Kt−1 = KP,t−1, where

Kt−1 = ND,t

(wt
rkt

α

1− α

)1−α[( wt
1− α

)1−α(rkt
α

)α θ

θ − 1

]−θ
(Zt)

θ−1[Ytz̃
θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t ].

Lt = LP,t + LE,t + LX,t + LD,t,
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where LP,t is aggregate labour used for production, LE,t is aggregate labour used to pay for the sunk entry

cost, LD,t is aggregate labour used to pay the fixed cost of domestic production, and LX,t is aggregate

labour used to pay the fixed cost of exporting. Hereby,

LP,t = ND,t

( rkt
wt

1− α
α

)α[( wt
1− α

)1−α(rkt
α

)α θ

θ − 1

]−θ
(Zt)

θ−1
[
Ytz̃

θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t

]
,

LE,t =
NE,tfE,t

Zt
,

LD,t =
ND,tfD,t

Zt
.

LX,t =
NX,tfX,t

Zt
.

In equilibrium, I furthermore assume balanced trade. Therefore, the trade balance equation is

QtNX,t(p̃X,t)
1−θY ∗t = N∗X,t(p̃

∗
X,t)

1−θYt.

This assumption was made to ensure simplicity and tractability because including bonds in this model

was complicated and would require a number of further assumptions about who is able to trade finan-

cially. I thus only address one aspect of globalisation, namely trade in goods, and not trade in financial

assets.8

Aggregate output is used to cover consumption, investment, entrepreneurial consumption and monitoring

costs. The monitoring costs effects are marginal, as shown by Bernanke et al. (1999), and therefore not

included. This yields the following expression for aggregate output

Yt = Ct + It + Cet ,

where Cet has been defined as δVt.

Labour productivity will be defined as output per worker, so LaProdt = Yt
Lt

, where Yt and Lt are as

previously defined. The model was log-linearised around the steady state and simulated using Dynare.9

5.4 Calibration

I interpret one period as three months, and calibrate parameters as follows, assuming symmetrical coun-

tries. I set the inverse of the intertemporal elasticity of substitution, γ, to 2 and the subjective discount

factor β to 0.99, both standard values in the quarterly business cycle literature. I furthermore set the

capital share α to 0.36 and the depreciation rate of capital δk to 0.025, again both standard values in the

literature.

8This may affect results. Relaxing this assumption and considering whether trade in financial assets has implications for

the financial accelerator would therefore be an interesting avenue for future research.
9For the full log-linearised model, see Appendix C.2. For more information on the program, see https://www.dynare.org/
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The elasticity of substitution across goods θ is set to 6, to match average firm mark-ups in the UK of

1.2, as calculated by Macallan et al. (2008). I set the shape parameter j to 5.65, which complies with the

condition j > θ − 1. The fixed costs for domestic production and exporting are set to fD = 0.004 and

fX = 0.006. I jointly calibrated the shape parameter j and the fixed costs of production and exporting

to match the average yearly exit rate of 10% in the UK, and the proportion of firms that export in the

UK, which is 9.91%. While the intermediate firm exit rate is determined endogenously in this model,

the parameters were calibrated to yield a steady-state exit rate of 0.025 per quarter. Data for the exit

rate was obtained from the ONS Business Demography, UK: 2017 database, and was calculated using

data from 2012-2017. For simplicity and data availability reasons, I assume that the average death rate

of entrepreneurs and intermediate firms is identical. Data on the exporting proportion in the UK was

obtained from the ONS Annual Business Survey importers and exporters. The average proportion of

exporting firms was calculated using data from 2015 to 2017.

The per unit iceberg costs τ were set using data from the World Bank International Trade Costs database,

and the 2018 ONS Pink Book. The two countries in the model were set as UK and the rest of the world.

The iceberg costs were calculated as an average of weighted country iceberg costs. Specifically, τ is the

sum of the iceberg trade costs of the UK with every country in the world for which both databases contain

data, multiplied by the proportion of UK exports going to that country. This yielded an average iceberg

cost of τ = 1.39.

I further normalise the sunk entry cost fE to 1. I can do this without loss of generality, because changing

fE while maintaining the same ratio fX/fE does not affect the firm-level productivity variables and has

no effect on impulse responses. For similar reasons, I set the minimum productivity level zmin to 1. The

means of Zt and εt are also normalised to 1 for both countries.

For the financial accelerator parameters I follow the calibration of Bernanke et al. (1999). I set the

elasticity of the price of capital with respect to the investment capital ratio φ to 0.25 and the ratio of

capital to net worth to 2. Due to the log-linearisation of the model I further need to set some steady

state values. I set the rate of return to capital to yield a risk spread of 50 basis points and set the steady

state of labour to 0.33, a standard value in the literature.10

5.5 Results

I analyse the dynamic response of the economy to temporary shocks to aggregate technology, Z, the sunk

cost of entry, fE , and preferences, ε.

The shocks follow an AR(1) process:

Ẑt = ρZẐt−1 + ηZt , (5.27)

f̂E,t = ρfE f̂E,t−1 + ηfEt , (5.28)

10Table C.4.1 in Appendix C.4 summarises all parameter values and Table C.4.2 in Appendix C.4 summarises all steady

state values.
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ε̂t = ρεε̂t−1 + ηεt , (5.29)

where the hat denotes log-deviations from the steady state, ρ is the persistence of the shock, which I set

to 0.9 following Ghironi and Melitz (2005), and ηt is the magnitude of the shock in period t.

In Section 5.5.1 I analyse how the financial accelerator effect operates in an open economy. I analyse

the effect of financial frictions on the response of the main macroeconomic variables to these shocks

by comparing the responses of the model without financial frictions to that of the model with financial

frictions. The frictionless economy is generated by turning off the financial accelerator and the external

finance premium. To do this, in equation (5.9) I set s = 1, and the steady state external finance premium

to 0. In Section 5.5.2 I examine how international trade affects the amplification effect of the financial

accelerator on the response of the model economy to macroeconomic shocks.

5.5.1 The Effect of the Financial Accelerator

In this section I describe the impulse responses of the economy without and with the financial accelerator.

Hereby the solid line shows the impulse responses of the model without financial frictions and the dashed

line shows the impulse responses for the model that includes the financial accelerator.

5.5.1.1 Shock to Aggregate Technology

Figure 5.1 illustrates the response of the main macroeconomic variables to a temporary positive 1% shock

to aggregate technology.

Figure 5.1: Response to a Temporary Shock to Aggregate Technology
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I will first describe the response of the main macroeconomic variables without the financial accelerator.

In this set-up, a positive technology shock makes firms more productive. This higher profitability induces

more firms to enter the market, causing the number of entrants to increase by 2.99% and the number of

domestic firms in the market to increase by 1.13%. As more firms enter the market, more labour is used

to pay for the sunk entry costs expressed in effective labour, causing aggregate labour to increase. How-

ever, as more labour has to be used to pay for the sunk entry cost, labour used in production decreases

slightly on impact, by 0.25%.11 Due to higher profitability following the technology shock, the demand

for capital also increases, leading to an increase of investment of 1.36% relative to the steady state in the

first period. In response to a higher demand for capital and for labour, the wage rate and rental rate of

capital both increase.12 This increase in factor prices decreases profitability again, causing the number of

entrants to decrease sharply. The labour used to cover sunk entry costs decreases, allowing more labour

to be re-allocated to the production of intermediate goods again. All factors return to their steady state

levels as the shock dissipates.

In the model with financial frictions the dynamics change. The external finance premium thus now varies

with the capital-net worth ratio, affecting the amount individual entrepreneurs are able to borrow. This,

in turn, affects the amount of capital they can purchase and then rent out to intermediate good producing

firms. When entrepreneurs are less leveraged, they face a lower external finance premium and can take

out more loans, and vice versa.

The financial accelerator enhances the above-described effects. As above, an improvement in aggregate

technology increases the profitability of firms, which leads to an increase in investment to take advantage

of the improved technology. At the same time, the increase in the rental rate of capital increases the

net worth of entrepreneurs. As firms are now less leveraged, they face a lower external finance premium,

which further increases the amount of investment. Investment and capital thus increase by more than

in the frictionless environment due to the additional positive influence of net worth on investment. The

main effect of the financial accelerator is thus to increase investment in the first instance. This can be

observed from the 3rd quadrant on the 1st line of Figure 5.1: investment increases by 14.29% instead of

only 1.36%. At its peak, capital increases by 1.02% relative to the steady state, compared to 0.53% in

the frictionless environment.

In line with relatively more capital being available, more labour is used in production relative to the

frictionless environment in order to properly take advantage of the increased factors of production, as the

factors are not perfectly substitutable. The increase in the factors of production relative to the frictionless

economy allows aggregate output to expand by more, namely by 3.78% relative to 1.2% in the frictionless

economy.

11This occurs due to the following mechanism. Labour supply in the economy is elastic, with households choosing between

labour and leisure. As the wage rate increases due to the higher demand for labour, more labour is provided in the aggregate.

However, the remuneration does not increase enough to cause a greater increase in aggregate labour; in response to the

shock labour is substituted towards paying the sunk entry cost and away from labour used in production.
12In this model, there are two pressures that influence the wage rate. A higher demand for labour to pay for sunk and fixed

costs puts upward pressure on wages. Furthermore, due to diminishing returns to labour, less labour used in production

also puts upward pressure on wages as the remaining labour is more productive.
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The response of labour productivity is also amplified by the financial accelerator, as can be seen from the

2nd quadrant on the 2nd line of Figure 5.1. As output increases by more in the economy with financial

frictions, labour productivity also increases by more, namely by 6.44% relative to 0.93% in the frictionless

economy. The financial accelerator thus more than quintuples the magnitude of the response of labour

productivity to this shock. The response of labour productivity to this shock is amplified to a larger

extent than that of output because of the behaviour of aggregate labour. When the financial accelerator

is present, aggregate labour actually falls instead of increasing as in the frictionless environment. As

explained above, in the frictionless economy this increase in aggregate labour occurs as more labour is

used to pay for sunk entry costs. When the financial accelerator is active, less firms enter the market,

causing aggregate labour to decrease. It seems that instead of creating new firms to take advantage of the

productivity shock, resources are instead used by intermediate firms taking advantage of the more cheaply

available capital. This dynamic causes the response of labour productivity to be amplified considerably.

5.5.1.2 Shock to Sunk Entry Cost

Figure 5.2 illustrates the response of the economy to a temporary one-period negative 1% shock to the

sunk cost of entry.

Figure 5.2: Response to a Temporary Shock to Sunk Entry Cost

I will first explain the response of the economy without the financial accelerator to facilitate understand-

ing of the role played by financial frictions. In response to a temporary decrease in the sunk cost of entry,

more firms enter the market, causing the number of entering firms to increase by 3.14%.
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A change in the cost of entry predominantly impacts entering firms; incumbent firms are impacted mainly

indirectly via the effect on the prices of factor inputs. As the financing of new firms becomes cheaper,

households pay for the entry of more firms, causing labour to be diverted from labour used in production

to labour used to pay for the sunk entry costs. Labour used in production therefore falls by 0.34%. The

reasoning behind this fall is the same as in the case of the aggregate technology shock. Labour supply in

the economy is elastic, with households choosing between labour and leisure. As the wage rate increases

due to the higher demand for labour, more labour is provided in the aggregate. However, the remuner-

ation does not increase enough to cause a greater increase in aggregate labour; in response to the shock

labour is substituted towards paying the sunk entry cost and away from labour used in production. Both

lower labour used in production and higher demand for labour to pay for sunk costs lead to an increase in

the wage rate of 0.12%. As less labour is employed in production, output falls by 0.22% on impact. The

lower availability of the final good decreases investment by 0.57% on impact and 0.89% at its trough. As

output falls at the same time as more labour is employed to cover sunk costs, labour productivity also

decreases, by 0.84%.

As the shock dissipates and the sunk cost of entry increases to its previous level, the number of enter-

ing firms decreases again. The sunk cost of entry returns to its steady state level more quickly than

the wage rate, thereby increasing the effective cost of entry and causing the number of new entrants to

return to its steady state level. Other domestic variables follow and also return to their steady state levels.

Financial frictions change the model dynamics slightly. The loan rate and thus amount entrepreneurs are

able to borrow from the bank depends on the capital-net worth ratio; a higher net worth, and thereby

lower capital-ne -worth ratio, enables entrepreneurs to borrow more and thus buy more capital.

The sunk entry cost shock lowers net worth by reducing the rental rate of capital. This rate changes in

response to the shock because of the change in the factor-of-production ratio: as capital is fixed in the

first period and labour used in production falls, capital becomes the relatively more abundant factor of

production, requiring the rental rate of capital to fall. When the financial accelerator is active, labour

used in production decreases by more, which induces a larger adaptation in the wage rate and the rental

rate of capital. The rental rate of capital and thus the return to capital falls by more than in the friction-

less economy, which causes net worth to fall by more. As net worth falls, entrepreneurs are more highly

leveraged, which induces the external finance premium to increase. This, in turn, amplifies the reduction

in investment; investment falls by 5.34%. As less labour and capital are used in production, aggregate

output also falls by more, namely by 1.28%. In line with the rest of the economy, the response of labour

productivity is also amplified, as it decreases 3.08% relative to the steady state. The response of labour

productivity is thus tripled in response to this shock.

Allowing for financial frictions therefore mainly amplifies the response of the economy, through the

mechanism described above. As in the case of the aggregate technology shock these effects are as expected

from Bernanke et al. (1999): financial frictions act as an accelerator and amplify the initial response of

the economy to the shock to the sunk entry cost.
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5.5.1.3 Shock to Preferences

Figure 5.3 illustrates the response of the economy to a temporary positive 1% shock to preferences.

Figure 5.3: Response to a Temporary Shock to Preferences

I will first explain the response of the economy without the financial accelerator to facilitate understanding

of the role played by financial frictions. In response to a temporary increase in the preference parameter,

the future is temporarily discounted by more. This means that households increase their consumption

by 0.29% and decrease the supply of labour by 0.64% to enjoy more leisure time. In order to meet the

increased demand, firms re-direct labour towards production, away from sunk entry costs. This causes

the number of entering firms in the market to fall, by 1.43%. As labour is re-directed towards production,

labour in production increases by 0.07% on impact.

As more labour is used in production, aggregate output increases slightly initially, by 0.05%. As con-

sumption demand increased, more of this final good is spent on consumption, decreasing investment by

0.77%. This decreases the amount of capital available for production in the next period, decreasing aggre-

gate output, which reaches its trough at -0.03% relative to the steady state. Despite the only very small

initial increase of output in response to the preference shock, labour productivity increases substantially

on impact due to the large decrease in labour, namely by 0.69% .

In response to this shock, current net worth falls as the price of capital decreases due to lower demand for

capital, causing entrepreneurs to be more leveraged. When the financial accelerator is active, the price of

capital falls by more, which causes net worth to decrease and the capital-net worth ratio to increase by

more as well. As the decrease in investment is much higher in response to the shock, labour in production
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also decreases. This decrease in labour in production leads to a shift in the factor-of-production ratio,

which requires a shift in the factor-price ratio as well, decreasing the rental rate of capital in addition to

the price of capital, which further amplifies the response of net worth. In response to lower net worth

and a higher capital-net worth ratio, the external finance premium increases, which further decreases the

ability of entrepreneurs to take out loans. Investment therefore falls by more than when financial frictions

are not active, namely by 5.44%, and the response of output is also amplified, as it decreases by 0.95%

relative to the steady state.

Interestingly, the response of labour productivity is reversed by the financial accelerator. While aggregate

output falls by significantly more in response to this shock, aggregate labour actually increases, as more

labour is used to pay for the sunk entry cost of entering firms. This occurs due to the following dynamics.

As labour in production decreases the remaining labour becomes more expensive due to diminishing

returns to labour, which increases the wage rate. This, in turn, increases the domestic productivity cut-

off level; as the 1st quadrant on the 2nd line of Figure 5.3 shows, average productivity increases when

the financial accelerator is active. This is because as the cut-off level increases, the least productive firms

are forced out of the market. As the more productive firms remain they increase their market shares,

leading to an increase in average profits and the average firm value. When deciding whether to enter

the market, firms assess whether the sunk entry cost paid in effective labour is equal to or greater than

the average discounted value of running a firm. The above-described dynamics have two major effects

on this decision, which work in opposing directions. As the wage rate increases, the sunk entry cost

becomes more expensive to finance and the probability of drawing a productivity level large enough to

produce decreases, which has a negative effect on the decision to enter. At the same time, the value of

producing if having drawn a high enough productivity level increases. It seems that here, the latter effect

outweighs the former, and more firms enter the market. This increase in the number of new entrants

causes aggregate labour to increase by 0.66%. As output decreases as aggregate labour increases, labour

productivity falls by 1.62% on impact, instead of increasing by 0.69% as in the frictionless environment.

5.5.2 The Importance of International Trade for the Amplification Effect

I next analyse the extent to which international trade affects the amplification effect of financial frictions

on the macroeconomy, with a focus on the amplification of the response of labour productivity. To do this

I compare the responses of aggregate capital, investment, labour used in production, aggregate output,

labour productivity and the external finance premium of the following four models: the closed economy

version of the frictionless model presented in Section 5.3, the closed economy version of the model with

the financial accelerator,13 the frictionless open economy model, and the open economy model with the

financial accelerator. Hereby the lines plot the following. The solid black line plots the frictionless open

economy model, the dashed black line plots the open economy model with the financial accelerator, the

dash-dotted red line plots the frictionless closed economy version of the model presented in this chapter,

and the dotted red line plots the closed economy version of the model presented in this chapter with the

financial accelerator.

13For the closed economy setting, see Appendix C.3.
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5.5.2.1 Shock to Aggregate Technology

Figure 5.4 shows the responses of capital, investment, labour used in production, aggregate output,

labour productivity and the external finance premium to a temporary positive 1% shock to aggregate

technology. Table 5.1 quantifies these responses, showing numerically how much the relevant variables

increase or decrease on impact and at their peak response. Table 5.2 illustrates the effect the financial

accelerator (FA) has on the response of these variables by describing the amplification of the response of

these variables both in the closed economy and open economy model.

Figure 5.4: Amplification in a Closed and Open Economy in Response to a Temporary

Shock to Aggregate Technology

Table 5.2 shows that all variables are amplified by less in the open economy than in the closed economy,

both in absolute and in relative terms. The only exception for this is labour productivity: the response

of labour productivity is amplified more in the open economy by the financial accelerator than in the

closed economy in relative terms on impact. This is because fixed costs are covered by effective labour.

A shock to aggregate technology allows more firms to enter the export market, requiring more labour to

be used to pay the fixed export costs and causing aggregate labour to decrease by less when the financial

accelerator is present. The lower amplification of labour due to the greater demand for labour outweighs

the lower amplification of output, causing labour productivity to be amplified by more in relative terms

on impact.

The dampening of the financial accelerator in the open economy is driven by two effects: a terms of trade

effect and a competitive effect. As the economy becomes more productive, it is possible to produce inter-

mediate goods at a lower cost than in the foreign economy, which decreases prices domestically relative
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Table 5.1: Response of Aggregate Capital, Investment, Labour in Production, Output,

Labour Productivity and the Finance Premium to Aggregate Technology Shock

Closed Frictionless Closed Economy Open Frictionless Open Economy

Economy with FA Economy with FA

Aggregate Capital On impact, K=0.04 On impact, K=0.9 On impact, K=0.03 On impact, K=0.36

(K) At peak, K=0.54 At peak, K=2.1 At peak, K=0.53 At peak, K=1.02

Investment On impact, I=1.62 On impact, I=36.19 On impact, I=1.36 On impact, I=14.29

(I) At peak, I=2.65 At peak, I=36.19 At peak, I=2.52 At peak, I=14.29

Labour in Production On impact, LP =-0.14 On impact, LP =11.09 On impact, LP =-0.25 On impact, LP =4.08

(LP ) At peak, LP =0.27 At peak, LP =11.09 At peak, LP =0.27 At peak, LP =4.08

Output On impact, Y=0.93 On impact, Y=8.27 On impact, Y=0.85 On impact, Y=3.66

(Y ) At peak, Y=1.23 At peak, Y=8.27 At peak, Y=1.2 At peak, Y=3.78

Labour Productivity On impact,LaProd=0.24 On impact, LaProd=16.88 On impact, LaProd=0.05 On impact, LaProd=6.44

(LaProd) At peak, LaProd=0.97 At peak, LaProd=16.88 At peak, LaProd=0.93 At peak, LaProd=6.44

Finance Premium On impact, Prem=0 On impact, Prem=-3.95 On impact, Prem=0 On impact, Prem=-1.57

1 The 1st line describes the response of the variables when the shock hits and the 2nd line the peak impact. When the peak impact occurs in

the first period, the values in both lines are the same;

2 K denotes capital stock, I denotes investment, LP denotes labour used in production, Y denotes output and LaProd denotes labour produc-

tivity.

Table 5.2: Amplification of Responses of Aggregate Capital, Investment, Labour in Pro-

duction, Output and Labour Productivity to Aggregate Technology Shock

Closed Economy Open Economy

Aggregate Capital On impact, 0.86 or *21.5 On impact, 0.33 or *11

(K) At peak, 1.56 or *2.89 At peak, 0.49 or *0.92

Investment On impact, 34.57 or *21.33 On impact, 12.93 or *9.51

(I) At peak, 33.54 or *12.66 At peak, 11.77 or *4.67

Labour in Production On impact, response is reversed On impact, response is reversed

(LP ) At peak, 10.82 or *40.07 At peak, 3.81 or *14.11

Output On impact, 7.34 or *7.89 On impact, 2.81 or *3.31

(Y ) At peak, 7.04 or *5.72 At peak, 2.58 or *2.15

Labour Productivity On impact, 16.64 or *69 On impact, 6.39 or *127

(LaProd) At peak, 15.91 or *16.4 At peak, 5.51 or *5.92

This table shows the amplification of the response of the variables by the financial accelerator.

The 1st line describes the amplification on impact and the 2nd line the amplification of the

response of the variables at their peak impact.

to the foreign economy. This causes the exchange rate to depreciate, as can be seen in Figure 5.5.14

14Note that my formulation of the exchange rate means that a depreciation of the exchange rate signifies an increase in

Qt.
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Figure 5.5: The Domestic and Foreign Response to a Temporary Shock to Aggregate

Technology

Due to the depreciation, exports become cheaper and the price of imports increases: the terms of trade

deteriorate. The increased price of imports decreases the competitiveness of home producers.

In the foreign economy, labour in production increases in response to an improvement of the terms of

trade. This is because the increase in the terms of trade means that imports are cheaper relative to

exports, which enables an expansion of production. Due to diminishing returns to labour, the wage rate

decreases in response to more labour being used in production, decreasing the fixed cost of exporting

paid in effective labour. This allows firms that were previously too unproductive to export to enter the

export market. The rising number of foreign exporters increases competition in the domestic market,

which decreases market shares and therefore the profitability of home producers.

Both the terms of trade effect and the competitive effect decrease the profitability of firms producing at

home, causing net worth to rise by less than in the closed ecomomy, where neither effect occurs. This in

turn means that the external finance premium decreases by less, allowing entrepreneurs to increase their

borrowing by less. These effects lead to a dampened financial accelerator effect in the open economy.

5.5.2.2 Shock to Sunk Entry Cost

Figure 5.6 shows the responses of capital, investment, labour used in production, aggregate output, labour

productivity and the external finance premium to a temporary negative 1% shock to the sunk entry cost.

Table 5.3 quantifies these responses, showing numerically how much the relevant variables increase or de-

crease on impact and at their peak response. Table 5.4 illustrates the effect the financial accelerator (FA)

has on the response of these variables by describing the amplification of the response of these variables

both in the closed economy and open economy model.
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Table 5.4 shows that in response to a shock to the sunk cost of entry, the response of all variables is

amplified by more in the closed economy than in the open economy. Like in the case of the aggregate

technology shock, the presence of international trade thus dampens the amplification effect of the finan-

cial accelerator.

Figure 5.6: Amplification in a Closed and Open Economy in Response to a Temporary

Shock to the Sunk Entry Cost

As Figure 5.7 shows, both the domestic and the foreign economy contract in response to the shock to

the sunk entry cost, which drives the dampening effect of international trade on the financial accelerator.

As the sunk entry cost becomes cheaper at home, labour is diverted from production to the payment of

sunk entry costs, which induces a contraction in the economy.15. As less output is produced, less of the

intermediate input from abroad is demanded. As the demand for foreign goods decreases, the value of

the foreign currency also decreases, meaning that the home currency appreciates. The appreciation of

the home currency makes exports less competitive and increases the terms of trade. As exports become

more expensive, imports become relatively cheaper. This allows home foreign-good producers to produce

goods more cheaply, increasing the competitiveness of home producers.

Abroad, the exchange rate dynamics lead to a decrease in the foreign terms of trade, which decreases

the competitiveness of foreign producers as imports become relatively more expensive. This leads to a

contraction in the foreign economy. As labour in production decreases, the wage rate increases due to

diminishing returns to labour. This increases the fixed cost of exporting paid in effective labour, forcing

firms that can no longer afford to pay this cost to exit the export market. The falling number of foreign

15For more information on the mechanisms behind this, see Section 5.5.1.2.
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Table 5.3: Response of Aggregate Capital, Investment, Labour in Production, Output,

Labour Productivity and the Finance Premium to Sunk Entry Cost Shock

Closed Frictionless Closed Economy Open Frictionless Open Economy

Economy with FA Economy with FA

Aggregate Capital On impact, K=-0.02 On impact, K=-0.35 On impact, K=-0.01 On impact, K=-0.13

(K) At peak, K=-0.2 At peak, K=-0.8 At peak, K=-0.19 At peak, K=-0.37

Investment On impact, I=-0.69 On impact, I=-13.89 On impact, I=-0.57 On impact, I=-5.34

(I) At peak, I=-0.99 At peak, I=-13.89 At peak, I=-0.89 At peak, I=-5.34

Labour in Production On impact, LP =-0.4 On impact, LP =-4.69 On impact, LP =-0.34 On impact, LP =-1.94

(LP ) At peak, LP =-0.46 At peak, LP =-4.69 At peak, LP =-0.41 At peak, LP =-1.94

Output On impact, Y=-0.26 On impact, Y=-3.06 On impact, Y=-0.22 On impact, Y=-1.26

(Y ) At peak, Y=-0.37 At peak, Y=-3.06 At peak, Y=-0.34 At peak, Y=-1.28

Labour Productivity On impact, LaProd=-0.82 On impact, LaProd=-7.18 On impact, LaProd=-0.71 On impact, LaProd=-3.08

(LaProd) At peak, LaProd=-0.94 At peak, LaProd=-7.18 At peak, LaProd=-0.84 At peak, LaProd=-3.08

Finance Premium On impact, Prem=0 On impact, Prem=1.51 On impact, Prem=0 On impact, Prem=0.58

1 The 1st line describes the response of the variables when the shock hits and the 2nd line the peak impact. When the peak impact occurs in the

first period, the values in both lines are the same;

2 K denotes capital stock, I denotes investment, LP denotes labour used in production, Y denotes output and LaProd denotes labour productivity.

Table 5.4: Amplification of Responses of Aggregate Capital, Investment, Output and

Labour Productivity to Sunk Entry Cost Shock

Closed Economy Open Economy

Aggregate Capital On impact, 0.33 or *16.5 On impact, 0.12 or *12

(K) At peak, 0.62 or *3 At peak, 0.18 or *0.95

Investment On impact 13.2 or *19.1 On impact 4.77 or *8.37

(I) At peak, 12.9 or *13.03 At peak, 4.45 or *5

Labour in Production On impact 4.29 or *10.73 On impact 1.6 or *4.7

(LP ) At peak, 4.23 or *9.2 At peak, 1.53 or *3.73

Output On impact 2.8 or *910.77 On impact 1.04 or *4.73

(Y ) At peak, 2.69 or *7.27 At peak, 0.94 or *2.76

Labour Productivity On impact, 6.36 or *7.76 On impact 2.37 or *3.34

(LaProd) At peak, 6.24 or *6.64 At peak, 2.24 or *2.67

This table shows the amplification of the response of the variables in the closed

and open economy. The 1st line describes the amplification on impact and the

2nd line the amplification at the peak response of the respective variables.

Each line shows both the absolute percentage points by which the response

increased and the relative increase of the response.

exporters in the domestic market decreases competition in the home market, thereby increasing home

profitability.
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Figure 5.7: The Domestic and Foreign Response a Temporary Shock to Sunk Entry Cost

Both the terms of trade effect and the competitive effect increase the profitability of firms producing at

home, causing net worth to fall by less than in the closed ecomomy, where neither effect occurs. This

in turn means that the external finance premium increases by less, allowing entrepreneurs to maintain

a higher level of borrowing. These effects lead to a dampened financial accelerator effect in the open

economy.

5.5.2.3 Shock to Preferences

Figure 5.8 shows the responses of capital, investment, labour used in production, aggregate output, labour

productivity and the external finance premium to a temporary positive 1% shock to preferences, whereby

the future is temporarily discounted by more. Table 5.5 quantifies these responses, showing numerically

how much the relevant variables increase or decrease on impact and at their peak response. Table 5.6

illustrates the effect the financial accelerator (FA) has on the response of these variables by describing

the amplification of the response of these variables both in the closed economy and open economy model.

The effect of international trade on the amplification effect of financial frictions is a little bit harder to

describe for a preference shock, as the financial accelerator does not simply amplify the magnitude of

responses, but actually reverses the response of many variables. Out of all the variables shown in Figure

5.8, this applies to labour in production, aggregate output and labour productivity. For investment and

aggregate capital, the response is simply amplified by financial frictions. As in the case with previous

shocks, it is more amplified in the closed economy setting, meaning that international trade decreases the

amplification effect of financial frictions in response to a preference shock.
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Figure 5.8: Amplification in a Closed and Open Economy in Response to a Temporary

Shock to Preferences

Figure 5.9: The Domestic and Foreign Response to a Temporary Shock to Preferences

For labour in production and output, Table 5.6 shows that financial frictions reverse the direction of the

initial response, and also amplify it. Again, international trade dampens this amplification effect. In the
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Table 5.5: Response of Aggregate Capital, Investment, Labour in Production, Output,

Labour Productivity and the Finance Premium to Preference Shock

Closed Frictionless Closed Economy Open Frictionless Open Economy

Economy with FA Economy with FA

Aggregate Capital On impact, K=-0.02 On impact, K=-0.29 On impact, K=-0.02 On impact, K=-0.14

(K) At peak, K=-0.12 At peak, K=-0.63 At peak, K=-0.12 At peak, K=-0.32

Investment On impact, I=-0.76 On impact, I=-11.58 On impact, I=-0.77 On impact, I=-5.44

(I) At peak, I=-0.76 At peak, I=-11.58 At peak, I=-0.77 At peak, I=-5.44

Labour in Production On impact, LP =0.08 On impact, LP =-3.42 On impact, LP =0.07 On impact, LP =-1.47

(LP ) At peak, LP =0.09 At peak, LP =-3.42 At peak, LP =0.08 At peak, LP =-1.47

Output On impact, Y=0.05 On impact, Y=-2.23 On impact, Y=0.04 On impact, Y=-0.95

(Y ) At peak, Y=0.06 / At peak, Y=0.05 /

(Y )
At undershooting

trough, Y=-0.03
At trough, Y=-2.23

At undershooting

trough, Y=-0.03
At trough, Y=-0.95

Labour Productivity On impact, LaProd=0.7 On impact, LaProd=-4.51 On impact, LaProd=0.69 On impact, LaProd=-1.62

(LaProd) At peak, LaProd=0.7 At trough, LaProd=-4.51 At peak, LaProd=0.69 At trough, LaProd=-1.62

Finance Premium On impact, Prem=0 On impact, Prem=1.25 On impact, Prem=0 On impact, Prem=0.58

1 The 1st line describes the response of the variables when the shock hits and the 2nd line the peak impact. When the peak impact occurs in

the first period, the values in both lines are the same;

2 K denotes capital stock, I denotes investment, LP denotes labour used in production, Y denotes output and LaProd denotes labour produc-

tivity.

case of labour productivity, financial frictions also reverse and amplify the direction of the initial response.

This macroeconomic variable either undershoots or overshoots its steady state level as the shock dissi-

pates in all four cases. Table 5.6 shows that financial frictions amplify this over-/undershooting response,

and that this amplification is decreased in an open economy.

Similarly to the other shocks, international trade therefore dampens the amplification effect of financial

frictions. This occurs because of a terms of trade and a competitive effect. As preferences change and

consumers temporarily prefer to consume more and work less, less output is produced and the economy

contracts.16. As less output is produced, final good producers require less of the intermediate good from

abroad. The decrease in the demand for foreign goods causes the value of the foreign currency to decrease,

meaning that the home currency appreciates. This can be seen from Figure 5.9, as the exchange rate

falls when the financial accelerator is active.17 The appreciation of the home currency makes exports

less competitive, increasing the terms of trade. As exports become more expensive, imports become

relatively cheaper. This allows home foreign-good producers to produce goods more cheaply, increasing

the competitiveness of home producers.

In the foreign economy, the fall in Qt leads to a decrease in the foreign terms of trade, causing imports to

16For more information on the mechanisms behind this, see Section 5.5.1.3.
17Note that my formulation of the exchange rate means that a depreciation of the exchange rate signifies an increase in

Qt.
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Table 5.6: Amplification of Responses of Aggregate Capital, Investment, Output and

Labour Productivity to Preference Shock

Closed Economy Open Economy

Aggregate Capital On impact, 0.27 or *13.5 On impact, 0.12 or *6

(K) At peak, 0.51 or *4.25 At peak, 0.2 or *1.67

Investment On impact, 10.82 or *14.24 On impact, 4.67 or *6.06

(I) At peak, 10.82 or *14.24 At peak, 4.67 or *6.06

Labour in

Production (LP )

On impact response is reversed,

initial response *41.75

On impact response is reversed,

initial response *20

Output

(Y )

On impact response is reversed,

initial response *43.6

On impact response is reversed,

initial response *22.75

Labour Productivity
On impact response is reversed,

initial response *6.44

On impact response is reversed,

initial response *2.35

This table shows the amplification of the response of the variables in the closed and open

economy. The 1st line describes the amplification on impact and the 2nd line the amplification

at the peak response or the overshooting/undershooting response of the respective variables.

Where the response was only amplified and not reversed by financial frictions, each line shows

both the absolute percentage points by which the response increased and the relative increase of

the response. Where the response was reversed by financial frictions, only the relative increase

of the magnitude of the response is shown.

become relatively more expensive. Due to the relative increase in the price of imports, less is imported

and output in the foreign economy falls. As labour in production decreases as a result, the wage rate

increases due to diminishing returns to labour, increasing the fixed exporting cost paid in effective labour.

The increase in this cost forces firms that were previously productive enough to export to exit the export

market. The falling number of foreign exporters in the domestic market decreases competition in the

home market, thereby increasing the profitability of home producers.

As the terms of trade effect and the competitive effect increase the profitability of firms producing at

home, net worth falls by less than in the closed ecomomy, where neither effect occurs. This in turn means

that the capital-to-net worth ratio and therefore the external finance premium increase by less, allowing

entrepreneurs to borrow more relative to the closed economy. These effects lead to a dampened financial

accelerator effect in the open economy.

5.6 Application to the UK Productivity Puzzle

In this section I analyse the extent to which financial frictions can explain the UK Productivity Puzzle.

I hereby contribute to the literature attempting to provide an explanation for the protracted labour

productivity weakness observed in the United Kingdom since the 2008 financial crisis, referred to in the
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Figure 5.10: The UK Productivity Puzzle

literature as the UK Productivity Puzzle. This weakness in UK labour productivity is illustrated in the

graph below.

The graph in Figure 5.10 shows that labour productivity, measured both as output per worker and as

output per hour, dropped sharply in 2008, at the start of the financial crisis, and has remained sluggish

since. In the three business cycles preceding the crisis, labour productivity grew at an average yearly

rate of 1.61%, 2.47% and 2.22% respectively. Since the second quarter of 2009, it has only grown at an

average of 0.56% per year.18

In this chapter, I contribute to the literature seeking to explain the UK Productivity Puzzle by examining

the extent to which financial frictions can help explain the protracted labour productivity weakness that

was witnessed in the UK. Labour productivity started decreasing in the UK in 2008Q2 and continued to

fall until 2009Q1, at which point it had fallen by 4.2% relative to the start of the crisis. This constitutes

a level relative to trend of -5.4%.19 Labour productivity started to recover in 2009Q2, but never reached

18These figures arise from the author’s own calculations. I used data on labour productivity growth

from the ONS, available at https://www.ons.gov.uk/employmentandlabourmarket/peopleinwork/labourproductivity/

timeseries/txbb/prdy, to calculate peak-to-peak average growth rates over the last three business cycles. The moti-

vation for using my own estimates is that growth figures vary slightly across papers. Hughes and Saleheen (2012), for

example argue that the pre-crisis average annual growth rate of labour productivity was 2.4%, while the average annual

growth rate since the crisis was 0.5%. According to Abel et al. (2016), the pre-crisis average annual growth rate of labour

productivity was 2.2%, and the average annual growth rate since the crisis was merely 0.2%. Regardless of what precise

figures are used, the substantial labour productivity weakness is evident.
19To calculate these statistics I used data from ONS, available at https://www.ons.gov.uk/employmentandlabourmarket/

peopleinwork/labourproductivity/datasets/labourproductivity. To calculate a trend path for labour productivity and
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its pre-crisis trend. In 2019Q2 labour producivity was still 15.05% lower than it would have been had it

continued growing at its pre-crisis trend.

In order to examine whether financial frictions can help explain the protracted productivity weakness in

the UK since the crisis, I calibrated a productivity shock in my four model economies to yield a decrease

in labour productivity that is equivalent to the fall in UK labour productivity during the crisis. Hereby

the productivity shock is a proxy for the demand shock that was witnessed. I calibrated and simulated

this shock for the closed economy without financial frictions, the closed economy with financial frictions,

the open economy without financial frictions, and the open economy with financial frictions. Each time I

calibrated the shock to yield a decrease in labour productivity of 4.2%, the maximum decrease in labour

productivity that was observed in the UK during the financial crisis. Since labour productivity started

falling in 2008Q2, that is what I interpret as period 1, the period the shock hits. As Figure 5.11 shows,

the maximum impact is reached instantaneously in the economies with financial frictions, whereas it is

reached only in period 4 in the frictionless economies. I calibrate the shocks to the maximum decrease

and not decrease on impact because I am interested in examining whether financial frictions can help

explain why labour productivity did not recover after its maximum decrease. To do this I need to com-

pare the behaviour of labour productivity after the shock in the economies with and without the financial

accelerator following the same maximum decrease. It is interesting to note that the size of the shock

required to yield the maximum decrease is much lower in the economy with financial frictions than in the

frictionless economy. This prediction is in line with research that indicates that financial frictions can

create a deeper crisis. However, here we are interested in the role financial frictions play for the recovery

of the economy after a given decrease in labour productivity, not the size of the initial shock.

In Figure 5.11, the solid black line denotes the response of the open economy without financial frictions,

the dashed black line denotes the response of the open economy with financial frictions, the red dash-

dotted line plots the response of the closed economy without financial frictions and the red dotted line

plots the response of the closed economy with financial frictions.

Figure 5.11 shows that financial frictions do not contribute much to explaining the UK Prductivity Puzzle,

as the black dashed line and the red dotted line return to the steady state much more quickly than the

black solid and the red dot-dashed lines. When financial frictions are present, in response to a negative

aggregate technology shock entrepreneurs find it harder to borrow money as their net worth decreases.

This induces investment and thereby output and labour productivity to decrease. However, as the shock

dissipates, net worth increases again rapidly, thereby loosening the credit constraints and allowing en-

trepreneurs to increase their borrowing again. Due to this, the economy recovers more quickly than

when financial frictions are not present. Figure 5.11 therefore shows that the economy without financial

frictions more closely replicates the behaviour of labour productivity in the UK following the financial

crisis, as the decrease in labour productivity is more persistent.

deviations from trend I calculated and extrapolated the average growth rate of labour productivity from 1990Q2-2008Q1.

The trend path was calculated by assuming that labour productivity grew at the average rate every quarter since 1990Q2.

Deviations from trend are differences between these values and observed values.
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Figure 5.11: Application to the UK Productivity Puzzle

My model incorporates a similar mechanism to that of Chadha et al. (2017), as financial frictions amplify

the response of labour productivity to shocks. However, this does not necessarily mean that they also lead

to a higher persistence. Chadha et al. (2017) do not apply their model to the UK Productivity Puzzle,

but simply argue that it is conceivable that financial frictions, by amplifying the response of productivity,

may help explain the Puzzle. My model shows that this is not the case. While in response to a negative

aggregate technology shock banks do decrease their lending, thereby decreasing investment, output and

productivity, they increase their lending again after the shock passed. This allows firms to recover more

quickly than if such a loosening of credit constraints did not occur.

More specifically, labour productivity is still at -0.15% relative to the steady state in the open economy

with financial frictions after 45 periods, which I interpret as 2019Q2. In the closed economy with financial

frictions, labour productivity is at -0.73% relative to its steady state level after 45 periods. These figures

compare to an actual labour productivity shortfall of 15.05% in 2019Q2. Financial frictions can therefore

explain around 1% of the productivity shortfall that was still seen in 2019Q2. This is considerably lower

than the estimates of Franklin et al. (2015) and Besley et al. (2020), but is in line with the argument

of Riley et al. (2014a) and Riley et al. (2014b) that financial frictions are not the driving factor of the

Productivity Puzzle in the UK.

My modelling of the UK Productivity Puzzle is relatively crude, and my result that financial frictions

do not play a large role in explaining the puzzle may rest on the assumption that banks, once the shock

passed, are willing to once again lend. During the 2008 financial crisis we saw that banks were unwilling

to lend to increase their own liquidity. Incorporating such a mechanism into my model would allow

me to capture such dynamics, and would conceivably cause more persistence in the response of labour

productivity when financial frictions are present. However, while my model lacks these more specific

dynamics, it does show that in response to a shock leading to a large decline in trade and productivity,
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it is vital to increase lending again as quickly as possible. This substantially decreases the time it takes

firms to recover, thereby decreasing the time it takes for labour productivity to return to its pre-crisis

trend.

5.7 Conclusion

The 2008 financial crisis was characterised by both a dramatic fall in global trade and a substantial credit

crunch, highlighting the significance of both these factors for output and productivity. This importance

has also been well-established in the literature, and a growing amount of literature shows that financial

frictions can also distort international trade. Despite important advances in this field, the joint effect of

financial frictions and trade on productivity is not well understood.

It stands to reason that if financial frictions negatively affect productivity, international trade positively af-

fects productivity and financial frictions distort international trade, then international trade may change

the way in which financial frictions affect the response of macroeconomic variables to macroeconomic

shocks. In this chapter I provided a framework to study and quantify the joint effect of financial frictions

and trade on productivity, and the extent to which international trade affects the amplification effect of

financial frictions. I implemented the standard and well-known financial accelerator from Bernanke et al.

(1999) into a 2-country DSGE model of international trade model that is based on Ghironi and Melitz

(2005). Two main findings stand out from my analysis. Firstly, I show that the well-known financial

accelerator effect of amplifying the response of the economy to macroeconomic shocks also holds in an

international trade model. Secondly, I show that the amplification of the response of the economy is

dampened by the presence of international trade. Like Caggese and Cuñat (2013), Brooks and Dovis

(2020) and Kohn et al. (2017) I thus show that the joint consideration of international trade and finan-

cial frictions is highly important for productivity. Models that consider the effect of financial frictions

on productivity in a closed economy model overstate the impact of financial frictions on the dynamic

response of labour productivity.

There are several avenues for further research. In the first instance, in this model financial frictions

affect international trade and domestic production by the same mechanism; international trade thus

simply dampens the effect of financial frictions. As exporting is more dependent on external finance than

domestic production, extending the model to incorporate differential levels of financial frictions for the

domestic and exporting sector could be useful. Furthermore, the model could be extended to include

financing frictions between the bank and households in addition to the financing frictions between the

bank and firms. This would put a greater emphasis on the importance of the banking sector, and could

further help explain why credit collapsed during the 2008 crisis.
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Chapter 6

Conclusion

In this thesis I addressed three distinct areas of international macroeconomics. In Chapter 3 I empiri-

cally re-considered four prominent puzzles in international macroeconomics with contemporary data, in

Chapter 4 I analysed how resource allocation and endogenous entry into domestic production affect the

dynamic response of labour productivity to a variety of macroeconomic shocks in an international trade

framework, and in Chapter 5 I examined the extent to which international trade affects the amplifying

effect of financial frictions.

In Chapter 3 I addressed four prominent puzzles in international macroeconomics. These were the Quan-

tity Puzzle, which refers to the inability of standard models of international trade to match and thereby

explain that the cross-country correlation of output exceeds the cross-country correlation of consumption

in data, the Positive Co-movement Puzzle, which describes the inability of standard models to match and

thereby explain the simultaneous positive co-movement of output, consumption, investment and employ-

ment, the Backus-Smith Puzzle, which refers to the inability of standard models to generate and therefore

explain the negative correlation between real exchange rates and relative consumption ratios that is found

in data, and the Terms of Trade Puzzle, which describes the inability of standard models of international

trade to replicate and therefore explain a high volatility of the terms of trade relative to output. The four

data patterns that underlie these puzzles are frequently used as validation mechanisms for international

trade models, and many papers attempt to build models that resolve the puzzles. However, the vast

majority of this literature uses very US-focused and relatively old data. In Chapter 3 I re-examined the

four puzzles with recent data and investigated whether the data patterns underlying the puzzles still exist

in recent data. In other words, I examined whether the stylised facts that have been addressed in the

literature still persist today. Four main results stand out from this analysis. First, I find that the data

pattern that underlies the Quantity Puzzle is less prominent in recent data than in older data, as only

65% of the sample exhibits a cross-country correlation of output that exceeds the cross-country correla-

tion of consumption. Furthermore, this data pattern continues to hold for developing countries, but no

longer holds for high-income countries. The intuition behind the decrease in the prominence of the data

pattern and the heterogeneity of the pattern across country groups is increased globalisation, specifically

an increase in financial integration. Second, terms of trade are less volatile than output in recent data

for the majority of countries, especially for high-income and EU countries. This is driven by increased
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trade integration and competition, and a high degree of intra-industry trade. Third, the data pattern

underlying the Backus-Smith Puzzle has become less frequent in recent data. The reason for this is the

creation of the European Monetary Union, as the single currency substantially decreases the likelihood

that a country-pair’s real exchange rate and relative consumption are negatively correlated. For countries

that are not part of a single currency, the observation that real exchange rates and relative consumptions

tend to be negatively correlated remains a stylised fact. Fourth, positive co-movement among macroe-

conomic variables continues to persist in recent data and across many country-pairs. The implications

of these results for the literature are as follows. First, I show that stylised facts can change over time

and differ across country groups. As stylised facts are frequently used as a validation mechanism for

macroeconomic models, a greater awareness of this fact is important to ensure that models are validated

using data patterns that are still present in recent data. Second, to account for the heterogeneity of data

patterns across country-groups, models need to include mechanisms that are appropriate for the country-

group that is being modelled and calibrated for. My results suggest that features such as different levels

of intra-industry trade and financial integration, as well as trade in commodities can be important for in-

ternational trade models in matching the heterogeneity of macroeconomic patterns across country-groups.

In Chapter 4 I addressed the importance of resource allocation and endogenous entry into domestic

production in an international trade model. This analysis was motivated by the fact that international

trade models tend to abstract from endogenous entry, and models that account for endogenous entry

tend to abstract from international trade, despite both factors having been shown to be important for

the business cycle. Furthermore, insofar as endogenous entry and international trade are combined in

a unified framework, usually only one factor of production is considered. However, we also know that

resource allocation can have important implications for the economy. In Chapter 4 I therefore analysed

how resource allocation changes the response of the economy to macroeconomic shocks relative to a model

with only one factor of production while accounting for endogenous entry into domestic production. The

results are as follows. First, capital introduces an element of persistence into the economy, as the time

it takes for the variables to return to their steady state levels increases. Second, the interaction of re-

source allocation and endogenous selection of firms into domestic production reverses the initial response

of labour productivity to an aggregate technology shock relative to MNN. These results on one hand

confirm what is well-known, namely that capital introduces persistence into the response of the economy.

On the other hand, my results pertaining to the response of labour productivity are novel, and show that

the omission of a second factor of production does indeed significantly affect the response of the economy,

especially the response of labour productivity.

In Chapter 5 I studied the extent to which international trade affects the effect of financial frictions.

To carry out this analysis I first replicated the well-known amplification effect of financial frictions and

showed that financial frictions also amplify the response of the economy to macroeconomic shocks in an

open economy setting. I then showed that international trade dampens this amplification effect. This

occurs because of a terms of trade and a competitive effect. In the case of an expansionary technology

shock to the economy, the exchange rate depreciates, inducing a deterioration in the terms of trade. In

the foreign economy, the improvement in the foreign terms of trade leads to a decrease in the wage rate,

which decreases the fixed cost of exporting and allows more foreign firms to enter their export market,
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thereby increasing competition in the home market. Both the terms of trade and competitive effect de-

crease the profitability of home firms. This means that net worth increases by less relative to the closed

economy, allowing entrepreneurs to increase their borrowing by less. These dynamics create a dampened

financial accelerator effect relative to the closed economy. In the case of a negative sunk entry cost shock

and a positive preference shock the opposite applies: the terms of trade and competitive effect increase

the profitability of home producers, causing net worth to fall by less relative to the closed economy. This

allows entrepreneurs to maintain a higher level of borrowing, leading to a dampened financial accelera-

tor effect. The implication of these results is that models that abstract from international trade either

overstate or understate the impact of financial frictions on labour productivity and the economy.

Important avenues for further research remain in the areas addressed in this thesis. For the literature on

macroeconomic puzzles, my results suggest that it continues to be important to find explanations that

resolve the Positive Co-movement Puzzle and the Backus-Smith Puzzle. To build on my novel results it

would be useful to employ a more rigorous empirical analysis and a wider set of macroeconomic variables

to examine precisely what circumstances affect the ranking of the cross-country correlations of output

and consumption, as well as the volatility of the terms of trade. This would provide us with a greater

understanding of what drives the heterogeneity of the data patterns underlying the Quantity Puzzle and

the Terms of Trade Puzzle across country-groups. Regarding the Backus-Smith Puzzle, more research

into what macroeconomic variables affect the sign of the correlation of the real exchange and relative

consumption within a monetary union would be important to better understand the drivers of the puzzle.

To corroborate the results presented in Chapter 4 it would be useful to contrast them with UK data,

for example data on the volatility of labour productivity or entry patterns over the business cycle. In

the area of international trade, financial frictions and productivity, possible further research avenues are

as follows. As exporting is more dependent on external finance than domestic production, differential

levels of financial frictions for the domestic and export sectors could be incorporated into my model. It

would be useful to consider whether such an extension has implications for the results presented in this

thesis. Furthermore, the model could be extended to include financing frictions between the bank and

households in addition to the financing frictions between the bank and firms. This would put a greater

emphasis on the importance of the banking sector, and could further help explain why credit collapsed

during the 2008 crisis.
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Maćkowiak, B., Matejka, F. and Wiederholt, M. (2021), Rational inattention: A review, Working Paper

No. 2570, European Central Bank.

Manaresi, F. and Pierri, N. (2018), Credit supply and productivity growth, Working Paper Number 1168,

Bank of Italy.

Mandelman, F. S., Rabanal, P., Rubio-Ramirez, J. F. and Vilan, D. (2011), ‘Investment-specific technol-

ogy shocks and international business cycles: An empirical assessment’, Review of Economic Dynamics

14(1), 136–155.
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A.2 Cross-Country Consumption Correlations
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A.3 Cross-Country Investment Correlations
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A.4 Cross-Country Labour Correlations
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Appendix B

Chapter 4 Appendices

B.1 Data for Chapter 4

The data for the business cycle statistics is taken from the OECD Main Economics Indicators database.1

For GDP, consumption, investment, exports and imports I used quarterly data from 199Q1-2020Q2,

taken from the National Accounts under the Monthly Economic Indicators - Main Economic Indicators

database. They are, respectively, gross domestic product, private final consumption expenditure, gross

fixed capital formation, exports of goods and services and imports of goods and services. I used the index

of these variables at constant prices. I calculate the standard deviation of the above variables as well as

their standard deviation relative to output.

For data on labour, I used annual data from 1999-2015 (the latest available date) from the Civilian Em-

ployment Index, found under Labour - Annual Labour Force Statistics Archives - Population and Labour

Force. As direct data for the euro area was not available, I constructed an employment index out of the

available data. The constructed employment index is the average of all euro area countries excluding

Malta, Cyprus, Latvia and Lithuania. 2 In order to compute relative labour volatility statistics I also

derived annual GDP volatilities for the time period 1999-2015 from the National Accounts. The relative

labour volatilities stated in Table 4.1 are %standard deviation of annual labour data 1999-2015
%standard deviation of annual GDP data 1999-2015 . It is therefore

possible that the relative volatility for labour stated in Table 4.1 deviates slightly from the percentage

deviation of labour stated in the table divided by the percentage deviation of GDP as stated in the table.

To compute business cycle moments I took the log of all variables and detrended them using a Hodrick-

Prescott filter.

1The link to this database can be found at https://stats.oecd.org/Index.aspx.
2Data for these countries was not available.
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B.2 Complete Model

B.2.1 Model Equations

Price Level
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d̃∗D,t = j
j−θ−1

w∗t f
∗
D,t

Z∗t

d̃X,t = j
j−θ−1

wtfX,t
Zt

d̃∗X,t = j
j−θ−1

w∗t f
∗
X,t

Z∗t

Free Entry Condition

ṽt =
wtfE,t
Zt

ṽ∗t =
w∗t f

∗
E,t

Z∗t

Euler Equations

Euler Equations for Domestic Bonds

C−1
t [Cµt (1− Lt)1−µ]1−γ(1 + ηBH,t) = (1 + rb,t)β

εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ

(C−1
t )∗[(C∗t )µ(1− L∗t )1−µ]1−γ(1 + ηB∗H,t) = (1 + r∗b,t)β

ε∗t+1

ε∗t
(C∗t+1)−1[(C∗t+1)µ(1− L∗t+1)1−µ]1−γ

Euler Equations for Foreign Bonds

C−1
t [Cµt (1− Lt)1−µ]1−γ(1 + ηBF,t) = (1 + r∗t,b)β

Qt+1

Qt

εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ

(C−1
t )∗[(C∗t )µ(1− L∗t )1−µ]1−γ(1 + ηBF,t) = (1 + r∗t,b)β

Qt
Qt+1

ε∗t+1

ε∗t
(C∗t+1)−1[(C∗t+1)µ(1− L∗t+1)1−µ]1−γ
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Euler Equations for Capital

C−1
t [Cµt (1− Lt)1−µ]1−γ = β(1− δk + rkt+1) εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ

(C−1
t )∗[(C∗t )µ(1− L∗t )1−µ]1−γ = β(1− δk + rkt+1)

ε∗t+1

ε∗t
(C∗t+1)−1[(C∗t+1)µ(1− L∗t+1)1−µ]1−γ

Euler Equations for Shares

ṽtC
−1
t [Cµt (1− Lt)1−µ]1−γ = β

(
zminν
z̃D,t

)j
εt+1

εt
C−1
t+1[Cµt+1(1− Lt+1)1−µ]1−γ(d̃t+1 + ṽt+1)

ṽ∗t (C−1
t )∗[(C∗t )µ(1− L∗t )1−µ]1−γ = β

(
z∗minν
z̃∗D,t

)j ε∗t+1

ε∗t
(C∗t+1)−1[(C∗t+1)µ(1− L∗t+1)1−µ]1−γ(d̃∗t+1 + ṽ∗t+1)

Labour-Leisure Condition

(1− Lt)wt = 1−µ
µ Ct

(1− L∗t )w∗t = 1−µ
µ C∗t

Number of Firms

ND,t =
(
νzmin
z̃D,t

)j
(ND,t−1 +NE,t−1)

N∗D,t =
(
νz∗min
z̃∗D,t

)j
(N∗D,t−1 +N∗E,t−1)

NX,t =
(
z̃D,t
z̃X,t

)j
ND,t

N∗X,t =
(
z̃∗D,t
z̃∗X,t

)j
N∗D,t

Factors of ProductionKt−1 = ND,t

(
wt
rkt

α
1−α

)1−α[
θ
θ−1

(
wt

1−α

)1−α(
rkt
α

)α]−θ
(Zt)

θ−1
[
Ytz̃

θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t

]
LP,t = ND,t

(
rkt
wt

1−α
α

)α[
θ
θ−1

(
wt

1−α

)1−α(
rkt
α

)α]−θ
(Zt)

θ−1
[
Ytz̃

θ−1
D,t +

NX,t
ND,t

τ1−θ
t QθtY

∗
t z̃

θ−1
X,t

]
K∗t−1 = N∗D,t

(
w∗t

(rkt )∗
α

1−α

)1−α[
θ
θ−1

(
w∗t

1−α

)1−α(
(rkt )∗

α

)α]−θ
(Z∗t )θ−1

[
Y ∗t (z̃∗D,t)

θ−1+
N∗X,t
N∗D,t

τ1−θ
t Q−θt Yt(z̃

∗
X,t)

θ−1
]

L∗P,t = N∗D,t

(
(rkt )∗

w∗t

1−α
α

)α[
θ
θ−1

(
w∗t

1−α

)1−α(
(rkt )∗

α

)α]−θ
(Z∗t )θ−1

[
Y ∗t (z̃∗D,t)

θ−1 +
N∗X,t
N∗D,t

τ1−θ
t Q−θt Yt(z̃

∗
X,t)

θ−1
]

Capital Law of Motion

Kt = (1− δk)Kt−1 + It,

K∗t = (1− δk)K∗t−1 + I∗t ,

Market Clearing Conditions

Yt = Ct + It

Y ∗t = C∗t + I∗t

Trade Balance Equation

BH,t +
B∗F,t
Qt
− (1 + rt−1)BH,t−1 − (1 + rt−1)

B∗F,t−1

Qt
= Qt(NX,tρ̃

1−θ
X,t )Y ∗t −N∗X,t(ρ̃∗X,t)1−θYt.

Labour Market Clearing

Lt = LP,t + LE,t + LD,t + LX,t,

L∗t = L∗P,t + L∗E,t + L∗D,t + L∗X,t,

where
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LE,t =
NE,tfE,t

Zt
,

L∗E,t =
N∗E,tf

∗
E,t

Z∗t

LD,t =
ND,tfD,t

Zt

L∗D,t =
N∗D,tf

∗
D,t

Z∗t

LX,t =
NX,tfX,t

Zt

L∗X,t =
N∗X,tf

∗
X,t

Z∗t
.

Bond Market Clearing

Bt +B∗F,t = 0,

BF,t +B∗H = 0.

Further Variables

Exports

Ext = Y ∗t NX,tρ̃
1−θ
X,t

Ex∗t = YtN
∗
X,t(ρ̃

∗
X,t)

1−θ

Trade Balance

TBt = Ext − Ex∗t
TB∗t = Ex∗t − Ext.

GDP

GDPt = wtLt + rktKt−1 +ND,td̃t −NE,tṽt + TBt

GDP ∗t = w∗tL
∗
t + (rkt )∗K∗t−1 +N∗D,td̃

∗
t −N∗E,tṽ∗t + TB∗t

Labour Productivity

LaProdt = GDPt
Lt

,

LaProd∗t =
GDP∗t
L∗t

,

B.2.2 Steady State Model

Assume that fE = f∗E , fX = f∗X .

For the initval block in Dynare I set BH = B∗H = BF = B∗F = 0, Z = Z∗ = 1, Q = 1 and used the

following guess values:

z̃X = 3

z̃∗X = 3

z̃D = 2

z̃∗D = 2

w = 5

w∗ = 5
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Interest Rates

r = 1
β − 1

r∗ = 1
β − 1

Return on Capital

rk = 1
β + δk − 1

(rk)∗ = 1
β + δk − 1

Average Prices ρ̃D = θ
θ−1

(
w

1−α

)1−α(
rk

α

)α
1
z̃D

ρ̃∗D = θ
θ−1

(
w∗

1−α

)1−α(
(rk)∗

α

)α
1
z̃∗D

ρ̃X = τ θ
θ−1

(
w

1−α

)1−α(
rk

α

)α
1
z̃X

ρ̃∗X = τ θ
θ−1

(
w∗

1−α

)1−α(
(rk)∗

α

)α
1
z̃∗X

Number of Firms

ND = 1

ρ̃1−θ
D +0.1ρ̃1−θ

X

N∗D = 1
(ρ̃∗D)1−θ+0.1(ρ̃∗X)1−θ

NE =
1−
(
zminν

˜zD

)j(
zminν

˜zD

)j
N∗E =

1−
(
z∗minν

˜zD
∗

)j(
z∗
min

ν

˜zD
∗

)j
NX =

(
z̃D
z̃X

)j
N∗X =

(
z̃∗D
z̃∗X

)j
Firm Value:

ṽ = wfE .

ṽ∗ = w∗f∗E .

Factors of Production

K = ND

(
wα

rk(1−α)

)1−α[(
w

1−α

)1−α(
rk

α

)α
θ
θ−1

]−θ
[Y z̃θ−1

D + NX
ND

Y ∗τ1−θ z̃θ−1
X ]

K∗ = N∗D

(
w∗α

(rk)∗(1−α)

)1−α[(
w∗

1−α

)1−α(
(rk)∗

α

)α
θ
θ−1

]−θ
Y ∗[(z̃∗D)θ−1 +

N∗X
N∗D)Y τ

1−θ(z̃∗X)θ−1]

LP = ND

(
rk(1−α)
wα

)α[(
w

1−α

)1−α(
rk

α

)α
θ
θ−1

]−θ
[Y z̃θ−1

D + NX
ND

Y ∗τ1−θ z̃θ−1
X ]

L∗P = N∗D

(
(rk)∗(1−α)

w∗α

)α[(
w∗

1−α

)1−α(
(rk)∗

α

)α
θ
θ−1

]−θ
[Y ∗(z̃∗D)θ−1 +

N∗X
N∗D)Y τ

1−θ(z̃∗X)θ−1]

I = δkK

I∗ = δkK∗
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Consumption

C = wL+ rkK +NDṽ
1−β(

zminν

˜zD

)j
β

C∗ = w∗L∗ + (rk)∗K∗ +N∗Dṽ
∗ 1−β(

z∗
min

ν

˜zD
∗

)j
β

Labour Market Clearing

L = LP + fENE + fXNX + fDND

L∗ = L∗P + f∗EN
∗
E + f∗XN

∗
X + f∗DN

∗
D

Profits

d̃D = 1
θ (ρ̃D)1−θY − wfD

d̃∗D = 1
θ (ρ̃∗D)1−θY ∗ − w∗f∗D

d̃X = 1
θ (ρ̃X)1−θY ∗ − wfX

d̃∗X = 1
θ (ρ̃∗X)1−θY − w∗f∗X

d̃ = d̃D + NX
ND

d̃X

d̃∗ = d̃∗D +
N∗X
N∗D

d̃∗X

Output

Y = C + I.

Y ∗ = C∗ + I∗

Other Variables Exports Ex = Y ∗NX ρ̃
1−θ
X

Ex = Y N∗X(ρ̃∗X)1−θ

Trade Balance

TB = Ex− Ex∗

TB∗ = Ex∗ − Ex.

GDP

GDP = wL+ rkK +NDd̃−NE ṽ + TB

GDP ∗t = w∗L∗ + (rk)∗K∗ +N∗Dd̃
∗ −N∗E ṽ∗ + TB∗

Labour Productivity

LaProd = GDP
L ,

LaProd∗ = GDP∗

L∗ ,

This model was solved and simulated using Dynare.3

3https://www.dynare.org/
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B.3 Parameter Values

Table B: Parameter Values

Parameter Value Description

θ 6 Elasticity of substitution across goods

j 5.65 Shape parameter

zmin 1 Minimum relative productivity for producing - home economy

z?min 1 Minimum relative productivity for producing - foreign economy

γ 2 Relative risk aversion

β 0.99 Discount factor

α 0.36 Factor Intensity

δk 0.025 Depreciation rate of capital

fE 1 Sunk cost of entry - home

f?E 1 Sunk cost of entry - foreign

fD 0.004 Fixed cost of domestic production - home

f?D 0.004 Fixed cost of domestic production - foreign

fX 0.006 Fixed cost of exporting - home

f?X 0.006 Fixed cost of exporting - foreign

τ 1.39 Variable cost of exporting

ρZ 0.9 Aggregate Technology AR process parameter - home

ρ?Z 0.9 Aggregate Technology AR process parameter - foreign

ρfe 0.9 Sunk entry cost AR process parameter - home

ρ?fe 0.9 Sunk entry cost AR process parameter - foreign

ρτ 0.9 Variable iceberg cost AR process parameter

ρε 0.9 Preference AR process parameter - home

ρ?ε 0.9 Preference AR process parameter - foreign
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B.4 Differences in My Replication of MNN

I replicated the figures MNN use in their paper, which means that the baseline replication of their models

is correct. When using this replication in my analysis, I depart from the original model in five ways:

1. I define labour productivity differently to MNN,

2. I change the free entry condition from the formulation in MNN,

3. I do not allow for an exogenous death shock,

4. I allow for international trade in bonds and thus unbalanced trade,

5. I calibrate the model to the UK and not the US.

I define labour productivity differently to MNN, who define labour productivity as LaProdt = GDPt

L−
(
z̃D,t
zmin

)j
Ne

fE,t
Z

,

while I define it as LaProdt = GDPt
Lt

. I therefore include the labour that is used to cover sunk costs in

my definition.

I do not allow for an exogenous death shock in my analysis. Instead I completely endogenise the firm

exit rate and calibrate it to the average firm exit rate of the UK.

I also change the definition of the free entry condition, which states that the average firm value must

equal the sunk cost of entry. In MNN this is adapted to account for the probability of drawing a produc-

tivity large enough to produce in the next period. However, this is already accounted for in the Euler

equation that pins down the average firm value, which is why I remove the relevant term from the free

entry condition.

All modifications have been thought about carefully. It is important to be aware of them, as it means that

the business cycle statistics I report on for my replication of the model may differ from those presented

in either of the papers. Furthermore, my IRFs for MNN will differ from the ones found in their paper as

a result of these modifications.
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Appendix C

Chapter 5 Appendices

C.1 Demand for Capital

Recall equation (5.5):

[1− F (ω̄)]ω̄Rkt+1qtK
j
t + (1− µ)

∫ ω̄

0

ωRkt+1qtK
j
t dF (ω) = Rt+1(qtK

j
t −N

j
t )

Define as r(ω̄) the expected gross share of profits going to the lender: r(ω̄) =
∫ ω̄

0
ωf(ω)dω+ω̄

∫∞
ω̄
f(ω)dω,

where the first term is the second term of the above equation, expected receipts in case of default, and

the 2nd term is the first term of the above equation, i.e.[1− F (ω̄)]ω̄Rkt+1qtK
j
t .

If ωj ≤ ω̄, then the lender receives the return ω, multiplied by function of returns. If ωj ≥ ω̄, the FI

receives the return ω̄ multiplied by the function governing returns to capital.

Define monitoring costs as: µG(ω̄) = µ
∫ ω̄

0
ωf(ω)dω.

The net share of profits going to the lender are then r(ω̄)−µG(ω̄), and the share going to the entrepreneur

is 1− r(ω̄).

The problem for the entrepreneur, when simplified by dropping time subscripts, is:

max
w.r.t:Rkω̄,k,λ

[1− r(ω̄)]RkqK

s.t.

[r(ω̄)− µG(ω̄)]RkKq = R(qK −N).

The Langrangian corresponding to this problem is:

L = [1− r(ω̄)]RkqK + λ
[
[r(ω̄)− µG(ω̄)]RkKq −R(qK −N)

]
Divide by RN :

L = [1− r(ω̄)]
Rk

R

qK

N
+ λ
[
[r(ω̄)− µG(ω̄)]

Rk

R

Kq

N
−
(qK
N
− 1
)]
.
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Next, define Rk

R = s and k = KQ
N :

L = [1− r(ω̄)]sk + λ
[
[r(ω̄)− µG(ω̄)]sk − (k − 1)

]
.

The FOCs are:

ω̄ : r′(ω̄)− λ[r′(ω̄)− µG′(ω̄)] = 0.

k : [(1− r(ω̄)) + λ(r(ω̄)− µG(ω̄))]s− λ = 0.

λ : [r(ω̄)− µG(ω̄)]sk]− (k − 1) = 0.

Solve the FOC for capital for s:

λ =
[
1− r(ω̄) + λ

(
r(ω̄)− µG(ω̄)

)]
s.

l

s = λ
1−r(ω̄)+λ[r(ω̄)−µG(ω̄)] .

Substitute the above expression for s into the FOC for λ:

[r(ω̄)− µG(ω̄)] λ
1−r(ω̄)+λ[r(ω̄)−µG(ω̄)] = k−1

k .

l

1 + λ[r(ω̄)−µG(ω̄)]
1−r(ω̄) = k.

Next, define ψ = 1 + λ[r(ω̄)−µG(ω̄)]
1−r(ω̄) =.

Thus,

k = ψ(ω̄).

Recalling that k =
qtK

j
t

Ntj ,

qtK
j
t = N j

t ψ
(Rkt+1

Rt

)
.

C.2 Full log-linearised Model

Pricing Equations

0 = A−1
(τzmin

z̃X

)θ−1( j

j − (θ − 1)

)
(N̂D,t + ρ̂D,t) +

(zmin
z̃X

)j( j

j − (θ − 1)

) j
θ−1

A−1(N̂∗X,t + ρ̂∗X,t).

ˆ̃ρD,t = (1− α)ŵt + αr̂kt − Ẑt − z̃D,t.
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ˆ̃ρX,t = (1− α)ŵt + αr̂kt + τ̂t − Q̂t − Ẑt − ˆ̃zX,t.

Profits

d̂D,t =
j

(θ − 1)

(
(1− θ)ρ̂D,t + Ŷf,t

)
− j − (θ − 1)

θ − 1
(ŵt + f̂D,t − Ẑt).

d̂X,t =
j

(θ − 1)

(
Q̂t + (1− θ)ρ̂X,t + Ŷ ∗f,t

)
− j − (θ − 1)

θ − 1
(ŵt + f̂X,t − Ẑt).

d̂t =
θ − 1

j − (θ − 1)

(
zminν
z̃D,t

)j
β

1−
(
zminν
z̃D,t

)j
β

fD
fE

d̂D,t +
NX
ND

θ − 1

j − (θ − 1)

(
zminν
z̃D,t

)j
β

1−
(
zminν
z̃D,t

)j
β

fX
fE

[N̂X,t + d̂X,t − N̂D,t].

ZPC and FE Condition

d̂D,t = ŵt + f̂D,t − Ẑt.

d̂X,t = ŵt + f̂X,t − Ẑt.

v̂t = ŵt + f̂e,t − Ẑt.

Number of Firms

N̂D,t = −jẑD,t +
(zminν

z̃D

)j
N̂D,t−1 +

[
1−

(zminν
z̃D

)j]
δN̂E,t−1.

N̂X,t = N̂D,t + jẑD,t − jẑX,t.

Euler Equations

[1− (1− γ)µ)]Ĉt+1 =
R

1 +R
R̂t + [1− (1− γ)µ)]Ĉt + ε̂t+1 − ε̂t + (1− γ)(1− µ)

L

(1− L)
[L̂t+1 − L̂t].

v̂t = [1− (1− γ)µ]Ĉt + [(1− γ)µ− 1]Ĉt+1 + ε̂t+1 − ε̂t

+ (1− γ)(1− µ)
L

(1− L)
[L̂t+1 − L̂t] +

[
1−

(zminν
z̃D

)j
β
]
d̂t+1 +

(zminν
z̃D

)j
βv̂t+1.

Ĉt = ŵt −
L

(1− L)
L̂t.

Factors of Production

L̂P,t = αr̂kt − αŵt − Ẑt + τθ z̃θ−1
D z̃−θX

1

B

[
Ŷf,t + N̂D,t − θρ̂D,t − ẑD,t

]
+

NX
ND

τ z̃−1
X

1

B

[
N̂X,t + τ̂t + Ŷ ∗f,t − θρ̂X,t − ẑX,t

]
.

K̂t = (1− α)ŵt − (1− α)r̂kt − Ẑt + τθ z̃θ−1
D z̃−θX

1

B

[
Ŷf,t + N̂D,t − θρ̂D,t − ẑD,t

]
+

NX
ND

τ z̃−1
X

1

B

[
N̂X,t + τ̂t + Ŷ ∗f,t − θρ̂X,t − ẑX,t

]
.

K̂t = (1− δk)K̂t−1 + δk Ît.
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Entrepreneur Equations

Ĉet = N̂t.

R̂kt+1 =
rk

rk + (1− δk)
r̂kt +

(1− δk)

rk + (1− δk)
q̂t+1 − q̂t.

N̂t = (1−δ)K(Rk −R)

N
[K̂t−1 + q̂t−1]+(1−δ)R

kK

N
R̂kt −

(
(1−δ)RK

N
−(1−δ)R

)
R̂t−1 +(1−δ)RN̂t−1.

q̂t = φ(Ît − K̂t−1),

E
{
R̂kt+1

}
− R̂t = −ψ[N̂t − q̂t − K̂t],

where −ψ =
s′(NK )

s(NK )
N
K .

Market Clearing Conditions

L̂t =
LP
L
L̂P,t +

NEfE
L

(N̂E,t + f̂E,t − Ẑt) +
NXfX
L

(N̂X,t + f̂X,t − Ẑt) +
NDfD
L

(N̂D,t + f̂D,t − Ẑt),

where L = 0.33, ND = ρ̃θ−1
X A−1, NX =

(
z̃D
z̃X

)j
ND, NE =

1−
(
zminν

z̃D

)j(
zminν

z̃D

)j .

ˆ
Y ft =

C

Y f
Ĉt +

Ce

Y f
Ĉet +

I

Y f
Ît.

Q̂t = N̂∗X,t + (1− θ)ρ̂∗X,t + Ŷf,t − N̂X,t − (1− θ)ρ̂X,t − Ŷ ∗f,t.

C.3 Closed Economy Model

Pricing Equations

0 = N̂D,t + ρ̂D,t.

ˆ̃ρD,t = (1− α)ŵt + αr̂kt − Ẑt − ẑD,t.

Profits and FE Condition

d̂D,t =
j

θ − 1
((1− θ)ρ̂D,t + Ŷf,t)−

j − (θ − 1)

θ − 1
(ŵt + f̂D,t − Ẑt).

d̂D,t = ŵt + f̂D,t − Ẑt.

v̂t = ŵt + f̂e,t − Ẑt.

Number of Firms

N̂D,t = −jẑD,t +
(zminν

z̃D

)j
N̂D,t−1 +

[
1−

(zminν
z̃D

)j]
δN̂E,t−1.

Euler Equations

[1− (1− γ)µ)]Ĉt+1 =
R

1 +R
R̂t + [1− (1− γ)µ)]Ĉt + ε̂t+1 − ε̂t + (1− γ)(1− µ)

L

(1− L)
[L̂t+1 − L̂t].

v̂t = [1− (1− γ)µ]Ĉt + [(1− γ)µ− 1]Ĉt+1 + ε̂t+1 − ε̂t

+ (1− γ)(1− µ)
L

(1− L)
[L̂t+1 − L̂t] +

[
1−

(zminν
z̃D

)j
β
]
d̂t+1 +

(zminν
z̃D

)j
βv̂t+1.
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Ĉt = ŵt −
L

(1− L)
L̂t.

Factors of Production

L̂P,t = αr̂kt − αŵt − Ẑt − ẑD,t − θρ̂D,t + Ŷt.

K̂t = (1− α)ŵt − (1− α)r̂kt − Ẑt − ẑD,t − θρ̂D,t + Ŷt.

K̂t = (1− δk)K̂t−1 + δk Ît.

Entrepreneur Equations

Ĉet = N̂t.

R̂kt+1 =
rk

rk + (1− δk)
r̂kt +

(1− δk)

rk + (1− δk)
q̂t+1 − q̂t.

N̂t = (1−δ)K(Rk −R)

N
[K̂t−1 + q̂t−1]+(1−δ)R

kK

N
R̂kt −

(
(1−δ)RK

N
−(1−δ)R

)
R̂t−1 +(1−δ)RN̂t−1.

q̂t = φ(Ît − K̂t−1),

E
{
R̂kt+1

}
− R̂t = −ψ[N̂t − q̂t − K̂t],

where −ψ =
s′(NK )

s(NK )
N
K .

Market Clearing Conditions

L̂t =
LP
L
L̂P,t +

NEfE
L

(N̂E,t + f̂E,t − Ẑt) +
NDfD
L

(N̂D,t + f̂D,t − Ẑt),

where L = 0.33, ND = ρ̃θ−1
D , NE =

1−
(
zminν

z̃D

)j(
zminν

z̃D

)j ND, LP =
(
rk(1−α)
wα

)α[
θ
θ−1

(
w

1−α

)1−α(
rk

α

)α]−θ
Y z̃θ−1

D

ˆ
Y ft =

C

Y f
Ĉt +

Ce

Y f
Ĉet +

I

Y f
Ît.
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C.4 Parameter Values

Given the model parameterisation described in tables C.4.1 and C.4.2, I solve for and set the steady state

of the following variables:

ρ̃X , ρ̃?X , w, w?, K, K?, LP , L?P , ND, N?
D, NE , N?

E I, I?, Y , Y ?, I
Y ,
(
I
Y

)?
, C
Y ,
(
C
Y

)?
I set
µ

1−µ −
1

1−µL = ρ̃θ−1
X A−1 1−β(

zminν
z̃D

)j
β

fE + R−1
1−α

(
1
z̃X

θτ
θ−1

) 1
1−α
(
rk

α

) α
1−α

ρ̃
1

α−1

X .;

w = (1− α)
[
]ρ̃X z̃X

θ−1
θτ

(
α
rk

)α] 1
1−α

;

ND = ρ̃θ−1
X A−1, where A = τθ−1

(
zmin
z̃X

)θ−1
j

j−(θ−1) +
(
zmin
z̃X

)j(
j

j−(θ−1)

) j
θ−1

;

NE =
1−
(
zminν

z̃D,t

)j(
zminν

z̃D,t

)j ND;

Y = wfX ρ̃
θ−1
X

jθ
j−(θ−1)

K = ND

(
wα

rk(1−α)

)1−α[(
w

1−α

)1−α(
rk

α

)α
θ
θ−1

]−θ
Y [z̃θ−1

D + NX
ND

τ1−θ z̃θ−1
X ];

LP = ND

(
rk(1−α)
wα

)α[(
w

1−α

)1−α(
rk

α

)α
θ
θ−1

]−θ
Y [z̃θ−1

D + NX
ND

τ1−θ z̃θ−1
X ];

I = δkK;
I
Y = I

Y ;
C
Y = 1− Ce

Y −
I
Y .

In the closed economy model I set:

µ
1−µ −

1
1−µL = ρ̃θ−1

D
1−β(

zminν
z̃D

)j
β

fE + R−1
1−α

(
1
z̃D

θ
θ−1

) 1
1−α
(
rk

α

) α
1−α

ρ̃
1

α−1

D ,

ND = ρ̃θ−1
D ,

NE =
1−
(
zminν

z̃D,t

)j(
zminν

z̃D,t

)j ND;

Y = wfDρ̃
θ−1
D

jθ
j−(θ−1)

K = ND

(
wα

rk(1−α)

)1−α[(
w

1−α

)1−α(
rk

α

)α
θ
θ−1

]−θ
Y z̃θ−1

D ;

LP = ND

(
rk(1−α)
wα

)α[(
w

1−α

)1−α(
rk

α

)α
θ
θ−1

]−θ
Y z̃θ−1

D ;

I = δkK;
I
Y = I

Y ;
C
Y = 1 − Ce

Y −
I
Y . The other parameters are set identically to the open economy model, as set out in

tables C.4.1 and C.4.2.
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Table C.4.1: Calibrated Parameter Values

Parameter Value Description

θ 6 Elasticity of substitution across goods

j 5.65 Shape parameter

zmin 1 Minimum relative productivity for producing - home

z?min 1 Minimum relative productivity for producing - foreign

δ 0.025 Exit rate

γ 2 Relative risk aversion

β 0.99 Discount factor

τ 1.39 Iceberg cost

µ 0.38 Share of consumption in utility

ν 1.541 Productivity parameter

α 0.37 Capital share

δk 0.025 Depreciation rate of capital

fE 1 Sunk entry cost - home

f?E 1 Sunk entry cost - foreign

fX 0.006 Fixed exporting costs - home

f?X 0.006 Fixed exporting costs - foreign

fD 0.004 Fixed cost of domestic production - home

f?D 0.004 Fixed cost of domestic production - foreign

Z 1 Aggregate technology - home

ρZ 0.9 Productivity AR process parameter - home

ρ?Z 0.9 Productivity AR process parameter - foreign

ρfe 0.9 Sunk entry cost AR process parameter - home

ρ?fe 0.9 Sunk entry cost AR process parameter - foreign

ρε 0.9 Preferences AR process parameter - home

ρ?ε 0.9 Preferences AR process parameter - foreign

φ 0.25
Elasticity of price of capital

with respect to capital-investment-ratio

υ
0 if the FA is off

0.5 if the FA is on
Leverage ratio

204



Table C.4.2: Steady State Parameter Values

Parameter Value Description

z̃D 1.548 Steady state average domestic productivity level - home

z̃?D 1.548 Steady state average domestic productivity level - foreign

z̃X 2.33 Steady state average exporting productivity level - home

z̃?X 2.33 Steady state average exporting productivity level - foreign

Z 1 Steady state aggregate technology level - home economy

Z? 1 Steady state aggregate technology level - foreign

Q 1 Steady state exchange rate

ε 1 Steady state preference parameter - home

ε? 1 Steady state preference parameter - foreign

L 0.33 Steady state value of aggregate labour - home

L? 0.33 Steady state value of aggregate labour - foreign
NX
ND

0.099 Steady state proportion of exporting firms - home

(NXND )? 0.099 Steady state proportion of exporting firms - foreign

r 1
β Steady state interest rate - home

r? 1
β Steady state interest rate - foreign

Rk
r if the FA is off

r + 0.005 if the FA is on
Steady state return to capital - home

(Rk)?
r if the FA is off

r + 0.005 if the FA is on
Steady state return to capital - foreign

rk Rk − (1− δk) Steady state rental rate of capital - home

(rk)? Rk − (1− δk) Steady state rental rate of capital - foreign
K
N 2 Steady state ratio of capital to net worth - home(
K
N

)?
2 Steady state ratio of capital to net worth - foreign

Ce

Yf
0.01

Steady state entrepreneurial

consumption to output ratio - home(
Ce

Yf

)?
0.01

Steady state entrepreneurial

consumption to output ratio - foreign

q 1 Steady state price of capital - home

q? 1 Steady state price of capital - home
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