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Abstract: In this thesis, we present recent advances at the precision frontier of
higher-order quantum chromodynamics (QCD) calculations. We consider massless
two-loop five-point amplitudes, with a particular focus on diphoton-plus-jet pro-
duction through gluon fusion. We build a library of infrared functions up to at
most next-to-next-to-leading order (NNLO) in QCD, which can be used to validate
amplitudes and construct counterterms in subtraction schemes at NNLO. We review
progress in the novel use of machine learning technology to optimise the evaluation
of amplitudes in hadron collider simulations. We present the full-colour virtual
QCD corrections to diphoton-plus-jet production through gluon fusion, discussing
the new techniques developed to calculate these non-planar two-loop amplitudes.
We use these amplitudes to compute the next-to-leading order QCD corrections to
the differential cross sections of diphoton-plus-jet production through gluon fusion
at the Large Hadron Collider. We also present the leading-colour double-virtual
corrections to hadronic trijet production. All derived amplitudes are made available
in a public implementation that is ready for further phenomenological application.
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Chapter 1

Introduction

The Standard Model (SM) is one of the most successful scientific theories of his-
tory, including the most precise agreements of prediction and experiment ever
achieved [6, 7]. However, it fails to describe some observed phenomena of the uni-
verse and contains empirical parameters [8]. The subject of this thesis is precision
quantum chromodynamics (QCD) phenomenology, which is an indirect search for
physics beyond the SM by comparing high-precision SM predictions to measure-
ments at hadron colliders [9]. New physics would appear as small deviations from
SM expectations [10].

In this chapter, we introduce the basic toolkit required to calculate QCD cor-
rections to amplitudes and use them to construct high-precision predictions for
observables at colliders. We begin in Section 1.1 with a brief review of the relevant
sectors of the SM. We discuss how amplitudes can be used to construct collider
observables in Section 1.2, touching on some details of amplitudes in Section 1.3. In
Section 1.4, we look at how we can simplify the computation of QCD amplitudes by
factorising into colour and kinematic contributions, treating the former with colour
decomposition. In Section 1.5, we cover various representations of the kinematics
and some methods for computing partial amplitudes. In Section 1.6, we discuss how
on-shell methods can be used to calculate loop-level amplitudes. In Section 1.7, we
show how finite field arithmetic can aid the computation of amplitudes. We motivate
the phenomenology of diphoton production in Section 1.8, before summarising the
contents of this thesis in Section 1.9.

For further reading on these topics, see the textbooks [11–21], lectures [22–24],
reviews [25–28], and theses [29–31].
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Figure 1.1: Table of the particle content of the SM. Outlines of the cor-
responding colour contain particles carrying strong (red), electromagnetic
(blue), or weak (green) gauge charge. The electric charge (blue) and colour
representation (red) are shown in the upper right corner of appropriate
particle boxes. For massive particles, there is a yellow circle with area
proportional to the mass on a square-root scale (data from Ref. [8]).
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1.1 The Standard Model
The SM is our current best description of the fundamental structure of the universe.
It is a quantum field theory (QFT) with a direct product gauge group,

SUC(3)× SUL(2)× UY (1)→ SUC(3)× UEM(1) . (1.1.1)

The first Lie group is the strong interaction, with subscript C for colour, which is
described by QCD. The next two comprise the electroweak sector, with subscript
L for left-handed chirality and Y for hypercharge. The transition in Eq. (1.1.1)
is electroweak spontaneous symmetry breaking (ESSB) through the Higgs mecha-
nism [32,33], which gives rise to the weak and electromagnetic (EM) interactions we
observe. The resultant EM group is described by quantum electrodynamics (QED).
The SM does not describe gravity.

The forces are mediated by vector bosons (spin-1), also called gauge bosons:
the massless gluon g for the strong force, the massive W± and Z bosons for the
weak force, and the massless photon γ for the EM force. The matter particles
of the SM are fermions (spin-1/2). This includes the quarks—the up u, down d,
charm c, strange s, top t, and bottom b—which are massive and carry colour, weak
charge, and electric charge. The other fermions are the leptons, including: charged
leptons—the electron e, muon µ, and tau τ—which are massive and carry weak and
electric charge; and the neutrinos—the electron neutrino νe, muon neutrino νµ, and
tau neutrino ντ—which are massless1 and carry only weak charge. The different
types of quarks and leptons are referred to as flavours. Each fermion comes with
an antiparticle, which we denote with an overline. There is also the Higgs boson H,
which is a scalar boson (spin-0). It generates the masses of the W± and Z bosons,
the charged leptons, and the quarks through ESSB. The particles of the SM are
tabulated in Fig. 1.1.

As QED and QCD are the relevant sectors for this thesis, we will further discuss
them in the following sections. The complete SM Lagrangian, along with all Feynman
rules, is presented in Ref. [34].

1.1.1 Quantum electrodynamics

QED is a QFT describing the EM interaction. It is an abelian gauge theory with
gauge group U(1). The gauge charge is electric charge. The photon field Aµ couples
to (anti)fermion fields (ψf ) ψf with mass mf , which includes the quarks and charged

1While neutrinos are massless in the SM, this is a shortcoming of the model as the experimental
evidence of neutrino oscillations indicates that they have a small yet non-zero mass.
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leptons. With the imaginary unit,

i2 = −1 , (1.1.2)

and the Dirac adjoint and Dirac slash,

ψ = ψ†γ0 ,

/D = Dµγ
µ ,

(1.1.3)

where γµ with µ ∈ {0, 1, 2, 3} in four dimensions are the gamma matrices, the
classical part of the QED Lagrangian is

Lclassical
QED = −1

4FµνF
µν +

∑

f

ψf
(
i /D −mf

)
ψf , (1.1.4)

with the field strength tensor,

Fµν = ∂µAν − ∂νAµ , (1.1.5)

and the covariant derivative,

Dµ = ∂µ − iQfeAµ . (1.1.6)

The EM coupling Qfe is equal to the electric charge of the fermion f , with

Qf =





−1 charged lepton (e, µ, τ) ,
2
3 up-type quark (u, c, t) ,
−1

3 down-type quark (d, s, b) .
(1.1.7)

The coupling is often expressed in terms of the dimensionless quantity,

α = e2

4π , (1.1.8)

called the fine structure constant. The coupling depends on the energy scale, as
discussed in Section 1.1.2.

The quantisation of the Lagrangian involves adding a gauge fixing term. This
allows a propagator to be defined for the photon, which depends on the gauge choice,
such as Rξ gauge (Chapter 62 of Ref. [15]). Because the gauge degrees of freedom
are unphysical, any physical predictions of the theory are independent of the choice
of gauge. They are also unchanged by gauge transformations, which is a property
we call gauge invariance. We discuss gauges in more detail for the non-abelian case
of QCD.
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1.1.2 Quantum chromodynamics

QCD is a QFT describing the strong interaction. It is a non-abelian gauge theory
with gauge group SU(3). The gauge charge is called colour charge. The gluon
fields Aaµ lie in the adjoint representation with a ∈ {1, . . . , 8}, and are coupled
to (anti)quark fields (ψiq) ψiq lying in the (anti)fundamental representation with
i ∈ {1, 2, 3}. The classical part of the QCD Lagrangian is

Lclassical
QCD = −1

4F
a
µνF

a,µν +
∑

q

ψiq
(
i /Dij − δijmq

)
ψjq ,

F a
µν = ∂µA

a
ν − ∂νAaµ + gsf

abcAbµA
c
ν ,(

Dµ

)
ij

= δij∂µ − igstaijAaµ ,

(1.1.9)

where taij are the SU(3) generators in a fundamental representation. There exist
various possible matrix representations; one is through the proportionality to the
Gell-Mann matrices [35] λaij,

taij = 1
2λ

a
ij . (1.1.10)

The structure constants fabc are defined by the commutator of the fundamental
generators,

[
ta, tb

]
= ifabctc . (1.1.11)

The strong coupling gs is often expressed in terms of the dimensionless parameter,

αs = gs
2

4π . (1.1.12)

Again, a gauge fixing term is introduced as in the abelian case of QED. Rξ gauge
adds a covariant gauge fixing term,

LRξQCD = − 1
2ξ
(
∂µAaµ

)2
, (1.1.13)

which leads to the gluon propagator,

Gab
µν(p) = iδab

p2 + iε

(
−ηµν + (1− ξ)

pµpν

p2 + iε

)
. (1.1.14)

This encompasses Feynman gauge for ξ = 1 and Landau gauge for ξ → 0.
With covariant gauges, the non-abelian theory can also require the introduction

of ghost fields to cancel unphysical modes through a procedure such as the Faddeev-
Popov method [36]. The ghost field ca is in the adjoint representation of SU(Nc)
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and is fermionic. The ghost term of the Lagrangian can take the form,

Lghost
QCD =

(
∂µc

a
)
Dµ
ab c

b , (1.1.15a)

Dµ
ab = ∂µδab + i(F c)ab(Ac)µ , (1.1.15b)

(F a)bc = −ifabc , (1.1.15c)

where Dµ
ab is the covariant derivative in the adjoint representation and (F a)bc is the

SU(Nc) generator in an adjoint representation. These ghosts appear in amplitude
loops (Section 1.3).

Axial gauges are an alternative choice which can be ghost-free at the cost of
a more complicated gluon propagator. We fix the gauge field with respect to an
arbitrary reference vector qµ,

Laxial
QCD = − 1

2ξ
(
qµAaµ

)2
, (1.1.16)

giving the gluon propagator,

Gab
µν(p) = iδab

p2 + iε

(
−ηµν +

pµqν + pνqµ
p · q

−
(
q2 + ξp2) pµpν

(p · q)2

)
. (1.1.17)

Light-like axial gauge, or light-cone gauge, is given in the case of a null (light-like)
reference vector q2 = 0 and ξ → 0. For ξ → 0, the ghost fields decouple and can be
neglected: the two physical polarisation states of the gluon are explicit.

Couplings depend on the energy scale µ of the physical process [37]. This phe-
nomenon is called the running of the coupling and is described by a Callan-Symanzik
β-function [38,39], also called a renormalisation group flow rate. The QCD β-function
is known to five loops [40,41] and takes the form

dαs

d ln
(
µ2) =: β(αs) = −

∞∑

n=0

βn

(αs

4π

)n+2
. (1.1.18)

Since it comes with a negative sign, QCD exhibits asymptotic freedom [42,43]: the
strong coupling decreases with increasing energy, as shown in Fig. 1.2. The scale
separating the strongly- and weakly-coupled QCD phases is ΛQCD ∼ 200 MeV, with
αs < 1 for energy scales Q� ΛQCD. This means that hard processes—those at high
energy or equivalently small length scale—can be treated perturbatively with αs,
Eq. (1.1.12), as the small expansion parameter. Conversely, soft physics must be
treated non-perturbatively, as we discuss in Section 1.2.3. Composite QCD states
in the bound regime are called hadrons. This includes mesons with an even number
of valence quarks such as the pions, and baryons with an odd number of valence
quarks such as the proton.
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αs(MZ
2) = 0.1179 ± 0.0009
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Figure 1.2: Summary of measurements of αs as a function of the energy
scale Q. The degree of QCD perturbation theory (Section 1.8.1) used
to extract αs is indicated in brackets, with +res meaning matched to a
resummed calculation (Section 1.2.3). The theory prediction of αs running
is given by the black line and confidence interval. Figure from Ref. [8].
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Figure 1.3: MSHT20 NNLO PDFs for the proton at low (left) and high
(right) energy scales. The x-axis shows the momentum fraction x. Lines
are labelled by their particle type, with subscript V for valence. The gluon
PDF is scaled down by a factor of ten. Figure from Ref. [45].

1.2 Observables
In this section, we discuss how to bridge the gap between perturbative QFT calcu-
lations, which generally use Feynman diagram technology to compute amplitudes
within a theory defined by its Lagrangian, and physical observables, which can be
experimentally measured.

1.2.1 Factorisation theorem

The principles of scale factorisation [17,44]—the separation of hard and soft physics—
and asymptotic freedom (Section 1.1.2) allow the calculation of observables using
QCD at hadron colliders. We introduce the factorisation scale µF as the scale of the
interface between soft and hard physics.

The soft physics of the composite initial states can be described by a parton
distribution function (PDF) [46–48] fi(x, µF ), which is the probability of finding a
parton i, meaning a quark or a gluon, with momentum fraction x inside a hadron.
PDFs are experimentally determined and evolved between different scales through the
Dokshitser-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations, just as the running
of αs is described by the QCD β-function (Section 1.1.2). Various PDF sets are
available, including Refs. [49–52] and those shown in Fig. 1.3 [45], with recent PDF
sets achieving percent-level uncertainties [49]. While the precision is not currently
competitive with empirical techniques, there is also the future possibility to obtain
the PDFs from first principles through lattice QCD [53].

The hard scattering of the partons is treated in fixed-order perturbation theory
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(Section 1.8.1), in which it is given by the squared amplitude (Section 1.3), which we
also refer to as the matrix element (ME). To calculate a differential cross section dσ,
the PDFs are convolved with the ME and integrated over the phase space by a Monte
Carlo (MC) event generator [54,55]. There are several available general-purpose MC
event generators [56–63]. They additionally simulate the non-perturbative effects
discussed in Section 1.2.3.

For a proton-proton collider like the Large Hadron Collider (LHC), the hadronic
cross section can be written as

dσ =
∑

i,j

∫ 1

0
dx1 dx2 fi(x1, µF ) fj(x2, µF ) dσ̂ij(Q, µF , µR) +O

(ΛQCD

Q

)
. (1.2.1)

The partonic, or hard, cross section for the scattering of the partons i and j in
the initial states, dσ̂ij, depends on the partonic energy scale Q, which is given by
the partonic centre of mass energy. The renormalisation scale µR (Section 1.3)
and factorisation scale µF appear, although the scale dependence would vanish
in an all-orders expression. Further non-perturbative effects can be neglected for
Q � ΛQCD [64]. The factorisation of partonic and hadronic physics is depicted in
Fig. 1.4.

1.2.2 Cross sections

For a two-particle initial state I and an N -particle final state F , the hard cross
section is given by

dσ̂ = 1
F
|A2+N |

2 dΦN , (1.2.2)

where |A2+N |
2 is the 2→ N amplitude squared with the overline denoting that initial

spin and colour states are averaged and final spin and colour states are summed,
dΦN is the N -particle Lorentz invariant phase space, and F is the flux factor, which
is

F = 2 s12 (1.2.3)

for a two-particle initial state (sij = (pi + pj)2, see Section 1.5.1). The treatment
of colour derives from the phenomenon of colour confinement, which is that colour
is unobservable because only colourless bound hadrons exist at low energy scales
Q < ΛQCD (Section 1.1.2). The treatment of spin is on the assumption that the
collider uses an unpolarised input and does not measure the polarisation of the
product states. The phase space [65] dΦN in d-dimensions has

(d− 1)N − d (1.2.4)
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x1P1

P1

fi(x1)h1

x2P2

P2

fj(x2)h2

dσ̂ij

H
ad
ron

isation

Figure 1.4: Sketch of a hadron collider simulation. A hadron h1 with mo-
mentum P1 collides with another hadron h2 with momentum P2. A parton
i with momentum fraction x1 is factorised from h1 through a PDF fi(x1)
(red). It interacts with a parton j from h2 with momentum fraction x2,
factorised by fj(x2), in the hard scattering process, described by the hard
cross section dσ̂ij (green). The final states of the hard scattering repeatedly
decay, which can be approximated with a parton shower. Hadronisation
(blue) occurs when the energy scale evolves below ΛQCD.

independent parameters and is given by

dΦ(d)
N (I → F) = (2π)d δ(d)

(∑

f∈F

pf −
∑

i∈I

pi

)∏

f∈F

ddpf
(2π)d−1 δ

(+)(pf 2 −mf
2) , (1.2.5)

where the first Dirac delta function fixes momentum conservation, and

δ(+)(p2 −m2) = δ
(
p2 −m2) θ(E) , (1.2.6)

is the on-shell condition for each external particle, with E as the temporal component
of p. The Heaviside unit step function θ(E) selects the positive energy solution.

Thus, the quantity we need to compute is the ME. In processes consisting of D
diagrams where D is a large number, it is more efficient to evaluate the D diagrams
of the amplitude using the toolset built up in Sections 1.3 to 1.6 and then modulus
square the resulting complex number to calculate the amplitude squared, rather than
directly evaluating the D2 terms of the squared amplitude.
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Figure 1.5: A high-multiplicity collision event observed by the CMS detector
at the LHC from collision data recorded in 2015 [66].

1.2.3 Beyond fixed order

Our discussion so far has assumed that the final states of the scattering are photons
or partons. However, it is not hard partons that are measured at colliders. The initial
and final state particles of the hard scattering process undergo additional radiation
as they evolve to lower energy scales, creating a proliferation of extra particles.

The fixed-order prediction is constructed by integrating over the ME, so propa-
gators (Section 1.3) give rise to logarithms. The presence of large scale separations
in the kinematics thus leads to logarithmic corrections to the fixed-order prediction.
Since soft and collinear states (Section 2.1) give rise to vanishing propagator mo-
menta, these corrections can be significant in infrared (IR) regions of phase space
for massless particles.

Treating these corrections to all orders in αs is called resummation. It can be
performed analytically [67, 68] in Soft-Collinear Effective Theory (SCET) [69–73],
which systematically expands in powers of the logarithms, giving rise to the (next-
to-)kleading log (NkLL) language, and kinematic variable, expressed as (next-to-
)kleading power (NkLP). Resummation can also be done numerically below NLL
through parton showers [74, 75], which is common with event generators [76, 77].
Matching logarithmic corrections to fixed-order results must be done carefully to
avoid overcounting contributions [78].
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All partons will eventually reach ΛQCD and enter the soft regime, forming bound-
state hadrons in a process known as hadronisation [79,80]. For exclusive production
(i.e. of a single hadron), for example, this can be described by fragmentation functions
similarly to PDFs. These hadrons decay into child particles, which, along with further
emissions such as photons, are what is actually measured. The parton shower and
hadronisation processes within a hadronic simulation are depicted in Fig. 1.4.

The hard scattering products are then reconstructed from the measurements
using jet clustering algorithms [81]; this is depicted in Fig. 1.5. Care must be taken
that additional potentially unresolved emissions at higher orders (see Chapter 2) do
not lead to ambiguities in the jets, which is called IR safety. Specifically, an IR safe
observable is one for which the IR poles in the real- and virtual-type corrections
occur in the same bins.

1.3 Amplitudes
We consider the scattering process of an initial collection of particles, denoted state
|i〉, to a final state |f〉. The particles are characterised by properties such as their
kinematics and particle type.

The probability of the initial state evolving to the final state is given by

P (i→ f) = |〈f |S |i〉|2 , (1.3.1)

where the scattering matrix S is a map between these states. We impose unitarity
on S so that probability is conserved,

S†S = SS† = 1 , (1.3.2)

and explicitly separate the no-scattering case from the interaction, denoted by the
transfer matrix T , as

S = 1 + iT . (1.3.3)

We define the scattering amplitude A [82] by writing the relation

(2π)4 δ(4)(Pf − Pi
)
A(i→ f) = 〈f |T |i〉 , (1.3.4)

where (Pi) Pf is the total momentum of the (initial) final state and the Dirac delta
function imposes momentum conservation.

We calculate scattering amplitudes for n particles as a perturbative expansion in
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a small dimensionless coupling parameter. For QCD, we use αs,

An = αs
a

L∑

`=0

αs
`A(`)

n +O
(
αs

a+L+1
)
, (1.3.5)

where a is the power in the coupling αs of the leading order (LO) term and the
A(`)
n are sums over Feynman diagrams with n legs and ` loops. We truncate the

expansion at some loop order L. The diagrams are composed of external legs,
interaction vertices, and internal lines called propagators, with the possibility of
closed propagators forming loops. We refer to diagrams with ` = 0 as tree-level
amplitudes or trees, ` = 1 as one-loop amplitudes, and so on. Diagrams with ` ≥ 1
are called loop-level amplitudes. In the following, we are concerned with the efficient
computation of the A(`)

n . Therefore, these order-by-order contributions are referred
to as amplitudes, as well as the perturbative series which comprises the complete
amplitude.

1.3.1 Properties

We can derive the mass dimension [An] of the 2 → n − 2 scattering amplitude
by considering the cross section Eq. (1.2.2), which has dimensions of area, so mass
dimension [σ̂] = −2. The inverse flux factor Eq. (1.2.3) has mass dimension [F ] = −2.
The (n− 2)-particle phase space, Eq. (1.2.5) with N = n− 2, has mass dimension
[Φ(4)

n−2] = 2n− 8 in four dimensions1. Thus, an amplitude of multiplicity (number of
external legs) n must have mass dimension

[An] = 4− n . (1.3.7)

Amplitudes are gauge-invariant objects. Thus, they obey the Ward identity. In
QED, this means that the amplitude vanishes on replacing the polarisation vector
of an external gauge boson with its momentum,

A(`)
n (p1, . . . , pn) =: εµ(pi)A(`)

n

µ(p1, . . . , pn) , (pi)µA
(`)
n

µ(p1, . . . , pn) = 0 . (1.3.8)

This also holds in QCD for amplitudes involving at most one longitudinal gluon.
Amplitudes exhibit two kinds of complexity [83]: algebraic, which arises from the

increase in kinematic parameters at higher multiplicity; and analytic, which refers
to the complicated functions that describe loops (Section 1.6), such as multiple

1Recall the usual decomposition and change of variables for the Dirac delta function,

ddp = dd−1~pdE , δ(f(x)) =
∑

x0∀f(x0)=0

δ(x− x0)
f ′(x0)

. (1.3.6)
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polylogarithms and their elliptic generalisation [84–87].

1.3.2 Infinities

Tree-level diagrams have all internal line momenta fixed by the external momenta
through momentum conservation at each vertex. However, in loop-level diagrams,
there is an undetermined momentum flowing in each closed loop. Thus, each loop
in an amplitude introduces an integral over an unconstrained momentum. These
loop integrals can diverge—their value goes to infinity—in large-momentum regimes,
where we call them ultraviolet (UV) divergences, and low-momentum regimes, which
we call IR divergences. These points are also called singularities, and their treatment
is called regularisation.

For instance, the dimensional regularisation (DR) method [88,89] prescribes that
we regulate UV and IR divergences by performing an analytic continuation in the
number of spacetime dimensions to

d = 4− 2ε . (1.3.9)

This has the effect of modifying the four-dimensional phase-space integration measure
to Eq. (1.2.5), and replacing each loop integration measure as

αs
d4l[4]

(2π)4 → αs µ
2ε ddl[d]

(2π)d
, (1.3.10)

where µ is the regularisation scale, an arbitrary scale introduced to fix the mass
dimensions of the coupling. The loop integral is then expressed as a Laurent series in
the dimensional regulator ε, with the singular behaviour cleanly extracted into poles
in ε; the d = 4 result is reproduced by taking ε → 0. DR has the advantage over
simply introducing a UV cutoff that it preserves gauge invariance. Note that scaleless
integrals1 vanish in DR due to exact cancellation of the UV and IR singularities
after analytic continuation.

We can also introduce the “spin dimension”, or quasidimension [84], ds to regulate
the contractions which arise from numerator algebra,

ηµµ = ds , (1.3.12)

1Scaleless integrals are those that depend only on the regularisation scale µ. Since the integral
then takes the form I = µaI ′ and µ is arbitrary, it must be that I = 0. For example,

∫ ddk

(2π)d

1
k2(k + p)2 , p2 = 0 ,

∫ ddk

(2π)d

1
(k + q)2 . (1.3.11)
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distinctly from the dimension of the loop integrals d. The conventional DR scheme
is obtained by setting ds = d. The ’t Hooft-Veltman (tHV) scheme is given by
setting ds = d only for parts of diagrams that can lead to divergences, and ds = 4
otherwise. Thus, in tHV, external momenta are four-dimensional, while divergent
loop-momenta are d-dimensional.

UV divergences arise due to our definition of the fields, couplings, and masses
in the Lagrangian. These are “bare” quantities that must be related to physical
quantities before our calculation can return a meaningful answer. The mechanism for
this relationship is the scale dependence of parameters, as discussed for the running
coupling in Section 1.1.2. The process is called renormalisation. We express the
parameter rescalings as

Zx = 1 + δx , (1.3.13)

and substitute them into the Lagrangian to introduce counterterms under some
scheme, such as the modified minimal subtraction (MS) scheme. Note that while it
cancels their infinities, renormalisation is necessary regardless of the presence of UV
divergent integrals.

Renormalised all-orders quantities are naturally independent of the scale µR at
which renormalisation is carried out. However, truncated perturbative expansions
in the coupling gain a residual scale dependence due to the omission of higher-
order terms. It is common practice to set the regularisation scale µ equal to the
renormalisation scale µR.

IR divergences are further discussed in Chapter 2.

1.4 Colour
In this section, the QCD gauge group is generalised to SU(Nc), where Nc is the
number of colours, to expose the group structure. For QCD, Nc = 3.

1.4.1 Colour decomposition

The number of Feynman diagrams contributing to an amplitude grows factorially
with the number of legs. It is therefore essential to use techniques that reduce
redundant intermediate calculation. One such method is colour decomposition,
which exploits the property that QCD amplitudes can be factorised into colour and
kinematic parts. Abstractly,

A(`)
n =

∑

i

c
(`)
i A

(`)
n,i (1.4.1)
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where: A(`)
n is the full amplitude at some loop order `; the colour factors c(`)

i contain
the colour algebra; and the partial amplitudes A(`)

n,i, also called colour-ordered or
primitive amplitudes, contain the kinematics. The choice of decomposition is called a
colour basis1. In appropriate colour bases, the partial amplitudes are colour-ordered,
meaning that they only receive contributions from diagrams with a particular cyclical
ordering of the external partons, and remain gauge invariant. Thus, only adjacent
legs may become collinear (Section 2.1).

Fundamental basis

The fundamental basis, also called the trace basis, is one such colour basis. It is
constructed by taking strings of the SU(Nc) generators in the fundamental represen-
tation taij, which are Nc

2− 1 traceless hermitian Nc×Nc matrices [22,90–92]. These
matrices are normalised, in equation and diagram form, as

tr
(
tatb
)

= TF δ
ab , = TF . (1.4.2)

The trace normalisation TF, or Dynkin index, is 1/2 for QCD, but will be left explicit
in symbolic form. Note that the adjoint colour index is denoted by a ∈

{
1, . . . , Nc

2 − 1
}

and the fundamental colour index by i, j ∈ {1, . . . , Nc}.
Consider what can appear in a colour factor: a generic diagram will receive colour

contributions from vertices,

j

i

a

∣∣∣∣∣∣∣∣∣∣
colour

= taij ,

a

b c

∣∣∣∣∣∣∣∣∣∣
colour

= fabc ,

a

b c

d
∣∣∣∣∣∣∣∣∣∣
colour

= fabef ecd ,

(1.4.3)

and propagators,

ba
∣∣
colour = δab , ji

∣∣∣
colour

= δij . (1.4.4)

1Note that while the colour factors form a basis, the set of partial amplitudes may be linearly
dependent.



1.4. Colour 17

We define the adjoint Casimir operator CA,

CA = Nc , fabcfdcb = CA δ
ad , = CA , (1.4.5)

and fundamental Casimir operator CF,

CF = Nc
2 − 1

2Nc

, taijt
a
jk = CF δik , = CF . (1.4.6)

Equation (1.1.11) allows us to recast the structure constants in terms of the genera-
tors as

fabc = − i
TF

tr
(
ta
[
tb, tc

])
,

= − i
TF




−



,

(1.4.7)

which allows all colour factors to be expressed in terms of the generators only. There
also exists a symmetric tensor dabc for the SU(Nc) Lie algebra, defined by

{
ta, tb

}
= 1
Nc

δab + dabctc , dabc = 1
TF

tr
(
ta
{
tb, tc

})
, (1.4.8)

although we will not make use of it here.
For example, consider n-gluon tree-level scattering amplitudes. After using the

Fierz identity,

taijt
a
kl = TF

(
δilδkj −

1
Nc

δijδkl

)
,

= TF

[
− 1

Nc

]
,

(1.4.9)

which can be recognised as a completeness relation or proved via general tensor
decomposition, and the cyclicity of the trace, the amplitude can be written in terms
of (n− 1)! traces,

A(0)
n =

∑

σ∈Sn/Zn

tr
(
σ
(
t1, . . . , tn

))
A(0)
n (σ(1, . . . , n)). (1.4.10)

With Sn as the set of all permutations of n objects and Zn as the subset of cyclic
permutations, the quotient Sn/Zn is the set of all non-cyclic permutations. This
can be generated, for example, by fixing the first element and taking the cyclic
permutations of the remaining elements.
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The partial amplitudes also inherit a reflection identity from the antisymmetry
of the colour-ordered Feynman rules, Eq. (1.4.3),

A(0)
n (1, . . . , n) = (−1)nA(0)

n (n, . . . , 1) , (1.4.11)

which reduces the decomposition to (n− 1)!/2 terms,

A(0)
n =

∑

σ∈Rn

λ (σ(1, . . . , n))A(0)
n (σ(1, . . . , n)) , (1.4.12)

where

λ (1, . . . , n) = tr
(
t1, . . . , tn

)
+ (−1)n tr

(
tn, . . . , t1

)
, (1.4.13)

and the set Rn is the reflection-independent subset of Sn/Zn.
The partial amplitudes also obey the photon decoupling identity,

0 = A(0)
n (1, 2, 3 . . . , n) + A(0)

n (2, 1, 3 . . . , n)+
A(0)
n (2, 3, 1 . . . , n) + · · ·+ A(0)

n (2, 3 . . . , 1, n). (1.4.14)

This arises because Eq. (1.4.10) is also valid for the gauge group U(Nc) = SU(Nc)×
U(1), but the extra U(1) gauge field, or “photon”, is colourless and therefore doesn’t
couple to gluons, so any amplitude containing it must vanish. Thus, we insert a
photon into Eq. (1.4.12) by setting one of the generators to be the generator of U(1),
which is proportional to the identity matrix, and gather terms to find Eq. (1.4.14).
This means only (n− 2)! of the partial amplitudes are linearly independent (LI), so
Eq. (1.4.12) is overcomplete.

The fundamental decomposition can be extended for general QCD amplitudes
containing qq pairs and gluons, as well as loop-level partonic amplitudes.

Adjoint basis

Another colour basis is the adjoint basis [93, 94]. With the SU(Nc) generator in
the adjoint representation, Eq. (1.1.15c), the adjoint colour decomposition for the
n-gluon tree-level amplitude is

A(0)
n =

∑

σ∈Sn−2

[
σ
(
F 2, . . . , F n−1)]

1nA
(0)
n (1, σ(2, . . . , n− 1), n). (1.4.15)

This decomposition can be derived from Eq. (1.4.10) using the Kleiss-Kuijf (KK)
relation [95], which is consistent with the identities of Section 1.4.1 and describes
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the linear relations between partial amplitudes. It can be stated as

A(0)
n (1, {α} , n, {β}) = (−1)nβ

∑

σ∈OP

A(0)
n

(
1, σ
(
{α} ,

{
βT
})
, n
)
, (1.4.16)

where

{α} ∪ {β} = {2, . . . , n− 1} , (1.4.17)

the length of the set {β} is nβ, {βT} is {β} with reversed ordering, and OP is
the set of ordered permutations of {α} ∪ {βT}, i.e. all orderings of the union that
preserve the ordering of the elements within the sets {α} and {βT}. The adjoint
decomposition directly gives the (n− 2)! partial amplitudes.

The adjoint basis exists only for pure-gluon amplitudes.

Further bases

Many further approaches have been explored in the literature [96–100]. The Bern-
Carrasco-Johansson relations project out (n− 3)! partial amplitudes [101,102]. The
multiplet basis provides a minimal basis [103–105]. To approximate two-loop pro-
cesses, such as trijet production (Chapter 6), it is common to consider a colour
expansion in 1/Nc

2 (in the amplitude squared) and take only the leading-colour (LC)
terms [106]. For calculations involving many particles, MC approximation tech-
niques can be used which sample a reduced set of partial amplitudes in the colour
sum [107–111]. The colour-flow basis [112, 113] treats gluons as Nc × Nc matrices
(Aµ)ij rather than single-index fields Aaµ such that the colour factor is a string of
Kronecker delta functions in fundamental colour indices and the colour sum is over
(n− 1)! terms; it requires the evaluation of fewer partial amplitudes in MC colour
sums than other techniques. This has lead to the development of the chirality-flow
formalism [114–118] for the treatment of the kinematics, which builds on the spinor-
helicity formalism (Section 1.5.4). The colour expansion approach has also been
explored at high multiplicity [119].

1.4.2 Colour matrices

The calculation of cross sections requires the squared amplitude. Due to the phe-
nomenon of colour confinement, colour is unobservable and so we average over initial
state colours and sum over final state colours. Abstractly, we can introduce the
colour matrix,

C(`)
ij :=

∑

colours

c
(`)
i

†
c

(`)
j , (1.4.18)
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which is symmetric and has integer-valued elements,

C(`)
ij = C(`)

ji , C(`)
ij ∈ Z , (1.4.19)

to organise the computation as a colour sum, c.f. Eq. (1.4.1),
∑

colours

∣∣∣A(`)
n

∣∣∣
2

=
∑

i,j

A
(`)
n,i

†
C(`)
ij A

(`)
n,j . (1.4.20)

For example, consider the n-gluon tree-level amplitude. In the fundamental basis,
using the decomposition Eq. (1.4.12), with

ln = 2 TF
nNc

n−6 (Nc
2 − 1

)
,

γ1 = Nc
4 − γ2 ,

γ2 = 2
(
Nc

2 − 3
)
,

(1.4.21)

the n = 4 colour matrix with corresponding partial amplitude vector is

C(0)
ij = l4



γ1 γ2 γ2

γ2 γ1 γ2

γ2 γ2 γ1




ij

, A
(0)
4,i =



A

(0)
4 (1, 2, 3, 4)

A
(0)
4 (1, 2, 4, 3)

A
(0)
4 (1, 3, 2, 4)




i

. (1.4.22)

At n = 5, with

γ3 = Nc
4 − 4Nc

2 + 10 ,
γ4 = −2Nc

2 + 4 ,
(1.4.23)

we have

C(0)
ij = l5




γ3 γ4 γ4 4 4 −γ4 γ4 −4 4 0 4 −γ4

γ4 γ3 4 −γ4 γ4 4 −4 γ4 0 4 γ4 −4
γ4 4 γ3 γ4 −γ4 4 4 0 −γ4 4 γ4 4
4 −γ4 γ4 γ3 4 γ4 γ4 −4 −4 −γ4 −4 0
4 γ4 −γ4 4 γ3 γ4 0 4 4 −γ4 −4 −γ4

−γ4 4 4 γ4 γ4 γ3 −4 γ4 −γ4 −4 0 4
γ4 −4 4 γ4 0 −4 γ3 γ4 γ4 4 −γ4 4
−4 γ4 0 −4 4 γ4 γ4 γ3 4 γ4 −4 γ4

4 0 −γ4 −4 4 −γ4 γ4 4 γ3 −γ4 4 γ4

0 4 4 −γ4 −γ4 −4 4 γ4 −γ4 γ3 −γ4 −4
4 γ4 γ4 −4 −4 0 −γ4 −4 4 −γ4 γ3 γ4

−γ4 −4 4 0 −γ4 4 4 γ4 γ4 −4 γ4 γ3



ij

,

(1.4.24)
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and

A
(0)
5,i =




A
(0)
5 (1, 2, 3, 4, 5)

A
(0)
5 (1, 2, 3, 5, 4)

A
(0)
5 (1, 2, 4, 3, 5)

A
(0)
5 (1, 2, 4, 5, 3)

A
(0)
5 (1, 2, 5, 3, 4)

A
(0)
5 (1, 2, 5, 4, 3)

A
(0)
5 (1, 3, 2, 4, 5)

A
(0)
5 (1, 3, 2, 5, 4)

A
(0)
5 (1, 3, 4, 2, 5)

A
(0)
5 (1, 3, 5, 2, 4)

A
(0)
5 (1, 4, 2, 3, 5)

A
(0)
5 (1, 4, 3, 2, 5)



i

. (1.4.25)

In the adjoint basis, with

kn = TF
n−2Nc

n−2 (Nc
2 − 1

)
, (1.4.26)

at n = 4,

C(0)
ij = k4

(
4 2
2 4

)

ij

, A
(0)
4,i =

(
A

(0)
4 (1, 2, 3, 4)

A
(0)
4 (1, 3, 2, 4)

)

i

, (1.4.27)

and at n = 5,

C(0)
ij = k5




8 4 4 2 2 0
4 8 2 0 4 2
4 2 8 4 0 2
2 0 4 8 2 4
2 4 0 2 8 4
0 2 2 4 4 8



ij

, A
(0)
5,i =




A
(0)
5 (1, 2, 3, 4, 5)

A
(0)
5 (1, 2, 4, 3, 5)

A
(0)
5 (1, 3, 2, 4, 5)

A
(0)
5 (1, 3, 4, 2, 5)

A
(0)
5 (1, 4, 2, 3, 5)

A
(0)
5 (1, 4, 3, 2, 5)



i

. (1.4.28)

The benefit of reducing the overcompleteness of the basis is evident in the reduced
size of the colour matrix C(0)

ij and partial amplitude vector A(0)
n,i for the adjoint basis

compared to the fundamental. While it does not reduce the size of the colour sum—
which becomes increasingly important at high multiplicity—relations between the
partial amplitudes like the KK relation of Eq. (1.4.16) can, of course, instead be ap-
plied in the construction of the partial amplitude vector to optimise its computation
in the fundamental basis.
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1.5 Kinematics
Traditionally, the basic kinematic variables used for scattering amplitudes are four-
momenta piµ. Correspondingly in squared amplitudes, the momentum invariants
and a pseudoscalar are used, introduced in Section 1.5.1. Using Weyl spinors (Sec-
tion 1.5.3) to describe massless fermions leads to the spinor-helicity formalism (Sec-
tion 1.5.4), which aims to express amplitudes more compactly. Momentum twistors
(Section 1.5.7) provide another parametrisation that can lead to efficient expression.

Let us begin with some notation. The mostly-minus Minkowski metric tensor is
used throughout,

ηµν =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1



µν

. (1.5.1)

The n× n identity matrix is denoted by 1n. The Pauli matrices are denoted by

~σ = (σ1, σ2, σ3) , (1.5.2)

with

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (1.5.3)

We take all particles as massless, giving the on-shell constraint,

p2 = 0 . (1.5.4)

Where quarks are considered, we are concerned only with the light quarks: u, d, c, s,
and b. With the number of quark flavours denoted as Nf , this is the Nf = 5 regime.
As we study hard scattering, this justifies the massless limit.

All particles are taken as outgoing, which reverses the helicity (the projection of
spin onto the direction of momentum) of physically incoming particles. Thus, we
consider 0 → n, or n-point, scattering; the physical 2 → n − 2 amplitude can be
recovered by crossing symmetry. Conservation of four-momentum then conveniently
reads as

n∑

i=1

pi
µ = 0 . (1.5.5)

For example, we refer to five-gluon scattering as 5g in the all-outgoing case and
gg → ggg in the physical case.
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1.5.1 Degrees of freedom

We define the momentum invariants for n-point scattering as

si...k := (pi + . . .+ pk)2 , i, . . . , k ∈ {1, . . . , n} . (1.5.6)

The two-index case sij is a generalisation to arbitrary multiplicity of the Mandelstam
variables of 2→ 2 scattering. Note that they are symmetric,

sij = sji , (1.5.7)

and for massless particles,

sij = 2 pi · pj , sii = 0 . (1.5.8)

Higher-index invariants decompose to double-index invariants and masses.
The parity-even kinematics can be described by a set of LI scalars. These can be

constructed by contracting momenta, leading to a subset of the momentum invariants
sij as a natural choice. Since they are symmetric, there are n(n+ 1)/2 distinct sij.
For massless particles, we have n constraints—the diagonals sii vanish—taking us
down to n(n− 1)/21. There are a further n constraints,

n∑

j=1

sij = 0 ∀i ∈ {1, . . . , n} . (1.5.9)

given by momentum conservation, Eq. (1.5.5). This gives the number of LI scalar
products in d-dimensions as

D(d)(n) = n(n− 3)
2 ∀n ≤ (d+ 1) . (1.5.10)

We consider the momenta as d-dimensional because we are using DR. Giving some
explicit cases,

D(d)(4) = 2 , D(d)(5) = 5 , D(d)(6) = 9 . (1.5.11)

To see why the formula Eq. (1.5.10) holds only for multiplicities n ≤ (d+1), consider
the breakdown of the physical case d = 4 at n = 6. We have five “independent”
momenta by momentum conservation, but as they are in a four-dimensional vector
space, one must be dependent. Thus, we have

D(4)(6) = 8 . (1.5.12)

1This can then be understood as n choose two combinations
(

n
2
)
to generate all sij with j > i.
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In the massless case, the scalars, sij of Eq. (1.5.8), form a Gram matrix of the
external momenta when considered as an m×m matrix, where m gives the range of
i and j as i, j ∈ {1, . . . ,m}. If and only if the set of momenta chosen by the range
of i and j are LI, then it is invertible and the determinant of the Gram matrix, or
Gram determinant, is nonzero. Thus, the (d = 4, n = 6) Gram determinant with
m = 5 vanishes, giving the additional constraint motivated before.

Considering also parity, which acts by flipping the sign of the spatial momentum
components,

P :
(
p0, ~p

)
−→

(
p0,−~p

)
, (1.5.13)

there must also be a parity-odd pseudoscalar invariant. In d = 4 with n particles, we
can choose it as the parity-odd contraction of four LI four-momenta with the fully
antisymmetric four-dimensional Levi-Civita symbol εµ1µ2µ3µ4

. A common choice is

tr5 := tr5(p1, p2, p3, p4) , (1.5.14)

where

tr5(pi, pj, pk, pl) := 4 i εµ1µ2µ3µ4
pi
µ1pj

µ2pk
µ3pl

µ4 . (1.5.15)

We can also express this in terms of the spinor brackets defined in Section 1.5.4,

tr5(pi, pj, pk, pl) = [i j] 〈j k〉 [k l] 〈l i〉 − 〈i j〉 [j k] 〈k l〉 [l i] . (1.5.16)

Alternatively, this quantity can be expressed in terms of traces over gamma matrices,

tr±(pi, pj, pk, pl) = 1
2 tr
[
(1± γ5)/pi/pj/pk/pl

]
,

tr+(pi, pj, pk, pl) = [i j]〈j k〉[k l]〈l i〉 ,
tr−(pi, pj, pk, pl) = 〈i j〉[j k]〈k l〉[l i] ,

(1.5.17)

by

tr5(pi, pj, pk, pl) = tr+(pi, pj, pk, pl)− tr−(pi, pj, pk, pl)

= tr
(
γ5
/pi/pj/pk/pl

)
.

(1.5.18)

Note that for n = 3, since we do not have sufficient LI four-momenta, the pseudoscalar
product Eq. (1.5.15) vanishes and the kinematics are purely parity-even. Since the
product of two pseudoscalars is a scalar, all contractions of a pseudoscalar with a
scalar can be expressed as one pseudoscalar variable, such as tr5, multiplied by some
algebraic function of scalar variables, such as sij.

The square of tr5 can be expressed in terms of the scalars through the Gram
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determinant with

tr5
2 = ∆ := det

(
sij
)
i,j∈{1,2,3,4} , (1.5.19)

which is a degree-4 polynomial in the sij. The pseudoscalar invariant tr5 therefore
introduces an algebraic dependence on the kinematics, since

tr5 = ±
√

∆ . (1.5.20)

We emphasise that the sign of tr5 changes under parity conjugation, Eq. (1.5.13),
and under odd-signature permutations of the external momenta.

For further reading, see Ref. [120] and Section 2 of Ref. [121].

1.5.2 Representations

The Lorentz group1 is the Lie group SO(1, 3). The algebra of this group, so(1, 3),
maps to two commuting copies of the algebra of SU(2), su(2), so its representations
can be labelled by the chiral doublet (a, b) where a and b are the eigenvalues of the
Casimir operators of the two su(2) algebras.

Four-momenta pµ, with Lorentz indices µ ∈ {0, 1, 2, 3}, are Lorentz vectors that
transform under the (1/2, 1/2) representation of the Lorentz group. In the spinor-
helicity formalism, spinors2 are instead used as the basic kinematic variable. In
general, Dirac spinors ψα, with Dirac spinor indices α ∈ {1, 2, 3, 4}, might be used,
which solve the Dirac equation and lie in the (1/2, 0)⊕ (0, 1/2) representation. For
massless vectors, however, the Dirac spinor decomposes into two Weyl spinors and
we use these instead. The first is the left-handed Weyl spinor λα̇, also called the
holomorphic spinor, lying in the (1/2, 0) representation with left-handed Weyl spinor
indices α̇ ∈ {1̇, 2̇}. The other is the right-handed Weyl spinor λ̃α, or antiholomorphic
spinor, lying in the (0, 1/2) representation with right-handed Weyl spinor indices
α ∈ {1, 2}. There also exist negative energy solutions to the Weyl equations, but for
massless particles they are equal to the positive solutions and hence can be neglected.

1.5.3 Weyl spinors

In analogy to the metric tensor in a Lorentz vector space, the raising and lowering
of indices in the Weyl spinor spaces is handled by the two-dimensional Levi-Civita

1Strictly, “Lorentz group” is used here to refer to the identity connected component of the
O(1, 3) group.

2Strictly, spinors lie in representations of the spin group SL (2,C) which is a homomorphism of
the Lorentz group.
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tensor ε (choosing ε12 = ε1̇2̇ = 1 such that ε = iσ2), for example,

λα̇ = εα̇β̇ λ
β̇ , λ̃α = εαβ λ̃

β . (1.5.21)

Translations between Lorentz and spinor indices use the sigma matrices,

(σµ)αα̇ := (12, ~σ) , (σµ)α̇α := (12, −~σ) , (1.5.22)

noting that
(
σµ
)α̇α = εαβεα̇β̇

(
σµ
)
β̇β
. (1.5.23)

The sigma matrices are analogous to the gamma matrices of Dirac spinor algebra.
The four-momentum Lorentz vector pµ is related to a rank-two spinor (i.e. with

two indices), or bispinor, by

pα̇α =
(
σµ
)α̇α

pµ. (1.5.24)

This bispinor is the Weyl spinor analogy to a slashed momentum in the Feynman
slash notation, Eq. (1.1.3). Expressions in Dirac spinors for massless fermions with
gamma matrices can always be decomposed into Weyl spinors and sigma matrices
by choosing the Weyl, or chiral, representation of the gamma matrices,

γµ =
(

0 σµ

σµ 0

)
, γ5 =

(
−12 0

0 12

)
. (1.5.25)

Similarly, the massless Dirac equation,

/pψ(p) = 0 , (1.5.26)

decomposes into the left- and right-handed Weyl equations,

pαα̇ λ
α̇ = 0 , pα̇α λ̃α = 0 . (1.5.27)

The definition of the sigma matrices leads to the Fierz identities,

(σµ)αα̇
(
σµ
)β̇β = 2 δ β

α δ β̇
α̇ , tr(σµσν) = 2 ηµν , (1.5.28)

which can be used to express the on-shell constraint Eq. (1.5.4) as

1
2 p

α̇α pβ̇β εα̇β̇ εαβ = det
(
pα̇α
)

= 0. (1.5.29)

Since the determinant vanishes, the 2× 2 matrix pα̇α is rank one (i.e. has a single
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LI row or column). It may be written in bispinor form as

pα̇α = λα̇λ̃α. (1.5.30)

For real momentum, this means that

λα̇ =
(
λ̃α
)∗

, (1.5.31)

or in other words, complex conjugation is equivalent to a chirality flip. If the momen-
tum is complex, then the spinors are unrelated. The bispinor form also demonstrates
that the momentum is invariant under little group transformations1 [122],

(
λ, λ̃

)
→

(
φλ,

λ̃

φ

)
, (1.5.32)

for a complex phase φ ∈ C, so a four-momentum does not map uniquely to a spinor
pair.

1.5.4 Spinor-helicity formalism

In the spinor-helicity formalism, the scattering amplitude of n massless particles
is a function of the set of Weyl spinors {λi, λ̃i} with particle label i ∈ {1, . . . , n}.
Since they describe massless fermions, Weyl spinors with left-handed chirality λ have
negative helicity, and similarly the right-handed spinors λ̃ have positive helicity.

A bracket notation is used to denote the Weyl spinors, defined by the spinor
products,

[i j] := (λi)α̇ λ
α̇
j = (λi)α̇ ε

α̇β̇
(
λj
)
β̇
,

〈i j〉 := λ̃ α
i

(
λ̃j

)
α

=
(
λ̃i

)
α
εαβ

(
λ̃j

)
β
,

(1.5.33)

such that,

|i] = λ α̇
i , [i| = (λi)α̇ ,

|i〉 =
(
λ̃i

)
α
, 〈i| = λ̃ α

i .
(1.5.34)

Contractions with matrices are denoted by

[i σµ j〉 := (λi)α̇ (σµ)α̇α
(
λ̃j

)
α
, (1.5.35)

1The little group is the group of transformations for which the four-momentum of an on-shell
particle is invariant.
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and contractions with bispinors as

[i j k〉 := pj
µ [i σµ k〉 = (λi)α̇

(
pj
)α̇α (

λ̃k

)
α
,

〈i j k] := pj
µ 〈i σµ k] = λ̃ α

i

(
pj
)
αα̇
λ α̇
k .

(1.5.36)

The manipulation of expressions involving these square and angle bracket spinors
mainly involves the use of a number of identities. Some common ones are listed here:

• Momentum invariants

sij = 〈i j〉[j i] . (1.5.37)

• Antisymmetry

〈j i〉 = −〈i j〉 , [j i] = −[i j] , 〈i i〉 = [i i] = 0 . (1.5.38)

• Projection operators

|i〉[i| = (pi)αα̇ , |i]〈i| = (pi)α̇α . (1.5.39)

• Gordon identity

[i σµ i〉 = 2 piµ . (1.5.40)

• Fierz identity

[i σµ j〉[k σµ l〉 = 2 [i k]〈l j〉 . (1.5.41)

• Charge conjugation

[i σµ j〉 = 〈j σµ i] . (1.5.42)

• Complex conjugation (for real momenta piµ ∈ R only)

〈i j〉∗ =





[i j] if sign(pi0) = sign(pj0) ,

−[i j] otherwise .
(1.5.43)

• Schouten identities1

〈i j〉〈k l〉 = 〈i k〉〈j l〉+ 〈i l〉〈k j〉 , [i j][k l] = [i k][j l] + [i l][k j] . (1.5.44)
1This follows from the fact that a two-component object can be written as the linear combination

of two others.
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• Momentum conservation for an n-point amplitude
n∑

j=1

[i j]〈j k〉 = 0 ∀ i, k ∈ {1, . . . , n} . (1.5.45)

To express all the kinematics of a generic amplitude in terms of the spinor
variables, the polarisation vectors of bosons also require a spinor representation.
This is achieved for massless gauge bosons of definite helicity ±1 by

ε−µ (pi, pr) = −
[r σµ i〉√

2 [r i]
, ε+

µ (pi, pr) =
〈r σµ i]√

2 〈r i〉
, (1.5.46)

where the superscript ± refers to the helicity of the boson, pi is the momentum of
the boson, and pr is a reference momentum due to gauge invariance. We define

ελi (q) := ελ (pi, q) (1.5.47)

for convenience. The amplitude is independent of the choice of reference momen-
tum; judicious choice of its value can greatly simplify algebra. The Weyl equation,
c.f. Eq. (1.5.27),

[r i i〉 = 0 , (1.5.48)

implies that the polarisation vector is transverse to its momentum for any reference
momentum,

ε±i (q) · pi = 0 . (1.5.49)

Again, there are some useful identities to deal with these expressions:

• Complex conjugation
(
ε∓i (q)

)∗ = ε±i (q) . (1.5.50)

• Normalisation

ε±i (q) ·
(
ε±i (q)

)∗ = −1 . (1.5.51)

• Orthogonality

ε±i (q) ·
(
ε∓i (q)

)∗ = 0 . (1.5.52)
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• Completeness relation
∑

λ∈{−,+}

ελµ (p, q)
(
ελν (p, q)

)∗
= −ηµν +

pµqν + pνqµ
q · p

. (1.5.53)

• Cancellation identities

ε±i (q) · q = 0 , (1.5.54a)
ε±i (q) · ε±j (q) = 0 , (1.5.54b)
ε±i
(
pj
)
· ε∓j (q) = 0 , (1.5.54c)

/ε+
i

(
pj
)
|j〉 = /ε−i

(
pj
)
|j] = 0 , (1.5.54d)

[j|/ε−i
(
pj
)

= 〈j|/ε+
i

(
pj
)

= 0 . (1.5.54e)

With these identities, it is possible to express and simplify any amplitude with
massless fermions and vector bosons as the external states in the spinor-helicity
formalism.

Recall the little group scaling of the Weyl fermions, Eq. (1.5.32), or in the new
notation,

|i]→ φ|i] , |i〉 → φ−1|i〉 ,

[i| → φ[i| , 〈i| → φ−1〈i| .
(1.5.55)

We now scale Eq. (1.5.46) to find for the bosons that

ε±i → φ∓2ε±i . (1.5.56)

Thus, all particles transform as φ−2h, where h is the helicity of the particle,

h =





−1
2 for |i] ,
1
2 for |i〉 ,

±1 for ε± .

(1.5.57)

Therefore, an amplitude of n massless particles scales according to the helicity of
each particle,

n∏

i=1

φ−2hi
i . (1.5.58)

These scaling factors are also referred to as phase or helicity weights.
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1.5.5 Helicity amplitudes

Treating spin on the assumption that the collider uses an unpolarised input and does
not measure the polarisation of the product states, we construct the full amplitude
as a sum over helicity amplitudes,

A(`)
n =

∑

h1,...,hn

A(`)
n (1h1 , . . . , nhn) , (1.5.59)

where hi ∈ {+,−}. For tree-level helicity amplitudes, the polarisation vector cancella-
tion identity Eq. (1.5.54b) causes all amplitudes of helicity signature1 (+,−) = (0, n)
and (1, n− 1), and their parity conjugates, to vanish,

A(0)
n

(
1±, . . . , n±

)
= A(0)

n

(
1±, . . . , i∓, . . . , n±

)
= 0 . (1.5.60)

Therefore, amplitudes with signature (2, n− 2) receive the name maximally-helicity-
violating (MHV) amplitudes, and their conjugates are called anti-maximally-helicity-
violating (MHV) amplitudes. Signature (3, n − 3) amplitudes are called next-to-
maximally-helicity-violating (NMHV) amplitudes, and so on.

To calculate pure-gluon tree-level MHV amplitudes, the tools we have now built
up come into good use. The number of diagrams to evaluate is reduced using colour
decomposition and relations between partial amplitudes. Others vanish due to judi-
cious choice of the reference momenta. Finally, use of the identities of Section 1.5.4
allow the result to be collected in a single term. A remarkably simple expression is
found as the result: the Parke-Taylor amplitudes [123,124], which have the form

A(0),MHV
n

(
1+, . . . , j−, . . . , k−, . . . , n+) = i 〈j k〉4∏n

i=1〈i|i+ 1〉 ,

A(0),MHV
n

(
1−, . . . , j+, . . . , k+, . . . , n−

)
= i [j k]4∏n

i=1[i|i+ 1] ,
(1.5.61)

with the indices i defined modulo n.
Massless three-particle scattering presents a special case. By momentum conser-

vation Eq. (1.5.5), s12 = 0, and so by Eq. (1.5.37), either 〈1 2〉 or [1 2] must vanish.
Furthermore, by Eqs. (1.5.27) and (1.5.45), we find either all square brackets or all
angle brackets vanish,

〈1 2〉 = 〈2 3〉 = 〈1 3〉 = 0 or [1 2] = [2 3] = [1 3] = 0 . (1.5.62)

Since a nonzero three-particle amplitude must therefore depend only on angle or
square brackets, and for real momenta, these are each other’s complex conjugates by

1Helicity signature (a, b) refers to an (a+ b)-particle amplitude that has a positive helicity legs
and b negative helicity legs.
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Eq. (1.5.43), such amplitudes do not exist for physical kinematics. However, they
are nonvanishing with complex momenta, with values given by Eq. (1.5.61).

We use curly brackets to denote the exponents of the little group scalings
Eq. (1.5.58) for each leg of helicity amplitudes, or in general any object carrying
helicity weights. For example, consider the four-gluon helicity amplitude,

{
A4
(
1+
g , 2+

g , 3−g , 4−g
)}

= {−2,−2, 2, 2} . (1.5.63)

Beyond tree level in the amplitude—or equivalently LO in the amplitude squared,
assuming the process is not loop induced, as discussed in Section 1.8.1—the helicity
configurations of Eq. (1.5.60) are finite. These are referred to as ultra-helicity-
violating (UHV) amplitudes. At next-to-leading order (NLO), the virtual correction
is the interference of one-loop amplitudes and tree-level amplitudes. Therefore, UHV
amplitudes first appear at next-to-next-to-leading order (NNLO) in the double-
virtual (VV) corrections as one-loop squared amplitudes.

1.5.6 Recursion

In Section 1.4.1, colour decomposition was used to reduce the number of Feynman
diagrams required to calculate an amplitude. In this spirit, it is also possible to con-
struct higher-multiplicity amplitudes recursively from lower-multiplicity amplitudes.
This is a useful technique in the numerical evaluation of high-multiplicity amplitudes.
One such method is Berends-Giele off-shell recursion for partial amplitudes [124]. A
partial amplitude is expressed as

A(0)
n (1, . . . , n) = εµ (pn) Jµ (1, . . . , n− 1) , (1.5.64)

where Jµ is called the off-shell current. In the case of gluon amplitudes, it is defined
recursively as

Jµ (1, . . . , n) = −i
s1,n

[
n−1∑

i=1

V µνρ
3

(
p1,i, pi+1,n

)
Jν (1, . . . , i) Jρ (i+ 1, . . . , n)

+
n−2∑

i=1

n−1∑

j=i+1

V µνρσ
4 Jν (1, . . . , i) Jρ (i+ 1, . . . , j) Jσ (j + 1, . . . , n)

]
, (1.5.65)

with

pi,k := pi + . . .+ pk , si,k := pi,k
2 . (1.5.66)



1.5. Kinematics 33

The gluon vertices V µνρ
3 and V µνρσ

4 are given in Rξ=1 gauge by the colour-ordered
Feynman rules,

V µνρ
3 (p, q) = i (ηνρ (p− q)µ + 2ηρµqν − 2ηµνpρ) ,

V µνρσ
4 = i (2ηµρηνσ − ηµνηρσ − ηµσηνρ) .

(1.5.67)

Pictorially, Eq. (1.5.65) can be stated as

Jµ

1

n

= −i
s1,n




∑

i

µ

J

J

1

i

i + 1

n

+
∑

i,j

µ J

J

J

1 i

i + 1

j

j + 1n




.

(1.5.68)

The off-shell current Jµ has one off-shell leg, labelled by µ, and is therefore gauge
dependent. It obeys the photon decoupling equation Eq. (1.4.14), the reflection
identity Eq. (1.4.11) with an extra sign, and current conservation,

p1,n
µJµ (1, . . . , n) = 0 . (1.5.69)

An amplitude is recovered on contraction of the off-shell current with a polarisation
vector, as in Eq. (1.5.64). Off-shell recursion can be extended to additionally include
quarks [125].

An alternative method is Britto-Cachazo-Feng-Witten (BCFW) on-shell recur-
sion [126, 127], which can be advantageous for helicity expressions, although it
requires the introduction of complex momenta. Recursive techniques allow common
building blocks of an amplitude to be reused so that the number of independent
diagram evaluations is reduced to polynomial growth in the number of legs [128].

1.5.7 Momentum twistor variables

Our methods so far have cast amplitudes as analytical expressions of the scalars
sij, the pseudoscalar tr5, and the spinor products 〈i j〉 and [i j]. One advantage of
these variables is that the poles in the kinematics (see Chapter 2) are manifest in
expressions [129]. While these variables are highly linearly dependent, it is possible
to reduce them to an LI set. However, it can be the case that using a particular
choice of overcomplete set leads to more compact expressions. Automating the
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reduction to a set that gives the shortest expressions is very challenging. In addition,
recall that tr5 introduces algebraic dependence on the kinematics with a square root,
Eq. (1.5.20).

An alternative representation is provided by momentum twistor parametrisa-
tion [130,131], in which n-point kinematics are represented by a momentum twistor
matrix,

Z =
(
Z1 · · ·Zn

)
. (1.5.70)

Each momentum twistor,

Zi =
(
λi

µi

)
, (1.5.71)

has the first two components as those of the negative-helicity Weyl spinor λi, while
the last two components µi are defined through their relation to the positive-helicity
Weyl spinor λ̃i,

λ̃i = 〈i|i+ 1〉µi−1 + 〈i+ 1|i− 1〉µi + 〈i− 1|i〉µi+1

〈i|i+ 1〉〈i− 1|i〉 , (1.5.72)

with the indices defined modulo n. Thus, Z is an 4 × n matrix and so has 4n
momentum twistor components.

The momentum twistor matrix Z enjoys Poincaré symmetry, which has ten
generators. The corresponding physical momentum pi is invariant under a U(1)
scaling of the components of a momentum twistor,

λi → φi λi , µi → φi µi , φi ∈ U(1) , (1.5.73)

which arises from the little group invariance Eq. (1.5.32). Consequently, each mo-
mentum twistor is defined projectively,

pi → pi under Zi → φiZi . (1.5.74)

Therefore, Z has the number of independent components,

D(4)(n) = 4n− 10− n = 3n− 10 . (1.5.75)

This agrees with our (d = 4, n ≤ 6) parity-even analysis in Section 1.5.1. The choice
of these free components, which we refer to as momentum twistor variables (MTVs),
is not unique. They are also referred to as momentum twistor coordinates.

MTVs are unconstrained by construction, in that both massless on-shell con-
straints Eq. (1.5.4) and momentum conservation Eq. (1.5.5) are automatically satis-
fied. Hence, the Schouten identities Eq. (1.5.44) are trivially satisfied when written
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in terms of MTVs. Identifying relations between functions of MTVs is therefore
easy, and the automated simplification of expressions is unambiguous. It is also
straightforward to convert them back to traditional kinematic variables.

Another advantage of MTVs is that they can provide a rational parametrisation
of the kinematics: the spinors λ and λ̃, and momenta p, and therefore the spinor
products, scalars sij, and pseudoscalar tr5, are all rational functions of the MTVs.
This is necessary for the use of finite field (FF) techniques (Section 1.7), as we will
see in Section 4.3.

A disadvantage of MTVs is that they do not contain the helicity phase infor-
mation, which is lost when translating from spinor products. However, the correct
phase weights can easily be restored to an MTV expression by multiplying by a
suitable phase factor.

MTVs are invaluable tools to provide rational kinematics and obtain compact
expressions in traditional variables, as well as providing efficient expressions them-
selves. The geometric origin of momentum twistors is discussed in Sections 5.3 and
5.4 of Ref. [20]. We discuss an explicit parametrisation in Section 4.4.

1.6 On-shell methods and integral reduction
The implementation of on-shell methods and integral reduction led to an “NLO
revolution” in the automated computation of one-loop amplitudes [63,132–139]. This
technology has recently been applied to automate two-loop amplitudes [140, 141],
but evaluation is relatively costly. This indicates the need for a mixed analytical
and numerical approach at NNLO, such as reconstruction of analytic expressions
(Section 1.7). For further reading on the techniques discussed in this section, see
Refs. [142–146].

1.6.1 Loops

An L-loop partial amplitude can be written as a sum over all contributing L-loop
diagrams,

A(L)
n =

∑

j

∫ ( L∏

`=1

ddk`
(2π)d

)
∂A

(L)
n,j , (1.6.1)

where k` are the loop-momenta, and the diagram integrands take the general form,

∂A
(L)
n,j = Sj

Nj∏
αj
Dαj

, (1.6.2)
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where Sj is a symmetry factor, αj index the propagators, Dαj
are inverse propagators,

and Nj are polynomials in Lorentz-invariant contractions of loop-momenta, external
momenta, and polarisation vectors.

After regulating the divergences (Section 1.3.2), loop integrals are typically not
expressible as rational functions. A common analytic structure in massless ampli-
tudes are polylogarithms Lii(z) which are defined iteratively by

Lii(z) =
∫ z

0
dy Lii−1(y)

y
, Li1(z) = − ln(1− z) , (1.6.3)

where ln(z) is the natural logarithm (with base e). Such functions are referred
to as transcendental functions, and have a transcendental weight, or degree of
transcendentality, given by the dimension of the integral(s). Hence, ln(z) and π have
transcendentality one, since

ln(z) =
∫ z

1

dt
t
, iπ = ln(−1) , (1.6.4)

and Lii(z) has transcendentality i.

1.6.2 Unitarity cuts

Let us take some massless one-loop amplitude and choose the loop-momentum k in
each diagram such that we can rewrite Eq. (1.6.1) under one integral,

A(1)
n =

∫ ddk
(2π)d

∑

j

∂A
(1)
n,j , Dαj

=


k −

αj−1∑

βj

pβj




2

, αj ∈ {1, . . . , n} , (1.6.5)

where pi are the external momenta. We can apply cut conditions on the loop-
momentum where we impose that certain loop propagators αj have zero momentum.
In other words, we take these lines on-shell, which we call taking unitarity cuts.
Then, for this particular subplane of loop-momentum, the loop amplitude factorises
as a product of on-shell tree-level amplitudes.

We will now arrive at this relationship from unitarity of the S-matrix. We insert
Eq. (1.3.3) into Eq. (1.3.2),

T †T = i
(
T † − T

)

= 2 Im(T ) ,
(1.6.6)

and sandwich with states,

2 Im(〈f |T |i〉) =
∑

a

〈f |T † |a〉 〈a|T |i〉 , (1.6.7)
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where the insertion of identity involves a sum over the degrees of freedom of the
state a. We can write this in terms of amplitudes using Eq. (1.3.4),

2 Im(A(i→ f)) =
∑

a

(2π)4δ(4)(Pi − Pa)A(f → a)∗A(i→ a) . (1.6.8)

This equality is called the optical theorem. Excluding overall factors of i, the only
place that imaginary parts enter in the Feynman rules is in the iε prescription for
the Feynman propagator. Therefore, a nonzero Im(A(i→ f)) can only arise when
virtual particles go on-shell and the iε becomes relevant.

The discontinuity of a function f : C→ C at x0 is given by the difference between
the function evaluated at the point plus and minus a small imaginary part,

−iDiscx0
(f(x)) := lim

η→0+

(
f(x0 + iη)− f(x0 − iη)

)
, (1.6.9)

where we include the −i factor for later convenience. The discontinuity is only
nonzero if it crosses a branch cut.

Consider our amplitude A(i→ f) as an analytic function of a complex variable,
A(s). If the energy of state i in Eq. (1.6.8) is insufficient to produce on-shell
intermediate states a, then Im(A(i→ f)) vanishes. In this domain,

A(s) = A(s∗)∗ . (1.6.10)

Analytically continuing this to the entire complex s plane, in the domain where
the initial energy is high enough to allow on-shell intermediate states and therefore
Im(A(s)) is nonzero,

Re(A(s+ iε)) = Re(A(s− iε)) , (1.6.11)
Im(A(s+ iε)) = − Im(A(s− iε)) . (1.6.12)

Thus, there is a branch cut across the real axis of s, showing that a nonzero Im(A(s))
requires a branch cut singularity. The discontinuity is

Disc(A(s)) := 2 Im(A(s)) , (1.6.13)

which can also be seen by applying Eqs. (1.6.6) and (1.6.10) to Eq. (1.6.9).
Examining Eq. (1.6.8) order by order in perturbation theory, we discover relations

between the discontinuities of a given order and the products of lower-order terms
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(dropping factors),

Disc
(
A(0)
n

)
= 0 , (1.6.14a)

Disc
(
A(1)
n

)
= A(0)

n

∗
A(0)
n , (1.6.14b)

Disc
(
A(2)
n

)
= A(0)

n

∗
A(1)
n +A(1)

n

∗
A(0)
n +A(0)

n+1
∗
A(0)
n+1 , (1.6.14c)

and so on. The constraint Eq. (1.6.14b) is none other than the factorisation we
found at one loop [147].

1.6.3 Generalised unitarity

Beyond those prescribed by unitarity, we can continue to make further cuts. This
technique is called generalised unitarity [148, 149]. The full loop integrand can be
reconstructed by analysing the complete set of possible unitarity cuts. This proceeds
by identifying a basis of integrals, then isolating their coefficients by considering the
projections provided by the cuts.

Consider n-point massless one-loop amplitudes with external states in four di-
mensions. They can be decomposed onto a basis of n-point scalar integrals I(1)

k,i ,
labelled by the number of internal lines k, and a rational part R as

A(1)
n =

4∑

k=2

∑

i

c
(0)
k,i I

(1)
k,i +R +O(ε) . (1.6.15)

The integrals are called boxes I(1)
4,i , triangles I(1)

3,i , and bubbles I(1)
2,i . We neglect

tadpoles I(1)
1,i since for massless propagators, the integrals are scaleless and hence

vanish in DR. The size of the integral basis is set by the number of spacetime
dimensions, four. This basis is presented in Ref. [150].

The coefficients c(0)
k,i are functions of the external kinematics and ε. Having

distinct propagator structures, only a subset of the scalar integrals contribute to
a given unitarity cut. Therefore, a single coefficient or set of coefficients may be
singled out by performing a certain set of cuts. Quadruple cuts isolate only the
box coefficients c(0)

4,i [151]; these are maximal cuts in d = 4. Triple cuts pick out
both the box coefficients c(0)

4,i and the triangle coefficients c(0)
3,i . Similarly, double

cuts additionally include the bubble coefficients c(0)
2,i . Thus, all coefficients can be

extracted by solving a system of linear equations formed from various cuts. This
gives the coefficients as combinations of products of trees [152–154].
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We can demonstrate this by considering the integral decomposition,

A(1)
5 (1−g , 2−g , 3+

g , 4+
g , 5+

g ) = c
(0)
1+|2+|3−|4−5−




1

23

4

5



+ . . . . (1.6.16)

We focus on a quadruple cut term to find the scalar box coefficient,

c
(0)
1+|2+|3−|4−5−

=

1−

2−3+

4+

5+

→`4

↓`1

←
`2

↑`3 , (1.6.17)

following the prescription of Ref. [151]. First, we write the loop-momenta `i in terms
of the external momenta pi. We take as the dependent loop-momenta

`2 = `1 − p2 , `3 = `1 − p2 − p3 , `4 = `1 + p1 . (1.6.18)

Solving for on-shell loop-momenta,

`1 · p1 = 0 , `1 · p2 = 0 , `1 · (p2 + p3) = s23

2 . (1.6.19)

Since it is four-dimensional, we can write `1 as

`1
µ = a1 p1

µ + a2 p2
µ + a3

1
2 [1σµ 2〉+ a4

1
2 〈2σ

µ 1] . (1.6.20)

Equation (1.6.19) sets a1 = a2 = 0 and solving for `1 on-shell has two solutions:
either a3 or a4 vanishing,

`A1
µ = a3

1
2 [1σµ 2〉 , `B1

µ = a4
1
2 〈2σ

µ 1] . (1.6.21)

Inserting these into Eq. (1.6.19) and solving for a3 and a4 gives

a3 = [2 3]
[1 3] , a4 = 〈2 3〉

〈1 3〉 , (1.6.22)

so we find that

`A1
† = `B1 . (1.6.23)
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Consider solution B. We can write helicity spinors which satisfy `B1 , `B2 , and `B4
through Eq. (1.5.40),

|`B1 〉 = a4|1〉 , |`B1 ] = |2] ,
|`B2 〉 = a4|1〉 − |2〉 , |`B2 ] = |2] ,
|`B4 〉 = |1〉 , |`B4 ] = a4|2] + |1] .

(1.6.24)

We can treat solution A similarly. We now have all the ingredients we need to
compute c(0)

1+|2+|3−|4−5−
as a function of the external kinematics.

Now we consider the trees of the cut one-loop diagram depicted in Eq. (1.6.17).
Recall from Section 1.5.5 that three-gluon trees are nonzero for complex momenta.
Since the trees are nonzero only for MHV helicity configurations, there is only a
single free internal helicity, h1, with the others fixed,

h2 = − , h3 = − , h4 = + . (1.6.25)

Inserting our kinematic solutions into the MHV expressions for the trees Eq. (1.5.61),
we find solution A vanishes, while solution B with h1 = − vanishes, leaving solution
B with h1 = + as the only nonzero piece,

c
(0)
1+|2+|3−|4−5−

∣∣∣
B,h1=+

= [1 `B1 ]3

[`B1 `B4 ][`B4 1]
〈`B2 `B1 〉3

〈`B1 2〉〈2 `B2 〉
〈3 `B3 〉3

〈`B3 `B2 〉〈`B2 3〉
〈4 5〉3

〈5 `B4 〉〈`B4 `B3 〉〈`B3 4〉
.

(1.6.26)

The answer is given by the sum over internal helicities and average of the kinematic
solutions, which after substitution of Eqs. (1.6.18) and (1.6.24) and subsequent
algebra is

c
(0)
1+|2+|3−|4−5−

= 1
2 s12 s23A

(0)(1+
g , 2+

g , 3−g , 4−g , 5−g ) . (1.6.27)

The rational part R of Eq. (1.6.15) can be the most time-consuming to compute.
While it is possible for the integral coefficients c(0)

k,i , the rational part is not cut
constructable with the loop-momentum in four dimensions. We can instead use cuts
in analytic dimensions of d = 4− 2ε [155–157]. As both the coefficients and integrals
are Laurent series in ε, with the integrals containing poles, we see the origin of the
rational part as terms in the expansion of the form

O
(

1
εa

)
×O(εa) , a ∈ Z≥ . (1.6.28)

Outside of four dimensions, the trees lose their simple structure. One way to
manage this is to partition the four-dimensional part of the loop d-momentum, with
the size of the extra dimensions introducing a new scale that we treat as a fictitious
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mass,

kµ[d] = kµ[4] + kµ[−2ε] , k[d]
2 = k[4]

2 − µ2 , µ2 = −k[−2ε]
2 , (1.6.29)

so that propagators look like massive four-dimensional propagators,

Dαj

(
k[d], pi

)
= Dαj

(
k[4], pi

)
− µ2 . (1.6.30)

1.6.4 Integrand reduction

We have discussed one-loop amplitudes in the form,

A
(1)
n,j = Sj aj(pi) ·

∫ ddk
(2π)d

Nj(k, pi)∏n
αj=1Dαj

(k, pi)
, (1.6.31)

with inverse propagators Dαj
defined in Eq. (1.6.5). We have factorised out from

the numerator Nj the part depending only on external four-momenta aj,

Nj(k, pi) = aj(pi) · Nj(k, pi) , (1.6.32)

where · represents the contraction of Lorentz indices. These are generally tensor
integrals, as Nj can carry free indices.

We can reduce to scalar integrals, meaning Nj is scalar, by rewriting the nu-
merator Nj in a basis of inverse propagators Dαj

and spurious irreducible scalar
products (ISPs). An ISP is a scalar product that cannot be expressed in terms
of only inverse propagators, while a spurious ISP vanishes after integration. A
convenient choice is the van Neerven-Vermaseren basis [158].

For example, consider a massless box topology1. By momentum conservation,
there are only three LI external four-momenta. The four-dimensional components
of the loop-momentum kµ[4] require one more orthogonal vector to find a basis. We
introduce the vector,

ωµ124 ∝ εµνσρ (p1)ν (p2)σ (p4)ρ , (1.6.33)

such that it is orthogonal to an LI set of external four-momenta,

pi · ω124 = 0 ∀ i ∈ {1, 2, 4} , (1.6.34)

to form the basis,

kµ[4] =
∑

i

bivi
µ , v = (p1, p2, p4, ω124) . (1.6.35)

1This example is inspired by the lecture series Loop Amplitudes in Gauge Theories given by
Simon Badger at Durham University in 2019.
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We can form the ISP,

k[4] · ω124 , (1.6.36)

which is spurious because
∫

dk[4]
(
k[4] · ω124

)x = 0 ∀x ∈ Zodd , (1.6.37)

while other possible scalar products,

k[4] · pi , (1.6.38)

are reducible. For example,

k[4] · p1 =
−
(
k[4] − p1

)2 + k[4]
2

2

= −D2(k) +D1(k)
2 ,

(1.6.39)

so can be expressed as a linear combination of inverse propagators. We can then
write an ansatz ∆4 for a general box numerator. For a general renormalisable gauge
theory, the maximum tensor rank for an n-propagator integral is n, so

∆4 = y0 + y1
(
k[4] · ω124

)
+ y2 µ

2 + y3 (k[4] · ω124)µ2 + y4 µ
4 . (1.6.40)

The coefficients y1 and y3 are spurious, y0 is the four-dimensional scalar box coeffi-
cient, and y2 and y4 contain O(ε) parts of the d-dimensional box cut. Choosing the
index j = 0, this gives the integrand,

∂A(1)
4,0 =

∆4
(
k[4] · ω124, µ

2)
∏4

α0=1Dα0

+ sub-topologies . (1.6.41)

After similarly treating the triangles and bubbles, we arrive at Eq. (1.6.15).
The connection to on-shell technology is provided by methods such as those from

Ossola-Pittau-Papadopoulos (OPP) [159] or Forde [154], such that the integrand
coefficients are projected out by numerical evaluations of cut diagrams.

1.6.5 Integration-by-parts identities

Having reduced a loop-level amplitude to scalar integrals, we may be interested in us-
ing a basis of LI scalar integrals, which we call master integrals (MIs) [160,161]. This
reduces the number of integral evaluations required for the computation. Further-
more, the linear independence of the coefficients can be necessary for reconstruction
techniques such as those discussed in Section 1.7. We can reduce to an MI basis by
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using integration-by-parts (IBP) identities, also called recurrence relations, between
the scalar integrals [160–162].

To illustrate IBP identities, consider a prototype one-loop scalar integral of the
form,

Ia =
∫ ddk

(2π)d
1(

k2 −m2)a . (1.6.42)

It is invariant under shifts of the loop-momentum kµ, such as

kµ → (1 + ζ)kµ , (1.6.43)

which gives the integral as

Ia = (1 + ζ)d
∫ ddk

(2π)d
1(

[k (1 + ζ)]2 −m2)a . (1.6.44)

For infinitesimal shifts ζ � 1, we can Taylor expand to find

Ia = Ia + ζ

(
d Ia +

∫ ddk
(2π)d

−2ak2

(
k2 −m2)a+1

)
+O

(
ζ2) . (1.6.45)

Using

∂

∂kµ
kµ = d , kµ

∂

∂kµ
1(

k2 −m2)a = −2ak2

(
k2 −m2)a+1 , (1.6.46)

we can rewrite Eq. (1.6.45) as

∂

∂kµ
kµ Ia +

∫ ddk
(2π)d

kµ
∂

∂kµ
1(

k2 −m2)a = O
(
ζ2) . (1.6.47)

Neglecting higher-order terms, we collect with the chain rule to obtain
∫ ddk

(2π)d
∂

∂kµ

(
kµ(

k2 −m2)a
)

= 0 . (1.6.48)

This construction generalises to multi-loop integrals to give IBP identities of the
form,

∫ (∏

`

ddk`
(2π)d

)
∂

∂ki
µ

(
vi
µ

∏
αDα

)
= 0 , (1.6.49)

where viµ is some external or internal momentum and the Dα are the inverse prop-
agators. The equation shows that the integral vanishes on the boundary, which it
must for the result to be finite. This provides a method to generate relations between
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different integrals.
A general method for identifying an MI basis and applying IBP identities to

project onto it is the Laporta algorithm [163].

1.7 Finite fields
We now have the technology to decompose amplitudes into rational coefficients
and special functions, and numerically evaluate the coefficients (Section 1.6). To
obtain an optimal representation of the coefficients, we can reconstruct their analytic
form through many numerical evaluations by randomly sampling an appropriate
ansatz [164,165]. Were we to perform this procedure using a floating-point number
representation, the precision loss from rounding errors would spoil the computation.
Instead, we sample over FFs, allowing us to use an integer number representation
of fixed size. Unlike floats, integers have no precision loss1 and we obtain an exact
answer. We can extract the rational result from this computation at the end. This
requires a rational parametrisation of the kinematics, which is provided by MTVs
(Section 4.4). FF techniques have found much use in reconstruction and other
methods in recent works [164–171].

1.7.1 Definition

An FF Fn is a set of n non-negative integers,

Fn = {0, . . . , n− 1} , (1.7.1)

together with the arithmetic operations of addition modulo n and multiplication
modulo n, and their inverses. The size n of the field must be a prime power. The
modular additive inverse is simply subtraction modulo n. The modular multiplicative
inverse of a non-zero integer a is the integer x such that

ax = 1 mod n , a 6= 0 . (1.7.2)

We use the following abuse of notation to denote the modular multiplicative inverse,

x = a−1 mod n . (1.7.3)

This can be efficiently computed using the Extended Euclidean algorithm [172].
The modulus operation provides a non-injective homomorphism (a one-to-many

1There is the caveat that the integer size is sufficiently large that overflows are not encountered.
Working with operations modulo n for some integer n means that the calculation is safe if n is less
than the integer size.
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mapping) from the integers to an FF,

mod n : Z→ Fn . (1.7.4)

Similarly, we can map from the rationals Q→ Fn with

a

b
→ a b−1 mod n . (1.7.5)

1.7.2 Reconstruction

Let us demonstrate the idea of FF reconstruction with an example1. Consider a box
contribution to the one-loop six-gluon helicity amplitude,

A(1)
6 (1+

g , 2−g , 3+
g , 4−g , 5+

g , 6−g ) = d1+|2−|3+4−5+|6−




1 2

3

4
5

6




+ . . . ,

(1.7.6)

where

d1+|2−|3+4−5+|6− =
∑

h1,h2,h3,h4∈{+,−}

d
1+|2−|3+4−5+|6−

h1h2h3h4
. (1.7.7)

The lines in the superscript of the coefficient indicate the cuts, while the subscript
shows the helicities in the loop, as shown in the cut diagram,

d
1+|2−|3+4−5+|6−

h1h2h3h4
=

1+ 2−

3+

4−
5+

6−

←h1

↑h2

→
h3

h4↓ . (1.7.8)

In particular, consider the coefficient for {h1, h2, h3, h4} = {+,−,+,−}, which takes
the form,

d
1|2|345|6
+−+− = N

[3 4][4 5]〈2|(1 + 6)|5]〈6|(1 + 2)|3]s345
. (1.7.9)

1This example is inspired by a question set by Ben Page at the SAGEX Mathematica and Maple
School 2021.
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The numerator N can be written in terms of the spinor brackets, so we can write
the ansatz,

N =
∑

i

αi gi , gi =
30∏

j=1

vj
βij , βij ∈ Z> , (1.7.10)

such that the numerator is a linear combination of polynomials gi in the spinor
brackets vj,

~v = {〈i j〉, [i j] : i < j ; i, j ∈ {1, . . . , 6}} . (1.7.11)

By Eq. (1.3.7) and Eq. (1.5.58), we know the mass dimension and little group scalings
of the numerator,

[N ] = 10 , {N} = {−2, 3,−4, 0,−4, 3} . (1.7.12)

This provides physical constraints on the ansatz,

30∑

j=1

βij = [N ] ,
30∑

j=1

βij
{
vj
}
k

= {N}k ∀i, k , (1.7.13)

since

[vj] = 1 , [αi] = 0 , [gi] = [N ] . (1.7.14)

There are 93 solutions to the linear system of constraints Eq. (1.7.13), so i ∈
{1, . . . , 93}. However, the solutions are not all LI. To reduce to the LI subset, we
numerically sample 93 phase-space points {xi}93

i=1 to construct the 93× 93 matrix,

M1 =




g1(x1) . . . g93(x1)
... . . . ...

g1(x93) . . . g93(x93)


 . (1.7.15)

We randomly generate the points xi using a momentum twistor parametrisation
such that they are rational and map them to a finite field Q → Fn1

. We perform
row reduction, also called Gaussian elimination, (modulo n1) on the matrix M1 to
identify the 24 LI polynomials g̃i by the position of the leading number one in the
upper 24 rows of the matrix in reduced row echelon form. This reduces the ansatz
to

N (x) =
24∑

i=1

ai g̃i(x) . (1.7.16)
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To solve for the LI coefficients ai, we numerically sample the components of

0 = −N (x) +
24∑

i=1

ai g̃i(x) (1.7.17)

over 25 points {yi}25
i=1 to form the 25× 25 matrix,

M2 =




N (y1) g̃1(y1) . . . g̃25(y1)
... ... . . . ...

N (y25) g̃1(y25) . . . g̃25(y25)


 , (1.7.18)

and find the nullspace, also called the kernel, (modulo n1) of M2. In other words,
we solve

M2 ~̃a = ~0 (1.7.19)

for the vector ~̃a ∈ (Fn1
)25. After multiplying modulo n1 the components ãi by

−ã−1
0 mod n1 (1.7.20)

to fix the coefficient of N as −1, we find the form

~̃a = {−1, a1, . . . , a24} , (1.7.21)

with numerical values for the ai in Fn1
. Thus, having the values of the coefficients

of our ansatz Eq. (1.7.16), we have found N in Fn1
.

1.7.3 Recovering rationals

We now want to recover the rational solution for N , but the map Fn1
→ Q is

many-to-one. For each coefficient ai, we could solve

ri
si

mod n1 = ai (1.7.22)

and fix the ambiguity by choosing the rational ri/si with smallest Euclidean norm
ri

2 + si
2. However, this introduces a lower bound on n1 as it requires that

ri
2 + si

2 < n1 (1.7.23)

and we don’t know how large the norm will be a priori. In addition, if n1 were
required to be too large, we would lose computational efficiency by being forced to
use non-native integer number representation.

The solution is provided by the Chinese Remainder Theorem, which allows us to
construct a result in a larger FF from multiple evaluations in smaller FFs. Let us
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demonstrate this by applying it to our reconstruction example from Section 1.7.2,
labelling the components of the result Eq. (1.7.21) as a(n1)

i . We repeat the steps
in Section 1.7.2 using a different FF Fn2

, where n1 and n2 are coprime, to obtain
the a(n2)

i . These numbers are related through a number bi, in our case the rational
result, by

a
(n1)
i = bi mod n1 a

(n2)
i = bi mod n2 (1.7.24a)

=⇒ bi = a
(n1)
i +m1,in1 bi = a

(n2)
i +m2,in2 , (1.7.24b)

for some m1,i,m2,i ∈ Z≥. Since n1 and n2 are coprime, Bézout’s identity tells us that
there exist q1, q2 ∈ Z such that

1 = q1n1 + q2n2 . (1.7.25)

Multiplying through by bi and inserting from Eq. (1.7.24b),

bi =
(
a

(n2)
i +m2,in2

)
q1n1 +

(
a

(n1)
i +m1,in1

)
q2n2

= a
(n1)
i q2n2 + a

(n2)
i q1n1︸ ︷︷ ︸

a
(n1n2)
i

+
(
q1m2,i + q2m1,i

)
︸ ︷︷ ︸

m3,i

n1n2 . (1.7.26)

Hence, we have constructed the result in Fn1n2
,

a
(n1n2)
i = bi mod (n1n2) . (1.7.27)

This method generalises to evaluations over an arbitrary number of FFs. Choos-
ing the FF sizes nj as prime numbers ensures all nj are coprime. This provides a
way to construct a result a(

∏
j nj)

i in a sufficiently large FF F∏
j nj

that

ri
2 + si

2 <
∏

j

nj (1.7.28)

is satisfied for the recovery of the rational result ri/si, while keeping evaluations over
sufficiently small FFs Fnj for computational efficiency.

1.8 Phenomenology
Precise theoretical predictions are in high demand for the current LHC experiments,
which are aiming to look for tiny deviations from the SM. These include the A
Toroidal LHC Apparatus (ATLAS) [173] and Compact Muon Solenoid (CMS) [174]
experiments. With experimental bottlenecks like the determination of interaction
luminosity at around one percent at ATLAS [175] and CMS [176], and similarly for
the resolution of jet energies [177,178], the current target for theory is to also achieve
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one percent precision [179]. In the near future, the High Luminosity upgrade of the
LHC will also overcome statistical limitations [180].

Due to the relatively large size of the strong coupling constant, NNLO corrections
in QCD are desirable for a wide variety of final state processes. In particular, a class
of two-to-three scattering processes with many kinematic scales have presented a
considerable challenge to the theoretical community and there has been a good deal
of activity leading to new methods able of overcoming their algebraic and analytic
complexity [131, 171, 181–189]. We discuss recent progress for diphoton-plus-jet
production in Section 1.8.3.

1.8.1 Fixed-order perturbation theory

In fixed-order perturbation theory, in analogy to our expansion of the amplitude,
Eq. (1.3.5), we calculate the cross section as an expansion in the coupling. For
example, up to NNLO,

dσ = αs
A
(
dσLO + αs dσNLO + αs

2 dσNNLO
)

+O
(
αs

A+3
)
, (1.8.1)

where A is the coupling power of the LO term. It is important to calculate order-
by-order for the regularisation of IR divergences, as we will see in Section 2.3. Since
αs ≈ 0.1 at the energy scales of modern colliders, we can estimate that at least
NNLO predictions are necessary in general for percent-level precision.

To evince the anatomy of this series, let us consider the ME contributions (up to
permutations and antiparticles) to hadronic diphoton-plus-jet production pp→ γγj:

LO At LO, which is also called Born level, we have A = 1. The contributions are
the square of the amplitudes qq → γγg and qg → γγq. We do not have the
gluon-fusion channel as there is no vertex coupling photons to gluons in the
SM.

NLO Moving to NLO, we can increase the order in αs by manipulating the LO
diagrams in two ways: either by emitting an additional particle in the final
state, called a real correction; or by introducing a new internal line to form
a closed loop, called a virtual correction. Note that both of these corrections
are experimentally indistinguishable from the Born as virtual particles are not
observed and the final state reconstruction is dependent on the jet clustering al-
gorithm. The real correction includes the square of the amplitudes qq → γγgg,
qg → γγqg, and gg → γγqq, while the virtual correction is the interference
of the tree-level and one-loop diagrams for qq → γγg and qg → γγq. Note
that the virtual contribution to the cross section involves an integration over
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Figure 1.6: Schematic of the perturbative expansion in αs of pp → γγj.
Blobs represent sums over possible internal vertex configurations for the
external particles, with holes denoting loops. Single representative terms are
shown to highlight each contribution, with other terms omitted. Moving to
the right horizontally, we have an increase in the number of loops (virtual
corrections). Moving downwards vertically, we have an increase in the
number of additional emissions (real corrections). LO (green) is O(αs). At
NLO (yellow), which is O(αs

2), there are real and virtual contributions.
At NNLO (orange), which is O(αs

3), there are double-real (RR), real-
virtual (RV), and VV contributions. In the VV, we see the first appearance
of the gluon-fusion subprocess (blue). At (next-to-)3leading order (N3LO)
(red), which is O(αs

4), there are triple-real (R3), real-real-virtual (RRV),
real-virtual-virtual (RVV), and triple-virtual (V3) contributions. The NLO
contributions to the gluon-fusion subprocess are highlighted here in cyan.
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Figure 1.7: Plot of the (kF , kR) scale factor set for the seven-point scale
variation.

a three-particle phase space, while the real has an extra particle and thus is
over a four-particle phase space.

NkLO We can continue this pattern to higher orders, (next-to-)kleading order
(NkLO), as depicted in Fig. 1.6. The first place that the gluon-fusion sub-
process gg → γγg can appear is in the VV correction at NNLO of the full
process pp → γγj. Because it has no tree-level diagram and thus contains a
loop in the LO contribution, we refer to gg → γγg as a loop-induced process.

1.8.2 Estimating uncertainty

Theory uncertainty

Fixed-order theoretical predictions come with an error due to the missing higher
orders. While the only way to really know this uncertainty is to calculate the next
order, in practice we can estimate it. As the scale dependence is due to missing
higher orders (Section 1.3.2), and a scale variation amounts to an O(αs) correction,
we use it as a measure of the uncertainty due to the missing higher orders.

The de facto choice is an ad hoc method known as the seven-point scale variation.
The computation for an observable σ(µF , µR) is repeated for a set of different scales
varied around a central value. Typically, the central value is taken as

µF = µR =: µ , (1.8.2)

with µ set to a fixed scale or calculated dynamically as in Eq. (5.3.2). We consider
a set of values of (kF , kR) in

S7 = {(0.5, 0.5) , (0.5, 1) , (1, 0.5) , (1, 1) , (1, 2) , (2, 1) , (2, 2)} , (1.8.3)
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such that we sample the seven cases of σ(kFµ, kRµ) where

kF , kR ∈ {0.5, 1, 2} , kF/kR ∈ {0.5, 1, 2} ; (1.8.4)

this is depicted in Fig. 1.7. The result is then that of the central value σ(µ, µ), with
the error estimated by the interval
[
min

(
σ
(
kFµ, kRµ

)
: (kF , kR) ∈ S7

)
, max

(
σ
(
kFµ, kRµ

)
: (kF , kR) ∈ S7

)]
.

(1.8.5)

There are also efforts to prescribe more reliable methods of uncertainty estimation,
such as Bayesian modelling [190–192].

Monte Carlo uncertainty

The phase-space integration involved in the computation of an observable like the
cross section in a collider simulation is generally performed using the numerical
method of MC integration [193]. This technique approximates an integral over a
function f(~x),

I =
∫

V

dDx f(~x) , (1.8.6)

as the sum,

I ≈ V

N

N∑

i=1

f(~xi) , (1.8.7)

where D is an integer and the D-dimensional phase space of finite volume V is
sampled N times at points ~xi with a uniform random distribution. The error scales
like 1/

√
N and can be estimated by the sample standard error [194],

α = σN−1√
N

, (1.8.8)

which we define through the sample standard deviation,

σN−1 =

√√√√ 1
N − 1

N∑

i=1

(
f(xi)− f̄

)2
, (1.8.9)

and the mean,

f̄ = 1
N

N∑

i=1

f(xi) . (1.8.10)
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By the Central Limit Theorem [194], the MC result converges on the true result as
N →∞. Various methods such as importance sampling and stratified sampling are
used to accelerate convergence.

For differential observables, the MC error on the ith histogram bin, which contains
points in the set bi, can be estimated by

αi =

√√√√ 1
N (N − 1)

N∑

j=1

(
θ(j ∈ bi)f(xj)− f̄i

)2
, (1.8.11)

with

f̄i = 1
N

N∑

j=1

θ(j ∈ bi)f(xj) , (1.8.12)

where N is the total number of points in all bins. To ensure the area under the
histogram is equal to the total integrated observable, the bin heights and errors can
be divided by the bin width.

Histograms can be rebinned by aggregating adjacent bins. Assuming the samples
to be random and uncorrelated, the original bin errors can be propagated to the new
bins by adding errors in quadrature. The resultant bin error is a lower bound. To
propagate errors exactly in rebinning, the covariance matrix C can be used,

Cik = 1
N − 1

N∑

j=1

(
θ(j ∈ bi)f(xj)− f̄i

) (
θ(j ∈ bk)f(xj)− f̄k

)
(1.8.13)

where the indices i and k denote the bins. The diagonal elements of the covariance
matrix give the variances and are related to the bin errors by

αi =
√
Cii
N

, (1.8.14)

since the variance is the square of the standard deviation, while the off-diagonal
terms give the correlations between bins. When aggregating bins, for example from
four to two bins by combining the first and second pair, the covariance matrix is
aggregated as



c11 c12 c13 c14

c21 c22 c23 c24

c31 c32 c33 c34

c41 c42 c43 c44



→

(
c11 + c12 + c21 + c22 c13 + c14 + c23 + c24

c31 + c32 + c41 + c42 c33 + c34 + c43 + c44

)
. (1.8.15)

The variances for the new bins are given by the diagonal entries.
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1.8.3 Diphoton production

The production of a pair of high-energy photons is an important experimental sig-
nature at hadron colliders and can be used, for example, to study the Higgs boson
through its decay to photons [195] or in beyond the SM searches [196]. The SM back-
ground is dominated by QCD corrections, and a precise description of the kinematics
of these observables requires the theoretical predictions to include perturbative in-
formation from the production in association with additional jets. Diphoton-plus-jet
signatures form the largest background to Higgs production at high transverse mo-
menta; the extra jet is necessary to ensure a non-zero transverse momentum in
the diphoton system. In addition, with at least one jet, the Higgs coupling can be
probed independently of initial-state effects, thus bypassing additional uncertainties
introduced by the PDFs.

Diphoton production pp → γγ has been known at NNLO for some time [197–
199] and the two-loop scattering amplitudes were among the first complete 2 → 2
processes to be calculated at this order [200, 201]. A qT -resummed calculation at
order1 NNLO+ N3LL′ was presented recently [202]. Steps towards N3LO are being
taken with the completion of the first four-point three-loop QCD amplitude [203].
For the gluon-fusion subprocess gg → γγ, the three-loop amplitudes were recently
calculated [204]. Along with the five-point two-loop results of Chapter 4, this makes
available the final remaining piece for the NNLO corrections to the subprocess, which
contribute to the full process at (next-to-)4leading order (N4LO).

NNLO QCD corrections to diphoton-plus-jet production pp → γγj, which is
initiated at LO by quark-antiquark and quark-gluon processes (Section 1.8.1), have
been considered a high priority for current and future experiments for several
years [205–207]. Following recent breakthroughs in two-loop amplitude technol-
ogy, there has been a flurry of activity around this channel, including complete sets
of LC [208,209] and now full-colour (FC) [210] two-loop helicity amplitudes, and LC
NNLO distributions [211]. This progress is extremely timely given the continually
improving experimental measurements of diphoton signatures [212].

The loop-induced gluon-fusion channel gg → γγg starts contributing to the cross
section only from NNLO onwards. Owing to the large gluon luminosity, i.e. the gluon
PDF diverges at small momentum fraction x in high-energy scales (see Fig. 1.3),
this channel yields a dominant contribution to the NNLO corrections and dominates
their scale uncertainty [211]. To improve upon this uncertainty requires the NLO
corrections, for which we derive the FC two-loop virtual amplitudes in Chapter 4
and the FC NLO distributions in Chapter 5.

1A prime indicates the inclusion of partial but dominant corrections from the next higher order.
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1.9 Structure of this thesis
In Chapter 2, we study the IR factorisation properties of QCD amplitudes and
discuss how IR divergences are regulated in fixed-order cross section calculations
before presenting a library of IR singular functions. In Chapter 3, we review the use
of neural networks (NNs) to emulate MEs for processes with two photons and many
gluons in hadron collider simulations. In Chapter 4, we present the first full set of FC
five-point helicity amplitudes at two loops in QCD, which are those for the process
of diphoton-plus-jet production through gluon fusion. In Chapter 5, we combine
these amplitudes with the real contributions to produce NLO QCD distributions, the
first time that FC two-to-three two-loop amplitudes have been integrated to provide
fully differential cross section predictions relevant for the LHC. In Chapter 6, we
also present a set of LC two-loop helicity amplitudes for trijet production at hadron
colliders. We conclude in Chapter 7.



Chapter 2

Infrared behaviour

In this chapter, we look into the IR behaviour of QCD amplitudes and cross sections.
In Section 2.1, we discuss the soft and collinear limits that can appear in phase
space, and in Section 2.2, the factorisation properties of amplitudes in these limits.
We motivate the utility of these limits in Section 2.2.4, and explain how they are
regulated in the calculation of observables in Section 2.3, also listing proposed
schemes for NNLO. In Section 2.4, we present a library of universal IR singular
helicity functions. For further reading, see the review [213].

2.1 Infrared limits
We saw in Section 1.3.2 that loops contain IR divergences when the loop-momentum
becomes small, which we regulate with DR. IR divergences also manifest in ampli-
tudes when the phase space of the external momenta contains unresolved particles,
which occurs in soft and collinear limits. In the following, we take the massless
four-momentum as p = (E, ~p ). The double-collinear limit, denoted i ‖ j, occurs
when θij → 0 where θij is the angle between ~pi and ~pj. Similarly, the single-soft
limit Ei of a massless particle i is when Ei → 0, or equivalently when |~pi| → 0.
These configurations cause an internal propagator to go on-shell, giving rise to a
singularity.

The kinematics of the collinear limit i ‖ j are characterised by sij → 0 and the
soft limit Ei by sij → 0 ∀j since

sij = 2 |~pi| |~pj|
(
1− cos

(
θij
))
. (2.1.1)

Soft limits and collinear limits can overlap in phase space, so care must be taken to
avoid double counting when considering them.
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2.1.1 Cuts

At LO, there exist IR phase-space regions. However, these are not physical states
as they cannot be measured: soft particles are invisible and collinear particles are
indistinguishable. Thinking of detectors, there is a finite resolution to which particles
can be measured; in theory, our phase space should be similarly constrained. This
is achieved by setting appropriate cuts, which are criteria that phase-space points
must satisfy.

Some quantities to cut on, which we will make use of later in this thesis, include
the following.

• Transverse momentum magnitude,

pT =
√
px

2 + py
2 , (2.1.2)

with the beam along the z-axis.

• Pseudorapidity,

η = − ln
(

tan
(
θ

2

))
, (2.1.3)

where the polar angle θ is between the three-momentum of the particle ~p and
the positive direction of the beam axis ẑ.

• Azimuthal angle φ.

Related to cuts is the concept of jet clustering. A common choice for identifying
QCD jets is the anti-kT algorithm [214], which is implemented in FastJet [215].
Considering QED states, photons γ are often selected in an IR safe fashion by
Frixione smooth cone isolation [216]. It prescribes that all cones of radius rγ < ∆R
must satisfy

Ehadronic(rγ) ≤ εγ ET,γ
1− cos

(
rγ
)

1− cos(∆R) ,

where Ehadronic(rγ) is the hadronic energy found inside the cone of radius rγ , ET,γ is
the transverse momentum of the photon, the isolation cut cone radius is given by
the R-separation,

∆R =
√

(∆η)2 + (∆φ)2 , (2.1.4)

and εγ is an arbitrary parameter.
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2.1.2 Poles

Beyond LO, we calculate contributions to the fixed-order result that are not them-
selves observable and thus really contain IR divergences. For instance, at NLO, the
real correction contains single-unresolved singularities, and the loop in the amplitude
for the virtual correction diverges when the loop-momentum goes soft. In DR, the
one-loop amplitude therefore contains poles in the dimensional regulator ε; when
expanded as a Laurent series in ε, it contains coefficients of ε−2 and ε−1, and a
finite part, with O(ε) terms being neglected1 as they vanish in ε→ 0. However, the
poles in the real and virtual corrections come with opposite signs and exactly cancel.
In fact, for any IR safe observable, when all components at any fixed order are
combined, the result is finite, as described by the Kinoshita-Lee-Nauenberg (KLN)
theorem [217,218].

It can also be the case, at any order, that certain terms within an amplitude
diverge in the IR limit of some kinematic variable or combination thereof, but do not
correspond to a physical IR singularity. These crop up depending on the particular
algebraic expression of the amplitude and cancel out in the full finite result. As
they are unphysical, they are called spurious poles. Performing partial fraction
decomposition (PFD) can introduce spurious poles; it can be necessary to take
care with them as they can introduce large intermediate cancellations that reduce
numerical stability. An example is considered in Section 4.5.3.

2.2 Infrared factorisation
An all-orders (n+m)-particle amplitude factorises in the m-unresolved IR limit as

An+m → Ãn ⊗ Sm , (2.2.1)

where: Ãn is the reduced amplitude, which is none other than the on-shell n-particle
amplitude; ⊗ indicates summation over spin and colour states of correlated particles;
and Sm is a universal singular function for the m-unresolved limit. The double-
collinear and single-soft limits described in Section 2.1 are single-unresolved limits.
If there is no summation over correlated states, i.e. the ⊗ reduces to an ordinary
multiplication ×, this is called an exact factorisation. For QCD amplitudes, it is the
partial amplitudes that exhibit this factorisation property, for which only adjacent
legs can become singular.

1Note that we need up to O(ε2) for the amplitudes in the one-loop squared contributions to VV
corrections at NNLO as crossterms in the square yield poles and finite parts.
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2.2.1 Collinear limits

Consider the tree-level single-unresolved IR limit when two partons go collinear.
For an (n+ 1)-parton amplitude, there is a factorisation into an n-parton reduced
amplitude and a three-legged splitting amplitude,

A(0)
n+1 → Ã

(0)
n ⊗ P

(0)
1 . (2.2.2)

The i ‖ j phase-space configuration can be constructed by the parametrisation,

pi
µ = z p̃µ + p⊥

µ − p⊥
2

z 2 p̃ · q q
µ , (2.2.3a)

pj
µ = (1− z) p̃µ − p⊥µ −

p⊥
2

(1− z) 2 p̃ · q q
µ , (2.2.3b)

p̃µ = pij
µ −

sij
2 pij · q

qµ , (2.2.3c)

z = pi · q
pij · q

, sij = − p⊥
2

z(1− z) , (2.2.3d)

where: the transverse momentum p⊥ is timelike (p⊥2 < 0) and orthogonal to q, p̃,
and pij; p̃ is the massless projection of pij; and q is a reference null (light-like) four-
vector (q2 = 0). The parameter z controls the momentum fraction of the unresolved
pair in leg i, and |p⊥| → 0 gives the collinear limit. We can write this as

{
. . . , pi, pj, . . . , pk, . . .

}
n+1

i‖j−→ {. . . , p̃, . . . , p̃k, . . .}n , (2.2.4)

where pi and pj live in the full (n+ 1)-particle phase space, and map to the on-shell
momentum p in the reduced n-particle phase space. When not in the exact limit,
the reduced phase space must be provided through a mapping of the full phase
space that imposes on-shellness and momentum conservation. We also select an
arbitrary momentum pk from the full phase space that we recoil off in the mapping
to obtain p̃k in the reduced phase space. One such mapping is described in the
Catani-Seymour (CS) dipole subtraction scheme (Section 2.3), in which they call the
correlated leg p̃ the emitter and the recoiling leg p̃k the spectator. It can be stated
as

p̃ µ
k =

(
1 +

sij
2 pij · q

)
pk
µ , q = pk . (2.2.5)

Another mapping is provided by Kosower’s antenna scheme [219].
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A helicity amplitude in the i ‖ j limit factorises as

Ac1...ci−1cicjcj+1...cn
n (1h1 , . . . , (i− 1)hi−1 , ihi , jhj , (j + 1)hj+1 , . . . , nhn) i‖j−→

∑

hρ,cρ

Ãc1...ci−1cρcj+1...cn
n−1 (1h1 , . . . , (i−1)hi−1 , ρhρ , (j+1)hj+1 , . . . , nhn)Pcicρcj1 (ihi , ρ−hρ , jhj) ,

(2.2.6)

where ci is the abstract colour index (i.e. we have not specified the representation)
associated with leg i, hi ∈ {−,+} is the helicity of leg i, and ρ labels the correlated
leg. There remains a sum over the helicity hρ and the colour cρ. Pictorially, drawing
gluons in lieu of any parton and with colour implicit, this looks like

i

j

i‖j−→
∑

h

h ⊗ −h

i

j

. (2.2.7)

With this picture in mind, we see that the double-collinear partonic splitting ampli-
tudes, up to antiparticles and permutations, are g → gg and q → qg (giving g → qq

by crossing symmetry). The splitting amplitudes can be algebraically derived by
constructing these configuration with MHV amplitudes [220], for example.

Turning to the squared helicity amplitude, we have

|A|2 i‖j−→


∑

h1,cρ

Ã
c1...cρ...cng
h1

Pcicρcj−h1



†
∑

h2,cσ

Ã
c1...cσ ...cng
h2

Pcicσcj−h2
, (2.2.8)

where subscripts now denote the helicity of the correlated leg. We can represent this
diagrammatically as

|A|2 i‖j−→ →
←

h1

−h1

←
→

h2

−h2

i

j

. (2.2.9)

Consider the colour of the squared splitting amplitude,

(
Paiaρaj−h1

)†
Paiaσaj−h2

∣∣∣∣
colour

=





faiaρajfaiaσaj = CA δ
aρaσ for g → gg ,

t
aρ
aiaj t

aσ
aiaj

= TF δ
aρaσ for g → qq ,

t
aj
aiaρt

aj
aiaσ = CF δaρaσ for q → qg .

(2.2.10)
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Thus, contracting the colour indices of the splitting amplitudes always results in
a Kronecker delta of the collinear colour indices (Section 1.4.1). This breaks the
colour correlation that we observed at amplitude level to give exact factorisation of
colour in the squared amplitude. Armed with this observation, Eq. (2.2.8) can be
rearranged as

|A|2 i‖j−→
∑

h1,h2

M̃h1h2
P−h1−h2

, (2.2.11)

where we have introduced the 2× 2 spin matrices,

Ph1h2
:= Ph1

† · Ph2
, M̃h1h2

:= Ã†h1
· Ãh2

, (2.2.12)

with · denoting contraction of colour indices. The off-diagonal terms (h1 6= h2) are
called spin correlations and make subdominant contributions to the sum. They are
omitted in the leading-spin (LS) approximation. Particularly for high-multiplicity
processes, the spin correlations can become significant deep in the IR limit, in which
case a full-spin (FS) evaluation is necessary.

2.2.2 Soft limits

Next, we consider the tree-level limit when a single parton goes soft. This is only
possible with a gluon, i.e. the limit Eg, as taking a quark in the exact soft limit
would result in a violation of quark number conservation in the reduced amplitude.
The full (n+ 1)-parton amplitude factorises to an n-parton reduced amplitude and
an eikonal amplitude with dependence on three legs of the full amplitude,

A(0)
n+1 → Ã

(0)
n ⊗ S

(0)
1 . (2.2.13)

In the limit, the (n+ 1)-parton phase space reduces to an n-parton phase space,

{
. . . , pi, . . . , pj, . . . , pk, . . .

}
n+1

Ej→ 0
−−−→ {. . . , p̃i, . . . , p̃k, . . .}n , (2.2.14)

where j is the soft leg. Near the limit, we can map the full momenta to the reduced
momenta while recoiling to enforce momentum conservation and on-shellness in the
reduced phase space, for example,

p̃i = pi + pj − βpk ,

p̃k = (1 + β) pk ,
β =

sij
sik + sjk

. (2.2.15)

The kinematic part of the eikonal amplitude takes a simple form,

S+(i, j, k) = 〈ik〉
〈ij〉〈jk〉

, S−(i, j, k) = − [ik]
[ij][jk] , (2.2.16)
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where the subscript denotes the helicity of the soft leg j. These expressions are
universal: they are independent of the parton type and helicity of partons i and k.
This limit can be pictorially represented for a partial amplitude as

i

j

k

Ej→ 0
−−−→

i

k

×
j

k

i
, (2.2.17)

where pi emits the soft pj, with pk as a reference momentum.
While kinematics factorise exactly at amplitude level, no matter how soft the

gluon is, it still carries the same colour charge. Thus, colour correlations are produced.
In fact, to reproduce the full colour structure of an (n+ 1)-parton colour-summed
amplitude from the reduced and eikonal amplitudes, it is necessary to sum over
emissions of the soft gluon from all the external legs of the reduced amplitude,

A
Ej→ 0
−−−→

√
2
n+1∑

i=1
i 6=j

C̃(i) Shj(i, j, k) , C̃(i) := R̃ C̃ · T (i) , (2.2.18)

where we adopt a brief notation to show the colour-correlated amplitude as C̃(i),
the reduced amplitude decomposed into its kinematics R̃ and colour C̃, and the
eikonal colour contribution as T (i). The · represents the partial colour contraction of
“attaching” the soft gluon j to leg i. The parton type of leg i determines the form of
T (i):

T (i) =





faiajak gluon,

t
aj
fifk

quark,

t̄
aj

f̄if̄k
= −tajfkfi antiquark.

(2.2.19)

Note that the sum in Eq. (2.2.18) runs over the indices of the reduced n-parton
phase space. Since for each term in the sum i is different and k may be different,
a local mapping Eq. (2.2.14) is required for each term. This is in contrast to the
global mapping Eq. (2.2.4) we found for the collinear limit.

For the squared helicity amplitude,

|A|2
Ej→ 0
−−−→

∑

i,k

C̃(i,k) S(i,k)
j
hj
, (2.2.20)

with

C̃(i,k) = C̃(i)† · C̃(k) , S(i,k)
j
hj

= Shj(i, j, k)† Shj(k, j, i) = −2 sik
sijsjk

, (2.2.21)
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where i and k run over the indices of the reduced phase space. The colour-correlated
reduced ME C̃(i,k) can be constructed from the reduced partial amplitude vector and
the colour correlations as

C̃(i,k) =R̃†a
(

D̃(i,k)
)ab

R̃b ,
(

D̃(i,k)
)ab

:=C̃a
...ci...ck̄...

T (i)
cicjcī

T (k)
ckcjck̄

C̃b
...ck...cī...

,

(2.2.22)

where a and b run over the colour basis. In the definition of the colour-correlation ma-
trix (D̃(i,k))ab we explicitly show abstract colour indices, with remaining contractions
occurring over the omitted indices. Expressed in diagram form, the colour-correlation
matrix is

D̃(i,k) =
i ī

kk̄

. (2.2.23)

As the degree of colour correlation grows with the number of legs on the amplitude,
construction of the reduced ME C̃(i,k) can be computationally intensive at high
multiplicities. Notice that the diagonal of the eikonal matrix vanishes by masslessness
and the reduced ME is symmetric,

S(i,i)
j
hj

= 0 , C̃(i,k) = C̃(k,i) , (2.2.24)

so Eq. (2.2.20) can be optimised as

|A|2
Ej→ 0
−−−→ 2

∑

i,k
k>i

C̃(i,k) S(i,k)
j
hj
. (2.2.25)

In contrast to the notation used here, the literature generally treats the colour
with a notation described in Section 3.1 of Ref. [221]. This notation uses an abstract
colour charge T i which comes with the emission of a gluon from the ith parton. The
limit expression is constructed from an n-parton reduced ME and an eikonal current,

Jµ(q) =
n∑

i=1

T i

pi
µ

pi · q
. (2.2.26)

To see the connection with our notation, the eikonal amplitudes, Eq. (2.2.16), can be
obtained from the kinematic part of the eikonal current by contracting with a gluon
polarisation vector of the appropriate helicity, Eq. (1.5.46), and using Eq. (1.5.37).
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2.2.3 Beyond NLO

The previously considered limits, double-collinear and single-soft, are single-unresolved
configurations and first appear in the real corrections at NLO. For RR contributions
at NNLO, we also have double-unresolved configurations, which factorise An+2 to
An [221,222]. This involves multiple soft or collinear pairs of particles, or a mixture
of the two, which includes: correlated limits, which introduce new singular functions;
and uncorrelated limits, where the reduced amplitude is iteratively factorised by
taking multiple single-unresolved limits.

One correlated double-unresolved limit is the triple-collinear limit, which up to
antiparticles and permutations includes g → ggg, q → qgg (with g → qqg by crossing
symmetry), and q → qQQ, where Q may be a quark of different flavour to q. The
amplitude factorises as

A(0)
n+2 → Ã

(0)
n ⊗ P

(0)
2 . (2.2.27)

For instance, g → ggg can be drawn as

i

j

k

i‖j‖k
−−−→

∑

h

h ⊗ −h

i

j

k
. (2.2.28)

This is treated similarly to the double-collinear limit. In analogy to the parametri-
sation of Eqs. (2.2.3a) to (2.2.3d), we can define a multi-collinear parametrisation
of the kinematics [223].

When considering the RV contribution at NNLO, we need to calculate single-
unresolved limits of loop-level amplitudes. With loops, we must take care to include
all contributions at the fixed order. For instance, the one-loop single-unresolved
limit factorises as

A(1)
n+1 → Ã

(1)
n ⊗ S

(0)
1 + Ã(0)

n ⊗ S
(1)
1 . (2.2.29)
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Explicitly for the one-loop double-collinear limit [224], we have

i

j

i‖j−→
∑

h

h ⊗ −h

i

j

+
∑

h

h ⊗ −h

i

j

.

(2.2.30)

2.2.4 Utility

These limits offer a convenient way to validate new higher-order expressions. In IR
regions of phase space, a numerical evaluation of the full amplitude is approximated
by the product of the appropriate singular function and lower-multiplicity reduced
amplitude. A momentum mapping scheme may be necessary to relate the full
and reduced phase space, as discussed for the double-collinear limit (Section 2.2.1).
Generally, the reduced amplitude is available, or more easily calculated than the full
amplitude, and the singular functions are well known in the literature. Thus, by
numerically evaluating both the full and factorised expressions at points in IR limits,
we can check that a new higher-order amplitude correctly displays the expected IR
behaviour.

Factorised expressions can also be used to provide an implementation of ampli-
tudes that, while valid only near their IR limit, is more numerically stable than the
full amplitude [225]. The limit functions will also provide the building blocks of
counterterms to regulate IR divergences at NNLO, as discussed in Section 2.3.

2.3 Infrared subtraction
Recall the perturbative expansion in αs of the cross section discussed in Section 1.8.1.
The NLO correction to the cross section for a process with n final state partons is
given by

dσNLO =
∫

n

dσV
NLO +

∫

n+1
dσR

NLO , (2.3.1)

where dσV
NLO and dσR

NLO indicate respectively the renormalised virtual and the real
correction, with the real integration over a higher-dimensional phase space due
to the additional emission. The virtual amplitude contains IR divergent loops
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(Section 1.3.2), while the real cross section diverges in single-unresolved corners of
phase space.

While possible in principle, analytical integration in 4 − 2ε dimensions of real-
type corrections to cross sections for modern phenomenology is computationally
intractable. In addition, non-perturbative effects in simulations are generally com-
puted numerically, so analytic integration is not possible. Instead, we use the numer-
ical technique of MC integration (Section 1.8.2), which requires an integer number of
dimensions. The method of IR subtraction is used to regulate IR divergences while
allowing efficient integration.

The aim of IR subtraction is to separately cancel the divergences in the virtual
and real contributions. We introduce a real subtraction term dσS

NLO which locally
isolates the singular behaviour of the real correction. This term can be constructed
by exploiting the previously discussed factorisation properties of QCD in IR limits.
It is important for computational efficiency that the subtraction term is as simple
as possible while still reproducing the correct IR behaviour. The divergences of the
virtual correction are subtracted at the level of the amplitude to define the finite
remainders (FRs), as in Eq. (4.2.7); we represent this schematically as a virtual
subtraction term dσT

NLO. The NLO correction can then be rewritten as

dσNLO =
∫

n

(
dσV

NLO − dσT
NLO

)
+
∫

n+1

(
dσR

NLO − dσS
NLO

)
, (2.3.2)

with

dσT
NLO +

∫

1
dσS

NLO = O(ε) , (2.3.3)

such that both integrals in Eq. (2.3.2) are IR finite in ε → 0 and can therefore be
numerically evaluated through MC integration. Various definitions of the subtraction
terms give rise to different subtraction schemes. Depending on the scheme, the real
subtraction term can be required to be analytically integrable over the phase space
of the unresolved parton, such that the matching of the singularities of the virtual
corrections in Eq. (2.3.3) occurs in a fully analytical fashion.

At NLO, general algorithms are firmly established for IR subtraction, including
Frixione-Kunszt-Signer (FKS) subtraction [226, 227] and CS subtraction [228, 229].
The implementation of the subtraction terms at NNLO is not yet automated to this
degree [230–232]. However, many regularisation schemes are proposed, including:

• antenna subtraction [233–236] (we use this scheme to regulate the cross section
in Section 5.2),

• sector-improved residue subtraction [237–239],
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• nested soft-collinear subtraction [240],

• CoLoRFulNNLO subtraction [241] (closest to CS subtraction),

• projection-to-Born subtraction [242],

• local analytic sector subtraction (Torino scheme) [243,244],

• qT -slicing [245],

• n-jettiness slicing [246],

• geometric IR slicing [247].

2.4 Implementation
In version 3.0.0 of NJet3 [1], we present an analytic library of the various soft and
collinear limit helicity functions of QCD amplitudes. We use amplitude-level factori-
sation [248] for efficient construction of factorised MEs including spin correlations.

It is possible that 64-bit floating-point numbers (f64s) do not provide sufficient
precision when probing deep in the limit. For this case, all NJet3 classes are tem-
plated to support higher fixed precisions of 128-bit floating-point number (f128) and
256-bit floating-point number (f256) provided by the QD library [249].

We make available the splitting amplitudes Ph, spin matrices Ph1h2
, and colour-

correlation matrices D̃(i,j) for the following partonic limits:

• the single-soft tree-level limit, Eg,

• all independent double-collinear limits up to one-loop, g → gg and q → qg,
from [250],

• the triple-collinear tree-level limits, g → ggg and g → qqg, from [223].

As amplitudes with photons and gluons can be constructed from pure-gluon ampli-
tudes by summing over permutations [251,252], the loop-induced mixed QCD+QED
limit functions, g → γg and g → γγ, can also be generated from this set.

This includes all NLO limits, and all limits for RV at NNLO, but omits the
q → qQQ [253] and double-soft limits that appear in RR. While therefore currently
incomplete for NNLO, this library can be used for validation of new amplitudes and
extended to provide a full library of the limits necessary to build counterterms at
NNLO within a consistent framework.
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2.4.1 Validation

To demonstrate the stability of the limit functions, we show the behaviour of the
factorised expression compared to the full ME over a phase space path driving into
the collinear limit for several cases. The full and reduced amplitudes are provided
by the existing processes in the NJet3 library. We use colour- and helicity-summed
MEs for these tests.

We begin with the 3 ‖ 4 double-collinear limit Eq. (2.2.2), considering tree-level
five- and six-gluon scattering.

We parametrise phase space using the prescription of Ref. [223] and use this
to generate a 100-point slice that approaches a collinear limit. The prescription
uplifts an n-point phase space to an on-shell mass-conserving (n + 1)-point phase
space that is parametrised in a collinear limit. For the double-collinear limit, this is
exactly Eq. (2.2.4) in reverse, with piµ and pjµ given by Eqs. (2.2.3a) and (2.2.3b)
respectively along with

qµ = p̃ µ
k , p⊥

µ = δ Im([p̃ σµ p̃k〉 − [p̃k σµ p̃〉) , (2.4.1)

and

pk
µ =

(
1 + p⊥

2

z(1− z) 2 p̃ · p̃k

)
p̃ µ
k , (2.4.2)

such that δ controls the degree of collinearity of the point. The exact limit is given by
δ = 0. We set z = 0.5 and vary δ over the slice as shown in Fig. 2.1. The four-point
seed phase space is generated randomly using the algorithm from Ref. [254], which
is provided in the NJet3 library.

For each point in the slice, we construct the reduced phase space using the CS
mapping defined by Eqs. (2.2.3c), (2.2.4) and (2.2.5). We evaluate both sides of
Eq. (2.2.11) in f64, f128, and f256 and plot their relative differences,

D‖ =
|A|2 −

∑
h1,h2
M̃h1h2

P−h1−h2

|A|2
, (2.4.3)

in Fig. 2.1. The values of the factorised and full MEs smoothly become more similar
as we probe deeper into the collinear limit. The five-gluon amplitude f64 evaluation
becomes numerically unstable below s34/s12 ≈ 10−10, where we see D‖ deviate from
the f128 evaluation. While the five-gluon amplitude in NJet3 is implemented as a
hard-coded analytic expression, the six-gluon amplitude is implemented numerically
and becomes unstable with FS f64 evaluation at the higher value of s34/s12 ≈ 10−8.
The FS six-gluon f128 evaluation begins to destabilise as it approaches s34/s12 ≈
10−16.
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10−8 10−7 10−6 10−5 10−4 10−3 10−2 10−1

√
s34/s12

10−14

10−12

10−10

10−8

10−6

10−4

10−2

100

|D
‖|

gg → ggg LS f64

gg → ggg FS f64

gg → ggg LS f128

gg → ggg FS f128

gg → ggg LS f256

gg → ggg FS f256

gg → gggg LS f64

gg → gggg FS f64

gg → gggg LS f128

gg → gggg FS f128

gg → gggg LS f256

gg → gggg FS f256

Figure 2.1: The scaling behaviour of the relative difference Eq. (2.4.3)
between the factorised expression and the full ME in a collinear limit at
tree level. We consider two multiplicities of gluon scattering at LS and FS
with three numerical precisions.
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10−8 10−7 10−6 10−5 10−4 10−3 10−2 10−1

√
s34/s12

10−14

10−11

10−8

10−5

10−2

101

|D
‖|

m−2 LS f64

m−2 FS f64

m−2 LS f128

m−2 FS f128

m−2 LS f256

m−2 FS f256

m−1 LS f64

m−1 FS f64

m−1 LS f128

m−1 FS f128

m−1 LS f256

m−1 FS f256

m0 LS f64

m0 FS f64

m0 LS f128

m0 FS f128

m0 LS f256

m0 FS f256

Figure 2.2: The scaling behaviour of the relative difference between the
factorised expression and the full ME in a collinear limit for the interference
between the tree-level and one-loop amplitudes of gg → ggg.

The five-gluon ME does not carry any spin correlations, so the LS evaluations
match the FS ones. At six-gluons, however, the spin correlations are nonzero. We see
the LS approximation level off at s34/s12 ≈ 10−3, while the FS evaluation continues
to approach the value of the full amplitude deeper into the limit. The LS f64
numerical instability does not become visible until the fluctuations grow to the scale
of the ME, which is where the FS f64 line approaches it at s34/s12 ≈ 10−13.

We also consider the 3 ‖ 4 double-collinear limit Eq. (2.2.29) of five-gluon scat-
tering at one-loop level; the full ME is the interference of the tree-level and one-loop
five-gluon amplitudes. We use the same phase space parametrisation as for the tree-
level case. OneL0op [255] is used to provide the one-loop scalar integrals. Evaluations
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are performed in f64, f128, and f256. In Fig. 2.2, we plot the ME coefficients ma

defined by

A(0)∗A(1) =
0∑

a=−2

ma ε
a +O(ε) . (2.4.4)

The one-loop integrals become unstable at s34/s12 ≈ 10−6 in f64, while the ε pole
coefficients m−2 and m−1 become unstable near s34/s12 ≈ 10−13 in f128. The D‖
for the f256 evaluations smoothly decreases for all coefficients, although the finite
part m0 has a much more gradual slope than the poles after s34/s12 ≈ 10−3. Only
m0 has nonzero spin correlations, which approach from below the magnitude of the
diagonal spin contributions towards the left side of the figure and are therefore not
easily visible on the logarithmic scale.

2.4.2 Example code

Collinear limit

Consider the 3 ‖ 4 double-collinear limit of a five-gluon tree-level helicity amplitude,

A(0)
5
(
1+
g , 2+

g , 3+
g , 4−g , 5−g

) 3‖4−→ Ã(0)
4

(
1+
g , 2+

g , ρ
h
g , 5−g

)
⊗ P(0)

g→gg

(
3+, ρ−hg , 4−

)
. (2.4.5)

To demonstrate the use of the spin matrices Ph1h2
in NJet3, we show how to evaluate

Eq. (2.2.11) for this case in the following C++ code.

1 #include <algorithm>

2 #include <array>

3 #include <cmath>

4 #include <complex>

5 #include <iomanip>

6 #include <iostream>

7

8 #include "analytic/0q4g-analytic.h"

9 #include "analytic/0q5g-analytic.h"

10 #include "ir/split_g2gg-analytic.h"

11 #include "ngluon2/Mom.h"

12

13 int main()
14 {
15 // 2 || 3 collinear massless 5-particle phase space (0 indexing)

16 const std::array<MOM<double>, 5> full_mom { {
17 { -5.0000000000000000e-01, 0.0000000000000000e+00,

0.0000000000000000e+00, 5.0000000000000000e-01 },↪→
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18 { 4.9999949999999999e-01, 4.3301226887951738e-01,
0.0000000000000000e+00, 2.4999975000000005e-01 },↪→

19 { 2.9999999999999999e-01, -2.5960910680884997e-01,
2.8795483728213630e-04, -1.5034303689869646e-01 },↪→

20 { 2.0000050000000008e-01, -1.7340316207066742e-01,
-2.8795483728213630e-04, -9.9656713101303585e-02 },↪→

21 { -5.0000000000000000e-01, 0.0000000000000000e+00,
0.0000000000000000e+00, -5.0000000000000000e-01 },↪→

22 } };
23

24 // Catani-Seymour momentum mapping for 2 || 3 (0 indexing)

25 const MOM<double> p { full_mom[2] + full_mom[3] };
26 const double x { dot(full_mom[2], full_mom[3]) / dot(p, full_mom[4])

};↪→

27

28 // reduced phase space

29 std::array<MOM<double>, 4> reduced_mom {};
30 std::copy_n(full_mom.cbegin(), 2, reduced_mom.begin());
31 reduced_mom[2] = p - x * full_mom[4];
32 reduced_mom[3] = (1. + x) * full_mom[4];
33

34 // momenta for splitting amplitude

35 const std::array<MOM<double>, 3> splitting_mom { { -reduced_mom[2],
full_mom[2], full_mom[3] } };↪→

36

37 // initialise amplitudes

38 Amp0q5g_a<double> full_amp;
39 Amp0q4g_a<double> reduced_amp;
40 Splitg2gg_a<double> splitting_amp;
41

42 // set momenta

43 full_amp.setMomenta(full_mom.data());
44 reduced_amp.setMomenta(reduced_mom.data());
45 // the second argument is a reference momentum

46 splitting_amp.setMomenta(splitting_mom.data(), reduced_mom[3]);
47

48 // helicities for amplitudes

49 const std::array<int, 5> full_hels { +1, +1, +1, -1, -1 };
50 // the helicity values of the correlated legs do not matter

51 const std::array<int, 4> reduced_hels { +1, +1, 0, -1 };
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52 const std::array<int, 3> splitting_hels { 0, +1, -1 };
53

54 // initialise (flattened) 2x2 spin matrices

55 // order: ++ +- -+ --

56 std::array<std::complex<double>, 4> reduced_spn_mat {},
splitting_spn_mat {};↪→

57

58 // compute spin matrices

59 // the first argument is the index of the correlated leg

60 reduced_amp.born_spnmatrix(2, reduced_hels.data(),
reduced_spn_mat.data());↪→

61 splitting_amp.born_spnmatrix(0, splitting_hels.data(),
splitting_spn_mat.data());↪→

62

63 // while the final result will be real, the intermediate steps may be

complex↪→

64 std::complex<double> limit {};
65

66 // compute factorised matrix element including spin correlations

67 for (int i { 0 }; i < 4; ++i) {
68 limit += reduced_spn_mat[i] * splitting_spn_mat[3 - i];
69 }
70

71 // compute full matrix element

72 const double amp { full_amp.born(full_hels.data()) };
73

74 // print results (with unity indexing)

75 std::cout
76 << std::setprecision(1) << std::scientific
77 << '\n'
78 << std::setw(25) << "|s_{34}/s_{12}| = "
79 << std::setw(7) << std::abs(dot(full_mom[2], full_mom[3]) /

dot(full_mom[0], full_mom[1]))↪→

80 << '\n'
81 << std::setw(25) << "|(amp^2-lim^2)/amp^2| = "
82 << std::setw(7) << std::abs((amp - limit.real()) / amp)
83 << '\n'
84 << '\n';
85 }
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This runs to give the result:

1 |s_{34}/s_{12}| = 1.3e-06
2 |(amp^2-lim^2)/amp^2| = 7.9e-04

The small ratio s34/s12 = 1.3× 10−6 shows that we are near a 3 ‖ 4 collinear
limit. The relative difference Eq. (2.4.3) between the factorised and full MEs D‖ =
7.9× 10−4 is small, showing a similar order of magnitude to the helicity-summed
value in Fig. 2.1. This code can be used for the helicity-summed ME by simply
removing the helicity argument in all function calls.

Soft limit

Consider the E4 single-soft limit of a five-gluon tree-level helicity amplitude,

A(0)
5
(
1+
g , 2+

g , 3−g , 4−g , 5−g
) E4→ 0
−−−→ Ã(0)

4
(
1+
g , 2+

g , 3−g , 5−g
)
⊗ S(0)

1
(
4−g
)
. (2.4.6)

To demonstrate the use of the colour-correlation matrices D̃(i,j) in NJet3, we show
how to evaluate Eq. (2.2.25) for this case in the following C++ code.

1 #include <algorithm>

2 #include <array>

3 #include <cmath>

4 #include <complex>

5 #include <iomanip>

6 #include <iostream>

7

8 #include "analytic/0q4g-analytic.h"

9 #include "analytic/0q5g-analytic.h"

10 #include "ir/soft_gg2g-analytic.h"

11 #include "ngluon2/Mom.h"

12

13 int main()
14 {
15 // massless 5-point phase space with full_mom[3] soft

16 const std::array<MOM<double>, 5> full_mom { {
17 { -5.0000000000000000e-01, 0.0000000000000000e+00,

0.0000000000000000e+00, -5.0000000000000000e-01 },↪→

18 { -5.0000000000000000e-01, 0.0000000000000000e+00,
0.0000000000000000e+00, 5.0000000000000000e-01 },↪→

19 { 4.9999949999999999e-01, 4.3301226887951738e-01,
0.0000000000000000e+00, 2.4999975000000005e-01 },↪→
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20 { 4.9999999999772449e-06, -2.2505887718767004e-06,
1.7633487034433740e-06, -4.1018839000804920e-06 },↪→

21 { 4.9999550000000009e-01, -4.3301001829074548e-01,
-1.7633487034433740e-06, -2.4999564811609998e-01 },↪→

22 } };
23

24 // initialise amplitudes

25 Amp0q5g_a<double> full_amp;
26 Amp0q4g_a<double> reduced_amp;
27 Softgg2g_a<double> soft_amp;
28

29 // set momenta

30 full_amp.setMomenta(full_mom.data());
31

32 // helicities for amplitudes

33 const std::array<int, 5> full_hels { +1, +1, -1, -1, -1 };
34 const std::array<int, 4> reduced_hels { +1, +1, -1, -1 };
35 // the eikonal amplitude is independent of the helicities of the

correlated legs↪→

36 const std::array<int, 3> soft_hels { 0, -1, 0 };
37

38 // perform reduced colour sum

39 // indices i,3,k are in the full 5-point phase space

40 // indices ii,kk are in the reduced 4-point phase space

41 double lim {};
42 int ref_index {};
43 for (int i { 0 }; i < 5; ++i) {
44 if (i != 3) {
45 const int ii { i < 3 ? i : (i - 1) % 4 };
46

47 for (int k { i + 1 }; k < 5; ++k) {
48 if (k != 3) {
49 const int kk { k < 3 ? k : (k - 1) % 4 };
50

51 // reduced phase space is just the full phase space

without the soft leg↪→

52 std::array<MOM<double>, 4> reduced_mom {};
53 std::copy_n(full_mom.cbegin(), 3,

reduced_mom.begin());↪→

54 reduced_mom[3] = full_mom[4];
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55

56 // ensure physical reduced phase space

57 const double b { dot(full_mom[i], full_mom[3]) /
(dot(full_mom[i], full_mom[k]) + dot(full_mom[3], full_mom[k]))
};

↪→

↪→

58 reduced_mom[ii] = full_mom[i] + full_mom[3] - b *
full_mom[k];↪→

59 reduced_mom[kk] = (1. + b) * full_mom[k];
60

61 reduced_amp.setMomenta(reduced_mom.data());
62

63 // ensure reference momentum is not the same as

another momentum in use↪→

64 // to avoid division by zero from brackets in the

denominator of the form < i i >↪→

65 while ((ref_index == i) || (ref_index == 3) ||
(ref_index == k)) {↪→

66 ref_index = (ref_index + 1) % 5;
67 }
68

69 // set momenta for eikonal amplitude

70 // the second argument is the reference momentum

71 soft_amp.setMomenta({ reduced_mom[ii], full_mom[3],
reduced_mom[kk] }, full_mom[ref_index]);↪→

72

73 // compute eikonal and colour-correlated reduced

matrix elements↪→

74 const double soft_val {
soft_amp.born(soft_hels.data()) },↪→

75 cc_val {
reduced_amp.born_ccij(reduced_hels.data(), ii, kk) };↪→

76

77 lim += cc_val * soft_val;
78 }
79 }
80 }
81 }
82

83 // we summed over upper triangle of colour correlation matrix

84 // diagonals receive no contribution because eikonal kinematic factor

is zero due to antisymmetry of brackets↪→
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85 // matrix is symmetric, so add lower triangle by doubling result

86 lim *= 2.;
87

88 // compute full matrix element

89 const double amp_val { full_amp.born(full_hels.data()) };
90

91 // print results (with unity indexing)

92 std::cout
93 << std::setprecision(1) << std::scientific
94 << '\n'
95 << std::setw(25) << "|{E_4}^2/s_{12}| = "
96 << std::setw(7) << std::abs(pow(full_mom[3].x0, 2) /

dot(full_mom[0], full_mom[1])) << '\n'↪→

97 << std::setw(25) << "|(amp^2-lim^2)/amp^2| = "
98 << std::setw(7) << std::abs((amp_val - lim) / amp_val) << '\n'
99 << '\n';

100 }

This evaluates to:

1 |{E_4}^2/s_{12}| = 5.0e-11
2 |(amp^2-lim^2)/amp^2| = 3.1e-05

The small ratio E4
2/s12 = 5.0× 10−11 shows that we are in an E4 soft limit. The

relative difference,

Ds =
|A|2 −

∑
i,k C̃(i,k)S(i,k)

j
hj

|A|2
, (2.4.7)

between the factorised and full MEs Ds = 3.1× 10−5 is small, supporting that the
factorisation Eq. (2.2.25) holds.



Chapter 3

Matrix element neural networks

Precision phenomenological studies of high-multiplicity scattering processes present
a substantial theoretical challenge and are vitally important ingredients in measure-
ments at collider experiments. Machine learning (ML) technology has the potential
to dramatically optimise simulations for complicated final states. We investigate the
use of NNs to approximate MEs, studying the case of loop-induced diphoton-plus-
jets production through gluon fusion. We train NN models on one-loop amplitudes
from the NJet3 C++ library [1, 256, 257] (see also Chapter 4) and interface them
with the Simulation of High Energy Reactions of Particles (Sherpa) MC event
generator [56, 57] to provide the ME within a realistic hadron collider simulation.
Computing some standard observables, such as jet transverse momentum, with the
models and comparing to conventional techniques, we find excellent agreement in
the distributions and a reduced total simulation time by a factor of thirty.

This chapter is organised as follows. We first motivate the use of ME NNs in
the gluon-initiated diphoton-plus-jets sector in Section 3.1. Then, in Section 3.2, we
discuss the gluon-initiated diphoton-plus-jets amplitudes and their implementations
within NJet3 which form the target distribution for training the NNs. We then de-
scribe the phase-space partitioning used to handle IR divergent regions in Section 3.3.
Next, in Section 3.4, we present the architecture of the NNs used. In Section 3.5,
we discuss the simulation pipeline and interface of the NN model to Sherpa. Fi-
nally, in Section 3.6, we study the performance of the model compared to NJet3 for
gg → γγgg and present some distributions before concluding in Section 3.7.

Our code is publicly available [258].

3.1 Background
With the increasing size of the LHC dataset driving ever more precise experimental
measurements, SM predictions for high-multiplicity scattering at hadron colliders
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Figure 3.1: Diagram of gg → γγgg (N = 6) at LO. The photons couple to
an internal quark loop.

form a vital part of precision phenomenology studies. These calculations mainly
rely on automated numerical codes [139] to calculate amplitudes up to high multi-
plicities, including tree-level real corrections at NLO and RR corrections at NNLO,
and one-loop RV corrections at NNLO (Section 1.8.1). These codes have been a
theoretical revolution, particularly at one-loop (Section 1.6). However, due to the
high dimensionality of the phase space, these real-type corrections are often the
computational bottleneck in higher-order calculations (for instance, see Section 5.4).

As discussed in Section 1.8.3, the gluon-fusion channel of diphoton-plus-jets pro-
duction is of high phenomenological relevance. Therefore, we study the loop-induced
class of processes with two photons and many gluons (Section 1.8.1). We stress that
because they are loop induced, these amplitudes are finite in ε (Section 1.3.2).

ML technology has found a wealth of application in high-energy physics: see the
reviews [259,260] and references therein. For an introduction to ML, see Ref. [261].
We employ the ensemble NN model of Ref. [262], which studied e+e− annihilation
to jets, to emulate the gluon-initiated diphoton-plus-jets MEs within a full MC
event generator simulation (Section 1.2.1). This tests the methodology against the
additional complexity of hadron collider simulations, including PDF convolution and
variable partonic centre-of-mass scale, complex phase-space cuts and jet clustering
(Section 2.1.1), and phase-space sampling optimisation methods of integrators.

3.2 Amplitudes
As there is no vertex coupling gluons to photons in the SM, diphoton-plus-jets
production through gluon fusion is loop induced, as depicted in Fig. 3.1 and discussed
in Section 1.8.1. The LO process is O(αs

N−2) for multiplicity N , appearing at NNLO
in the perturbative expansion of the combined quark- and gluon-initiated process,
as shown in Fig. 1.6. We study the channels with only gluons and photons in the
external particles gg → γγ + n× g. These proceed through a quark loop at LO.
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Figure 3.2: Typical evaluation time of the ME for a single phase-space point.
Results are shown for available implementations at various multiplicities,
including numerical (blue cross) and analytical (orange triangle) evaluations
using NJet3 and inference on the NN model (green circle).

Conventional event generator simulations optimise virtual corrections in NLO
calculations by learning the phase-space distribution of the LO process and using this
to sample the virtual contribution. This technique fails for loop-induced processes,
where the expensive one-loop amplitude has no tree-level process to optimise the
phase space on. Therefore, new methods are required to improve the efficiency of
integrating these channels at high multiplicity.

We use the one-loop-squared MEs from the NJet3 library as the targets for our
NN emulation. These include two classes of amplitudes: an automated numerical
setup for arbitrary multiplicity; and hard-coded analytical expressions for N ∈ {4, 5}.
The former obtains the diphoton-plus-jets amplitudes by summing permutations of
pure-gluon partial amplitudes [251,252], which are themselves based on generalised
unitarity (Section 1.6.3) and integrand reduction (Section 1.6.4). While completely
automated, evaluation time and numerical stability are increasingly difficult to con-
trol. The hard-coded implementations offer compact analytical expressions with
extremely fast and stable evaluation, although they are unavailable for higher mul-
tiplicity. The N = 5 result is obtained through an FF reconstruction [167] of the
permutation-sum result.

The evaluation timings of these methods are compared to the NN model in
Fig. 3.2. Note that this is a single NN model, which is comprised of an FKS ensemble
(Section 3.3), and not the stochastic ensemble (Section 3.5). The value is the mean
of 100 evaluations using random sampling over a uniform phase space [254]. We
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time single-threaded central processing unit (CPU) calls as parallelisation is applied
at the level of events in event generator simulations.

3.3 Phase space partitioning
Training a single NN over the entire phase space results in a poor fit, especially at
higher multiplicity [262]. This is caused by regions where the amplitude becomes
IR divergent, which arise from soft (Ei) and collinear (i ‖ j) emissions (Section 2.1).
These singularities are regulated at LO with cuts (Section 2.1.1), but the amplitude
in local regions exhibits extreme curvature which causes problems for the global fit.
Therefore, we train a separate NN on each of the IR structures of the phase space.

We first partition the phase space into a non-divergent region Rnon-div and a
divergent region Rdiv. Phase space points which pass the following cut are included
in Rdiv,

min
({

sij
s12

: i, j ∈ {1, . . . , N}
})

< y. (3.3.1)

The threshold y must be tuned to discriminate points of a similar scale into a single
region, while having sufficient points in Rdiv to train on.

We then sub-divide Rdiv similarly to the decomposition of the FKS subtraction
scheme (Section 2.3). We define a set of FKS pairs,

PFKS =
{

(i, j) : Ei ∨ Ej ∨ i ‖ j
}
, (3.3.2)

corresponding to the singular configurations, of which there are
(
N

2

)
− 1 = N2 −N − 2

2 . (3.3.3)

This includes redundancy as it overcounts soft singularities, which means the model
must learn this, but is favoured for its simplicity. Each pair is assigned a partition
function,

Sij = 1
sij
∑

k,`∈PFKS
1
sk`

,
∑

i,j∈PFKS

Sij = 1 , (3.3.4)

which smoothly isolates that divergence on multiplication with the ME. The set of
all partition functions sum to unity.

We train a NN on |A(pµ)|2 for pµ ∈ Rnon-div, and a NN on each of the partition-
function-weighted MEs,

{
Sij |A(pµ)|2 : i, j ∈ PFKS ; pµ ∈ Rdiv

}
. (3.3.5)
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Figure 3.3: Diagram of a single NN in the gg → γγgg model. There are
24 input nodes (green). The hidden layer nodes are shown in blue and the
output node in red.

We reconstruct the complete ME in Rdiv by summing the weighted MEs,

|A|2 =
∑

i,j∈PFKS

Sij |A|
2 . (3.3.6)

This ensemble of NNs, referred to as the model, can be used to accurately infer the
ME over the complete phase space Rnon-div ∪Rdiv.

Note that increasing the cut y, which increases the proportion of points in Rdiv,
incurs a performance penalty due to the higher cost of inferring over several NNs in
Rdiv compared to the single NN in Rnon-div.

3.4 Model architecture
Although using fine-tuned architectures for each configuration (processes, cuts, etc.)
would provide optimal performance, this would be prohibitively expensive in terms
of personnel resources. We use a general setup as the gains of specialised NN opti-
misation are beyond the scope of this pioneering work, performing hyperparameter
optimisation on the gg → γγg process (see Appendix A of Ref. [263] for details).

As depicted in Fig. 3.3, each NN uses a fully-connected architecture, a standard
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choice for a regression problem, parametrised using the Keras Python application
programming interface (API) [264] to the TensorFlow ML library [265]. There are
4×N input nodes: one for each component of each momentum in the phase-space
point. The three hidden layers are comprised of 20, 40, and 20 nodes respectively, all
with hyperbolic-tangent activation functions, which we found to outperform standard
alternatives such as rectified linear unit. There is a single output node with a linear
activation function, which returns the approximation of the ME. We find that this is
a sufficient number of layers and nodes to learn the MEs, while remaining economical
for computational performance.

We train with a mean squared error (MSE) loss function,

L = 1
n

n∑

i=1

(f(xi)− yi)2 , (3.4.1)

where the model is represented by a function f acting on n input data points xi with
targets yi, using Adam-optimised gradient descent [266]. We expect that the model
will learn the mean of the target distribution using this loss function (Appendix A
of Ref. [262]). The number of training epochs is determined by Early Stopping
regularisation (Section 8.1.2 of Ref. [261]), with a patience of 100 epochs to mitigate
the effects of the limited size of Rdiv that may appear in the validation set. We use
32-bit floating-point numbers (f32s) throughout.

3.5 Pipeline
Our ML pipeline used to produce the gg → γγgg results presented, sketched in
Fig. 3.4, is:

1. Generate the training and validation datasets by running Sherpa with NJet3
on a unit integration grid, i.e. uniformly sampling the phase space such that
all phase space weights are one. Similarly, generate the testing dataset with a
different random seed.

2. Train the model.

3. Use the model to estimate the MEs during event generation with Sherpa, using
the same integration grid.

Input data consists of a list of phase-space points piµ ∈ R4N and the corresponding
colour- and helicity-summed one-loop-squared ME |A|2 ∈ R. Phase space sampling
is determined by the integrator, meaning the training is optimal only for a specific
integrator. The results presented here use the RAMBO integrator [267], although
we also study VEGAS [268] in Ref. [263]. The data is extracted from a run of the
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Figure 3.4: Flow chart of our ML pipeline. An MC event generator and ME
library (blue) are used to generate a training dataset of phase-space points
(bold line) and MEs (dashed line). Our interface code (green) extracts this
data and makes it available for training (orange). The NN weights are
denoted by wmdlij , where m is the index of the model in the ensemble, d is
the NN in the model, l denotes the layers for a link between nodes in layers
l and l+1, and i and j identify the nodes in these layers. They are encoded
in model files (red) that are read by our inference code (yellow) to provide
an approximation of the ME for a given phase-space point, which can be
provided by the integrator in a hadronic simulation to efficiently compute
a cross section (red).
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integrator, generating 100 k points which are split 4:1 into training and validation
datasets. A 3 M point testing dataset is produced by a second run of the integrator
with a different random number seed and used to evaluate model performance.

We perform inference on an ensemble of twenty models, each of which has different
random weight initialisation and shuffled training and validation datasets. We take
as the result the mean of the ensemble,

x̄ =
∑20

i=1 xi
20 , (3.5.1)

where xi is the result from each model, with the standard error providing the
precision/optimality error [262],

εstd =

√∑20
i=1(xi − x̄)2

20 . (3.5.2)

While training was performed using Python, event generators are generally writ-
ten in C++. To use the model within a simulation, we wrote a C++ inference code as
well as a bespoke C++ interface for Sherpa. The weights of the trained models are
written to file and read by the inference code at runtime; the library Eigen3 [269] is
used to perform efficient linear algebra on the CPU. The interface can also be used
to call C++ amplitude libraries directly instead of the model. We use this to interface
NJet3 to Sherpa to generate the datasets, which is performed with f64s. Calls
are made though a Binoth Les Houches Accord (BLHA) interface [270,271], which is
compatible with all BLHA-supporting amplitude libraries with minor modifications.

PDFs are provided by LHAPDF [272] using the NLO NNPDF3.1 set1 with αs (mZ) =
0.118 [273]. Cuts are adapted from those in Ref. [274]. Analysis, including all
treatment of MC errors, is performed using Rivet [275] with an adapted reference
analysis script [276].

3.6 Results
Comparing the output of the trained gg → γγgg model to the amplitude library
value through point-by-point ratio in Fig. 3.5, we see a peaked and approximately
symmetric error distribution with a shifted mean in both regions. Both region
histograms have a similar mean, indicating comparable accuracy, with Rnon-div per-
forming slightly better. The distributions are fairly broad. Rnon-div shows a slight
tail on the right, which arises from points near the cutoff y.

Despite the per-point agreement being somewhat poor, the total cross section is
1NNPDF31_nlo_as_0118
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Figure 3.5: Histogram by region of the decimal logarithm of the ratio
between the ME returned by the model and NJet3 for each point in a 1 M
subset of the testing data for gg → γγgg. The region cut is y = 10−3 and
Rdiv (blue) contains 2.4 % of the points.
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Figure 3.6: Histogram of the root mean squared error (RMSE) of the model
compared to NJet3 for a slice of phase space in x2, the momentum fraction
of the second incoming parton (gluon), for gg → γγg (yellow). Also shown
are the points in the training dataset, binned in x2 (blue).
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Figure 3.7: As Fig. 3.5, but weighted by the PDFs.

found to be in agreement, with

σNJet3 = (49± 5)× 10−7 pb (MC error),
σNN = (45± 6)× 10−7 pb (precision/optimality error).

Figure 3.6 shows the RMSE εRMSE of the model compared to NJet3 against the
frequency of points appearing on a univariate slice of phase space in the training
dataset. For a bin with n points, the RMSE is calculated as

εRMSE =

√√√√ 1
n

n∑

i=1

(rNN − rNJet3)2 , (3.6.1)

for target result rNJet3 and model result rNN. Sampling frequency during unit-grid
integration is determined by the gluon PDF. The figure shows that the regions that
are sampled the most due to the shape of the gluon PDF are those that have the
lowest error, which is why the agreement in the total cross section is much better
than for point-by-point. To validate this observation, in Fig. 3.7 we weight the
per-point ratios of the model result compared to the target by the PDFs, using bin
contributions for each point of

fg(x1, µF ) fg(x2, µF ) , (3.6.2)

where fg(xi, µF ) is the gluon PDF for the momentum fraction xi of gluon i and
factorisation scale µF . We plot the normalised weighted histograms. The result is
indeed more narrowly peaked and closer to being unit-centred, further suggesting
that poorly performing points fall in PDF-suppressed regions. This indicates that
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the accuracy of distributions inferred with the model is dependent on the choice of
process, cuts, and observable.

Fig. 3.8 shows excellent agreement between the distributions obtained from the
model and NJet3 for two differential slices of phase space. There are some fluctu-
ations in the tails although they appear statistical rather than systematic and the
model predictions mostly remain within the NJet3 MC error bands. Normalised NN
uncertainties are negligible compared to the MC error.

In Ref. [263], we also demonstrate how agreement can be improved in Rdiv by
reweighting event weights by the ratio of the emulated and true MEs at known
points from the training data, as well as showing good performance for gg → γγg

when relaxing cuts at inference compared to training.
Subsequent to this work, the authors of Ref. [277] achieve improved per-point

agreement at tree-level by exploiting the factorisation properties of MEs (Section 2.2).

3.7 Summary
We extend previous work which pioneered the emulation of MEs with NNs, studying
these techniques for the first time within a full hadron collider simulation. We focus
on loop-induced diphoton-plus-jets production via gluon fusion. The difficulties
introduced by IR behaviour are tamed by partitioning the phase space as prescribed
by FKS subtraction. We provide a general interface for trained models to Sherpa.

We find that ME NN models provide an efficient general framework for optimising
high-multiplicity observables at hadron colliders. Agreement in differential distribu-
tions is excellent. As the cost of inference on the model is negligible compared to
the amplitude library call in training, the speedup factor in total simulation time
(including training) compared to conventional methods is given by the ratio of the
number of points used for inference and training,

Ninfer

Ntrain
. (3.7.1)

For this study, this gave a factor of thirty, although for studies with higher statistics
or coverage of multiple cut configurations, the factor would be much greater.
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Figure 3.8: Differential normalised cross sections for gg → γγgg, comparing
NJet3 (red; MC error) to the model (blue; precision/optimality error), in
R-separation, Eq. (2.1.4), between the hardest jet and photon (upper) and
the transverse momentum of the hardest jet (lower). Refer to Ref. [263] for
details of cuts and for further distributions.



Chapter 4

Virtual QCD corrections to the
gg → γγg amplitude

We present an analytic computation of the amplitudes for the gluon-initiated con-
tribution to diphoton-plus-jet production at hadron colliders at up to two loops in
QCD. We reconstruct the analytic form of the FRs from numerical evaluations over
FFs including all colour contributions. Compact expressions are found using the
pentagon function basis [278]. We provide a fast and stable implementation for the
colour- and helicity-summed FRs, including the one-loop squared and the interfer-
ence between one- and two-loop FRs, in C++ as part of the version 3.0.0 release of
the NJet3 library [1].

This chapter is organised as follows. We first cover recent progress in two-to-
three two-loop amplitude computations in Section 4.1. Then, in Section 4.2, we
introduce the notation and describe the colour decomposition of the amplitudes.
We describe the methodology used to perform the IBP reduction in Section 4.3.
In Section 4.4, we include some details of the momentum twistor formalism used
to provide a rational parametrisation of the kinematics. Next, in Section 4.5, we
discuss the reconstruction of the FRs over FFs. In particular, we describe a method
for performing a univariate partial fractioning of the rational coefficients of the
special functions on the fly in Section 4.5.3. This approach can be used inside
the FF workflow, reducing significantly the number of sample points required to
complete the analytic reconstruction and yielding compact analytic expressions.
In Section 4.6, we show the simple analytic forms we obtained for the all-plus
helicity amplitude, i.e. all external particles with positive helicity, which highlight
its conformal properties. Finally, in Section 4.7, we present the implementation in
the NJet3 library and the performance of the code using a realistic set of phase-space
points before concluding with a few remarks on future applications of the results
and methods in Section 4.8.
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4.1 Background
As discussed in Section 1.8.3, diphoton-plus-jet production is an important exper-
imental signature. The Born-level amplitude for the gluon-initiated subprocess
contains a closed quark loop coupling to both photons (Section 1.8.1). Consequently,
this subprocess starts to contribute to the cross section only from NNLO onwards
(Fig. 1.6). Here, we derive the two-loop virtual amplitudes for gg → γγg that
contribute to the NLO corrections to the closed quark loop subprocess. Curiously,
the gluon channel has the opposite structure to the conventional expansion in the
number of colour charges Nc. The LC contributions to the quark-initiated process,
which are the dominant contributions, contain only planar diagrams [210]. However,
in the gluon-initiated case, the LC limit contains both planar and non-planar graphs
at two loops. Graphs with the highest complexity are thus unavoidable.

The last few years have seen rapid progress in our ability to compute two-loop two-
to-three scattering processes in QCD that had been intractable for a long time. The
analytic computation of the scattering amplitudes in a form suitable for phenomeno-
logical applications requires overcoming a number of major technical bottlenecks. A
basis of special functions must be identified that can be evaluated efficiently over
the full phase space. For massless five-point scattering, such a basis has been identi-
fied [279–283] and became recently available as a fast and stable implementation in
C++ valid in the physical scattering region [278]. Secondly, the amplitude must be
reduced from tensor Feynman integrals onto a basis of MIs that can subsequently be
expanded in terms of special functions. Currently, the only viable approach to this
task is through the solution of enormous systems of IBP identities [160,162,163], for
which many public implementations now exist [168, 170, 284–287]. There has been
success in simplifying this problem using syzygy relations [187, 288–291], module
intersection [292,293], intersection theory [294–297], η expansion [298–302], direct so-
lution of IBPs through recursive relations [303], multivariate partial fractioning [293],
and by-passing complicated algebraic steps through FF arithmetic (Section 1.7). The
latter method can be applied more broadly [165,167], in particular to a complete re-
duction of the amplitudes into a representation using special functions. New efficient
reconstruction techniques [129, 304–307] allow compact expressions of the rational
coefficients to be found. In this chapter, we approach the problem through a direct
analytic reconstruction of the amplitudes at the level of the pentagon functions,
performing all intermediate steps numerically over FFs. This technique has been
applied successfully to LC (planar) five-parton amplitudes first numerically [308–311]
and then analytically [312–316] (see Chapter 6). LC triphoton production has also
been completed and cross checked by two independent groups both at the level of
the amplitudes [317,318] and of differential cross sections [319,320]. Very recently,
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NNLO QCD predictions for a number of trijet observables and differential three-to-
two jet ratios have been computed at LC as well [236,321]. The process gg → gγγ

contains the most complicated non-planar topologies with up to rank five tensor
numerators even at LC.

We obtain compact analytic expressions for the complete set of helicity amplitudes
for which the UV and IR poles have been subtracted, and implement them into an
efficient and stable C++ code as part of the NJet3 library [1]. These expressions take
the form of rational coefficients multiplied by pentagon functions. The code provides
colour- and helicity-summed expressions for the interference between the one- and
two-loop amplitudes, which can be used directly in phenomenological applications
as in Chapter 5.

4.2 Kinematics and amplitude conventions
We consider the production of a pair of photons in association with a gluon from
gluon fusion,

g(−p1) + g(−p2)→ g(p3) + γ(p4) + γ(p5) , (4.2.1)

up to two-loop order in QCD. All particles are massless, Eq. (1.5.4), and we take all
momenta as outgoing, Eq. (1.5.5). Without loss of generality, we assume that the
external momenta pi live in a four-dimensional Minkowski spacetime, whereas the
Feynman loop integrations are done in d = 4− 2ε dimensions to regulate the diver-
gences (Section 1.3.2). As discussed in Section 1.5.1, the kinematics are described
by five LI scalar invariants, which can be chosen as the set of momentum invariants
{s12, s23, s34, s45, s15}, and a pseudoscalar invariant tr5 defined in Eq. (1.5.14).

We work in the s12 physical scattering region, which is delimited by the re-
quirements that all s-channel invariants are positive and all t-channel invariants are
negative,

s12, s34, s35, s45 > 0 , (4.2.2)
s13, s14, s15, s23, s24, s25 < 0 , (4.2.3)

together with the negativity of the Gram determinant defined in Eq. (1.5.19), ∆ < 0,
which follows from the real-valuedness of the momenta [281].

The scattering of gluons and photons is a one-loop process at LO. We decompose
the scattering amplitude as

A(1g, 2g, 3g, 4γ, 5γ) = gse
2
Nf∑

q=1

Qq
2fa1a2a3

∞∑

`=1

(
nε
αs

4π

)`
A(`)(1g, 2g, 3g, 4γ, 5γ) , (4.2.4)
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where

nε = i
(

4π
µR

2

)ε
e−εγE , (4.2.5)

with the renormalisation scale µR and the Euler–Mascheroni constant γE. The strong
and EM vertex couplings are denoted by gs and e respectively, Nf is the number of
light quarks, Qq is the electric charge of quarks of flavour q in units of the electron
charge, ai is the adjoint SU(Nc) colour index of the ith gluon, fai,aj ,ak are the SU(Nc)
structure constants, ` denotes the number of loops, and αs is the strong coupling
parameter. The one-loop diphoton amplitude can be obtained from permutations of
pure-gluon scattering [251,252].

We further expand the loop amplitudes in powers of Nc and Nf ,

A(1)(1g, 2g, 3g, 4γ, 5γ) = A
(1)
1 (1g, 2g, 3g, 4γ, 5γ) ,

A(2)(1g, 2g, 3g, 4γ, 5γ) = NcA
(2)
1 (1g, 2g, 3g, 4γ, 5γ)︸ ︷︷ ︸

LC

+ 1
Nc

A
(2)
2 (1g, 2g, 3g, 4γ, 5γ) +Nf A

(2)
3 (1g, 2g, 3g, 4γ, 5γ)

︸ ︷︷ ︸
SLC

.

(4.2.6)

Surprisingly, the subleading-colour (SLC) two-loop amplitudes contain only planar
integrals, while the LC contribution contains all of the four independent families
shown in Fig. 4.1, including non-planar integrals. This pattern is the opposite to
that of the quark-initiated channels computed in Refs. [208–210], for which the LC
contributions involve only the planar integrals and are therefore simpler to compute.
Providing a prediction for the gluon-initiated channel necessarily requires handling
the most complicated integral families. A simple analysis of the colour factors of
each of the three-gluon vertex diagrams shown in Fig. 4.2 illustrates how this pattern
arises. Photons couple to any of the fermion propagators, and the colour factors
remain the same. It can then be seen that non-planar contributions can come from
the diagrams (a)–(c) only. Diagrams (d)–(e), which contribute to SLC, remain planar
(allowing for permutations of the external momenta).

In our setup, we reduce directly to the FR where the UV and IR poles have
been subtracted analytically. The poles take a particularly simple form since there
is no tree-level process, the one-loop amplitudes are finite in ε, and the two-loop
amplitudes are only divergent to O

(
ε−2). The one- and two-loop FRs are given in
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Figure 4.1: Independent integral families for the gg → gγγ amplitude. The
non-planar topologies (the second and fourth graphs) appear only in the
LC amplitude.

(a) Nc (b) Nc (c) Nc (d) 1
Nc

(e) Nc − 1
Nc

Figure 4.2: The colour factor of each diagram in the gg → gγγ follows from
the representative three-gluon two-loop diagrams with a closed fermion
loop shown here.

terms of the bare amplitudes [322–326] by

F (1) = A(1)(1g, 2g, 3g, 4γ, 5γ) ,

F (2) = A(2)(1g, 2g, 3g, 4γ, 5γ)−
(
I(1) + 3

2
β0

ε

)
A(1)(1g, 2g, 3g, 4γ, 5γ) ,

(4.2.7)

where

β0 = 11
3 Nc −

2
3Nf ,

I(1) = −nΓ(ε)
{
Nc

ε2

[(
µR

2

−s12

)ε
+
(
µR

2

−s23

)ε
+
(
µR

2

−s13

)ε]
+ 3

γg
ε

}
,

(4.2.8)

with

nΓ(ε) = eεγE

Γ(1− ε) = 1− (πε)2

12 +O
(
ε3
)
, γg = β0

2 , (4.2.9)

where Γ(z) is the gamma function, in the tHV scheme. The logarithms arising
from the ε-expansion of I(1) can be analytically continued to the s12 channel by
adding a small positive imaginary part to each sij. The β0 term in the definition
of the two-loop FR is defined by Eq. (1.1.18) and accounts for the strong coupling
renormalisation. The FRs inherit from the amplitudes the decomposition in powers
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of Nc and Nf given by Eq. (4.2.6),

F (1)(1g, 2g, 3g, 4γ, 5γ) = F
(1)
1 (1g, 2g, 3g, 4γ, 5γ) ,

F (2)(1g, 2g, 3g, 4γ, 5γ) = Nc F
(2)
1 (1g, 2g, 3g, 4γ, 5γ)

+ 1
Nc

F
(2)
2 (1g, 2g, 3g, 4γ, 5γ) +Nf F

(2)
3 (1g, 2g, 3g, 4γ, 5γ) .

(4.2.10)

Our final results are presented in the tHV scheme, although we make the dis-
tinction between the dimension d of the loop integration and the spin dimension
ds arising from the numerator algebra (Section 1.3). We find that it is convenient
to arrange terms by expanding the FR around the physical degrees of freedom of
the gluon, ds = 2. The one-loop and Nf two-loop FRs have only the (ds − 2)0

component. Thus, the expansions of all FRs are

F
(1)
1 = F

(1)
1;0 ,

F
(2)
k = F

(2)
k;0 + F

(2)
k;1 (ds − 2) ∀k ∈ {1, 2} ,

F
(2)
3 = F

(2)
3;0 .

(4.2.11)

4.3 Computational setup and amplitude
reduction

We take a diagrammatic approach to the calculation of the amplitude along the
lines of previous work [327, 328]. Here we briefly summarise the steps, which are
sketched in Fig. 4.3, and refer the reader to Ref. [328] for further details. All
Feynman diagrams are generated using QGRAF [329] and subsequently processed
using a combination of in-house Mathematica and FORM [330,331] scripts. In total,
including contributions from ghost diagrams, we find 50 diagrams at one loop and
1527 at two loops. Aided by the Spinney [332] package to perform the ’t Hooft
algebra, the numerators are written for each independent helicity configuration. From
the loop denominator structure we assign an integral topology to each diagram. At
this point, the diagram numerators are linear combinations of monomials in loop-
momentum dependent scalar and spinor products with coefficients depending only
on external momenta. These coefficients are loaded into a dataflow graph using
FiniteFlow [167]. This enables numerical sampling over FFs, thus sidestepping
analytically complicated intermediate expressions in further steps. We rewrite loop-
momentum dependent monomials into inverse propagator denominators and a choice
of ISPs. The required mapping of the coefficients is performed numerically within the
dataflow framework. After summing all diagrams and dropping scaleless integrals,
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∑
i diagrami({p}, ε)

∑
i ai({p}, ε) · Fi(f ({p}))

∑
i bi({p}, ε)Fi(f ({p}))

∑
i ci({p}, ε) MIi(f ({p}))

∑
i di({p}, ε) moni(f ({p}))

∑
i ei({p}) moni(f ({p}))

∑
i ri({p}) moni(f ({p}))

Finite fields

Algebra
Global integrand map

IBP identities

Special function basis

Subtract poles

Reconstruction

Figure 4.3: Schematic flow chart of the steps in our assembly of the FRs.
We start by summing over all Feynman diagrams, then algebraically manip-
ulating to a linear combination of tensor integrals Fi, which are composed
of special functions f ({p}). The coefficients ai are rational functions of the
kinematics {p} and the dimensional regulator ε. All computation from this
point on is performed in FFs. We reduce to scalar integrals Fi({p}), then
to a set of LI MIs using IBP identities. We project these onto a special
function basis (the pentagon functions) to obtain a sum over LI monomials
of the special functions moni(f ({p})). We perform the IR subtraction to
recover the tHV FRs. Finally, we reconstruct the coefficients to obtain
compact analytic expressions ri({p}) for them.
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we arrive at an expression ready for IBP reduction.
The reduction to MIs was obtained using an improved version of the Laporta

algorithm [163]. For most integral families, we generated identities containing no
higher power of propagators with respect to those appearing in the amplitude,
following ideas proposed in Refs. [187, 288, 290]. These identities were found using
the Baikov representation of loop integrals, for which identities (i) without higher
powers of propagators and (ii) without dimension-shifted integrals can be found
by solving polynomial equations called syzygy equations. Closed-form solutions
to both of these constraints are separately known. Indeed, the solution of (i) is
straightforward and the solution for (ii) has been found in Ref. [291]. The two
syzygy solutions need to be combined for generating identities that satisfy both
constraints. For this purpose, we used a custom syzygy solver that implements
the algorithm in Ref. [289] using FiniteFlow [167]. More details on this method
can be found in Refs. [187, 288, 290, 291]. The application of the syzygy technique
leads to a substantial reduction in the size of the IBP system in the planar sector,
which improves both the speed of solving the system and memory usage. This
improved performance in the planar sectors by almost a factor of ten, which was
sufficient for the current calculation, without the need to extend it to the non-planar
families—though we expect this will be necessary for future applications.

For each integral family, we generated integral identities for only one permutation
of the external legs. Numerical solutions for all the permutations contributing to
an amplitude were found by solving the systems of equations several times, with
different numerical inputs for the invariants. Mappings between MIs with different
permutations of external legs are applied afterwards to obtain a result in terms of a
minimal set of MIs.

For each phase-space point evaluated on an FF, we reconstruct the full depen-
dence on the dimensional regulator ε of the amplitude reduced onto MIs before
substituting their expressions in terms of the basis of special functions and comput-
ing the Laurent expansion in ε. With this setup, fewer numerical solutions of the
IBP identities are needed in order to reconstruct analytic results for the amplitude.
This is due to the fact that if we were to expand the integrals into the pentagon
functions before performing the Laurent expansion in ε of the final coefficients, it
would complicate the dependence on ε of the result in this intermediate stage.

To make use of the FF arithmetic we must have a rational parametrisation of the
external kinematics. As discussed in Section 1.5.7, we parametrise the kinematics
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using MTVs,

s12 = x1 ,

s23 = x1x4 ,

s34 = x1

x2
(x4 + x3x4 + x2x3x5 − x2x3) ,

s45 = x1x5 ,

s15 = x1x3(x2 − x4 + x5) ,

tr5 = −x
2
1

x2

[
x2x4(1 + 2x3)− x4(1 + x3)(x4 − x5) + x2

2x3(−1 + x5)
]
.

(4.3.1)

We stress that the pseudoscalar invariant tr5, and hence the square root of the Gram
determinant ∆ (see Section 1.5.1), is a rational function of the xi variables. Moreover,
since x1 is the only dimensionful variable, we can set it equal to unity and recover
the dependence on it after the reconstruction by dimensional analysis. Further
details on the momentum twistor parametrisation are presented in Section 4.4. In
the following sections, we will consider all coefficients of the special functions to be
rational functions of the variables xi.

4.4 Momentum twistor parametrisation
MTVs were introduced in Section 1.5.7. This construction follows Refs. [130,131,308].
It is possible to fix all but five of the entries of the momentum twistor matrix,
Eq. (1.5.70), at five-point. Explicitly, we choose the form,

Z =
(
λi

µi

)

i∈{1,...,5}

=




1 0 1
x1

1+x2
x1x2

1+x3(1+x2)
x1x2x3

0 1 1 1 1
0 0 0 x4

x2
1

0 0 1 1 x4−x5
x4



. (4.4.1)

The parametrisation used in this work has some benefits: the only dimensionful
quantity is x1 (recall that we have set this to unity) and all holomorphic quantities
are described using only x1, x2, x3. For real kinematics, only x2 and x3 are complex,
while the other three are real. Notice that the conversion between the MTVs and
spinor-helicity expressions, Eq. (4.3.1), is only invertible for phase-free quantities
as the phase information is lost when translating to MTVs. Thus, for an invertible
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mapping, we may use the following relations,

x1 = s12 ,

x2 = −tr+(p1, p2, p3, p4)
s12s34

,

x3 = −tr+(p1, p3, p4, p5)
s13s45

,

x4 = s23

s12
,

x5 = s45

s12
,

(4.4.2)

where tr+(pi, pj, pk, pl) is defined in Eq. (1.5.17).
In our work, we express the helicity amplitudes in terms of MTVs xi. The phase

information can be restored by multiplying and dividing by a suitable phase factor,

A = Φ(λi, λ̃i)
(
A(xi)
Φ(xi)

)
, (4.4.3)

where A is a helicity amplitude—or in general some object with a non-trivial phase—
and Φ is an arbitrary factor with the same helicity weights (defined in Section 1.5.4)
as A. The quantities A(xi) and Φ(xi) are both written in terms of MTVs. Their
ratio is phase-free and can thus be expressed in terms of the scalar and pseudoscalar
invariants, sij and tr5, for example through Eq. (4.4.2), or evaluated directly in MTVs.
The phase Φ(λi, λ̃i) can be constructed using Eq. (1.5.58), is written in terms of the
spinor-helicity variables, and carries all the phase information of A. The phase Φ(xi)
can be obtained from Φ(λi, λ̃i) by applying the MTV parametrisation, which in our
case is given by the mapping Eq. (4.3.1).

For the aid of comparisons with the data presented in this chapter, the specific
choices of the amplitude phases Φ(λi, λ̃i) were

Φ(1+
g , 2+

g , 3+
g , 4+

γ , 5+
γ ) = 1

〈1 2〉〈2 3〉〈3 4〉〈4 5〉〈5 1〉 ,

Φ(1−g , 2+
g , 3+

g , 4+
γ , 5+

γ ) = [2 3]〈1 3〉
〈2 3〉〈3 4〉〈4 5〉〈1 5〉 ,

Φ(1+
g , 2+

g , 3+
g , 4−γ , 5+

γ ) = [1 5]〈1 4〉
〈1 2〉〈2 3〉〈3 4〉〈1 5〉 ,

Φ(1−g , 2−g , 3+
g , 4+

γ , 5+
γ ) = 〈1 2〉3

〈2 3〉〈3 4〉〈4 5〉〈5 1〉 ,

Φ(1+
g , 2+

g , 3+
g , 4−γ , 5−γ ) = 〈4 5〉3

〈1 2〉〈2 3〉〈3 4〉〈5 1〉 ,

Φ(1−g , 2+
g , 3+

g , 4−γ , 5+
γ ) = 〈1 4〉4

〈1 2〉〈2 3〉〈3 4〉〈4 5〉〈5 1〉 .

(4.4.4)
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The MHV trees were used along with contrived expressions for the UHVs.

4.5 Analytic reconstruction over finite fields
In this section, we present three general strategies to optimise the reconstruction
over FFs of the rational coefficients in the FRs. At this stage, each component F (x)
of the two-loop FR is expressed as

F (x) =
∑

i

ri(x) moni(f) , (4.5.1)

where ri are rational functions of the MTVs x, and moni(f) are LI monomials of the
pentagon functions. The entire chain of operations is implemented over FFs in the
framework FiniteFlow. We therefore have a numerical algorithm which evaluates
the rational coefficients ri(x) modulo some prime number. The final step consists
of reconstructing the analytic expression of the rational coefficients from a sufficient
number of numerical evaluations. We employ FiniteFlow’s multi-variate functional
reconstruction algorithms, supplemented with three strategies to reduce the number
of required sample points: we determine the linear relations among the rational
coefficients and an ansatz, use univariate slices to identify the factors belonging to
another ansatz, and perform a univariate PFD on the fly. In the following subsections
we discuss thoroughly each of these procedures and their application to two-loop
diphoton FRs.

4.5.1 Linear relations among the rational coefficients

The representation of the FRs in terms of rational coefficients and special function
monomials given by Eq. (4.5.1) is not optimal. The special function monomials do
not all appear independently. They are present only in a number of LI combinations
that is typically much smaller than the total number of monomials. As a result, the
rational coefficients ri in the FRs are not LI. Expressing the FRs in terms of a set
of LI rational coefficients not only leads to more compact expressions, but may also
simplify their reconstruction.

We can determine the linear relations among the rational coefficients {ri(x)} of
the special function monomials by solving a linear fit problem,

∑

i

ai ri(x) = 0 . (4.5.2)

Since the coefficients of the linear relations ai are rational numbers, they require
substantially fewer sample points to be reconstructed with respect to the rational
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coefficients themselves. We can then use these relations to express the rational
coefficients in terms of a set of LI ones, which remain to be reconstructed. Choosing
the latter to be the simplest—i.e. those with the lowest polynomial degrees—may
reduce the number of sample points required for the reconstruction.

This strategy can be further refined by supplying an ansatz for the rational
coefficients. We then fit the linear relations among the rational coefficients of the
FRs and the coefficients of the ansatz, which we denote by {ej(x)}, as

∑

i

ai ri(x) +
∑

j

bj ej(x) = 0 , (4.5.3)

with ai, bj ∈ Q. In the best case scenario, all the rational coefficients ri can be ex-
pressed in terms of the ansatz coefficients ej and no further reconstruction needs to
be performed. Even when the ansatz does not entirely cover the rational coefficients,
it may still lower the degrees of the LI coefficients which have to be reconstructed.
The ansatz can be constructed from the tree-level amplitude and the rational co-
efficients of the one-loop amplitudes up to O(ε2) from the analysis of the leading
singularities [151,333–335] or from other related amplitudes. In the diphoton case,
we can use the two-loop five-gluon amplitudes. At one loop, the 3g2γ amplitudes
can be expressed in terms of permutations of the five-gluon ones [251, 252]. While
this is no longer true at two loops, we find there is an important overlap between
the rational coefficients of the 3g2γ amplitudes and those of the five-gluon ones. We
use the rational coefficients of the LC two-loop five-gluon amplitudes as ansätze in
the linear relations; all two-loop five-parton amplitudes are available analytically at
LC [312–314,316,336–339] and we made use of the independent results discussed in
Chapter 6.

4.5.2 Matching factors on univariate slices

The pole structure of the pentagon functions is determined by the letters of the
pentagon alphabet [279]. The pentagon functions (or their discontinuities) may in
fact have logarithmic singularities in the phase-space points where one of the letters
vanishes. For this reason, it is natural to expect that the poles of the rational
coefficients should be similarly linked to the pentagon alphabet. Indeed, we observe
that the denominators of the rational coefficients in front of the pentagon functions
factorise into a product of letters of the pentagon alphabet. In other words, each
rational coefficient r(x) has the form,

r(x) = n(x)∏
k `k

ek(x) , (4.5.4)
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where ek are integers, n(x) is a polynomial in the variables x, and {`k} is an ansatz of
factors from the pentagon alphabet. The exponents ek in Eq. (4.5.4) may in general
be negative, corresponding to factors in the numerator. We use the following ansatz
for the factors1,

{`k(x)} =
{
〈1 2〉, 〈1 3〉, 〈1 4〉, 〈1 5〉, 〈2 3〉, 〈2 4〉, 〈2 5〉, 〈3 4〉, 〈3 5〉, 〈4 5〉, [1 2], [1 3], [1 4],
[1 5], [2 3], [2 4], [2 5], [3 4], [3 5], [4 5], s12 − s34, s12 − s35, s12 − s45,

s13 − s24, s13 − s25, s13 − s45, s14 − s23, s14 − s25, s14 − s35, s15 − s23,

s15 − s24, s15 − s34, s23 − s45, s24 − s35, s25 − s34, tr5
}
.

(4.5.5)

The exponents ek in the ansatz Eq. (4.5.4) can be determined by reconstructing
r(x) on a univariate slice modulo some prime number [314]. The univariate slice is
defined by parametrising the variables in terms of a single parameter t,

{xi(t) = ai + bit} , (4.5.6)

for constant ai and bi. The constants are chosen randomly in the FF to avoid
artificial simplifications. The dependence on t is chosen to be linear so that the
degrees of the numerator and denominator of

r(t) := r(x(t)) (4.5.7)

correspond to the total degrees of r in x. Matching the reconstructed r(t) with the
ansatz Eq. (4.5.4) evaluated on the same slice allows to determine the exponents ek
straightforwardly. With a univariate reconstruction on just one prime field we can
thus infer a lot of information about the analytic form of the rational coefficients:
the denominators are entirely fixed, and typically some factors of the numerators
are determined as well. What remains to be reconstructed therefore requires fewer
sample points.

4.5.3 Univariate partial fraction decomposition over finite
fields

PFD is a standard and powerful tool for the simplification of rational functions. The
PFD is however not unique in the multivariate case. Its application to the multi-
variate rational functions in scattering amplitudes is therefore not straightforward.
The necessity to simplify the rational coefficients of two-loop five-particle scatter-

1Note that the ansatz in Eq. (4.5.5) is independent of the rational parametrisation of the
kinematics, Eq. (4.3.1). The list of independent polynomials used in the factor matching on the
univariate slice is generated by evaluating this list using the specific parametrisation.
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ing amplitudes has recently spurred several approaches to handle the multivariate
case efficiently [293, 315, 340], based upon Leinartas’ algorithm [341, 342]. These
algorithms rely on algebraic geometry techniques, such as multivariate polynomial
division and Gröbner bases, and require an arbitrary choice of a monomial ordering.

Our main goal in this work is to simplify the reconstruction of the rational co-
efficients over FFs. In other words, we want to reconstruct the rational coefficients
on the fly, directly in a form which is decomposed in partial fractions. The simpli-
fication of the resulting analytic expressions comes as a welcome by-product. We
observe that a univariate PFD is sufficient for this purpose. The advantage is that
it can be straightforwardly implemented over FFs, avoiding all algebraic geometry
complications. The only arbitrary choice that remains to be made is to choose which
variable we will partial fraction with respect to. This can be chosen by observing
the impact of the PFD with respect to each variable separately on the lower order
amplitudes. With the parametrisation of the kinematics in terms of momentum
twistors, Eq. (4.4.1), we find it most convenient to decompose in partial fractions
with respect to x4.

We now discuss our algorithm to reconstruct the univariate PFD of a multivariate
rational function r from its numerical evaluations over FFs. The algorithm requires
as input an ansatz for the factors which may appear in the denominator of r. Only
those factors which depend on the variable with respect to which the PFD is being
performed are strictly necessary. Informed guesses of other factors may further
simplify the reconstruction. In the application to massless two-loop five-particle
scattering amplitudes, the factor ansatz can be inferred from the letters of the
pentagon alphabet [279]. We use the factors in Eq. (4.5.5).

Let r be a rational function of the set of variables,

x = {xi}ni=1 . (4.5.8)

In this work, the xi are the MTVs defined by Eq. (4.3.1) with n = 5, but we outline
the algorithm in general. The goal is to decompose r in partial fractions with respect
to one of the variables, say y := xk. We denote the remaining variables by

x̄ = {xi}ni=1 \ {y} . (4.5.9)

We may not know the analytic expression of r, but we must be able to evaluate it
numerically modulo some prime number. Let

{`i(x̄, y)}mi=1 (4.5.10)

be an ansatz for the m factors which may appear in the denominator of r. Without
loss of generality, we assume that the `i are irreducible polynomials over Q. In other
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words, we assume that r has the form

r(x̄, y) = N(x̄, y)∏m
i=1 `i

ei(x̄, y) , (4.5.11)

where the exponents ei ∈ Z, and N(x̄, y) is a function which depends polynomially
on y and rationally on x̄. The ansatz, Eq. (4.5.10), may catch some of the factors in
the numerator of r(x̄, y), corresponding to negative values of ei. This lowers the total
degree of N(x̄, y) and eventually simplifies its reconstruction, but is not necessary
for the PFD with respect to y. Similarly, the ansatz may cover all the factors in
the denominator of r, so that N(x̄, y) is a polynomial in x̄ as well as y. What is
necessary for the PFD algorithm to work is that the ansatz contains all the factors
in the denominator of r which depend on y. We denote this subset by

Λy =
{
i ∈ {1, . . . ,m} : ei > 0 ∧ degy[`i(x̄, y)] > 0

}
, (4.5.12)

where degy[`i(x̄, y)] is the degree in y of the polynomial `i(x̄, y).
The first step consists of fixing the exponents ei in the ansatz Eq. (4.5.11). We

do this through the procedure discussed in Section 4.5.2. In the second step, we
determine the degree in y of N(x̄, y) in the ansatz Eq. (4.5.11),

dN := degy[N(x̄, y)] . (4.5.13)

We recall that N(x̄, y) is by construction a polynomial in y. We compute its degree
in y by reconstructing it on another univariate slice, this time where only y varies,

{x̄i(t) = āi , y(t) = t} , (4.5.14)

with ai chosen randomly from the FF. Clearly,

dN = degt[N(t)] , N(t) := N(x̄ = ā, y = t) . (4.5.15)

We introduce the short-hand notation,

di := degy[`i(x̄, y)] , dΛy :=
∑

i∈Λy

ei di , (4.5.16)

for the degrees of the denominator factors `i(x̄, y) in y.
Using the information about the factors in the denominator of r and the degree

in y of its numerator, we construct the following ansatz for the PFD of r with respect
to y,

r(x̄, y) =
∑

i∈Λy

ei∑

j=1

di−1∑

k=0

Uijk(x̄) yk

`i
j(x̄, y)

+R(x̄) +
dN−dΛy∑

h=1

Vh(x̄) yh , (4.5.17)
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where Uijk(x̄), R(x̄) and Vh(x̄) are unknown rational functions of x̄. The rightmost
term in Eq. (4.5.17) is required only if dN > dΛy , i.e. only if the numerator of r has
a higher degree in y than the denominator.

The last step of the algorithm consists of reconstructing the analytic dependence
on x̄ of the unknown coefficients in the ansatz, Eq. (4.5.17), from the numerical eval-
uations of r(x̄, y). To solve this linear fit problem, we use the algorithm implemented
in the FiniteFlow framework [167]. The solution comes in the form of an algorithm
which numerically evaluates Uijk(x̄), R(x̄) and Vh(x̄). The rational reconstruction
may be simplified by first reconstructing the coefficients on a univariate slice where
all the remaining variables x̄ vary, and using that to match them with those factors
in the ansatz, Eq. (4.5.10), which depend only on x̄. This may lower the total degree
of the functions that need to be reconstructed.

In addition to the factors in the original ansatz, Eq. (4.5.10), the coefficients
of the PFD, Eq. (4.5.17), may also contain spurious factors (Section 2.1.2). For
instance, consider the toy example,

1
(y − a)(y − b) = 1

(a− b)(y − a) −
1

(a− b)(y − b) , (4.5.18)

where a and b are arbitrary constants such that a 6= b. In this example, the inspection
of the left-hand side indicates {y−a, y−b} as ansatz for the irreducible denominator
factors. The PFD however contains a factor of a−b in the denominator, which arises
from the residue of the function at the root of either of the denominator factors.
Clearly a = b is a spurious singularity, manifestly absent on the left-hand side and
produced by the PFD. In general, we can determine the potential spurious factors
by evaluating the factors in the ansatz, Eq. (4.5.10), which depend on y at their
zeros,

{`i (x̄, y∗k)}i∈Λy , k∈Λ1
y , i 6=k

, (4.5.19)

where y∗k is the zero of `k(x̄, y),

`k(x̄, y∗k) = 0 , (4.5.20)

and Λ1
y is the subset of factors which depend linearly on y,

Λ1
y =

{
i ∈ Λy : degy[`i(x̄, y)] = 1

}
. (4.5.21)

The restriction to zeros of linear functions of y is due to the facts that the `i are
irreducible polynomials over Q and that we are factoring over Q. The zeros of
higher-degree irreducible polynomials would introduce algebraic and/or complex
dependence.
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In practice, we observe that determining the spurious factors does not simplify
the reconstruction. The greatest part of the denominators of the coefficients in the
PFD, Eq. (4.5.17), is in fact determined by the original ansatz, Eq. (4.5.10). What
remains after they are multiplied away has a total degree which is typically lower
than that of the numerators, which therefore dominates the determination of the
number of sample points required for the reconstruction. While it is possible to
determine entirely the denominators of the coefficients in Eq. (4.5.17), it would not
reduce the number of required sample points substantially, and for this reason we
refrain from doing so.

Having determined as many factors as possible in the coefficients of the PFD, we
multiply them away and reconstruct the remainder using the multivariate rational
reconstruction algorithms implemented in FiniteFlow. It is important to stress that
the algorithm which evaluates the coefficients of the PFD contains the solution of a
linear fit. For each numerical value of x̄, Eq. (4.5.17) is sampled for several numerical
values of y, roughly as many times as the number of unknowns. This generates a
linear system of equations for the unknowns evaluated at the chosen value of x̄. The
redundant equations are removed after the learning phase. Because it requires several
evaluations of the original functions, the reconstruction on the univariate slices in
the intermediate steps of the algorithm has a higher computational cost than directly
evaluating r. On the other hand, the coefficients of the PFD depend on one fewer
variable than the original function r, and may have substantially lower degrees. As a
result of all these aspects, the PFD may be outperformed by a direct reconstruction
for simple functions, but becomes increasingly convenient as the complexity of the
functions rises. It is well suited for application at two loops.

4.5.4 Summary and impact of the reconstruction strategy

The techniques discussed in the previous sections are general and can be applied
to any rational reconstruction problem, in combination or separately. In order to
reconstruct the rational coefficients of the two-loop diphoton FRs we apply them
consecutively as follows.

Stage 1. We fit the linear relations among the rational coefficients with an ansatz,
as discussed in Section 4.5.1. We begin with the (ds − 2)1 components and
use the coefficients of the two-loop LC five-gluon FRs as ansätze. For the
(ds − 2)0 components, which are more complicated, we add to the ansatz the
(ds − 2)1-coefficients already reconstructed.

Stage 2. We guess the factors from the ansatz Eq. (4.5.5) by reconstructing a
univariate slice (Section 4.5.2) and multiply them away.
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Finite remainder Original Stage 1 Stage 2 Stage 3* Stage 4*
F

(2)
1;1 (1−g , 2−g , 3+

g , 4+
γ , 5+

γ ) 69/60 28/20 24/0 19/10 11/5
F

(2)
1;0 (1−g , 2−g , 3+

g , 4+
γ , 5+

γ ) 78/69 44/35 43/0 21/10 16/9
F

(2)
1;1 (1−g , 2+

g , 3+
g , 4−γ , 5+

γ ) 59/55 30/27 29/0 18/15 17/4
F

(2)
1;0 (1−g , 2+

g , 3+
g , 4−γ , 5+

γ ) 89/86 38/36 38/0 20/16 17/3
F

(2)
1;1 (1+

g , 2+
g , 3+

g , 4−γ , 5−γ ) 40/42 25/27 25/0 15/18 15/0
F

(2)
1;0 (1+

g , 2+
g , 3+

g , 4−γ , 5−γ ) 66/66 32/33 32/0 13/13 12/3

Table 4.1: Maximal numerator/denominator polynomial degrees of the
rational coefficients of the most complicated FRs at each stage of our recon-
struction strategy. The column “original” refers to the rational coefficients
prior to any optimisation. The asterisk highlights that, after the PFD in
Stage 3, the coefficients to be reconstructed depend on one fewer variable.

Stage 3. We partial fraction on the fly with respect to x4, applying the algorithm
presented in Section 4.5.3. The coefficients to be reconstructed after this stage
are those in the ansatz for the PFD Eq. (4.5.17), and depend on one fewer
variable.

Stage 4. We reconstruct another univariate slice and perform an additional factor
guessing, as in Stage 2.

The drop in the complexity of the rational coefficients after each stage for the
most complicated two-loop diphoton FRs, which are in the MHV configurations, is
illustrated in Table 4.1. As proxy for the complexity of the coefficients we use the
maximal numerator/denominator polynomial degrees, which can be evaluated by
reconstructing univariate slices as discussed in Section 4.5.3.

Interestingly, we observe that the coefficients of the SLC 3g2γ two-loop FRs
F

(2)
2 can be expressed in terms of those of the LC two-loop five-gluon FRs. The

coefficients of the LC 3g2γ two-loop remainders F (2)
1 instead are not entirely fixed

by the five-gluon ones, but using the latter as ansätze in the linear relations reduces
significantly the maximal polynomial degrees of the coefficients which remain to be
reconstructed.

As can be appreciated in Table 4.1, our strategy leads to a substantial drop in
the polynomial degrees. Furthermore, the coefficients to be reconstructed after the
PFD (Stage 3) depend on one fewer variable. This makes the decrease in the number
of sample points required for the reconstruction even more pronounced. The price to
pay for this is that performing the PFD increases the evaluation time per point, as
discussed at the end of Section 4.5.3. With our setup we observe that, for the most
complicated FRs, the evaluation times grows roughly by one order of magnitude,
while the number of sample points required for the reconstruction decreases by two
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orders of magnitude. This leads to an overall gain of roughly one order of magnitude
in the reconstruction time1. We stress that the evaluation time relevant here is
that of the algorithm which evaluates the rational coefficients over FFs, not the
final evaluation time of the FRs. Once the reconstruction is completed, in fact, the
rational coefficients are evaluated from their analytic expressions. We will discuss
the evaluation time of the FRs in Section 4.7.

Our approach therefore leads to an important simplification in the reconstruction
of the rational coefficients. Moreover, the ensuing analytic expressions are dramati-
cally more compact. This makes them suitable for compilation in a C++ library, an
essential step for their phenomenological application, which we discuss in Chapter 5.

4.6 Compact analytic expressions for the all-plus
configuration

Prior to discussing the numerical implementation of all two-loop helicity amplitudes,
we would like to comment on the all-plus amplitude, which displays a particularly
simple analytic form. We find that the structures appearing are closely related
to those appearing in the five-gluon all-plus amplitudes at one [343–346] and two
loops [312, 336–338]. We present the FRs in the expansion around ds = 2 (Sec-
tion 4.2).

The all-plus amplitude is finite and rational at one loop. The FR can be written
as

F
(1)
1;0 (1+

g , 2+
g , 3+

g , 4+
γ , 5+

γ ) = −2 [4 5]2

〈1 2〉〈2 3〉〈3 1〉 . (4.6.1)

Remarkably, this amplitude is invariant under conformal transformations, and the
expression given here exhibits this property in a manifest way [346]. If all masses
are neglected, the SM Lagrangian is conformally invariant [347]. This symmetry is
obscured at loop level by the appearance of scales associated with the divergences
and it is therefore rather surprising to observe it in a one-loop amplitude. One
might naïvely suppose that this is a consequence of the finiteness of the all-plus one-
loop amplitudes. Yet, the single-minus one-loop amplitudes are equally finite, but
they are not conformally invariant. This phenomenon still calls for an explanation.

1To give a sense of the absolute scale of the improvement, we quote the explicit number of
sample points required for the −+ +−+ helicity configuration for the LC (ds − 2)0 component,
F

(2)
1;0 . Reconstructing after Stage 2 would have required 57 291 sample points in four variables while

reconstructing after Stage 4 requires 518 sample points in three variables. Note that each of the
518 points requires a univariate fit in the additional variable and so the overall improvement is
around a factor of 10.
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These properties are discussed in detail in Ref. [346], where the authors prove
that the n-gluon all-plus amplitudes in QCD are conformally invariant at one loop.
Since the diphoton amplitudes can be expressed as permutations of pure-gluon
scattering [251,252] and the conformal generators commute with permutations, all
considerations regarding conformal symmetry extend to the diphoton case.

At two-loop order, the LC (ds − 2)0 contribution is the only one involving tran-
scendental functions (Section 1.6). Its expression is remarkably simple,

F
(2)
1;0 (1+

g , 2+
g , 3+

g , 4+
γ , 5+

γ ) = [4 5]2

〈1 2〉〈2 3〉〈3 1〉
∑

cyclic(123)

Fbox(s12, s23; s45) , (4.6.2)

where the sum runs over the cyclic permutations of (1, 2, 3), and

Fbox(s12, s23; s45) = Li2
(

1− s12

s45

)
+ Li2

(
1− s23

s45

)
+ ln2

(
s12

s23

)
+ π2

6 (4.6.3)

is the finite part of the one-loop box with an off-shell leg. The dilogarithm is defined
in Eq. (1.6.3). The analytic continuation of the box functions to any scattering
region can be achieved by adding a small positive imaginary part to each two-particle
momentum invariant,

sij → sij + i0+ . (4.6.4)

The other partial amplitudes at two loops are rational,

F
(2)
1;1 (1+

g , 2+
g , 3+

g , 4+
γ , 5+

γ ) = − [4 5]2

〈1 2〉〈2 3〉〈3 1〉 −
1
2F

(2)
3;0 (1+

g , 2+
g , 3+

g , 4+
γ , 5+

γ ) ,

F
(2)
2;0 (1+

g , 2+
g , 3+

g , 4+
γ , 5+

γ ) = 0 ,

F
(2)
2;1 (1+

g , 2+
g , 3+

g , 4+
γ , 5+

γ ) = −3 [4 5]2

〈1 2〉〈2 3〉〈3 1〉 −
1
2

tr5(p1, p2, p3, p4 − p5)〈4 5〉
〈1 4〉〈1 5〉〈2 4〉〈2 5〉〈3 4〉〈3 5〉 ,

F
(2)
3;0 (1+

g , 2+
g , 3+

g , 4+
γ , 5+

γ ) = 1
3 tr5(p1, p2, p3, p4 − p5)

∑

cyclic(123)

1
〈2 3〉2〈1 4〉〈1 5〉〈4 5〉

,

(4.6.5)

where tr5(pi, pj, pk, pl) is defined in Eq. (1.5.15). The peculiar simplicity of this
amplitude at two loops follows from the fact that it vanishes at tree level and it is
rational in four dimensions at one loop. The one-loop amplitude can in fact be used
as an effective on-shell vertex in four-dimensional unitarity [148, 149, 336]. In this
way, the cuts of the two-loop amplitude become one-loop cuts with an insertion of
the effective vertex. The one- and two-loop all-plus FRs are thus treated as tree-level
and one-loop objects, respectively. As a result, the special functions appearing in
the FR at two loops can have at most transcendental weight two (up to O(ε0)).
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Moreover, the rational coefficients of the transcendental functions can be shown
through four-dimensional unitarity to be given by (permutations of) the one-loop
all-plus FR. Thus, they inherit the symmetry under conformal transformations from
the one-loop amplitude. These properties are manifest in our explicit expressions,
Eqs. (4.6.1) and (4.6.2). Complementing four-dimensional unitarity with recursion
relations for the rational terms allows us to compute the two-loop all-plus FRs
in the purely gluonic case avoiding altogether the computation of the two-loop
integrals [336, 338]. Some results are available even for amplitudes involving more
than five positive-helicity gluons [348–353].

Amplitudes with a single minus helicity share some of the simplicity of the all-
plus case. They also vanish at tree level, and are finite and rational at one loop.
As a result, they also have maximum transcendental weight two at two loops. In
contrast to the all-plus amplitudes, however, they do not have the structure that
F

(2)
1 exhibits; namely, F (2)

1;0 has uniform transcendental weight two with all other
contributions being rational. For the amplitudes with two negative helicities, instead,
the FRs have maximum weight two and four at one and two loops, respectively.

4.7 Implementation and performance
The FRs are implemented in the NJet3 C++ library [1], which is linked to the
PentagonFunctions++ library [278] for the evaluation of the special functions. The
six independent helicity amplitudes (shown in Table 4.2) are permuted analytically
onto the global basis of pentagon functions defined in the 12 → 345 scattering
region to provide the complete list of 16 “mostly-plus” helicity amplitudes required
for the sum. This task is performed using the permuted coefficients from the six
fully reconstructed amplitudes as an ansatz into the linear relations, so additional
reconstruction time is avoided (see Section 4.5.1). Having identified a global basis
of pentagon functions for the complete colour and helicity sum, we formulate the
partial amplitudes as

F h = chi M
h
ij f

h
j , (4.7.1)

where: h is the helicity configuration; fhj is a list of integers corresponding to the
global list of pentagon function monomials, which is evaluated once per phase-space
point; Mh

ij are sparse matrices of rational numbers that are specific to each partial
amplitude; and chi are the independent rational coefficients for each helicity ampli-
tude, written in terms of independent polynomials in the MTVs xi. The pentagon
function monomials are split into parity-odd and -even components, which allows the
remaining 16 “mostly-minus” helicities to be computed by simply flipping the parity
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{piµ} Fix {piµ} Evaluate
r/f

Dimension
scaling test |A|2

First f64

Else f128

1. f64/f64

2. f128/f64

3. f128/f128

Pass

Fail

Increase precision

Figure 4.4: Flow chart of our evaluation strategy. r/f indicates the rational
coefficients and special functions respectively at the three precision levels.

of the special functions and applying complex conjugation to the coefficients. The
colour- and helicity-summed ME is constructed numerically from these ingredients.
The sparse matrix multiplication is implemented using the Eigen3 library [269].
Evaluation with f128s and f256s is provided via the QD library [249]. The code is
available through NJet3 [1], where we provide additional installation instructions
and example programs demonstrating its usage.

The C++ code returns the values of the one- and two-loop hard functions, H(1)

and H(2), obtained by squaring Eq. (4.2.4), substituting the decomposition in Nc

and Nf from Eq. (4.2.6), subtracting the IR and UV poles, and finally summing over
colour and helicity,

H = α2αs
3

(4π)5

(
H(1) + αs

4π H
(2)
)

+O
(
αs

5) ,

H(2) = NcH
(2)
1 + 1

Nc

H(2)
2 +Nf H

(2)
3 .

(4.7.2)

The sum over colours for each helicity can also be returned if required. We find
the evaluation time is dominated by the special functions, particularly when higher
precision is required. In order to ensure fast and stable numerical evaluation, we
adopt the following evaluation strategy, which is also depicted in Fig. 4.4.

1. The user-provided phase-space point is checked for the precision of the on-shell
constraints. Points are adjusted in case the precision is not acceptable for the
requested number of digits: f64 ∼ 15 digits, f128 ∼ 31 digits, and f256 ∼ 62
digits [249].

2. The colour- and helicity-summed amplitude is computed using f64 precision
at two points which differ only by overall dimension scaling factor. After
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accounting for the overall dimension of the squared amplitude, and neglecting
scale dependence arising due to the truncation of the perturbative series in αs

to NLO, the two evaluations only differ due to rounding errors at intermediate
stages in the evaluation. This accuracy scaling test has been used extensively
at one loop. Note that this is unrelated to the scale variation test discussed
in Section 1.8.2. We refer to this precision as f64/f64 since both coefficients
and special functions use f64 precision.

3. If the estimated number of correct digits from the scaling tests falls below a user-
defined threshold, the coefficients only are recomputed using f128 precision
after the original point is corrected to f128 precision (as in step 1). We refer
to this as f128/f64 precision.

4. The scaling test is performed again and if it fails the special functions are
reevaluated in f128 precision. This is f128/f128 precision.

These steps can be repeated to obtain up to f256/f256 precision. In practice
these steps are rather expensive and unnecessary for standard phenomenological
applications, so they are omitted from our strategy.

While the dimension scaling test has been used successfully at one loop, we
need to be more careful in our applications when linking the PentagonFunctions++
library, which also makes use of the dimension rescaling internally. To validate the
reliability of the scaling test as an estimate of the error of the result, we evaluate
both with a direct f128/f128 computation and via a scaling test with an error cutoff
of three digits at f64/f64 for a set of 60 k points. To ensure a realistic validation,
we use “physical” points with a phase-space sampling density determined by the
one-loop process, obtained from NNLOjet. We compare the estimated error provided
by the f64/f64 scaling test to the relative difference between the f64/f64 and
f128/f128 evaluations, with the latter taken as the true error. In the following,
percentages are always stated with respect to the entire set of points.

As depicted in Fig. 4.5, the scaling test returns a negative for 2.8 % of the points.
According to true error, an additional 0.2 % of the points should be failed and are
missed by the scaling test (false positive). Of these points, almost all have true error
of three digits, the remaining 0.008 % with three digits, so the effect on stability
is small. The scaling test also fails some points unnecessarily (false negative), this
subset comprising 0.7 % of all points, which incurs a small performance penalty
in the evaluation strategy. The effects of the false estimates are considered to be
allowably small.

We note that the dimension scaling test is statistical and therefore one will always
find anomalies in a sufficiently large sample. Care should be taken when integrating
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0.2% 0.7%2.1%

Re-evaluation
Scaling

Figure 4.5: Venn diagram of evaluations failing an accuracy test with a
cutoff of three digits as estimated by the f64/f64 scaling test for the right
circle (red), and the relative difference between the f64/f64 and f128/f128
evaluations for the left circle (blue). The reevaluation error is taken as truth
in order to validate the scaling test as a reliable estimate of error. The sets
are labelled by their percentage of the entire set of evaluated points in the
validation. The leftmost set shows false positives, the centre set shows true
negatives, and the rightmost set shows false negatives.

over extreme regions of phase space.
To assess the stability of our implementation (Fig. 4.6) and measure timings, we

evaluate the amplitude squared over 100 k points of the physical phase space. We
see 1.8 % of points failing f64/f64 evaluation, with 1.2 % passing at f128/f64 and
0.6 % passing at f128/f128. The evaluation strategy achieves target accuracy for
all of the 100 k physical phase-space points tested. We find a single f64/f64 call has
a mean time of 9 s, with 99 % of that time spent evaluating the pentagon functions.
Using the full evaluation strategy with a target minimum accuracy of three digits,
we obtain a mean timing per phase-space point of 26 s.

We present a benchmark evaluation at a point taken from the physical phase
space. We choose a generic configuration where the momentum invariants sij (GeV2)
and pseudoscalar tr5 (GeV4) take the values, quoted to four significant figures,

s12 = 14 120 , s23 = −1405 , s34 = 7667 ,
s45 = 5493 , s15 = −4404 , tr5 = −17 600 000i .

(4.7.3)

High precision f128/f128 evaluations are given in the ancillary files of Ref. [3]. The
values for the FRs and the two-loop hard function, normalised by the LO, are shown
in Tables 4.2 and 4.3 respectively. The SLC corrections are 600 times smaller than
the LC at the point Eq. (4.7.3), while the closed fermion loop corrections are 100
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Figure 4.6: Histogram of the error estimate on the two-loop evaluations
as given by the scaling test. We use the evaluation strategy with a target
accuracy of three digits, denoted by the vertical black line, and show errors
for all precision levels as well as the cumulative error on all passing points.
A cumulative bin of height h at d digits indicates h points have an accuracy
of at best d digits.
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Helicity NcF
(2)
1 /F (1) 1

Nc
F

(2)
2 /F (1) NfF

(2)
3 /F (1)

+ + + + + −27.76− 10.17i −1.673− 0.2396i −5.228− 4.034i
−+ + + + −25.76 + 27.83i 0.3571− 0.3213i 0.3363− 4.424i
+ + +−+ −24.16 + 14.59i 0.3698− 0.5539i −4.951 + 0.6672i
−−+ + + −20.23 + 0.8204i −0.4055− 0.3549i 0.053 55 + 0.000 247 8i
−+ +−+ −28.58 + 32.90i 0.3917− 0.000 548 9i 3.022 + 1.475i
+ + +−− −20.94− 15.34i −0.3080− 0.4558i −4.880− 0.005 862i

Table 4.2: Numerical values of the partial amplitudes for the six independent
helicities at the benchmark point in Eq. (4.7.3). Values are quoted with
Nc = 3 and Nf = 5, to four significant figures.

NcH
(2)
1 /H(1) 1

Nc
H(2)

2 /H(1) NfH
(2)
3 /H(1)

52.75 0.081 76 0.3956

Table 4.3: Numerical values for the components of the two-loop hard func-
tion normalised to the one-loop hard function defined in Eq. (4.7.2) at the
benchmark point of Eq. (4.7.3). Values are quoted with Nc = 3 and Nf = 5,
to four significant figures.

times smaller. These ratios do change as we sample different points. Averaging over
100 physical points, the ratio is

∣∣∣∣∣Nc

H(2)
1

H(1)

∣∣∣∣∣ :
∣∣∣∣∣

1
Nc

H(2)
2

H(1)

∣∣∣∣∣ :
∣∣∣∣∣Nf

H(2)
3

H(1)

∣∣∣∣∣ = 2000 : 1 : 10.

While the evaluation is considerably more difficult than the massless planar
five-gluon scattering (Chapter 6), owing to the more complicated set of pentagon
functions arising from the non-planar integral topologies, our tests show the ampli-
tudes are clearly ready for phenomenological applications (Chapter 5). In addition,
recent improvements to PentagonFunctions++ [354] would improve the timing and
stability, as found in Chapter 6.

4.8 Summary
In this chapter, we have presented a complete FC five-point amplitude at two
loops in QCD. All helicity configurations have been implemented in the NJet3 C++
library, which provides efficient and stable evaluation over the physical scattering
region. Although the algebraic complexity of the amplitude is considerable, the
direct analytic reconstruction of the FRs was possible by making use of linear
relations amongst the coefficients, and univariate partial fractioning that could be
done without any analytic knowledge of the intermediate steps in the reduction. We
expect these techniques will have applications to other important high-multiplicity
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two-loop calculations with more external scales, such as five-particle scattering with
an off-shell leg, for which there has also been recent progress [280,327,354–365]. We
have found a form that is suitable for phenomenological applications. New high-
precision predictions for diphoton-plus-jet production at the LHC, which include the
dominant N3LO corrections we have computed here, are presented in Chapter 5.



Chapter 5

NLO QCD corrections to
gg → γγg distributions

Having obtained the virtual QCD corrections to the amplitude in Chapter 4, we
now compute the NLO QCD corrections to the cross section of the gluon-fusion
contribution to diphoton-plus-jet production at the LHC. We produce fully differ-
ential distributions by combining the two-loop virtual corrections with the one-loop
real corrections using antenna subtraction to cancel IR divergences. We observe sig-
nificant corrections at NLO which demonstrate the importance of combining these
corrections with the quark-induced diphoton-plus-jet channel at NNLO.

This chapter is organised as follows. We first discuss recent developments in
the field that motivated this study in Section 5.1. Next, in Section 5.2, we review
the computational setup, discussing the amplitude-level ingredients and antenna
subtraction method used to cancel IR divergences. We then present results for the
NLO corrections to differential cross sections at the 13 TeV LHC in Section 5.3.
We study the perturbative convergence in both transverse momentum and mass
variables as well angular distributions in rapidity and the Collins-Soper angle. We
comment on the computational cost of the calculation in Section 5.4, before drawing
our conclusions in Section 5.5.

5.1 Background
As discussed in Section 1.8.3, diphoton-plus-jet production is of high phenomeno-
logical relevance. The recently computed NNLO corrections of diphoton-plus-jet
production [211] display a good perturbative convergence, except in regions where
the loop-mediated gluon-fusion subprocess (which contributes to the cross section
only from NNLO onwards) is numerically sizeable compared to other contributions.
In order to capture the full effects of the QCD corrections, it is important to include
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loop-induced gluon-fusion channels from at least one order higher in the perturbative
series. These corrections, which are N3LO in the full proton-initiated process, but
NLO in the gluon-fusion channel (Section 1.8.1), are the subject of this chapter.

As discussed in Section 2.3, combining and integrating the amplitudes into dif-
ferential cross sections requires the subtraction of IR divergences. To achieve this
in a stable and efficient way is an extremely difficult problem and many solutions
have been proposed and applied in calculations up to NNLO. Such subtraction
schemes often scale poorly with the number of external particles and only a handful
of examples for high-multiplicity processes at NNLO currently exist [211,319–321].

For the process considered in this chapter, the IR divergences are only at NLO.
However, since the real radiation involves two-to-four one-loop squared amplitudes,
the automated numerical algorithms for the one-loop amplitudes are tested in ex-
treme phase-space regions. The LO QCD contributions to the gluonic subprocess
were first considered in Ref. [252], based on the compact one-loop five-gluon ampli-
tudes [366].

5.2 Computational setup
We consider the inclusive scattering process,

gg → γγg +X , (5.2.1)

at a hadron collider. As the process is loop induced, the LO contribution is at
O(αs

3) and involves the integration of a one-loop amplitude squared. The NLO
QCD corrections are computed by combining the two-loop virtual corrections to the
2 → 3 process gg → γγg with the 2 → 4 processes with an additional unresolved
parton: gg → γγgg and gg → γγqq. Pictorially, we can represent the parton level
cross sections up to NLO in QCD as

σNLO
gg→γγg+X =

∫
dΦ3

∣∣∣∣∣∣

∣∣∣∣∣∣

2

+ 2
∫

dΦ3 Re




†

·




+
∫

dΦ4

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

2

+
∫

dΦ4

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

2

+O
(
αs

5) ,

(5.2.2)

where dΦN represents the on-shell phase-space measure for N massless final state
particles, Eq. (1.2.5). The one-loop amplitude for gg → γγqq indicates the loop
contribution in which the photons couple to an internal fermion loop. The observable
process pp → γγj also includes channels where the photons couple to an external
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quark pair, which are not included in the gluon-fusion subprocess. The expansion
up to the NNLO of pp→ γγj includes terms up to O(αs

3) and so the contributions
coming from Eq. (5.2.2) are technically N3LO, as depicted in Fig. 1.6. However, due
to the large gluon flux at high-energy hadron colliders, such contributions can be
significant (Section 1.8.3).

The one-loop amplitudes for the LO process and the real correction are finite,
since the corresponding tree-level processes vanish. The renormalised two-loop five-
particle amplitude contains explicit IR divergences generated by the integration over
the loop-momenta, while the one-loop six-particle amplitudes exhibit a divergent
behaviour when a final-state parton becomes unresolved. The divergences cancel
in the final result, as established by the KLN theorem, and an FR of the virtual
amplitudes can be defined using QCD factorisation [322]. In our calculation, this
cancellation is performed using the antenna subtraction method (Section 2.3). The
method extracts the IR singular contributions from the real radiation subprocess,
and combines its integrated form with the virtual subprocess, thus enabling their
numerical integration using MC methods, performed here in the NNLOjet framework.
The QCD structure of the process under consideration is very similar to Higgs-plus-
jet production in gluon fusion, which has been computed previously [367,368] using
antenna subtraction, and identical antenna subtraction terms are applied here.

The FRs of the two-loop amplitudes were computed in Chapter 4, providing the
FC colour- and helicity-summed expressions through the NJet3 amplitude library.
We set a three-digit accuracy threshold for the dimension scaling test (Section 4.7),
which guarantees a stable result without significantly affecting the performance.

The one-loop six-particle amplitudes are obtained using a combination of imple-
mentations from the OpenLoops2 [369,370] library and from the generalised unitarity
approach [148,149,151] within NJet3 (Section 1.6). We use an improved version of
OpenLoops2 in combination with the new extension Otter [371], which is a tensor
integral library based on the “on-the-fly reduction” [369] of OpenLoops2 and on
various stability improvements [370]. This new version of OpenLoops2 allows for a
stable computation of the needed one-loop squared amplitudes in deep IR regions.
Internally, Otter uses f64 scalar integrals that are provided by Collier [372,373],
as well as f128 scalar integrals provided by OneL0op [255]. Minor modifications
were made in NJet3 to avoid de-symmetrisation over the two photons and allow
for a pointwise correspondence with the subtraction terms. To compute the one-
loop amplitude gg → γγgg, the OpenLoops2 implementation was generally more
efficient, but for exceptional phase-space points it was necessary to use the f128
implementation within NJet3. For the gg → γγqq channel, we used NJet3, which
allowed for a straightforward selection of the required loop contribution. We note
that this amplitude is also available within OpenLoops2 and we checked that the
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two implementations agree.
The amplitude-level ingredients have been validated in all relevant collinear and

soft limits by checking their convergence towards the respective antenna subtraction
terms.

5.3 Results
For the numerical evaluation of our NLO results on the gluon-induced diphoton-plus-
jet process, we apply the same kinematic cuts as were used for the NNLO calculation
of the quark-induced processes [211]. These represent a realistic setup relevant for
physics studies at the 13 TeV LHC. Using the quantities defined in Section 2.1.1 and
with γi as the ith hardest photon, the cuts are as follows.

• Minimum photon transverse momenta:

– pT (γ1) > 30 GeV,

– pT (γ2) > 18 GeV.

• Smooth photon isolation criterion with:

– ∆R = 0.4,

– ET,γ = 10 GeV,

– εγ = 1.

• Minimum pseudorapidity of the photon pair: |η(γγ)| < 2.4.

• Minimum invariant mass of the photon pair: m(γγ) ≥ 90 GeV.

• Minimum separation of the photons: ∆R(γγ) > 0.4.

• Minimum transverse momentum of the photon pair: pT (γγ) > 20 GeV.

We consider kinematic distributions in the following diphoton variables.

• Transverse momentum of the diphoton system pT (γγ).

• Diphoton invariant mass m(γγ).

• Diphoton total rapidity |y(γγ)|.

• Diphoton rapidity difference ∆y(γγ).
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• Collins-Soper angle1 |φCS(γγ)|.

• Diphoton azimuthal decorrelation ∆φ(γγ).

For these distributions, no jet requirement is applied since the transverse momentum
cut on the diphoton system—which the jet(s) recoil against—is already sufficient to
avoid NNLO-like configurations where all final-state QCD partons become unresolved.
This treatment follows that of Ref. [211].

Our numerical results use the NNLO set of the NNPDF3.1 PDFs [273] throughout,
thus allowing a straightforward comparison with the existing NNLO results [211] in
the quark-initiated channels. The strong coupling is evaluated using LHAPDF [272],
with αs(mZ) = 0.118. The EM coupling is set to α = 1/137.035 999 139. The choices
of couplings are also made to match Ref. [211]. MC integration errors are below one
percent on average and not displayed in the plots.

The uncertainty on our theory predictions is estimated by a seven-point variation
of the renormalisation and factorisation scales around a central value (Section 1.8.2),
chosen in a dynamical manner on an event-by-event basis to be

µF = µR = mT

2
:= 1

2

√
m2(γγ) + pT

2(γγ) , (5.3.2)

which is typical for diphoton studies [211,376,377].
Figures 5.1 to 5.6 display the theory predictions for the different single-differential

distributions in the diphoton variables. We observe the NLO corrections to be
sizeable, often being comparable in size to the LO predictions. We define the K-
factor as the ratio NLO/LO. The corrections are largest at low pT (γγ) (Fig. 5.1)
or m(γγ) (Fig. 5.2) where K ∼ 2 and NLO and LO uncertainties fail to overlap.
The ratio smoothly decreases towards K ∼ 1.5 for large pT (γγ) or m(γγ), with
overlapping scale uncertainty bands above pT (γγ) = 200 GeV or m(γγ) = 175 GeV.

The integrated cross section is dominated by the region of low pT (γγ) or low
m(γγ), such that distributions that are differential only in geometrical photon vari-
ables (Figs. 5.3 to 5.6) display typically near-uniform K ∼ 2, and no overlap of the
LO and NLO scale uncertainty bands. Visually, the scale uncertainty bands at NLO
and LO appear to be of comparable width in all distributions. However, owing to
the large size of the NLO corrections, the relative scale uncertainty is reduced from
about 50 % at LO to 30 % at NLO.

1The Collins-Soper angle [374,375] φCS(ab) for particles a and b is defined by

cos(φCS(ab)) = sign(pz(ab)) 2 pa
+pb
− − pa

−pb
+

m(ab)
√
m2(ab) + pT

2(ab)
, pi

± = 1√
2

(Ei ± (pi)z) . (5.3.1)
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By inspecting the two-dimensional differential distribution inm(γγ) and |φCS(γγ)|
(Fig. 5.7) we observe that the relative magnitude of the NLO corrections decreases
with increasing m(γγ), while the corrections remain uniform in |φCS(γγ)| for all
bins in m(γγ). The two-dimensional differential distribution in |y(γγ)| and pT (γγ)
(Fig. 5.8) also shows the decrease of the corrections towards larger pT (γγ). The de-
crease is more pronounced at forward rapidity (large |y(γγ)|) than at central rapidity
(small |y(γγ)|).

The two-dimensional distributions in pT (γγ) and m(γγ) (Figs. 5.9 and 5.10)
largely reproduce the features of the one-dimensional distributions of Figs. 5.1 and 5.2,
both for distributions in bins of pT (γγ) (Fig. 5.9) or for varying lower cut in pT (γγ)
(Fig. 5.10). The only novel feature is a non-uniform shape in m(γγ) for the highest
bin in pT (γγ) (lowest curve in Fig. 5.9), which is indicative of the onset of large
logarithmic corrections in log(m(γγ)/pT (γγ)) in this range.

The numerical size of the NLO corrections and the scale uncertainties at LO
and NLO are comparable to what was observed in inclusive Higgs boson production
in gluon fusion [378] or in the Higgs boson transverse momentum distribution in
gluon fusion [379, 380]. These processes are mediated through a heavy top quark
loop and are very similar to the diphoton-plus-jet production considered here in
terms of kinematics and initial-state parton momentum range. The pathology of the
NLO corrections observed here is thus not that surprising after all; it does, however,
indicate the potential numerical importance of corrections beyond NLO.

The Born-level gg → γγg subprocess (corresponding to the LO in our results)
contributes to the full diphoton-plus-jet production as part of the NNLO corrections.
Corrections to this order were recently computed [211]. They were observed to be
moderate and within the scale uncertainty of the previously known NLO results [376]
for most of the kinematic range, where they also led to a substantial reduction of the
scale uncertainty at NNLO. At low pT (γγ) or low m(γγ), larger positive corrections
and an increased scale uncertainty were observed [211]. These effects could be
identified to be entirely due to the contribution of the gg → γγg, which only starts
to contribute from NNLO onwards, and it was anticipated in Ref. [211] that NLO
corrections to the gg → γγg (which form a subset of the N3LO corrections to the
full diphoton-plus-jet process) could help to stabilise the predictions in the relevant
kinematic ranges.

Our results demonstrate that this is not the case. The absolute scale uncertainty
on the gluon-induced process does not decrease from LO to NLO, and the NLO
correction is of about the size of the LO contribution. Consequently, inclusion of
the NLO corrections to the gg → γγg into the full NNLO diphoton-plus-jet process
will further enhance the predictions at low pT (γγ) or low m(γγ), thereby further
elongating them from the previously known order, and will leave the scale uncertainty
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band largely unchanged. This is an indication that the seven-point scale variation
technique may not be providing a reliable estimate of the uncertainty for NNLO
diphoton-plus-jet production.

5.4 Computational cost
State-of-the-art calculations in precision phenomenology require high-performance
computing resources [381]. In this section, we comment on the computational cost
of our calculation.

To reach an average MC error of at most one percent in the total cross section
and all differential distributions, we find that approximately 5 M points in the virtual
corrections and 30 M points in the real corrections are required after cuts are applied.
The real corrections require more evaluations due to the higher dimensionality of
the phase space and the presence of IR limits, so a factor of six is unsurprising.

To estimate the relative time per ME call, we time the evaluation of approximately
1 k points after cuts. We find a mean time per point in the virtual corrections of 16 s,
with some of the points in f128 precision taking up to 5 minutes. This is a much
shorter mean time than the 26 s found in Section 4.7, which uses the same target
accuracy of three digits. Most of this time is in the evaluation of the pentagon func-
tions, the timing of which at fixed precision is sensitive to the degree of IR divergence
of the phase-space point. The proportion of points requiring f128 evaluation, which
requires significantly more time than f64 evaluation, is the dominant contribution
to the mean time. Therefore, the timing is highly dependent on the choice of phase
space. Both of these benchmarks use version 1.0 of PentagonFunctions++ [278];
using the recently released version 2.0 [354] would reduce these times, as found in
Chapter 6.

For the real contributions, we find an mean time of 11 s for the gg → γγgg

channel and 14 s for the gg → γγqq channel. The combined average time per point
in the real contributions is 25 s. We stress that the real integration includes extreme
regions of phase space, requiring evaluations in f128 precision.

We find a cost of around 50 k CPU hours in the virtual corrections and 500 k CPU
hours in the real corrections for our simulation. The order of magnitude increase in
the time cost of the real corrections is good motivation for the NN approximation
techniques for high-multiplicity scattering explored in Chapter 3.
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5.5 Summary
In this chapter, we have presented the NLO QCD corrections to the diphoton-plus-
jet production in the gluon-fusion channel for the first time. The loop-induced
process requires the evaluation of six-point one-loop real emission amplitudes and
FC five-point two-loop virtual amplitudes. To the best of our knowledge it is the
first time that five-point two-loop FC amplitudes have been integrated to provide
fully differential cross section predictions relevant for the LHC experiments.

Using a realistic set of kinematic cuts and simulation parameters, we find sig-
nificant corrections at NLO. This is particularly relevant at low values of pT (γγ)
and m(γγ). Since observables that are differential only in angles, such as rapidity
and the Collins-Soper angle, are inclusive over the energy variables, one observes
significant NLO corrections across the full parameter range. Double-differential dis-
tributions further highlight this feature, which is reminiscent of the perturbative
convergence observed in other gluon-induced processes such as inclusive Higgs pro-
duction and the Higgs boson transverse momentum distribution. The relative scale
uncertainty is reduced by the higher-order corrections, although in absolute terms
the scale uncertainty does not decrease from LO to NLO in the low pT (γγ) and
m(γγ) regions.

This work demonstrates the importance of a combined prediction for quark-
induced and gluon-induced diphoton-plus-jet signatures for future precision studies
at the LHC.



Chapter 6

Leading-colour double-virtual
QCD corrections to pp → 3j

We present an analytic computation of the helicity amplitudes for trijet production at
hadron colliders up to two loops in QCD, providing the virtual and VV contributions
for two-to-three NNLO predictions. We provide a fast and stable implementation of
the colour- and helicity-summed FRs in C++ as part of the version 3.1.0 release of
the NJet3 library [1].

The conventions, including the decompositions in channels, helicities, and the
ratio Nf/Nc, and the IR subtraction to FR, follow those of Ref. [316]. The methods
of construction and implementation are the same as those described in Chapter 4.
We cross-checked our implementation against the benchmark point in Ref. [316],
finding exact agreement.

We express the amplitudes with the scale dependence factorised out. This allows
for efficient computation of the amplitudes at a single phase-space point with many
different scales, as is used for scale variation uncertainty estimates (Section 1.8.2),
with only a single evaluation of the scale-independent part of the amplitudes.

We will now proceed with an analysis of the implementation, looking at the
numerical stability and evaluation timing over a sample phase space in Section 6.1,
and the performance in IR limits in Section 6.2.

6.1 Stability and timing
We perform similar stability tests on the trijet production channels to those in
Section 4.7. We generate 100 k phase-space points isotropically with the algorithm
from Ref. [254], which is provided in the NJet3 library. We use the cuts pT > 3 MeV,
η < 2.8, and ∆R > 0.4 for all jets, which is likely to be at least as inclusive over
phase space as any phenomenological application. We use arbitrary scales for testing,
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Figure 6.1: Stability plots for a single channel in each of the 5g, 2q3g,
2q2Q1g, and 4q1g two-loop trijet subprocesses. Other channels within each
of the subprocesses perform similarly. Run of 100 k points per channel
over a randomly sampled uniform five-point phase space. The evaluation
strategy is used with a target accuracy of three digits, denoted on the plots
by a black vertical line.

Channel f64/f64 Precision rescue system
Time (s) Pentagons (%) Time (s) Pentagons (%)

gg → ggg 1.39 69 1.89 77
gg → qqg 1.35 91 1.37 91
qg → qgg 1.34 92 1.57 93
qq → ggg 1.34 93 1.38 93
qQ→ Qqg 1.14 99 1.16 99
qQ→ qQg 1.36 99 1.39 99
qg → qQQ 1.36 99 1.39 99
qq → QQg 1.14 99 1.14 99
qg → qqq 1.84 99 1.90 99
qq → qqg 1.82 99 1.94 99
qq → qqg 1.71 99 1.77 99

Table 6.1: Mean timing per phase-space point for combined evaluation of
Born, virtual, and VV contributions in f64/f64 and evaluation strategy
with target accuracy of three digits.
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choosing centre-of-mass energy √s12 = 1 GeV and renormalisation scale µR = mZ

with Z-boson mass mZ = 91.188 GeV. We evaluate all channels over this phase
space using the evaluation strategy with a target accuracy of three digits, generating
the stability plots shown in Fig. 6.1 and mean timings of Table 6.1.

The stability and evaluation times improve for the simpler channels, which are
those with more quarks and less gluons. In Fig. 6.1, the channels with four quarks
even show an f64 bin with around 1 % of the points at the maximum possible
precision of 16 digits. The 4q1g channels are slower as they are each constructed
from a pair of independent 2q2Q1g channels, although they show similar stability to
the 2q2Q1g channels.

Comparing the trijet stability plots to that for gg → γγg, Fig. 4.6, which includes
non-planar integrals, fewer points are required to be reevaluated with higher precision,
as expected. The evaluation time is also significantly less for the trijet channels than
for gg → γγg, owing to the LC trijet computations containing only planar diagrams.

Compared to Ref. [316], we find a reduced evaluation time. This is most pro-
nounced in the most difficult channel, pure-gluon scattering gg → ggg, where
the time is halved. This is because the former was evaluated with version 1.0
of PentagonFunctions++ [278], while our setup uses version 2.0, which additionally
supports one massive leg [354]. While we should be careful when comparing to the
stability plots of Ref. [354] as they use a different phase space, it also appears that
the tail of failing points is shorter in our results, suggesting PentagonFunctions++
version 2.0 also improves stability.

6.2 Infrared performance
We prepare another phase space using the method described in Section 2.4.1, gener-
ating a 100-point slice that approaches an IR limit. The four-point seed phase space
is generated randomly using the generator discussed in Section 6.1.

We perform this for ten different four-point seeds and plot the mean in Fig. 6.2 to
avoid any irregularities that may arise when approaching the limit in an exceptional
direction. The lower precision evaluations diverge when they get too close to the
collinear limit; for example in the five-gluon channel, this occurs at around s34/s12 =
10−7. The origin of this numerical divergence lies in the evaluation of the pentagon
functions as it is not fixed by the f128/f64 evaluation. Evaluation in f128/f128
remains unproblematic deep into the limit. This demonstrates that these amplitudes
are suitable not only for integrating over two-to-three VV phase spaces at NNLO,
but also the more difficult two-to-two RVV phase space at N3LO.
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Figure 6.2: The two-loop ME for a selection of channels over a slice of phase
space which drives into an IR configuration that is collinear in the first
two outgoing legs. The error band is given by the dimension scaling test.
Where it is not visible, the f64/f64 (blue) line coincides with the f128/f64
(orange) line, which similarly coincides with the f128/f128 (green) line.



Chapter 7

Conclusion

To tackle the challenges that face precision tests of the SM, we must leverage novel
techniques in mathematics and computation. The first step for bringing theoretical
predictions into the realm of percent precision is the further mapping of the phase
space of NNLO processes within fixed-order perturbation theory. In particular,
in order for these to be applicable to phenomenology, it is vital that they are
implemented in an optimally efficient and stable way.

Gluon-initiated diphoton-plus-jet production offers an attractive testing ground
for new technology as it is loop-induced, presenting challenges for conventional event
generator techniques. It also exhibits a complicated two-to-three two-loop structure
including non-planar integrals, while having simpler poles, being at NLO, and colour
than similar partonic processes. Moreover, it is a relevant background for interesting
phenomenology such as probing the Higgs coupling.

After building up the technology necessary to perform precision QCD calculations,
we discussed the IR behaviour of QCD before presenting a library of IR QCD
functions up to at most NNLO, which have a variety of uses in the field.

Next, we reviewed the feasibility of using NNs to optimise the evaluation of the
ME for cross section calculations for hadron colliders. We used the gg → γγ + n× g
amplitudes from NJet3 to train a NN ensemble, and fed it into the MC event
generator Sherpa to investigate its behaviour within a full hadronic simulation. At
six-point, we found that the total simulation time was sped up by a factor of thirty.
This method offers a performant way to run high-multiplicity radiative contributions
for event generator simulations where conventional techniques are prohibitively slow.

We then computed the FC two-loop amplitudes for gg → γγg, with an efficient
public implementation released in NJet3. We found that their LC contribution
contains non-planar integrals, which are those with the highest complexity. Such
“industrialised” analytical computations of two-loop five-point QCD processes present
huge technical challenges. We first needed a basis of special functions offering fast
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and stable evaluation over the physical phase space; for massless and single-mass
scattering, the pentagon functions library has recently made this possible. Generating
the amplitude via colour-ordered diagrams, we reduced tensor integrals to an MI
basis which could be expressed in terms of these special functions. This required
constructing and solving a very large system of IBP identities. Finally, we obtained
the coefficients in an efficient form using FF reconstruction techniques.

Following the virtual gg → γγg amplitude calculation, we used the antenna sub-
traction scheme to combine the virtual result with the one-loop real corrections to
obtain NLO QCD differential cross sections. Considering the full process pp→ γγj,
the gluon-fusion subprocess enters at N3LO, but the large gluonic PDF means it
provides a dominant correction to NNLO. We computed various observable distribu-
tions, finding significant corrections that highlight the importance of including the
gluon-initiated channels in these predictions.

We also presented an efficient computation of the LC two-loop amplitudes for
hadronic trijet production and tested their public implementation within NJet3.

This thesis has focused on the calculation of QCD amplitudes at the precision
frontier, in particular, the process of diphoton-plus-jets production through gluon
fusion. This presented the challenge of handling the algebraic and analytic complexity
of higher-order perturbative expressions. Furthermore, assembly of observables from
these contributions required careful regularisation of IR behaviour to cancel poles
at each order. All amplitudes were implemented as analytical expressions into the
public C++ library NJet3; such distribution is vital for the collaborative progress of
the whole theoretical community. They provide a vital ingredient for theoretical
predictions of cross sections at the LHC in the search for deviations from the SM.
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