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Abstract

The focus of this thesis is to connect observations from different galaxy

redshift surveys to physically motivated models of galaxy formation. The

Physics of the Accelerating Universe Survey (PAUS) and the VIMOS Pub-

lic Extragalactic Redshift Survey (VIPERS) are the two major surveys used

in this thesis. For both I use the semi-analytical model GALFORM to create a

physically motivated scenario and explore the evolution of some observational

galaxy properties starting from an epoch when the Universe was approxim-

ately half of the current age. In particular, for PAUS, we used GALFORM

implemented in the Planck Millennium N-body simulation, to build a mock

PAUS galaxy catalogue on an observer’s past lightcone. The increased mass

resolution and the higher frequency of simulation outputs allows us to make

improved galaxy property predictions. We compared the mock catalogue pre-

dictions with the observed number counts, redshift distributions and the red-

shift evolution of the observer frame colours. The red and blue population of

the model galaxies are roughly in agreement with the observed ones.

The interest in galaxy colours and the relation to their star formation

histories lead us to exploit VIPERS for a galaxy evolution study. In particular

we analysed the evolution of the rest frame colour-magnitude relation tracking

the evolution of the bright edge with the aim of deriving constraints on the

quenching of star formation activity in galaxies in 0.5 < z < 1.1. Through

the modelling of parametrised star formation histories (SFHs) we estimated

the average time-scale of the suppression of the star formation. We showed

that modelling a fast suppression of the star formation activity in galaxies, we

are able to reproduce better the observational data. We created a physically

motivated mock with GALFORM and we obtained a similar qualitative trend.
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We tested that AGN feedback, as the main quenching process in GALFORM, is

crucial in reproducing the trend of the bright-edge.

As part of the Centre for Doctoral Training (CDT), I developed data-

analysis techniques, during an internship with Procter & Gamble (P&G) and

with the National Health Service (NHS), in two projects described in this

thesis. In the P&G project the aim was to model the density of the laundry

powder in order to understand the chemical ingredients that mostly contribute

to the density and hence changing the industrial process accordingly. In the

NHS project, we aimed at establishing new normative ranges for vital signs

of newborn babies. The results of this project have the potential of helping

doctors in making critical decision for the treatment that can save the life of

babies in critical conditions.

Supervisors: Prof. Peder Norberg and Prof. Carlton Baugh
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Chapter 1

Introduction

In this chapter, I introduce the main cosmological concepts that are needed to

understand the rest of the thesis. Starting from the cosmological model for our

universe that is largely accepted, the ΛCDM model, to the definition of the main

observational quantities like fluxes, luminosities and magnitudes. All this know-

ledge can be found in any cosmology book, for some derivations here we follow the

approach adopted by Ryden (2003).

1.1 Theoretical framework

Cosmology is the study of the Universe as a whole and it relies on the cosmological

principle. The cosmological principle states that there is nothing special about

our location in the Universe. More specifically the cosmological principle is the

assumption that the Universe is homogeneous and isotropic on large scales. Ho-

mogeneous means that if we measure some properties of the Universe in a specific

location, the same properties will be be found at any other location. Isotropy in-

stead means that if we look at any direction of the sky we are going to observe

the same average pattern, or in other words, there is no preferred direction. This

approximation only applies on very large scales, i.e. distances greater than 100

Mpc, as on smaller scales the Universe is dominated by structures such as groups

and clusters of galaxies that are strongly anisotropic.
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1.1. Theoretical framework

With the assumption of homogeneity and isotropy, we can model the entire

Universe with simple equations. Specifically, we can define a metric that describes

space-time. In a Euclidean universe the Minkowski metric is used:

ds2 = −c2 dt2 + dx2 + dy2 + dz2, (1.1)

which becomes more convenient when expressed in spherical coordinates (r, θ, φ):

ds2 = −c2 dt2 + dr2 + r2
[
dθ2 + sin2 θ dφ2

]
, (1.2)

and even more compact if we define the angular part as dΩ2 ≡ dθ2 + sin2 θ dφ2:

ds2 = −c2 dt2 + dr2 + r2dΩ2. (1.3)

The Minkowski metric applies to a static universe with a Euclidean geometry, which

means that if we draw a triangle using three random points in the universe, then

the sum of its internal angles is 180 degrees. This is the geometry we experience in

everyday life but there is no reason to assume that this is the geometry of the entire

universe. So the first extension that we need to apply to our metric to describe

a universe in a more general way is to allow for a spatial curvature. The spatial

curvature can be described by including a factor Sk(r) in the angular part of the

metric, dΩ. This factor assumes different forms in case of positive (k = 1), negative

(k = −1) or zero curvature (k = 0):

Sk(r) =



R sin(r/R) (k = 1)

r (k = 0)

R sinh(r/R) (k = −1),

(1.4)

where R is the curvature radius (R → ∞ for a Euclidean or flat Universe). The

second extension we need to apply to the metric is to allow for the expansion

of the Universe, as first observed by Hubble in the early 1900’s. To do this, we

introduce a scale factor a(t) which takes into account the expansion (or potentially

the contraction) of the spatial components of the metric. We set this parameter

2



1.1. Theoretical framework

to be 1 at the current epoch t0 and to 0 at the beginning of the universe, at the

epoch of Big Bang, when all distances shrinks to 0 thanks to the scale factor

a(t) =


0 (t = 0 = Big Bang)

1 (t = t0 = today).

(1.5)

With the addition of curvature and expansion, the Minkowski metric becomes the

Robertson-Walker metric:

ds2 = −c2 dt2 + a(t)2
[
dr2 + Sk(r)

2dΩ2
]
. (1.6)

Applying the Einstein equation of general relativity to this metric, instead of the

Minkowski one, results in the first of the Friedman equations which describe the

expansion of the universe: (
ȧ

a

)2

=
8πG

3c2
ε(t)− kc2

R2
0

· 1

a2
, (1.7)

where ε is the energy density of all the components of the universe, namely matter,

radiation, and the cosmological constant (ε = εmat+εrad+εΛ), G is the gravitational

constant, c is the speed of light, k controls the curvature as described before, R0

is the curvature radius and a(t) is the scale factor.

If we rearrange the above equation by normalising the energy densities to the

critical energy density for which the Universe would be flat today, and making

explicit their dependence on the scale factor we obtain:

H2(t)

H2
0

=
Ωrad,0
a4(t)

+
Ωmat,0
a3(t)

+ ΩΛ +
1− Ωtot,0
a2(t)

, (1.8)

where the Hubble parameter controls the speed of the expansion as it is related

to the scale factor by H(t) = ȧ(t)/a(t), and the Hubble constant is its value in

the current era H0 = H(t0), the density parameters Ω are the energy densities

normalised to the critical energy density for a flat Universe today, i.e. Ωrad,0 =

εrad,0/εc,0, Ωmat,0 = εmat,0/εc,0 and ΩΛ,0 = εΛ/εc,0 with εc,0 = 3c2H2
0/8πG. Ωtot,0

is the total density parameter today and is made up of the sum of the individual

component density parameters: Ωtot,0 = Ωrad,0 +Ωmat,0 +ΩΛ. The first three terms

3



1.1. Theoretical framework

of Eq. (1.8) represent the evolution of the different components of the Universe

with the appropriate power of the scale factor. As expected we can see that in an

expanding Universe, the densities of matter and radiation decrease, but at different

rates. For the matter density we have the three spatial dimension which dilute the

energy density as the universe expands. For the radiation, we have an additional

contribution from the wavelength of photons increasing with the scale factor, hence

the expansion factor appears to the fourth power. The unexpected behaviour comes

from the energy density of the cosmological constant which does not show any

dependence on the scale factor. Since the density of the cosmological constant

does not change to keep the density constant, the energy needs to increase as a3,

to counteract the increase in volume. The last term of Eq. (1.8) is related to the

curvature. Some observations point toward a Universe in which Ωtot,0 = 1 making

the Universe flat, which means it has an Euclidean geometry (see for example

Planck Collaboration et al. 2014). For this reason we can neglect the last term of

Eq. (1.8) and focus on the first three terms.

The first three terms on the right hand side of Eq. (1.8) imply that the expan-

sion of the universe has been dominated by different components during different

epochs. Radiation dominated during the first stages of the universe (the radiation

dominated era). Next the matter started to dominate the dynamics of the universe

becauses its energy density decreases more slowly than that of the radiation (mat-

ter dominated era). Since the energy density of the cosmological constant does not

decrease, it is inevitable that the final era of cosmic expansion is the one domin-

ated by the cosmological constant; we are currently in this era. The fact that we

only recently (about 4 billion years ago) entered the dark energy dominated era,

made people suspect that the the dark energy is not actually a cosmological con-

stant but may be a dynamical component that evolves with time. This is related

to the fine tuning problem, as it is very unlikely that we are in a special era like

the transition between a matter dominated Universe and a dark energy dominated

Universe. However the main model of the Universe, which we also assume in this

4



1.2. Redshifts and related distances

thesis is the ΛCDM, where the Λ represents the cosmological constant while CDM

stands for cold dark matter, which is the theory that assumes that the majority of

the matter in the universe is in form of dark matter and this dark matter is made

of non relativistic particles, i.e. with velocities considerably lower than the speed

of light.

The Friedman equation (Eq. 1.8), describes the evolution of the Universe as

a whole, from the Big Bang to today. It relies on the hypothesis of homogeneity

and isotropy as described above. However, this hypothesis holds on large scales but

when we study smaller scales than∼ 100Mpc, the Universe is highly inhomogeneous

and non-isotropic. This is because it is dominated by small structures such as

galaxies and cluster of galaxies. These are the visible components of our Universe

and can be observed with galaxy surveys like the Physiscs of the Accelerating

Universe Survey (PAUS; Eriksen et al. 2019) or the VIMOS Public Extragalctic

Redshift Survey (VIPERS; Guzzo et al. 2014; Scodeggio et al. 2018) which are

able to collect a large number of galaxies for a wide range of redshifts. With a

large number of galaxy redshifts, it is possible to better constrain the cosmological

parameters that appear in Eq. (1.8), which are Ωrad,0, Ωmat,0, ΩΛ and the Hubble

parameterH0. The estimate of parameters through the statistic of galaxy clustering

is not the only aim of galaxy surveys. Measuring galaxy spectra, emission lines and

colours can give us insight into the processes that regulate star formation. This

thesis will focus mainly on the latter direction.

1.2 Redshifts and related distances

When observing a galaxy, it is of primary importance to estimate its distance. For

example, without an estimate of the distance, it would be impossible to estimate

the intrinsic luminosity of a galaxy as two identical galaxies would appear different

if they are at different distances. However, the concept of distance in a Universe

that is currently expanding is not straightforward. We have seen in Sect. 1.1,

5



1.2. Redshifts and related distances

that the scale factor a(t) takes into account the expansion at any cosmological

time t, from t = 0 at the instant of the Big Bang to t = t0 at the present day.

However, the scale factor is related to the cosmological model we are using and in

the case of the ΛCDM model, it depends on the cosmological parameters Ωrad,0,

Ωmat,0, ΩΛ and H0. However, one observable that has always been associated with

distances, since the early 1900’s, is redshift. When looking at a galaxy spectrum,

it is common to observe emission or absorption lines of specific elements shifted

from the wavelength that we would normally observe in a laboratory. This shift is

usually towards redder wavelengths, hence the name redshift. This shift is easy to

measure when the spectrum of a galaxy is available. Knowing the wavelength of

the emission line that we would observe in a laboratory, λem, we can measure the

wavelength at which we observe that specific emission line for the galaxy considered,

λob. We can then define the redshift as:

z = (λob − λem)/λem. (1.9)

This quantity comes straightforwardly from observation and it is model independ-

ent. However, inferring distances from the redshift is model dependent.

Using local galaxies, Hubble was the first to try and connect redshift to dis-

tance, in the famous Hubble law first published in Hubble (1929) (see Fig. 1.1).

We note that for a few galaxies the redshift has negative values. These galaxies

are blueshifted. The galaxies belong to the local group and they are gravitation-

ally bound to us, so that the expansion of the universe is negligible compared to

the gravitational attraction that makes them fall toward us. However, apart few

examples of blueshift for very nearby galaxies, all the other galaxies are redshifted

as expected in an expanding Universe.

Given the cosmological model in use, it is possible to connect redshift with

distance. The first step is to connect the redshift to the scale factor a(t). If we

consider the path of a photon from a distant galaxy to us, the photon will follow

a null geodesic (i.e. ds = 0 and dΩ = 0) in the space-time metric. Using the

6



1.2. Redshifts and related distances

Figure 1.1: The original Hubble plot for the relation between redshift, plotted
on the y-axis as cz[km/s] versus an independent estimate of distances on the x-
axis for very local galaxies. More recent estimates of distances shows that Hubble
underestimated distances finding a much higher value for the Hubble parameter
than the currently accepted value. Plot reproduced from https://www.pnas.org
/content/15/3/168.

Robertson-walker metric in Eq. 1.6, we find:

c
dt
a(t)

= dr. (1.10)

Considering a photon that starts travelling from a distant galaxy at the time te

with wavelength λe, and reaches us at t0 with wavelength λ0, we can integrate this

expression to find:
λe
a(te)

=
λ0

a(t0)
, (1.11)

and considering the definition of redshift in eq. 1.9 we can rearrange this in a more

convenient way:

1 + z =
a(t0)

a(te)
=

1

a(te)
. (1.12)

The important thing we learn is that the redshift is not affected by what happens

to the universe between te and t0 but only by the value of the scale factor at these

specific moments.

7
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1.2. Redshifts and related distances

Thanks to Eq. (1.12), we can use redshift as an observable to estimate the scale

factor, a(t). The scale factor give us the rate of the expansion of the universe

at the cosmological time t. However, if we want to estimate the distance to a

galaxy, we need first to define a distance. In an expanding universe, the distance

between two astronomical objects (e.g. the Earth and the galaxy) is expanding

with time. To measure a proper distance we should hypothetically be able to

stop the expansion at a precise time t and measure the distance at that time.

Although not physically possible, we can define the proper distance as the spatial

geodesic between two astronomical objects when the scale factor a(t) is considered

a constant (or equivalently the time interval dt = 0). From the Robertson-Walker

metric, imposing dt = dΩ = 0 in Eq. (1.6), we find ds = a(t)dr and integrating

over the radial comoving coordinate r we find the proper distance to be:

dp(t) = a(t) r, (1.13)

where we define r to be the comoving distance, i.e. a distance that does not change

with the expansion of the universe, as the latter is purely described by the factor

a(t).

Even if the proper distance is arguably the most intuitive definition of distance

in an expanding universe, it is not directly measurable. In fact, even if we use the

redshift to estimate the scale factor, the comoving distance r is not measurable

itself. In the attempt to define a distance that is directly related to observables,

astronomers introduced the luminosity distance. The luminosity distance is based

on the concept of standard candles. Standard candles are a class of objects that

have a fixed intrinsic luminosity L. This means that the flux f that we receive in

Earth is directly related to the distance, which we call luminosity distance, as the

intrinsic luminosity is always the same. The luminosity distance is defined as:

dL ≡
√

L

4π f
. (1.14)

In a flat expanding universe, the luminosity distance can also be related to the

8



1.3. Fluxes and Magnitudes

proper distance and the comoving distance by the following∗:

dL = r (1 + z) = dp(t0) (1 + z). (1.15)

The luminosity distance is not the only definition of distance that can be directly

related to observables. If instead of standard candles, we use standard rulers,

defined as object with a fix length l, we can define the angular-diameter distance

as:

dA ≡
l

δθ
, (1.16)

where δθ is the subtended angle by the two ends of the ruler assuming the ruler is

perpendicular to the line of sight. We also assume that δθ � 1 so that we can use

the small angle approximation. Like the luminosity distance, the angular-diameter

distance can also be related to the comoving and proper distance:

dA =
r

(1 + z)
=

dp(t0)

(1 + z)
, (1.17)

and combining Eq. (1.15) and Eq. (1.17) we can also find a relation between lu-

minosity distance and angular diameter distance:

dA =
dL

(1 + z)2
. (1.18)

These are the main definitions of distance used in cosmology and they can each

be used in different applications. The luminosity and the angular diameter dis-

tances in particular are needed to connect observations to the theoretical framework

of the ΛCDM model and can be used to estimate the cosmological parameters.

1.3 Fluxes and Magnitudes

The concept of magnitudes comes from ancient Greece, marking the attempt to

classify stars in brightness. The system of magnitudes comes naturally in a logar-

ithmic scale as the sensitivity of the human eye is also logarithmic. When measuring
∗In a curved Universe, instead of using the comoving distance r, Sk(r) should be used, as

defined in Eq. (1.4).
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the amount of light we receive from a distant galaxy, however, it is convenient to

count the number of photons on a linear scale rather than a logarithmic one. Using

charge-coupled devices (CCDs) we can measure the number of photons received

(defined as the flux) and, if the distance to the object is known, it is possible to

determine the number of photons that have been emitted by the source (defined as

luminosity). Flux and Luminosity, on the original logarithmic scale are defined as

apparent magnitude (m) and absolute magnitude (M) respectively.

m−mref = −2.5 log10

(
f

fref

)
M −Mref = −2.5 log10

(
L

Lref

)
, (1.19)

where fluxes and luminosities are related by:

f =
L

4πd2
L

(dL = Luminosity Distance)∗ (1.20)

and the reference quantities depend on the band in which we are observing. Spe-

cifically, when considering monochromatic fluxes and luminosities, which means

only looking at photons of a fixed frequency ν, the energy can be expressed as:

dεν = εν dν =
dε
dν dν. (1.21)

We can also express the energy in terms of the number of monochromatic photons,

given that the energy of a single photon of constant frequency ν is hν:

εν =
dε
dν =

dn
dν hν. (1.22)

We know that monochromatic luminosity is the power emitted at a certain fre-

quency dν so that using previous relations we have:

Lν =
dL
dν =

dε
dν dt =

dn
dν dthν (1.23)

If we assume that a source emits isotropically over the entire solid angle of 4π

steradians, the number of photons that reach an observer are those contained in

a solid angle dΩ that represent the telescope. The solid angle is defined as the
∗See the discussion about the luminosity distance in Sect. 1.2 and its definition in Eq. 1.14.
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surface that intercepts the photons divided by the square distance from the source:

dΩ =
ds
r2
, (1.24)

where r is the comoving distance. To determine the flux we receive, we need to

estimate how many photons will hit the comoving surface ds. If the total number of

photons is conserved, the number of observed photons n0 is related to the number

of emitted photons n by:

dn0 =
dn
4π
dΩ =

dn
4π

ds
r2
. (1.25)

Eq 1.25 shows that the number of observed photons decreases with the square of

the comoving distance. The expansion of the universe also has an effect on the

frequencies of the photons that we receive, which depends on the scale factor as:

dν0 a(t0) = dν a(t)⇒ dν0 =
dν

1 + z
, (1.26)

where we use the subscript 0 for observed quantities. Then the observed mono-

chromatic flux is:

fν0 =
df
dν

∣∣∣∣
t=t0

=
dε0

dν0 dt0 ds
=

Lν
4πr2(1 + z)

, (1.27)

Using the relation in Eq. (1.15), we can express the monochromatic flux in terms

of luminosity distance:

fν0 =
Lν

4πd2
L

(1 + z). (1.28)

Since redshift has the effect of changing the frequencies of photons towards redder

frequencies, the observed luminosity Lν0 is also different from the emitted lumin-

osity Lν . We can introduce explicitly Lν0 :

fν0 =
Lν

4πd2
L

(1 + z)
Lν0
Lν0

=
Lν0

4πd2
L

[
Lν
Lν0

(1 + z)

]
, (1.29)

where we can define the K(z)-correction as the term in square brackets:

K(z) =
Lν
Lν0

(1 + z), (1.30)
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1.4. Motivation for galaxy surveys

so that Eq. (1.29) becomes:

fν0 =

(
Lν0

4πd2
L

)
K(z). (1.31)

The K-correction is a key element when converting luminosity from the rest frame

of the object to the observer frame. Eq. (1.30) shows that in order to estimate the

K-correction we need to know the spectrum of the object in order to calculate the

change in luminosity from ν0 to ν. This process is usually accomplished by using

stellar population synthesis models that provide spectra for galaxies of a specific

type or an observed template spectrum.

It is common practice to convert Eq. (1.31) into the magnitude system. For this

we can use the definitions of absolute and apparent magnitude in Eq. (1.19). We

obtain:

M −Mref = −2.5 log10

(
fν0 · 4π d2

L

fref · 4π (10pc)2
· 1

K(z)

)
, (1.32)

where we have used the fact that the reference luminosity is related to the reference

flux by Lref = fref · 4π (10 pc)2. We can also redefine the k-correction to be:

K(z) := −2.5 log10K(z) (1.33)

we can finally obtain the relation that describe the transition between rest frame

and observed frame in the magnitude system∗:

M −Mref = m−mref − 5 log10

(
dL

1 pc

)
+ 5− K(z) (1.34)

1.4 Motivation for galaxy surveys

The objective of galaxy redshift surveys is to collect a large number of galaxy

redshifts to address various science goals. Because of the limited time available

at the telescope, a choice must be made regarding the galaxies to be targetted.

Keeping the number of observed objects constant, these objects can be spread over
∗Note that in this definition the luminosity distance needs to be expressed in parsec.
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a small solid angle and go deep in redshift, or alternatively cover a wide solid angle

but for smaller values of redshift. These two different choices are motivated by

different scientific objectives. For example, going deep in redshift (with a small

solid angle) aims to probe the earliest stages of the Universe understanding the

key processes behind galaxy evolution. For example the dramatic change in the

global star formation rate and the downsizing of star formation activity from the

most massive galaxies at higher redshifts to lower mass galaxies at the present day

are best probed in surveys that span a wide baseline in redshift. However, narrow

beam high redshift surveys may struggle to understand environmental processes,

for example how isolated galaxies behave differently from cluster galaxies. Another

main reason for choosing wide or shallow surveys is the statistics that can be

used to estimate cosmological parameters. Two powerful cosmological probes are

the baryonic acoustic oscillations (BAO) and the redshift space distortions (RSD),

both measured from the galaxy correlation function. The first is a measure of

an overdensity of galaxies at the specific distance that should reflect the cycle

of compression and expansion, due to pressure and gravity, of the baryon-photon

fluid when radiation and matter where still coupled together. The BAO scale is the

maximum distance that can be travelled by a sound wave up to matter-radiation

decoupling, the sound horizon scale. Redshift space distortions are a phenomenum

due to the peculiar velocities of galaxies. In particular, the doppler effect due to

the peculiar motion of galaxies is added to the cosmological redshift, creating an

elongated distribution of galaxies in the redshift space along the line of sight (fingers

of God), and coherent bulk flows of galaxies towards overdensities on larger scales.

Measuring BAO and RSD from shallow wide surveys makes possible the estimation

of cosmological parameters in the ΛCDM framework. The first two surveys of this

kind to measure these statistical estimator are the Sloan Digital Sky Survey (SDSS;

York et al. 2000) and the 2dF Galaxy Redshift Survey (2dFGRS; Colless et al.

2003). For this last survey, Fig. 1.2 shows the observed distribution of galaxies

in the plane of right-ascension (RA) versus redshift (for a thin slice of declination,
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1.4. Motivation for galaxy surveys

Figure 1.2: Redshift vs RA lightcone for the 2dFGRS survey (Colless et al., 2003).

DEC). It can be seen how such a wide angle combined with a large number of objects

(245 591) allows us to probe the large scale distribution of galaxies, with filaments

and clusters being apparent spread over the cosmic web. The 2dFGRS survey is

limited in the optical to bJ < 19.45, resulting in a distribution of redshifts which

peaks at z ∼ 0.1 (see Fig. 1.3). In contrast to such a wide angle survey as 2dFGRS,

VIPERS instead is much narrower and deeper in redshift. It covers a solid angle

of about 23.5deg2 over two fields (W1 and W4). Fig. 1.4 shows the distribution

of galaxies in the RA vs redshift space. Galaxies can be classified according to

their intrinsic colours as red (for galaxies belonging to the red sequence), blue (for

galaxies belonging to the blue cloud) and green (for galaxies belonging to the green

valley, which is intermediate between the red sequence and blue cloud). It can be

seen how red galaxies are more common in clusters rather than in filaments, in

agreement with the suppression of star formation for satellite galaxies falling in the

potential well of the centrals, and the shutdown of gas cooling in massive halos due

to heating by active galactic nuclei. VIPERS collected redshifts for nearly 90 000

galaxies, targetting only galaxies above redshift z & 0.5 using an empirical colour-

colour pre-selection. The fainter magnitude limit used in VIPERS, coupled with
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Figure 1.3: Redshift distribution for the 2dFGRS survey (Colless et al., 2003).

Figure 1.4: Redshift vs RA lightcone for the VIPERS survey in the W1 field
http://vipers.inaf.it/images/pdr2/cone_pdr2_W1.png.
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1.4. Motivation for galaxy surveys

Figure 1.5: The redshift distribution for the two VIPERS fields, after having
applied a colour-colour selection to avoid targetting galaxies with redshift below
z . 0.5. Taken from Scodeggio et al. (2018).

the pre-selection of targets using galaxy colours, shifts the distribution of redshifts

to higher values than found in brighter, local surveys like 2dFGRS, with VIPERS

having a median redshift of about z ∼ 0.7 (see Fig. 1.5).

Since, the data from VIPERS are used extensively in this thesis, a dedicated

section (Sect. 2.2) will provide further details. The division between wide and

shallow versus deep and narrow is not always well defined. The Physics of the

Accelerating Universe Survey (PAUS; Eriksen et al. 2019) for example tries to

bridge these two broad classes with the aim of collecting photometric redshifts for

about ∼ 106 objects over approximately 100deg2. Fig. 1.6 shows how different

surveys compare in terms of the number of galaxy redshifts measured over a given
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Figure 1.6: A comparison of the performance of galaxy surveys expressed in terms
of area and the number of objects observed as a function of the i-band limiting
magnitude. Taken from https://pausurvey.org/pausurvey/.

17

https://pausurvey.org/pausurvey/
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solid angle and to a certain limit in brightness. In particular, the brightness limit is

plotted on the x-axis for both the upper and lower panels, while the y-axis in the top

panel gives the area covered by the survey and in the bottom panel this axis shows

the number of unique redshifts measured. Although PAUS has not yet reached

its target solid angle, it ranks quite highly in both area, depth and the number

of galaxies with a 100% completeness characteristic of a photometric survey as we

discuss in the next section. The high completeness of PAUS makes this survey of

particular interest for many applications, for example it can be used as a parent

survey for another survey without the need for spectroscopic measurements. As

well, the narrow bands used in PAUS make this survey unique with the potential of

identifying galaxies with strong emission lines that can be seen when the redshifted

line falls within a specific filter, while being invisible to the others as too faint to be

observed. PAUS is the main survey used in this thesis and because of that Sect. 2.1

will be devoted to a more detailed description of this survey.

1.5 Photometric and spectroscopic surveys

Redshift surveys rely on different redshift measurement or estimation techniques.

These might be based on spectroscopic measurement or photometric estimation.

Both techniques present advantages and disadvantages that we explore in this sec-

tion.

On one hand, spectroscopic surveys generally provide more accurate redshift

estimates. On the other hand, a photometric approach is less demanding in terms

of time at the telescope facilitating the collection of a larger and more homogen-

ous sample of galaxies. To maximise the efficiency of spectroscopic surveys, there

are two main techniques that allow for the collection of multiple object during the

same pointing. One is the use of fibres located at the exact locations of the objects

targeted in a specific pointing. Example of fibre fed surveys are 2dFGRS (Colless

et al., 2003), SDSS (York et al., 2000), DESI (DESI Collaboration et al., 2016),
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Figure 1.7: Two of the four VIMOS quadrants in a low resolution spectroscopy
mode. In this example, 221 galaxies plus 6 reference objects have been observed.
Referenced objects are stars placed in square holes to ensure a good alignment.
The exposure time is 900 seconds. http://vipers.inaf.it/

4MOST (de Jong et al., 2019). The second technique is called multi-object spec-

troscopy (MOS). The MOS mode consists of a mask with multiple slits located at

the positions of the target galaxies, this means one mask for every single pointing.

Example of surveys that use MOS are zCOSMSOS (Lilly et al., 2009), DEEP2

(Newman et al., 2013) and VIPERS (Guzzo et al., 2014; Scodeggio et al., 2018).

Since VIPERS has been widely used for this study, I will focus on MOS as an ex-

ample of spectroscopic technique. When observing in MOS mode, each mask must

be set directly in the focal plane and the result is the object image dispersed along

one axes of the CCD plane (see Figure 1.7). Although this mode optimises the

number of objects for a fixed telescope time, it introduces a bias when evaluating

clustering statistics or counting galaxies. As can be seen in Figure 1.7, along the

dispersion axes we cannot measure galaxies closer than a certain distance defined

by the resolution of the spectrum (the higher the resolution the bigger the scale we

are unable to probe). This problem can be addressed by multiple pointings at the

same area of sky however, this will results in a loss of time efficiency. Fibre-based

spectroscopy suffers a similar problem (although to a lesser extent).

Photometric surveys instead are not affected by this problem. Photometric red-

shifts also have the advantage that they tend to reach fainter galaxies than spec-

troscopic ones. Although spectroscopic redshifts have higher accuracy (σzspec ∼

10−4(1 + z) versus σzphoto ∼ 10−2(1 + z)), the photometric approach is less de-
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manding in terms of time at the telescope and this is crucial when the number of

redshifts collected is one of the most important features of a survey.

Here, we are going to use the data from PAUS which is based on forced photo-

metry plus a template based SED fitting to estimate photometric redshifts (Eriksen

et al., 2019) and when possible we are going to use spectroscopic redshifts in the

overlapping areas with VIPERS or COSMOS. The technique of forced photometry

consists of estimating fluxes for galaxies from the imaging knowing a priori the

exact position of the galaxy from a parent survey. With forced photometry, it is

key to select carefully the radius within which the forced photometry flux should

be measured. Ideally it should contain the entire galaxy, but that is not always

possible. Note also that with forced photometry it is not necessary to resolve the

galaxy to estimate its flux, as only the sky coordinates and the radius of the object

are required. As mentioned, photometric surveys are not affected by the problem of

having galaxies too close to each other to be measured, because they are based on

imaging and the space occupied by the slits or the fibres in a spectroscopic survey

is not an issue.

The performance advantage of PAUS lies in the number of objects observed in

a single pointing, as the completeness is 100%, and the accuracy of the photo-

metric redshift obtained with narrow bands is higher than for normal broad band

surveys. Narrow band filters allow the spectral energy distribution of the galaxies

to be sampled using more wavelength points, allowing a more accurate fit using a

library of galaxy templates. The best fit of the redshifted template determines the

photometric redshift. This approach is less accurate than measuring the shift of

a feature in a spectrum obtained by a spectroscopic survey. This is because the

SED used in the photometric redshift estimation is generally lower resolution and

poorer signal-to-noise than spectroscopic measurements.

Another reason why photometric redshift estimates based on template fitting are

less accurate than spectroscopic measuremenrs is that a misclassification between

galaxies and stars can happen more easily with photometric data. The reason is
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that when the spectrum of an object is available, it is easier to distinguish between

a galaxy and a star, especially because the shift of the spectrum would yield a

redshift close to 0, while when trying to fit a star with a galaxy template, as it

could happen in a photometric survey based on template fitting, a random redshift

may be assigned.

The conclusion is that photometric and spectroscopic surveys both have ad-

vantages and disadvantages, and PAUS with the use of the narrow bands filters

inherits the high speed and the completeness typical of a photometric survey with

an accuracy on redshifts estimates approaching the one of spectroscopic surveys.

1.6 Outline of the thesis

The focus of this thesis is to connect observations to physically motivated models

of galaxy formation. I will describe in Chapter 2 the observational dataset from

the Physics of the Accelerating Universe Survey (PAUS), including the observa-

tional runs I took part in (Sect. 2.1.2) and the tests I have carried out to improve

the quality of the survey (Sect. 2.1.3). One of the important tests is presented

in Sect. 2.1.3.4 where I analyse the current way of assessing the quality of photo-

metric redshift estimates. In Chapter 3, I explain the main characteristics of the

galaxy formation model used (Sect. 3.1.1) and the construction of a mock cata-

logue for PAUS (Sect. 3.3). In particular I explain the main features of the new

P-Millennium N-body simulation (Sect. 3.2.2) and how the Durham semi-analytical

model GALFORM takes advantage of this simulation. In Sect. 3.4 I will shortly de-

scribe how I improved the performance of GALFORM in order to deal with the higher

resolution of the P-Millennium N-body simulation and the large number of filters

used by the PAUS survey.

Chapter 4 presents some of the main results of the thesis in which I use the

PAUS observations to test the GALFORM model. In particular, Fig. 4.7 and Fig. 4.9
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in Sect. 4.3.2 test the predictions of the GALFORM observer frame colours over a wide

range of redshifts covered by the PAUS observations.

In Chapter 5 the focus moves to the colour-magnitude relation in the VIMOS

Public Extragalactic Redshift Survey (VIPERS). I analyse how the bright end of

the colour magnitude relation can help understand the mechanisms that suppress

star formation. Different variants of the GALFORM model are tested to analyse the

effect of the AGN feedback on the bright edge evolution in the colour magnitude

relation (see Fig. 5.9).

In a change of topic, Chapter 6 shows how the skills I developed in my astronomy

training and research can be applied to industrial applications. I report in Sect. 6.1

on the project I contributed to for Procter&Gamble to help optimise the density of

the laundry powder. In Sect. 6.2 I report on the work I have done for the National

Health Service (NHS) to predict the normative vital signs in healthy babies to help

identifying unhealthy babies earlier, thereby improving patient outcomes. The

NHS work has been submitted for publication in a medical journal while the P&G

work was showcased in the Science Technology Facilities Council annual Impact

Acceleration Award report.

In Chapter 7, I summarise the main achievements of the thesis and discuss

possible future directions that the research could follow.
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Chapter 2

Observational Data

In this chapter I give an overview of the observational data used in this thesis.

In Sect. 2.1 I describe the PAUS survey which has been the focus of my PhD,

and in Sec. 2.2 the VIPERS survey which I have used to complement the PAUS

photometric redshifts with spectroscopic measurements and to carry out a galaxy

evolution study.

PAUS is a survey with a novel observing set-up, which started collecting data at

the William Herschel Telescope (WHT) in 2015. I have joined the PAUS team in the

late 2017 and since then I have performed a variety of tests and investigations that

are summarised in Sect. 2.1.3; these were carried out with the aim of familiarising

myself with the data and to help the work of the wider collaboration. In this

spirit, I also took part in four PAUS observing runs where I learnt the procedures

for carrying out observations for a photometric survey; this work is summarised

in Sect. 2.1.2. PAUS has stopped collecting new data since about a couple of

years now, because of the installation of the new spectrograph WEAVE at the

WHT. Because of this, the team is now focusing on obtaining better reductions

of the currently available data and to exploit their scientific potential rather than

getting new data. With this in mind we can consider the main phase of PAUS data

acquisition finished.

The analysis of PAUS data, in conjunction with the interpretation provided
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by the use of the galaxy formation model described in Chapter 3 is reported in

Chapter 4. The use of the VIPERS spectroscopic data, compared with same phys-

ically motivated galaxy formation model, resulted in the publication reported in

Chapter 5.

2.1 The PAU Survey

2.1.1 Motivation for the survey

The Physics of the Accelerating Universe Survey (PAUS; Eriksen et al. 2019) is

a photometric survey which is unique since it aims to bridge the gap between

small solid angle, deep ‘pencil-beam’ surveys, like zCOSMOS (Lilly et al., 2007)

or DEEP2 (Newman et al., 2013), and wide-area, shallow spectroscopic galaxy

surveys, like GAMA (Driver et al., 2009) or DESI Bright Galaxy Sample (BGS)

(DESI Collaboration et al., 2016; Zarrouk, 2021). PAUS is surveying large contigu-

ous areas, reaching a high density of galaxies with narrow band imaging, achieving

sub-percent photometric redshift accuracy for many galaxies (Eriksen et al., 2019).

To achieve this precision, the survey has been designed to use 40 narrow band (NB)

filters, with an equivalent width of 13 nm and a regular spacing of 10 nm, cover-

ing the wavelength range from 450 nm to 850 nm (see Fig. 2.1 for a comparison

with standard broad band filters). This use of NB filters makes the photometric

redshifts from PAUS up to ten times more precise than those attainable from a

standard broad band (BB) survey, reaching an accuracy of at least 0.004 (1+z) for

over 50% of the galaxies down to iAB ≈ 22.5 (Eriksen et al., 2019; Alarcon et al.,

2021).

PAUS has collected data in 4 fields: COSMOS, W1, W2, W3, W4 (see Fig. 2.3).

Because of the observational strategy and the design of the filter trays, described in

Sect. 2.1.2, while the aim is to cover all the area with 40 NB, this is not always true

while the survey is progressing. This means that different part of the sky have been
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observed with a different number of filters. In Table 2.1, we report the area that

has been covered by a specific number of narrow band filters. In addition to the

PAUS narrow band filters, there are always 5 broad band optical filters available

from the parent catalogue (u, g, r, i and z) in each of the fields (not counted in

the table).

Area photo-z Area 40 NB Area 30 NB Area 20 NB Area 10 NB
COSMOS 1.5 deg2 (60× 103) 1.8 deg2 2.2 deg2 3.2 deg2 3.8 deg2

W1 9.7 deg2 (331× 103) 11.0 deg2 11.0 deg2 13.0 deg2 15.0 deg2

W2 10.2 deg2 (545× 103) 13.0 deg2 15.0 deg2 17.5 deg2 20.0 deg2

W3 20.4 deg2 (740× 103) 21.0 deg2 21.0 deg2 22.0 deg2 26.0 deg2

W4 0.0 deg2 (0) 0.2 deg2 0.4 deg2 0.8 deg2 1.0 deg2

TOTAL 41.8 deg2 (1.7× 106) 47.0 deg2 49.6 deg2 56.5 deg2 65.8 deg2

Table 2.1: Areas covered by PAUS observations with a minimum of NB filters as
specified in each column. The first column is the area for which photometric redshift
estimates have been obtained. W4 has always been considered low priority and
hence no photo-z estimated have been made so far. In the first column I also report
the approximate number of galaxy with photometric redshift measurements. PAUS
decided to estimate photometric redshifts only for those galaxies with observations
for at least 35 NB filters.

Thanks to its depth and galaxy number density (tens of thousands of galaxies

per deg2 with a median redshift of z ∼ 0.5), PAUS will result in one of the most

detailed studies of intermediate-scale cosmic structure ever undertaken. With these

features, PAUS has the capability to probe galaxy clustering in the transition from

the linear to non-linear regimes (Stothert et al., 2018a). The NB and BB imaging

can be modelled to assign intrinsic properties to galaxies, allowing clustering to be

measured as a function of these galaxy properties, and hence to constrain models

of galaxy formation. Moreover, PAUS can be used to advance the study of galaxy

groups since spectroscopic surveys are either too sparse (e.g. BOSS; Dawson et al.

2012), too shallow (e.g. GAMA;Driver et al. 2009 ), too narrow (e.g. zCOSMOS;

Lilly et al. 2007) or a combination of these characteristics (e.g. VIPERS; Guzzo

et al. 2014; Scodeggio et al. 2018). The high accuracy photometric redshifts from

PAUS will allow galaxy group finding algorithms to be applied (Stothert et al.,

2018a,b), though we do not discuss this possibility further here. Other science
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goals for PAUS span from the study of the intrinsic alignments in galaxies to

the constraining of cosmological parameters through the study of redshift space

distortions, baryonic acoustic oscillations and correlation function.

PAUS is using the specially designed PAUCam (Castander et al., 2012), an

optical wide field imaging camera (1 deg2 Field-of-View, FoV) installed at the prime

focus of the William Herschel Telescope (WHT) on La Palma, Spain. The camera

is installed with 11 filter trays, each tray contains 18 filters meant to cover the 18

CCDs of the camera (an example of a PAUCam filter tray is shown in Fig. 2.2).

Of these 11 trays, 6 are used for broadbands. For these broad-band trays all the 18

filters are the same one (u, g, r, i, z, or Y ). The other 5 trays are used for the NBs.

Specifically each NB tray is designed to cover the 8 central CCDs with 8 different

NB, while the 10 filters on the sides are some configurations of broad-bands filters

(see an example in Tables 2.2). This choice has been made to ensuring that the NB

filters do not suffer from vignetting, which affects the CCDs on the edges of the focal

plane. The large number of NB filters, which are a unique feature of PAUS, makes

this survey special, as the expected photometric redshift accuracy will be sufficient

to be sensitive to redshift space distortions (Eriksen and Gaztañaga, 2015a,b,c). As

an imaging survey, PAUS ought to be more homogeneous in its targets with photo-

z compared to most spectroscopic surveys. However, the PAUS photo-z accuracy

might not necessarily be homogeneous and would need to be accounted for in most

science analyses.

2.1.2 Observing runs

PAUS started its observation in 2015 and since then it has successfully applied for

time every semester at the William Herschel Telescope (WHT), a 4.2 m diameter

telescope based in La Palma (Spain). The instrument mounted on the WHT for

PAUS observations is a large field camera (PAUCam) specially designed for this

survey (see Castander et al. 2012 for further details). Because of the commissioning
∗Note that PAUCam has 11 trays, numbered as follows: 0-5 broad-bands, 8-12 narrow-bands.
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Figure 2.1: Transmission curves for the 40 PAUCam narrow-band filters, together
with the u, g, r, i, z and Y PAUCam broad band filters for reference (note that not
all of these bands are available in the PAUS photometry). These curves include
the effects due to the atmospheric transmission, the telescope optics, the filter
and the quantum efficiency of the detector. Image taken from the PAUS website:
https://pausurvey.org/paucam/filters/.

FT_NB455_NB525 (tray id 12)
CCD 1 NB455
CCD 2 NB465
CCD 3 NB475
CCD 4 NB485
CCD 5 NB495
CCD 6 NB505
CCD 7 NB515
CCD 8 NB525

CCD 9-18 all broad-band g

Table 2.2: List of filters for an example filter tray (number 12)∗. The first 8 filters
are the ones that cover the inner CCDS, while from 9 to 18 are the outer ones as
described in the text. Tray number 12 is made of the bluest NB filters (those most
affected by the presence of the Moon, as the Moon is brighter at bluer wavelengths).

of a new instrument at WHT, the WEAVE spectrograph, combined with the Covid-

19 pandemic, December 2019 was the last PAUS observing run, in which I also took
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Figure 2.2: Example of a PAUS filter tray, the 8 central filters are narrow-bands
while the 10 filters on the sides are broad-bands and are not used by the survey.
A broad band PAUS filter tray looks the same but every CCD is covered by the
same broad-band filter. Image from the PAUS website: https://pausurvey.or
g/paucam/filters/.

part∗. I have taken part in four observing runs (ranging from 4 to 7 days each)

at the WHT telescope with the aim of learning the observing strategy of the PAU

survey.

The observing shift consists mainly of two parts: the calibration of the telescope

in the afternoon and the observing time during the night. Afternoon calibrations

include first checking the temperature and pressure of the camera and then acquir-

ing BIAS and FLAT FIELD images. These procedures are aimed to calibrate the

CCD. In particular, we are setting the right parameters in order to convert the

number of electrons† read out from the CCD into an incident number of photons

(i.e. the flux). Specifically the BIAS is an image with no light entering the focal
∗There are possibilities for PAUS to observe again in the future, but for this thesis all data

are updated to the 2019B observing run.
†Photons coming from the source strike the CCD and release electrons that need to be con-

verted into a number of photons in order to obtain the flux.
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2.1.2. Observing runs

plane and it is obtained by simply keeping the dome and the petals of the telescope

closed. In this way we are setting a certain value of the CCD electric current to

be the zero point of our observations. We do this because the CCD works in a

linear regime (number of incident photons proportional to the number of electrons

released) only for certain values of the electric current. The result of this exercise

is that in case of no photons striking the CCD then the electric current released

will be the bias current. The BIAS is just the CCD image generated by this bias

current. Hence, every scientific image needs to be bias subtracted to obtain the

true value of the flux. The reason why the BIAS is an image and not just a number

is that every pixel behaves slightly differently. Subtracting the BIAS takes into

account all of the imperfections of the CCD pixels. Since the BIAS is a calibration

with no light, we also want to calibrate the CCDs when they are actually measur-

ing photons. That is why we measure FLAT FIELD images. These are images of

a uniform light source used to calibrate the slope of the proportionality between

photons in and electrons released. Some different techniques are used to obtain a

uniform source of light. One is to directly observe the light of the sunset. In the

case of PAUS, there are specially designed lamps inside the dome which produce

uniform light∗. It is important at this stage to leave the dome closed, so that no

spurious light from other sources can enter, and open the petals of the telescope,

so that the light from the lamp can reach the focal plane.

After the BIAS and FLAT FIELDS are taken, everything is set to start ob-

serving. Observations take place 20 minutes before the end of twilight. This is

because the first thing we want to observe is a calibration star. The calibration

star is an SDSS star whose flux is known in order to compare the measured flux

and obtain the so-called zero point (that is used to convert the CCD output for the

number of photons in units of flux). The observing strategy, i.e. deciding which

filter tray, which exposure time and which field to observe, is mainly driven by

the Moon’s phase and its position on the sky. Basically the aim is to observe at
∗It has to be uniform spatially, in wavelength and intensity.
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any time of the night a field that is furthest from the Moon and to use a redder

filter tray for pointings affected by larger fractions of moonlight∗. The exposure

time depends on the filter tray in use and on the quality of the sky with worse

conditions requiring longer exposure times. Specifically, we report in Table 2.3, the

time of exposure associated to each filter tray. This values are the standards that

we use for values of the seeing lower than 1′′. When the sky conditions are worse,

with seeing between 1′′ and 1.6′′, the exposure time is increased as computed by

an algorithm written by the PAUS team, with a maximum value of 120 seconds.

For the worst sky conditions, i.e. seeing larger than 1.6′′, data are discarded.

Narrow Band Tray ID 12 (bluer) 11 10 9 8 (redder)
Exposure time [sec] 90 90 100 100 120

Table 2.3: Nominal exposure time for each narrow band filter tray in seconds.
The numbering of the tray goes from 8 at redder wavelengths to 12 for bluer
wavelengths. Since the sky is noisier at redder wavelengths, longer exposure times
would be needed to obtain a good signal to noise ratio, hence the strategy is to
avoid the redder trays (i.e. tray 8 and 9) unless the Moon is close to the field or
it’s close to be full Moon.

2.1.3 Characterisation of PAUS data

The PAUS team is constantly working to improve the data reduction and the

performance of the photo-z codes. As a member of the PAUS team, I helped with

several tests of the PAUS data. In this section I summarise the more relevant ones.

In particular the work on the emission lines described in Sect. 2.1.3.2 was useful for

the publication of Alarcon et al. (2021) and the work on the k-correction, described

in Sect. 2.1.3.3 enabled the clustering measurements in Johnston et al. (2020).

2.1.3.1 Study of force photometry aperture radius

PAUS aims to cover the COSMOS field (COSMOS/D2; Capak et al. 2007) and the

four wide fields of the Canada-France Hawaii Telescope Legacy Survey (CFHTLS;
∗Since the Moon light peaks at blue wavelengths, a filter sensitive to redder wavelengths is

less sensitive to the presence of the Moon.
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2.1.3.1. Study of force photometry aperture radius

Figure 2.3: The CFHTLS wide (W1, W2, W3, W4) and deep (D1, D2, D3, D4)
fields. Out of these fields, PAUS is observing all of the wide fields and D2, which
corresponds to the COSMOS field. Image from CFHTLS website: https://www.
cfht.hawaii.edu/Science/CFHLS/cfhtlsdeepwidefields.html

Erben and CFHTLenS Collaboration 2012; Heymans et al. 2012; see the location

of the fields in Fig. 2.3: W1, W2, W3 and W4). For each field, PAUS collects

photometric images in all of the NBs, with the aim of performing forced aperture

photometry using the broad band photometry. This means that independent of

the NB image signal-to-noise ratio, PAUS uses the position of the galaxies from

a parent survey with BB images and extracts the NB image flux within a certain

radius aperture. Information about the radius to be used also comes from the

parent catalogue. For example, one choice is to use the half-light radius of a

galaxy, as measured in a particular band. Early photometric results for galaxies in

the COSMOS field, which used the COSMOS data as the parent survey (Scarlata

et al., 2007), are already available in Eriksen et al. (2019) and Alarcon et al. (2021).

When reducing data from the wide fields, another parent survey needs to be

used as there is no longer overlap with COSMOS. The choice of this new parent

survey is very important as it may introduce a bias, especially if the definition of

the radius is different from that used in the COSMOS field. I contributed to the

choice of the parent catalogue for the wide fields by analysing two surveys: the
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2.1.3.1. Study of force photometry aperture radius

Canada-France Hawaii Telescope Legacy Survey (CFHTLS; Cuillandre et al. 2012;

Coupon et al. 2009; Gwyn 2012; Hoekstra et al. 2006) and the Canada-France

Hawaii Telescope Lensing Survey (CFHTLenS; Erben and CFHTLenS Collabora-

tion 2012; Hildebrandt et al. 2012). Even if the two surveys use the same observed

data, they have been reduced in different ways and focusing on different areas,

according to their science goals. While CFHTLS covers both the wide and deep

fields (D1, D2, D3, D4, W1, W2, W3, W4), CFHTLenS covers just the wide ones

(W1, W2, W3, W4). Since COSMOS overlaps only with the Deep-2 (D2) field∗, an

object-by-object comparison between the radius in COSMOS/D2 and the radius in

any of the fields of CFHTLenS is not possible. Hence, the first analysis I performed

was a statistical comparison between the distribution of radii in COSMOS/D2 and

in CFHTLenS/W3 (Fig. 2.5). In fact, as it can be seen from the map in Fig. 2.3,

while D1 and D3 overlap with their respective wide fields W1 and W3, this does

not happen with D2 and D4 which are outside W2 and W4. In the COSMOS

case the radius† is estimated by Scarlata et al. (2007) and is defined as the semi-

major axis length of the ellipse encompassing 50% of the total light coming from

the galaxy in the i-band. In the case of CFHTLenS, the radius‡ is estimated by

the bayesian algorithm Lensfit, giving as well an estimate of the size of the galaxy

along the semi-major axis (Miller et al., 2007). After that, I used CFHTLS as

a “bridge” comparing, object-by-object COSMOS/D2 with CFHTLS/D2 and then

(assuming that all the CFHTLS Deep fields D1, D2, D3, D4 adopt the same defin-

ition of radius) I compared CFHTLS/D3 with CFHTLenS/W3. The top panel of

Fig 2.4 shows the squared difference between the COSMOS radius and the CF-

HTLS radius as a function of the reference magnitude, in the overlapping region

D2. The bottom panel of Fig 2.4 instead shows the squared difference between

the CFHTLS radius and the CFHTLenS radius in the overlapping region D3/W3.

The median squared difference between COSMOS and CFHTLS radius is approx-
∗which is observed in CFHTLS but not in CFHTLenS
†r50 is the official name in the catalogue.
‡scalelength is the official name in the catalogue.
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2.1.3.1. Study of force photometry aperture radius

Figure 2.4: Top: squared difference (in units of arcsec2) between the radius in
COSMOS/D2 and the radius in CFHTLS/D2 as a function of the reference mag-
nitude in COSMOS up to iAB = 23.5. Points represents the median of the squared
difference in bins of magnitudes and bars show the 16th and 84th percentile. The
red dashed horizontal line shows the median of the squared difference for the en-
tire sample, indicating the square of the offset (in arcsec2) between the two radii.
Bottom: same as the top but for the comparison of radii between CFHTLS/D3
and CFHTLenS/W3.
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imately ∼ 0.2 arcsec2, while between CFHTLS and CFHTLenS is approximately

∼ 0.1 arcsec2. Analysing the distribution of the radii, we find for COSMOS a

standard error of σCOSMOS ∼ 0.002 arcsec2 while for CFHTLS and CFHTLenS

σCFHTLS ∼ σCFHTLenS ∼ 0.0002 arcsec2. This means that the differences we have

found are still too large to consider the radius between COSMOS and CFHTLenS

consistent to each other.

We can improve the agreement by applying a linear transformation to the radii.

Looking at the statistical distribution of radii of COSMOS and CFHTLenS, we can

impose the median and the σ68, defined as the difference between the 16th and 84th

percentile, to be the same and derive the linear transformation needed. Calling a

and b the coefficients of the linear transformation to be found, we require that:

median(a+ b× rCFHTLenS) := median(rCOSMOS)

σ68(a+ b× rCFHTLenS) := σ68(rCOSMOS). (2.1)

Since σ68 is a linear operator, meaning that σ68(a+b×r) = a+b×σ68(r), it follows

that:

a = median(rCOSMOS)− σ68(rCOSMOS)

σ68(rCFHTLenS)
×median(rCFHTLenS).

b =
σ68(rCOSMOS)

σ68(rCFHTLenS)
(2.2)

The PAUS collaboration decided to use the CFHTLenS data to define apertures,

because this survey has been designed for lensing purposes and this is also one of

the goals for PAUS. Using the Equations 2.1 and 2.2 I found the values to transform

CFHTLenS radii to COSMOS-like radii:

rCOSMOS-like = −0.043 + 1.757× rCFHTLenS. (2.3)

We note that taking the squared root from the standard error on the distribution

of COSMOS squared radius, we find an error for the radius of σCOSMOS = 0.045

arcsecond and doing the same for CFHTLenS we find σCFHTLenS = 0.014 arcsecond,
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Figure 2.5: Top: Distribution of the COSMOS radius (blue histogram) and the
CFHTLenS radius in the W3 field (orange histogram). Bottom: Same as the
top panel but after having applied the linear transformation of Eq. (2.3) to the
CFHTLenS radii. Vertical dashed lines show the medians of the respective distri-
butions.
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hence we can consider 0.045 arcsecond as an upper limit to the errors on the

radius estimates. We can see in the top panel of Fig. 2.5 the original distribution

of the COSMOS radius (blue histogram) and of the CFHTLenS radius (orange

histogram). The medians of the distribution differ by about ∼ 0.21′′, with the

COSMOS radii extending for higher values. Imposing the medians and the σ68 of

the two distribution to be the same as per Eq. (2.3) we obtain the distribution

shown in the bottom panel. The two distributions that now are consistent, with

the median and the σ68 being the same by construction, ensure us that the forced

photometry is not biased a priori between the data in the COSMOS field and

the data in the CFHTLenS wide fields, as the distribution of radii in which the

photons are considered for the photometry is in agreement. For this reason, this

is the technique that the PAUS collaboration has adopted to obtain radii for the

forced photometry in wide fields.

2.1.3.2 Empirical relations for emission line ratios

Unlike spectroscopic redshifts which come directly from the measurement of the

shift of specific features in the spectrum, photometric redshifts are derived from

fitting the observed spectral energy distribution (SED) of a galaxy to theoretical

stellar population synthesis (SPS) models or empirical templates, derived from high

quality observed spectra of galaxies with known redshifts. In the case of theoretical

spectra, to improve the quality of the fit, information about emission lines can be

taken into account. This is because we are using NB imaging data in PAUS and the

narrow width of the filters means that the luminosity of the emission line can have

a noticeable impact on the flux measured in a narrow band (Stothert et al., 2018b),

and so should be included in the theoretical SED. Eriksen et al. (2019) used a fixed

set of emission line ratios in their analysis of PAUS, following the approach and

values used by Ilbert et al. (2009). The values of these ratios are shown in Table 2

of Eriksen et al. (2019) and plotted in Fig. 2.6. The emission line ratios vary much

more than this and, in principle, better modelling of these ratios can improve the
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Figure 2.6: The fixed emission line ratios used in the fitting of theoretical SEDs
to the PAUS data in the COSMOS field in the photometric redshift estimation by
Eriksen et al. (2019). The filled circles are normalised to the OII line luminosity,
while the filled triangles are normalised to the OIII2 line

determination of photometric redshifts.

For this reason I considered empirical relations for some specific Baldwin-Philips-

Terlevich (BPT) diagrams (Baldwin et al., 1981). These diagram shows the relation

between some specific emission line ratios. The more relevant ones, considering the

PAUS wavelength range, are:

• [NII]λ6584 / Hα versus [OIII]λ5700 /Hβ

• [SII]λλ6717 / Hα versus [OIII]λ5700 /Hβ

• [OI]λ6300 / Hα versus [OIII]λ5700 /Hβ

We show in Fig. 2.7 an example of the first BPT relation, which has also been

used to test the predictions of galaxy formation models in Baugh et al. (2021). The

data in Fig. 2.7 (light-blue points) are from the DR2 release of the GAMA survey

(Driver et al., 2011). In particular we used the table EmLinesPhys.fits available
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Figure 2.7: Empirical modelling for a particular BPT diagram based on specific
emission line ratios, i.e. [NII]λ6584 / Hα versus [OIII]λ5700 /Hβ. The data (blue
points) comes from the GAMA survey (Driver et al., 2011). The vertical dashed
black line is the PAUS assumption which brings no information about the [OIII]/Hβ

ratio as they only fix the [NII]/Hα ratio. The yellow filled circles are median values
of [OIII]/Hβ in bins of the [NII]/Hα ratio. The error bars represent the 25th and
75th percentiles. The lines show previous estimates of these emission line ratios
derived from other datasets: Brinchmann et al. (2008) and Faisst et al. (2018)
(orange and blue line respectively) provide empirical relations for this specific BPT
diagram. Kewley et al. (2001) instead (red line) provide an empirical relation to
separate star forming galaxies (below the red line) and AGN (above the red line).

on the GAMA website at http://www.gama-survey.org/dr2/schema/table

.php?id=196. This table select redshifts to be in the range 0.002 < z < 1.35

(median redshift z ∼ 0.245) and with a redshift quality selected by NQ > 2 and a

signal to noise ratio S/N > 4. This combines with the survey magnitude limit of

r < 19.8. The vertical dashed line shows the PAUS assumption, which is a fixed

value for the [NII]/Hα ratio (independent of the value of [OIII]/Hβ). The yellow

filled circles show the median of [OIII]/Hβ for bins of [NII]/Hα, each 0.1 dex wide.

The error bars are obtained from the 25th and 75th percentiles. The other coloured

lines come from the literature as indicated in the legend, and show the line ratios

reported for other observational datasets at a similar redshift to the GAMA sample
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plotted. We can see that the PAUS assumption for the [NII]/Hα line ratio, although

roughly describing the bulk of the population, may be considered reasonable as a

first approximation. Using instead a relation like that reported by Faisst et al.

2018 (dark blue line) can help improve the SED fitting by incorporating a more

realistic variation of the emission line ratios, which could possibly lead to better

photometric redshift estimation.

2.1.3.3 First order approximation for the K-correction

As explained in Sect. 1.3, when we observe a galaxy, the flux that we receive depends

on the distance of the object or equivalently its redshift. This is due to the fact that

the number of photons that we receive decreases with increasing distance, following

the inverse square law. The number of photons that we receive is not the only thing

changing with the distance. The wavelength of the emitted photons is changing

as well. This means that when we want to translate the observed properties into

intrinsic properties of galaxies, we also need to take into consideration this change in

wavelength. Specifically, we observe the galaxy in a set of filters fixed in wavelength

at the telescope, the observer frame, as we probe galaxies at increasing redshift,

we are actually probing shorter wavelengths in the rest-frame of the galaxy. The

k-correction connects these two estimates of the magnitude, the observer frame to

the rest frame.

Currently PAUS has not released catalogues with rest-frame magnitudes. Hence

to allow some studies of the intrinsic properties of galaxies it is useful to provide first

order approximations for the k-correction. In this section I explain an empirical

method to transfer information about the k-correction from different surveys. This

method allowed Johnston et al. (2020) to make an approximation of rest-frame

magnitudes in PAUS and hence perform a study on intrinsic alignments.

Here, k-correction information is taken from the VIPERS survey, a completed

spectroscopic survey that has been publicly available since 2016 (see Scodeggio et al.
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Figure 2.8: k-correction as a function of spectroscopic redshift in VIPERS. In this
example, we can see that the k-correction depends on the morphology of the galaxy.
The empirical relations should all converge to zero at z = 0, by construction,
but in some cases they don’t because we have used a simple fit (e.g. the blue
horizontal line) that describes the data adequately over the relevant redshift range
(0.4 < z < 1.0).

(2018) and Sect. 2.2 for more information about the survey). However, we did not

match the VIPERS catalogue in the overlapping areas with PAUS. Instead, we used

the trend between k-correction and observed properties, to transfer this information

in PAUS. One of the advantages of VIPERS is that it includes morphological

information about galaxies. From Fig. 2.8, it can be seen that the k-correction

versus redshift relation can be quite different for different types of galaxies. The first

problem we need to solve is that PAUS does not have morphological information,

hence we cannot apply directly the empirical relations shown in Fig. 2.8. The first

idea I had was to convert this information into rest-frame colours as we know,

for example, that redder galaxies are predominantly elliptical while blue galaxies
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Figure 2.9: Distribution of rest-frame U − V colours for different morphological
types of VIPERS galaxies. Type 1 corresponds to ellipticals, Type 2 to early spirals
(i.e. those spirals containing older stellar populations hence redder colours), Type
3 to spirals and Type 4 to starbursts.

are mainly star-forming. The rest frame colours are already available for VIPERS

galaxies, so we can investigate this hypothesis. In Fig. 2.9, I plotted the distribution

of the rest frame U − V colour for the different morphological types showing that

there is an association between the two quantities. In fact, for the four types of

galaxies we see that the median colour is quite different. This suggests that the

rest frame U − V colour is a good proxy for the morphological type of a galaxy.

However, as anticipated earlier in this section, without additional processing,

PAUS does not have rest-frame information, and hence no rest-frame colours. What

we can use instead is an observer-frame colour as a proxy for the rest-frame colour.

The closest choice for PAUS, given its redshift coverage, is to use the apparent

colour u− g. The complication in using observer-frame colours is that they change
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with redshift so instead of a histogram, it is more convenient to plot the u− g ob-

server colour as a function of redshift, as in Fig. 2.10. Summarising the procedure,

from Fig. 2.10, given the redshift and the apparent colour u−g of the galaxy, which

are observables available in PAUS, we can identify the most likely type of galaxy

that we are observing among type 1 (ellipticals), type 2 (early spirals, i.e. spiral

with older stellar populations), type 3 (spirals) and type 4 (starbursts). With the

apparent (u − g) colour and redshift as a proxy for morphological type, we use

the empirical VIPERS relation shown in Fig 2.8 to estimate k-correction of PAUS

galaxies. This procedure was used by Johnston et al. (2020) to obtain estimates of

the k-correction and perform the clustering and the intrinsic alignment analyses.

2.1.3.4 The photometric redshift quality factor

Some scientific analyses require us to use only ‘reliable’ redshifts, which can be

referred to as ‘secure’ or ‘high-quality’ redshifts. Hence, it becomes necessary,

especially with photometric redshift surveys, to carefully evaluate the quality of

the estimated redshifts from which a sub-set of reliable ones can be identified. In

this section I explain how the PAUS team evaluates the quality of their photometric

redshifts and how this can affect some statistical analyses.

Eriksen et al. (2019) used the BCNz2 photo-z code to estimate photometric

redshifts from the PAUS catalogue, using NB and BB information. The BCNz2

code is a template based photo-z code that has been tailored to work with the PAUS

data, adapted from the BPZ code of Benítez (2000). Template based photo-z codes

are not the only option to get estimates of redshifts, for example an increasingly

larger variety of machine learning techniques are in the market to estimate both

fluxes and photometric redshifts (see for example Cabayol et al. 2021 and references

therein). As most of the machine learning algorithms in the market, a large training

sample with a known solution (in our case the redshift of the galaxies) is needed

to train the algorithm to get accurate prediction. On the other hand, a template

based photo-z algorithm uses the observed flux in different filters and compares this
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Figure 2.10: Top:Observer-frame u − g colours as a function of redshift for the
VIPERS galaxies. Bottom: Histogram of the observer-frame u − g colours with
respective medians as vertical dashed lines (values in the key). In both panels, the
colours denote the types of the VIPERS galaxies, as per the legend in Fig. 2.8.
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with a theoretical spectral energy distribution (SED). In other words, a theoretical

SED is redshifted to different z and the z value that makes the theoretical SED

best match the observed fluxes is the one selected to be the estimated photo-z.

There are many galaxy templates available, so the task is not straightforward,

especially with low signal-to-noise ratio flux measurements, as is often the case

with the PAUS NBs. Moreover when a star is misclassified as a galaxy and is

fitted with a galaxy template SED, the resulting redshift could be at any location

in the redshift interval accessible or allowed in the fitting. Template based photo-

z algorithms can fail in different ways in getting the right galaxy template, for

example the treatment of dust extinction can play a crucial role and when failing

can produce a large number of outliers.

For these reasons, sometimes it can be convenient to work only with ‘secure’ or

‘high-quality’ redshifts, i.e. the ones for which we are confident that the template

fitting is ‘good’ according to some metric. There are many ways to quantify the

quality of photometric redshifts. Arguably, the most intuitive and easiest to define

is the one introduced by Benítez (2000) for use in the BPZ code, referred to as

ODDS:

ODDS ≡
∫ zb+∆z

zb−∆z
dz p(z), (2.4)

where p(z) is the distribution of redshifts obtained, related to the probability dens-

ity function (PDF), zb is the redshift at which the peak of the distribution occurs

(as defined by the mode) and ∆z is a fixed value that is chosen to be related to

the expected scatter. For the measure of ODDS in the COSMOS field, Eriksen

et al. (2019) used ∆z = 0.0035 which is smaller than the values commonly used

with broad band photometry as, with narrow bands, we expect better accuracy

and hence more peaked p(z). With this definition it is easy to identify and to deal

with double-peaked distributions as the p(z) will be spread around two peaks and

the integral around the highest peak will result in a lower value. Apart from the

extreme case of double-peaked distributions, the ODDS method is very effective in

judging the quality of “well-behaved” redshifts as it will get a very low value for
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a largely spread PDF, which means a very low quality redshift, because the area

of the PDF that falls within the fixed zb ± ∆z would be small. For good quality

redshifts instead, since we expect sharper PDF centred around the peak, the value

of ODDS would be larger as a larger fraction of the PDF would be included in

zb ±∆z.

The ODDS defined in Eq. (2.4) however, do not include direct information about

the quality of the fit. One solution would be to include the χ2 of the fit between the

observed and redshifted theoretical SED in the metric. In an attempt to include

information about the quality of the template fit in the definition of the redshift

quality, Brammer et al. (2008) defined the redshift quality parameter, Qz, as:

Qz ≡
χ2

Nf − 3

(
z99
quant − z1

quant
ODDS(∆z = 0.01)

)
, (2.5)

where in addition to the χ2 value, this definition includes information on the num-

ber of filters used, Nf , and on the width of the redshift distribution function, as

characterized by the 1st and 99th percentiles of the p(z). The numerical coefficient

χ2/(Nf − 3) is the reduced χ2, which is the χ2 divided by the degree of freedom,

i.e. the number of observables (in our case the number of filters Nf ) minus the

number of fixed parameters (in our case the 3 fixed parameters are the redshift of

the template, the amplitude of the template SED and the choice of the template

used). Note that in the definition reported in Eq. (2.5), which is the one used by

the PAUS team, the ODDS are defined with ∆z = 0.01 which is a smaller value

than in the original definition in Eq. 8 in Brammer et al. (2008), who set the value

to ∆z = 0.2; again this is due to the higher precision achieved by the narrow bands.

The trend of Qz with the quality of the photometric redshift is opposite to the

ODDS. There are many factor that contribute to this trend. First is the ODDS

itself that appear in the formula at the denominator. We said that good quality

redshifts means a sharp PDF around the peak zb, hence high values of ODDS that

drive the Qz to smaller values. A sharp PDF also means a tighter 1−99 percentile

range (z99
quant−z1

quant) that also contribute to smaller values of Qz. Finally, a better
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2.1.3.4. The photometric redshift quality factor

fit also brings to small values for the reduced χ2 hence making the Qz even smaller.

On the other hand, for the same reasons just explained, a bad quality redshift will

results in higher values of Qz.

The common choice in all of the PAUS studies to date has been to use Qz

as the indicator of the quality of the estimated photometric redshifts. One way

to test if Qz is a good choice to measure the quality of redshifts is to compare

the photometric redshifts (zp) with spectroscopic redshifts (zs), assuming that the

error on zs is negligible compared to the error on zp. In this way we have a direct

measure of the absolute error δz ≡ |zp − zs| and since this scales with redshift, we

can define a relative error :

σz ≡
|zp − zs|
1 + zs

. (2.6)

We define outliers as galaxies with a relative error greater than a certain threshold,

for example σz > 0.02 (as in Eriksen et al. 2019) or σz > 0.1 (as in Alarcon et al.

2021).

To get zs for PAUS galaxies, we need to match the PAUS catalogue with spectro-

scopic surveys. Following Eriksen et al. (2019), we match the ∼ 1.5 deg2 of PAUS

data in the COSMOS field with the zCOSMOS spectroscopic DR3 catalogue (Lilly

et al., 2007), which covers ∼ 1.6 deg2 (see Fig. 2.11 for the sky distribution of

PAUS and zCOSMOS data). PAUS has photometric redshifts over an area of

∼ 9.7 deg2 of W1, and for this field we can get spectroscopic measurements from

VIPERS (Scodeggio et al., 2018), which covers about ∼ 9.5 deg2 (see Fig. 2.12 for

the sky distribution of PAUS and VIPERS data in W1).

In Fig. 2.11 and Fig. 2.12, we show, before any matching, the position of galaxies

(right ascension, RA, and declination, DEC) for PAUS (blue points) and the rel-

evant spectroscopic survey (orange points). For the COSMOS field (Fig. 2.11), as

expected the distribution of galaxies of the spectroscopic sample is similar to that
∗PAUS photo-z as per production 961 (http://paudm.pau.pic.es/#/production)
†PAUS photo-z as per production 979 (http://paudm.pau.pic.es/#/production)
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2.1.3.4. The photometric redshift quality factor

Figure 2.11: Location in degrees expressed as right ascension and declination for
the PAUS/COSMOS photometric redshift catalogue∗ (blue points) and for the
zCOSMOS/COSMOS spectroscopic catalogue (orange points). The area covered
is approximately the same for both the catalogues.

of the PAUS galaxies resulting in a more homogeneous matched sample, hereafter

named as PAUS/zCOSMOS. The resulting area is also very similar (∼ 1.4 deg2).

For W1 (Fig. 2.12), matching the PAUS galaxies with VIPERS can change

the characteristic of the resulting sample, hereafter named PAUS/VIPERS. First

we note a key difference in the observing strategy of VIPERS, which introduces

gaps between different pointings. The main reason for this is the design of the

VIMOS spectrograph used in VIPERS with 4 quadrants 7.0′× 8.0′ each, separated

horizontally by 2.0′ and vertically by 2.4′ (see Fig. 6 of Guzzo et al. 2014 for an

example of a VIMOS pointing and the upper panel of Fig. 2 of Scodeggio et al. 2018

for the complete layout of pointings of W1). Hence, even if the effective area of the

two samples is rather similar (∼ 9.7 deg2 for PAUS and ∼ 9.5 deg2 for VIPERS),
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2.1.3.4. The photometric redshift quality factor

Figure 2.12: Location in degrees expressed as right ascension and declination for
the current† PAUS/W1 photometric redshift catalogue and the full VIPERS/W1
spectroscopic catalogue.

when the two samples are matched, the common area is reduced to ∼ 3.5 deg2,

resulting in a slightly smaller common sample of galaxies. The other effect that

comes into play when matching PAUS with VIPERS in W1, is that the two surveys

have different target selections. While PAUS and VIPERS share the same depth of

iAB = 22.5, VIPERS has an additional colour-colour pre-selection (see more details

on Sect. 2.2.1) which excludes from the sample galaxies with redshift z . 0.5.

This results in the median redshift of VIPERS being z ∼ 0.7 while in PAUS is

at z ∼ 0.5. This also makes the number counts for bright objects in VIPERS

incomplete, resulting in PAUS being ∼ 0.2 magnitudes brighter than VIPERS.

These differences in the VIPERS sample in W1, have an effect on the resulting

matched sample PAUS/VIPERS which will have intrinsically different properties

from the matched sample PAUS/zCOSMOS in the COSMOS field. However, with
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the aim of studying the effectiveness of Qz in selecting good quality redshifts, our

main interest is to have spectroscopic redshifts to be used in the definition of relative

error σz in Eq. (2.6). Nevertheless, when interpreting the results, it is important

to note that statistical differences for the values of Qz between PAUS/zCOSMOS

in COSMOS and PAUS/VIPERS in W1 might be mainly driven by the different

nature of the spectroscopic sample.

In Fig. 2.13 we can see the relation between the photometric and spectroscopic

redshifts after matching the surveys as described above. There are two features

that can be noticed. In the top panel which shows the COSMOS data, some

preferred spectroscopic redshifts are apparent as vertical bands or clumps along

the spectroscopic redshift axis. These bands are due to the clustering of galaxies.

This is a consequence that COSMOS covers a small area of the sky (∼ 1.5 deg2).

This means that the number of clusters observed is small and easy to distinguish

one another but note that these features would be washed out in a much larger

field, with more structures occurring at a range of redshifts. Galaxies that fall in

the same galaxy cluster show the same spectroscopic redshift but the photometric

redshifts, which are less accurate, are spread out over a wider range of redshifts.

In the bottom panel, for the VIPERS data, we need to keep in mind that we

are only looking at redshifts greater than z & 0.4∗ because of the survey strategy

described in Sect. 2.2. Because of this, the bottom panel is more zoomed in than

the top one and we can see some horizontal lines instead. These lines are still

under investigation by the PAUS team, and by now there is no clear explanation.

Vertical lines instead are less evident because of the wider area from which the

W1 galaxies are sampled (∼ 9.7 deg2 for W1 versus ∼ 1.5 deg2 for COSMOS)†.

Another way to study the accuracy of the photometric redshifts is to plot their

relative error as defined in Eq. 2.6. In Fig. 2.14, we plot (zp − zs)/(1 + zs) as a

function of the spectroscopic redshift. We can see again some vertical striping due
∗Although the colour-colour pre-selection is aimed at targeting galaxies at redshifts z & 0.5,

an incomplete sample extends up to z ∼ 0.4 as it can be seen from the x-axis of Fig. 2.13.
†Note that although the effective area of the PAUS/VIPERS sample in W1 is ∼ 3.5deg2, the

sampling is sparse over the full ∼ 9.7 deg2 making the clustering less apparent
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Figure 2.13: Relation between the estimated photometric redshift (photo-z) and
the spectroscopic redshift (spec-z) from matched spectroscopic surveys, i.e. using
zCOSMOS in the top panel and VIPERS in the bottom panel. Note the change
in the axis range in the bottom panel, due to the colour selection applied in the
VIPERS data.
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Figure 2.14: Estimate of the photometric redshift error as in Eq. (2.6) (but without
taking the absolute value of the numerator) as a function of the spectroscopic
redshift for the matched PAUS/zCOSMOS data. Horizontal dashed lines indicate
the PAUS requirement to have the best 50% of the sample with a relative error
smaller than σz < 0.0035.

to the underlying galaxy clustering. We also highlighted with horizontal lines the

accuracy that PAUS is aiming for the best 50% of the sample.

In the context of the quality factor Qz, we can now study how the error σz∗

correlates with the associated quality of the redshift. If we find a relation between

Qz and σz, then we do not need anymore spectrocopic redshift to estimate the

accuracy of the measurements but we can directly use Qz as a proxy for σz. One

common choice for some PAUS studies is to select the best 50% of the sample,

by computing the median Qz of the sample and considering only galaxies with

a value of Qz below the median. In Fig. 2.15 we can see the relation between
∗Even if the definition of σz include the absolute value, it is convenient to study simply

(zp − zs)/(1 + zs) as it carries more information.
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Figure 2.15: Qz as a function of the relative error for PAUS/zCOSMOS galaxies
(left panel) and for PAUS/VIPERS (W1) galaxies (right panel). The horizontal line
represents the median value of Qz, which is 1.87 for the COSMOS data and 6.89 for
the W1 data. Quantitative differences between the two samples is mostly driven by
different sample selections (with PAUS/VIPERS typically fainter and higher-z than
PAUS/zCOSMOS). Additional differences in the PAUS depths would contribute as
well, with PAUS data in the COSMOS field being somewhat deeper than PAUS
data in the W1 field.

Figure 2.16: Zoomed-in version of Fig. 2.15. The vertical dashed lines denote the
threshold for outliers following Eriksen et al. (2019). Points outside the vertical
lines are outliers. The horizontal line shows the median of the Qz, hence the best
50% of the sample according to Qz is below this line. We stress that we are not
looking at the full PAUS sample in COSMOS and W1, but only galaxies with a
match in the associated spectroscopic survey.
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σz and Qz for the PAUS data, both in the COSMOS (left panel) and in the W1

field (right panel), after being matched with their respective spectroscopic surveys.

The median Qz of the sample is given by the horizontal line, highlighting below

it the best 50% of the sample according to Qz. The median Qz for COSMOS is

lower (better quality redshifts) than in W1 as expected by the selection in VIPERS,

targeting galaxies at z & 0.5 while COSMOS extends at lower redshifts and brighter

objects. What we expect to see in an ideal scenario is that below the median Qz

galaxies have low σz but as Qz increases over the median, galaxies with low σz

should disappear and being replaced by galaxies with high values of σz. Instead,

what we actually see in Fig. 2.15 is that galaxies with low σz are always present

independently from the value of Qz. However if we define for example galaxies with

low σz as those with σz < 0.01, we can see that that the percentage of this galaxies

decrease from 88% below the median to 50% per cent above the median in the

COSMOS sample. For W1 the low σz galaxies drop from 62% for Qz lower than

the median Qz to 30% above the median. This means that selecting good quality

redshift by requiring Qz to be lower than its median value has a positive impact

as the number of galaxy with low σz is higher than in the sample with Qz higher

than its median. However, with this technique we are also cutting on some low

σz redshifts which instead should be considered as good quality. If we zoom in to

this distribution as in Fig. 2.16, we can see that the ‘desired’ relationship between

σz and Qz arguably only holds for very low values of Qz (i.e. Qz . 1 for both

COSMOS and W1) as the distribution of points spreads out to cover a wider range

of σz with increasing Qz (again we do not see galaxies with low σz disappearing

as Qz increases but their percentage drops as expected). Note that on the x-axis

we are not considering the absolute value as specified in Eq. (2.6). Thanks to this,

we can check if redshifts are biased with photometric redshifts being consistently

higher or lower than the spectroscopic ones. Although visually for very little value

of the Qz, the distribution of σz can appear slightly offset towards positive value,

we computed the medians of σz for both the entire sample and the one for Qz lower
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than its median, finding for both COSMOS and W1 a symmetry with respect to

the axis σz = 0, so that we can exclude the hypothesis of a systematic bias. The

results showed in Fig. 2.15 and Fig. 2.16 suggest that applying a cut based on Qz

can select galaxies with low σz but it also removes some other galaxies that could

be classified as accurate redshifts. In other words, the Qz is able to select good

photometric measurements, but it also reduce the sample dramatically leaving out

some redshifts with low σz.

Finally, we look into the effect of using Qz to identify the best photometric

redshifts on the number of outliers as defined in Eriksen et al. (2019), i.e. those

galaxies with a photometric redshift that satisfies the following relation (we define

as “non-outliers” those galaxies that do not satisfy the following):

Outliers: |zp − zs|
1 + zs

> 0.02. (2.7)

Although the choice to set the threshold at σz = 0.02 is somewhat arbitrary, the

motivation comes from the accuracy that PAUS aim at achieving. Since it aims of

having σz . 0.0035 for the best 50% of the sample, galaxies with σz > 0.02 are

approximately 4 sigma away, which is reasonable to be considered outliers.

In Fig.2.17, we plot the cumulative fraction of outliers up to a given magnitude in

the i-band, both for the COSMOS and the W1 data. We compare the outliers in the

overall sample (solid lines) with the outliers in the best 50% of the sample according

to theQz criterion (dashed lines). As the plot is cumulative, the point at the faintest

magnitude represents the full fraction of outliers. The fraction of outliers is defined

as the number of outliers (galaxies with σz > 0.02) normalised to the total number

of objects in the subsample brighter than the magnitude on the x-axis. Hence the

fraction of outliers for the best 50% of the sample is normalised to the number

of objects selected to be the best 50% and not the entire sample of objects. To

help visualise how the fraction of outliers is computed, we can keep as a reference

Fig. 2.16. Best 50% means below the horizontal line, outliers means outside the

vertical dashed lines, hence the normalisation for the best 50% consists in all the
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Figure 2.17: Cumulative fraction of outliers, as defined by Eq. 2.7, as a function
of the apparent I-band magnitude. PAUS data are shown in red (green) when
matched with the spectroscopic survey zCOSMOS (VIPERS). Solid lines are for
the entire sample while dashed lines are for the best 50% according to Qz. The
total fraction of outliers are 21% for the entire COSMOS sample and 8% for the
50% best of the COSMOS sample. For W1 they are respectively 42% for the entire
sample and 27% for the best 50%.

points below the line (selecting only objects up to the magnitude considered). The

first thing to note in Fig. 2.17 is the higher total fraction of outliers in the W1

field (42%) compared to the COSMOS field (21%). This holds true also when we

select the best 50% data according to the Qz method. In fact, the total number

of outliers for the best 50% within W1 is 27% and within COSMOS 8%. One

potential reason to explain the higher fraction of outliers in PAUS/VIPERS with

respect to PAUS/zCOSMOS is its selection. We already discussed that VIPERS

has a pre-selection of targets favouring galaxies with redshifts greater than z = 0.5.

This makes the PAUS/VIPERS sample intrinsically fainter than PAUS/COSMOS

which instead extends to bright objects up to z ∼ 0. A second reason is that
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COSMOS has been used by PAUS as a reference field for calibrations and for this

reason the exposure times in the narrow band images are longer than in the other

PAUS fields. This can results in a higher signal to noise ratio and a consequent

lower fraction of outliers. Note that although the zCOSMOS catalogue offers a

large number of broad band filters, only 5 have been used from PAUS in addition

to the narrow bands to estimate redshifts, and this is true for all the PAUS field.

Because the number of broad band filters used in PAUS/zCOSMOS is the same

as in PAUS/VIPERS, this does not contribute to a difference in outliers number.

The other important fact to note in Fig. 2.17 is that in both COSMOS and W1

fields, the fraction of outliers for the best 50% of the sample (dashed lines) selected

on Qz is always lower than the fraction of outliers for the full sample (solid lines).

This means that selecting Qz lower than its median value is successfully removing

redshift outliers from the sample. Even if we know from Fig. 2.15 and Fig. 2.16

that the Qz cut excludes some good quality redshifts, the important thing that

Fig. 2.17 shows is that the Qz method is improving on the removal of outliers, as

the fraction of outliers has been reduced.

To further test the validity of using Qz as a metric to select reliable redshifts,

I analysed the distribution of Qz for the galaxies classified as outliers (those that

satisfy Eq. 2.7) and the galaxies classified as “non-outliers” (those that do not

satisfy Eq. 2.7). If the Qz method is effective in identifying the quality of redshifts,

then we expect to find the distribution of non-outliers more peaked at lower values

and the distribution of outliers spread at higher values and less peaked. Fig. 2.18,

shows the distribution of Qz for outliers in blue and for non-outliers in orange

for both the COSMOS and the W1 fields. We note that both histograms have

a low counts tail that extends to much higher values of Qz, which explains why

the y-axes ranges are different, as the Qz distributions in the two fields are quite

different. The medians of the distributions are shown using vertical dashed lines

of the same colour. The vertical black dashed line is the median of the overall

population, which is the one used to separate the best 50% of the sample from the
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Figure 2.18: Histogram of Qz for outliers (blue) and non-outliers (orange) as per
Eq. 2.7. The left panel is for the PAUS/zCOSMOS sample in the COSMOS field
and the right panel is for the PAUS/VIPERS sample in the W1 field. Blue and
orange vertical dashed lines indicate the medians of each distribution, with the
black dashed line showing the median of the combined sample. All the histograms
are normalised to unity. We note that all samples have tails with low counts up
to higher Qz values, which explains why the y-axes ranges are different. In both
cases, we notice that the “non-outlier” distribution peaks at lower Qz values in
both fields, and is more compact in COSMOS field than the “outlier” distribution.
More details in the main text.

worst 50% of the sample. We normalised the distributions to unity to facilitate

the comparison between the distributions of outliers and non-outliers even when

the numbers of objects for the two samples are very different. We can see that the

median Qz of outliers is consistently larger than for non-outliers, as expected if Qz

can be used reliably to discern bad from good quality redshifts. For COSMOS we

have 1.87 as an overall median for the Qz, 5.17 for the outliers and 1.29 for the non-

outliers. For W1, we have 6.89 as an overall median, 10.54 for the outliers and 4.69

for the non-outliers. Not only the medians are in agreement with what expected

from the Qz method but also the shape of the distributions between outliers and

non-outliers are very different with the non-outliers more peaked at low values and

a more shallow distribution for the outliers with higher counts at larger values of

Qz.

We conclude that, although the Qz method can dramatically reduce the number

of objects in the sample excluding sometimes even objects with good photometric
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redshifts, it is quite effective in removing the outliers from the sample and can be

used as a first approximation to identify the best quality redshift in the sample.

Because of the loss of some good quality redshift in this method, we argue that what

is usually referred to as “the best 50% of the sample” is not exactly so but, thanks

to this analysis, we can state that such sample has a lower fraction of outliers.

2.2 VIPERS

The VIMOS Public Extragactic Redshift Survey (VIPERS) has been crucial in my

studies as it offers another source of spectroscopic redshifts as already discussed

in Sect. 2.1.3.4, but also because it has been the focus of a galaxy evolution study

which led to the publication reported in Chapter 5. In this section I will give a

brief introduction to VIPERS highlighting the main features of the survey.

2.2.1 Motivation for the survey

The VIPERS survey has the objective of probing the Universe at intermediate

redshifts (0.5 < z < 1.2) at wavelengths between 5500 − 9500Å. Scientific goals

span from the investigation of large scale structure and estimation of cosmological

parameters (e.g. Rota et al. 2017; Marulli et al. 2017; Pezzotta et al. 2017), to the

study of galaxy properties and their evolution at a time when the Universe was

half of its current age (e.g. Gargiulo et al. 2017; Cucciati et al. 2017; Manzoni

et al. 2021). VIPERS has a depth in the i-band magnitude of iAB < 22.5 and a

spectroscopic completeness that averages 40% of the targeted galaxies (Guzzo et al.,

2014). To maximise the observations of galaxies in the redshift range of interest,

target galaxies were selected using an empirical method based on the data from the

VIMOS deep surveys, like VVDS and zCOSMOS. In particular the (r− i) vs (u−g)

colour plane is used to reject galaxies with redshifts z ∼ 0.5 (see Figure 2.19). The

selection criterion is described by the following set of inequalities:

(r − i) > 0.5(u− g) OR (r − i) > 0.7 ⇒ z & 0.5. (2.8)
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This colour-colour selection is one of the main feature of VIPERS and guarantees

Figure 2.19: Colour-colour diagram showing galaxies in the VVDS-Deep survey.
With a priori knowledge of the redshifts, we note that galaxies with z > 0.5 (red
points) lay above the green line and galaxies with z < 0.5 (blue points) lay below
the green line. The observing strategy of VIPERS targets only galaxies that lay
above the green line. Figure from Guzzo et al. (2014).

that VIPERS is only observing galaxies in the redshift range of interest (z & 0.5).

VIPERS obtained spectra using multi-slit spectroscopy at the Very Large Telescope

(VLT). This means that the focal plane is covered by masks with multiple slits

that lay exactly at the position of the galaxy. Hence the dispersion of the spectrum

happens directly in the focal plane. As a consequence VIPERS cannot observe every

galaxy as the slits need to be separated by a certain amount and the dispersion

also occupies a region in the focal plane where other galaxies cannot be observed.

The reduction in the surface density of target galaxies to the depth of the survey

after applying the colour selection makes it feasible to measure spectra for galaxies

with z > 0.5 with a completeness of 40% which is the best achievable given the

spectroscope set-up. VIPERS decided to use the lowest resolution available (R =

220) in order to have a shorter dispersion axis, thereby minimising the number of

galaxies that cannot have spectra measured as they are too close to other targets.
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Figure 2.20: Vipers W1 and W4 fields compared to other redshift surveys. (Taken
from Guzzo et al. 2014).

VIPERS covers about 23.5 deg2 of sky, split over the two wide CFHTLS fields

W1 and W4 (see Fig. 2.20). We already exploited in Sect. 2.1.3.4 the fact that

W1 overlaps with PAUS, offering the possibility to compare the accuracy of pho-

tometric redshifts with spectroscopic redshifts. In particular, the VIPERS team

has estimated the quality of their redshifts using 3000 multiple observations of the

same objects. They determined an accuracy of δz ∼ 0.00054 (1 + z) (Scodeggio

et al., 2018).
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2.2.2 Quality of the spectroscopic redshifts

We have seen in Sect. 2.1.3.4 how it is essential in photometric redshift surveys to

estimate the quality of the redshift obtained. In spectroscopic surveys we have the

same interest in quantifying the reliability of the redshifts measured. However, the

technique to assign a quality factor or quality flag can be completely different. As

explained in Scodeggio et al. (2018), for the VIPERS spectroscopic sample, which

is made up of 86,775 objects, the reliability of the redshift measurements has been

encoded with a flag made of a decimal number whose units have the following

meaning (see Fig. 2.21).

• Flags 4 and 3: highly secure redshift, with confidence > 99%

• Flag 2: still fairly secure, > 95% confidence level

• Flag 1: tentative redshift measurement, with ∼ 50% probability to be wrong

• Flag 9: redshift based on a single emission feature, usually [OII]λ3727Å

This method is very similar to that of other precursor surveys (Le Fèvre et al.,

2005; Lilly et al., 2009) and has been described in detail in Garilli et al. (2010,

2012, 2014) and Guzzo et al. (2014).

To avoid including uncertain redshift measurements all analyses of the VIPERS

data to date have considered only galaxies with a quality flag greater or equal to 2

(zflag ≥ 2). Using this selection reduces the galaxy sample to 76 552 objects.

For all of VIPERS objects a visual validation of the reliability of the redshifts

has been carried out by the team. The visual validation add information to the

quality flag in form of a decimal figure. To validate the redshift, a comparison

has been made with the photometric redshift estimated from the CFHTLS pho-

tometry (Erben and CFHTLenS Collaboration, 2012; Heymans et al., 2012). The

“full agreement” is defined when the spectroscopic redshift falls within the 68%

confidence level of the photo-z pdf, and is encoded by adding 0.5 to the quality
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Figure 2.21: Examples of VIPERS spectra with different quality flags as described
in the text and labelled in the legend. The quality of the spectra decrease moving
from top to bottom. The left column shows samples of late-type galaxies while
the right column shows a sample of early-type galaxies. (Taken from Guzzo et al.
2014).

flag. If the spectroscopic redshift is not in the 68% range but is within the 95.4%,

then 0.4 is added to the quality flag. In all the other cases 0.2 is added to the qual-

ity flag. In the case that the photometric redshift is not available, a value of 0.1

is added to the quality flag. In Fig. 2.21, some examples of spectra with different

redshift quality flags are shown. Moving from top to bottom we can see how the

signal-to-noise of the spectra decreases, with spectral features and emission lines

becoming less defined.

In conclusion, we have compared two different ways in which the quality of

the redshifts measurements can be estimated: the Qz for PAUS and the zflag for
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VIPERS. The two approached are intrinsically different because of the different

nature of photometric and spectroscopic redshifts. For PAUS, to estimate red-

shifts, the SED resulting from the narrowband and broadband measurements is

fitted to galaxies templates created with stellar population synthesis models. The

result is a probability density function of redshifts whose mode is taken to be the

photometric redshift estimate. The width of the pdf and information about the

quality of the fit are included in the Qz to estimate the quality of the photometric

redshifts. For VIPERS, redshifts are directly measured from the shift of features in

the spectra. Repeated observations for the redshift of the same object are compared

to see how similar they are, and assess the quality of the measurement through the

zflag. Of course for VIPERS, and in general for spectroscopic surveys, the quality

of the redshifts is strictly related to the quality of their spectra, as this define how

well we can distinguish spectroscopic features (i.e. emission or absorption lines).

We have explored this in Fig. 2.21 looking at spectra with different signal to noise

ratios. We have discussed that spectroscopic surveys are able to achieve higher

accuracies in redshift and how much PAUS obtains better redshift than standard

broad band photometric surveys. Nevertheless, VIPERS obtains accuracies which

are approximately an order of magnitude better than PAUS (σz,VIPERS ∼ 0.00054

compared to σz,PAUS ∼ 0.0037 for the best 50% of the sample up to the same mag-

nitude limit of i < 22.5). Given the higher accuracy of VIPERS, it is necessary to

discuss what PAUS can give us more. A key improvement of PAUS is the complete-

ness, i.e. the number of object for which we obtain redshift over the total number

of object observable. With VIPERS the completeness is approximately 40% of the

objects. For PAUS, the imaging can cover all the objects observable, and even if

for some of that the photo-z code might fail in getting redshift estimates, the com-

pleteness can score much higher values than VIPERS. Other key reasons include

the possibility to obtain redshifts for a wider area of the sky given the speed and

efficiency of photometric measurements compared to spectroscopic ones. Moreover,

PAUS can probe all the galaxies at low redshift that are missing in VIPERS due
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to the colour-colour pre-selection, that allows only objects with z & 0.5. This way

PAUS can use VIPERS to validate redshifts and extend the measurements both in

area and gaining a wider redshift range. In the remaining chapters, spectroscopic

measurements from VIPERS will be always considered as “true redshifts” given

the higher accuracy. The photometric redshifts from PAUS instead will be usually

selected accordingly to the Qz. In particular, following the approach of previous

PAUS studies (e.g. Eriksen et al. 2019; Alarcon et al. 2021 and Johnston et al.

2020) the best 50% of the sample will be selected as those galaxies with Qz lower

than its median. In particular, in Chapter 4, we will discuss how this quality cut

can affect some studies like the number counts of galaxies and how this effect can

be taken into account.
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Chapter 3

Semi-analytical models of galaxy

formation

In this chapter I describe GALFORM (Cole et al., 2000), the semi-analytical model

of galaxy formation that I have used to create a PAUS mock catalogue (Chapter 4)

and to study the physics behind the evolution of the colour-magnitude relation in

VIPERS (Chapter 5). Adapting GALFORM to build lightcone mock catalogues

using the new P-Millennium N-body simulation (Baugh et al., 2019) is one of the

main achievements of my PhD. This work will be described in this chapter. To keep

Chapters 4 and 5 self-contained, some of the information reported in this chapter

will be reprised in a less detailed way in those chapters. The reader who is already

familiar with galaxy formation models can skip this chapter without missing any

key information needed to understand the following chapters.

3.1 The motivation behind semi-analytical models of

galaxy formation

In order to interpret observations we need to compare them with simulations that

follow the evolution of the baryonic component of the Universe using a physically

motivated theoretical model. The cold dark matter (CDM) model in its simplest
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form does not make predictions for the formation and evolution of galaxies. It

merely predicts the growth of structure in the dark matter. This is why we need

to couple the CDM model with a model of galaxy formation. Today, galaxy form-

ation models are built upon an N-body simulation that follows the evolution and

the assembly of dark matter halos, producing a collection of halo merger trees in

which galaxies will form and evolve. To populate dark matter halos with galaxies,

different approaches have been followed. One of these is semi-analytical modelling.

Semi-analytical models and hydrodynamical simulations share many similarities.

Both approaches involve modelling processes that are not fully resolved and for

which the physics are poorly understood. Examples of such processes include the

formation of stars from cold gas or the impact of heating of the interstellar me-

dium by supernovae. Semi-analytical models tend to make more approximations

in their implementation of the physics than hydrodynamical simulations. Never-

theless, both approaches have equations describing sub-grid physics which contain

parameters that have to be set to specify a model. The parameters are set by

comparing the model to a range of observations, and choosing the parameters so

that the model gives its best reproduction of these data. Other model outputs are

then considered as predictions (see e.g. the discussion in Schaye et al. 2015).

Semi-analytical models tend to be faster than hydrodynamical simulations be-

cause, due to the simplifying assumptions used (such as the assumption of spher-

ical symmetry in gas cooling), they consider fewer resolution elements within a

galaxy, and compute the hydrodynamical properties of the gas more quickly. As

an example, when modelling the process of supernova feedback, hydrodynamical

simulations do not model the suppression of star formation directly. Instead, they

model the input of thermal or kinetic energy into the ISM; a suppression of the

star formation rate may then result from this action. On the other hand, semi-

analytical models model supernova feedback by directly ejecting material, typically

in proportion to the star formation rate, which by construction produces the desired

feedback on star formation.
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The computational speed of semi-analytical models allows the rapid exploration

of the model parameter space (e.g. Elliott et al. 2021). Also, different physical

processes can be readily switched on and off to develop physical intuition. The

models predict the star formation and merger histories of the galaxy population

in a cosmological volume, including the chemical evolution of the gas and stars.

GALFORM follows the disk and bulge components of galaxies separately. Using a

stellar population synthesis model (SPS), the code can predict the luminosity of

the galaxy in a given passband or filter. The models are generally calibrated using

local data, since historically, this is the epoch with the best measurements. High

redshift observations can then be used to test the predictions of the semi-analytical

model. An example of how we can use a galaxy survey to test the predictions of

the galaxy formation model is reported in Chapter 4, where we test the redshift

evolution of observer frame colours predicted by GALFORM against observations from

the PAU survey. Another test is reported in Chapter 5 in which we compare the

evolution of the colour-magnitude relation predicted by GALFORM to observations

from the VIPERS survey.

3.1.1 The Durham semi-analytical galaxy formation model,

GALFORM

I now describe how the semi-analytical model of galaxy formation, GALFORM is con-

structed. A full description of the model can be found in Cole et al. (2000); Lacey

et al. (2016). The starting point is an N-body simulation which models the growth

of structure in the dark matter due to gravitational instability. N-body simula-

tions aim at reproducing the distribution of dark matter structures throughout the

cosmic history. The small fluctuations in temperature observed in the Cosmic Mi-

crowave Background (CMB; see for exmaple Planck Collaboration et al. 2014) bring

information about the density field that is regulating the distribution of dark mat-

ter. Since the epoch of decoupling between matter and radiation, when the CMB

was released (z ∼ 1100 which is approximately 400 000 years after the Big Bang),
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3.1.1. The Durham semi-analytical galaxy formation model, GALFORM

up to the starting redshift of the N-body simulation (which can be typically some-

what around z ∼ 100) the perturbations to the density field are evolved following

the linear perturbation theory. The N-body simulation is made of computational

particles whose mass depends on their number and the volume of the simulation

box. The mass of the computational particle is not meant to match the mass of

the real dark matter particles but is order of magnitudes bigger, and related to the

required resolution of the simulation. The resolution is determined by the problem

being studied, for example if we are probing a large cosmological volume or we are

interested in the detailed physics zoomed in in a small volume. Given the size of

the particles, the N-body simulation model the gravitational interaction between

them creating a distribution of dark matter at different time-steps (general reviews

on how N-body simulations work can be found in Springel et al. 2006; Kuhlen

et al. 2012; Angulo and Hahn 2021). Dark matter halos are virialised structures

within the dark matter distribution. Halo finders algorithm aim at finding these

structures. A way to identify them is to use percolation techniques that associate

particles that are closer together than a specific fraction of the mean separation.

Fine tuning the right distance to consider particle bounded, which is usually called

linking length, results in groups of dark matter particles that have the same dens-

ity of the virialised structures (i.e. the dark matter halos). Modern halo finder

algorithms, also check that this particles are actually part of a structure and not

just close together. Within halos, it is also possible to find subhalos, using similar

algorithms but only within particles in a halo. In other words, subhalo finders

look for local maxima of the denisty field within the halo. Halos and subhalos can

be matched between the simulation snapshots in order to build halo merger trees

(Jiang et al., 2014).

The novelty of this work is that the input N-body simulation used is the latest in

the Millennium series, with a superior resolution in time and mass than the original

simulation of Springel et al. (2005). In particular I have used the Planck Millennium

N-body simulation (hereafter PMILL), which uses the updated cosmology from the
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first year Planck cosmic microwave background data (Planck Collaboration et al.

2014; see Baugh et al. 2019). In particular, in the context of a flat universe,

the matter density at the current epoch (including cold dark matter and baryonic

matter) is set to ΩM = ΩCDM + Ωb = 0.307 where the density of baryons is Ωb =

0.04825. The reduced Hubble parameter is set to h = 0.6777, the normalisation of

the density fluctuations at the current epoch is σ8 = 0.8288 and the spectral index

of primordial density fluctuations is nspec = 0.9611. To compare these cosmological

parameters to previous N-body simulations used in earlier versions of GALFORM see

Table 1 of Baugh et al. (2019). The box of the simulation is about 27% bigger than

the previous Millennium simulation based on the Wilkinson Microwave Anisotripy

Probe 7 (WMAP7), Guo et al. (2013), with PMILL having a box side of Lbox =

542.16h−1Mpc versus the WMAP7 run which has a box side of Lbox = 500h−1Mpc.

The number of particles in PMILL is more than an order of magnitude larger than

in earlier runs with PMILL having 50403 particles versus the WMAP7 run which

used 21603 particles. This leads to the PMILL simulation being able to track dark

matter halos down to masses of 2.12 × 109 h−1Mpc; again this is almost an order

of magnitude better than the WMAP7 run which was limited to halos bigger than

1.87 × 1010 h−1Mpc (Guo et al., 2011). To construct a merger tree from a dark

matter N-body simulation, three are the fundamental steps:

1. First a halo finder needs to be run on it to identify gravitationally bound

groups of dark matter particles in each of the simulation redshift outputs. In

the PMILL there are 271 output redshift snapshots at fixed epochs compared

to the 64 available in the WMAP7 run. The most common algorithm is the

Friend of Friend (FoF), however Stothert et al. (2018a) argue that more ac-

curate techniques exist and they suggest a new implementation of the Markov

clustering (MCL) technique for which the FoF is a subset.

2. Once identified the dark matter halos, we can identify subhalos within the

halos running a subhalo finder, in our case we used SUBFIND Springel et al.
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(2001). A common outcome of running SUBFIND is to find a big sub-halo that

accounts for the bulk of the mass in the halo and some other smaller satellite

sub-halos. A minimum of 20 dark matter particles is set for a sub-halo to be

considered (for a discussion of the number of particles required to resolve a

halo, see Armijo et al. 2021).

3. After having identified halos and subhalos in all of the 271 snapshots, the

next step is to connect the halos in a merger tree structure where every halos

is connected through the previous snapshot with a progenitor and to the

following snapshot with a descendant. For GALFORM we used DHALOS (Jiang

et al., 2014). For GALFORM the requirement is for this structure to be purely

hierarchical, which means that after two halos have merged they have no

possibility to split again. DHALOS uses criteria such as subhalo mass loss to

decide if a subhalo has merged into a more massive structure.

The GALFORM calculation starts with the dark matter halos organised into a mer-

ger tree. GALFORM attempts to model a wide range of galaxy properties, including

luminosities, based on the predicted star formation, merger and chemical evolu-

tion histories. To simulate the different baryonic components in a galaxy, GALFORM

models the main physical processes that are believed to happen inside a galaxy.

These processes are listed in Merson et al. (2013), and we restate them here for

completeness:

• merging of dark matter halos,

• shock-heating and radiative cooling of the gas (this process regulates the

formation of disks),

• star formation in disks (referred to a ‘quiescent’ star formation to distinguish

it from star formation in bursts),

• feedback processes including feedback from active galactic nuclei, supernovae

and the photo-ionisation of the intergalactic medium,
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• chemical enrichment of gas and different generations of stars,

• dynamical friction of galaxies leading to mergers.

See Lacey et al. (2016) for a full description of the physical processes involved in

the latest version of the GALFORM model.

The predicted SFH of a galaxy, when combined with a stellar population syn-

thesis (SPS) model, results in the composite stellar population of the simulated

galaxy. For historical reasons, GALFORM does not explicitly store the full SED of

the model galaxies at high resolution, but instead tracks the mass-to-light ratios

in a series of filters that are specified prior to runtime∗. These filters can be in the

rest frame or observer frame of the galaxy at the snapshot redshifts. In estimating

luminosities, a treatment of dust extinction is included so that the light at different

wavelengths can be attenuated by different amounts. The dust is assumed to be

mixed together with the stars, rather than being in the form of a foreground screen.

The dust attenuation depends on the dust content of the model galaxies and their

optical depth, which in turn depends on the metallicity of the cold gas, and the

size of the disk and bulge components (see Lacey et al. 2016 for a description of

the calculation of galaxy sizes). In the GALFORM model described in this thesis, the

SPS model used is from Bruzual and Charlot (2003) and the stellar initial mass

function (IMF) has a Kennicutt form (Kennicutt, 1983).

As with all semi analytic models, GALFORM needs to be calibrated using ob-

servational data. Traditionally GALFORM has been calibrated using the luminosity

function of local galaxies. In particular, optical and near-infrared luminosity func-

tions have been the common choice (Bower et al., 2010). Including the luminosity

function in the calibration of GALFORM means that the model needs to reproduce

the exponential break in the slope of the luminosity function at bright magnitudes.

This phenomenom is named the over-cooling problem and has been addressed us-

ing feedback mechanisms that quench the cooling of gas in massive central galaxies
∗This way, the amount of memory needed is drastically lower, but it also means that for every

different set of filters, a new run is needed.
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(see Benson et al. 2000). With the introduction of the AGN feedback in GALFORM

by Bower et al. (2006), the model is able to predict the evolution of the luminosity

function, especially at the bright end, up to z ∼ 2.

The properties of GALFORM galaxies also depend on their location within the dark

matter halo, in terms of whether they are considered to be the central galaxy or a

satellite. Central galaxies are located at the centre of mass of the most massive sub-

halo within the host dark matter halo. The central galaxy accretes gas that cools

from the hot halo, which can potentially be used to create new stars. Satellite

galaxies instead are usually affected by ram-pressure stripping of their hot gas

while travelling in the dense environment of the host halo, hence quenching any

star-formation activity in the long term. In the standard treatment, this stripping

is assumed to be instantaneous as soon as the galaxy becomes a satellite; in more

detailed calculations, the stripping is assumed to be more gradual and depends

upon the orbit of the satellite (Font et al., 2008). When two halos merge, then the

central galaxy of the most massive progenitor halo will become the central of the

merged descendant, with all the other galaxies becoming satellites. The time of

the merger between a central and a satellite galaxy is estimated using the kinetic

energy and angular momentum of the satellite galaxy, its mass and the mass of the

host halo, and its orbit, using dynamical friction arguments.

3.2 Current model variants

3.2.1 Gonzalez-Perez et al. (2014) versus Lacey et al. (2016)

The most recent models under consideration before the availability of PMILL were

the Gonzalez-Perez et al. (2014)∗ (hereafter GP14) and the Lacey et al. (2016)

(hereafter LC16) models. These models are based on the WMAP7 N-body simula-

tion, and were recalibrated for PMILL in Baugh et al. (2019). One thing that these
∗This is the model used for the analysis of the colour-magnitude relation in Chapter 5.
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models have in common is that they have been calibrated using the observations of

the luminosity functions in the bJ and K-bands at redshift z ∼ 0. Both models are

able to reproduce the evolution of the luminosity function to high redshift. One

difference between GP14 and LC16 is the choice of the IMF for the stars that form

in bursts. These bursts are generated by instabilities in disks or the compression

of gas caused by merger events. The choice of a mildly top-heavy IMF made it

possible for the LC16 model to reproduce the number counts and redshift distribu-

tion of galaxies at wavelengths between 250 and 850µm, whilst still producing the

observed number of galaxies today (see also Baugh et al. 2005). The choice of the

IMF for stars created in quiescent star formation in disks is the same in both the

variants of the model. In this case, both GP14 and LC16 use a solar neighbourhood

IMF.

3.2.2 Recalibration of the model for PMILL

When recalibrating a GALFORM model, the first thing to do is to adapt the model

to the different cosmology used. For the PMILL simulation the cosmology is that

from Planck Collaboration et al. (2014), which is somewhat different from the best

fitting WMAP7 model (see for example Guo et al. 2011). To see how the change

in cosmology from WMAP7 to Planck affects the GALFORM predictions, we need to

leave all the other parameters unaltered. Since the PMILL run has a better mass

resolution than the WMAP7 simulation, we first need to degrade the resolution

of PMILL to that in WMAP7. This means that, for this exercise, we consider

only halo masses above 1.87× 1010 h−1M�. In Fig. 3.1, we can see the predictions

of GALFORM for both the LC16 (top panel) and GP14 (bottom panel) models for

the optical bJ-band luminosity function. The blue dashed lines show the respective

model predictions for the WMAP7 N-body simulation. The black dotted lines show

the predictions using merger trees from the PMILL simulation degraded to the

resolution of WMAP7. As expected the difference is tiny, at least for the galaxies

brighter than the turnover at the faint end which is determined by the simulation
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Figure 3.1: Luminosity function in the bJ band at z = 0. Symbols show observa-
tional data. The top panel shows the GALFORM prediction for LC16 and the bottom
panel for GP14. Different lines represents different recalibration stages of the model
as described in the legend and explained in the text.
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resolution. This reflects the small changes in the cosmological parameters between

the two simulations as listed in Table 1 of Baugh et al. (2019). Next we can see

how the GALFORM predictions for the luminosity function change when using the full

resolution of the PMILL halo merger trees. This is shown by the green dashed lines

in Fig. 3.1. For both the GP14 and LC16 models, the important change is at the

faint end with the simulation now predicting far more faint galaxies, reaching up to

4 magnitudes fainter than with the WMAP7 resolution trees. There is also a small

difference at the bright end which is slightly more visible in LC16, predicting fewer

bright galaxies than WMAP7 and the degraded PMILL. Only two parameters need

to be finely retuned, and those two parameters are different in LC16 and GP14.

In particular, for LC16 we need to change γSN into γSN = 3.4 (instead of 3.2) and

αret = 1.0 (instead of 0.64). These are two parameters that control the supernova

feedback. The supernovae transmit energy to the intergalactic medium which in

turns ejects gas from the galaxy. The rate of depletion of gas mass from the galaxy

is proportional to the instantaneous star formation rate ψ and a mass loading factor

β which scales with the depth of the gravitational potential well of the galaxy which

in turn scales with the circular velocity of the galaxy VC . In other words, we are

computing how many times the mass that has been turned into stars, through star

formation, is ejected in the wind (e.g. a mass loading factor of β = 2 means that

the mass that the gas mass that has been converted into stars has been ejected

twice in the time step). The equation regulating this process is:

Ṁeject = β(VC)ψ =

(
VC
VSN

)−γSN

ψ, (3.1)

where γSN define the dependence of the mass loading factor β from the circular

velocity of the galaxy VC and VSN set the normalisation. Assuming VC < VSN,

increasing γSN, keeping all the other parameters fix, results in a bigger rate of mass

ejection Ṁeject.

αret instead is a parameter that controls the rate at which the gas ejected outside

the viral radius of the galaxy (and accumulated in a form of reservoir mass Mres)

is “returning” inside the galaxy in form of hot gas. The equation regulating this
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process is:

Ṁreturn = αret
Mres

τdyn,halo
, (3.2)

where τdyn,halo is the halo dynamical time defined as τdyn,halo = rvir/Vvir with rvir

and Vvir being the virial radius and velocity respectively.

For the GP14 model the retuned parameters are VSN (the normalisation to the

circular velocity as already explained in Eq. 3.1) and αcool, with VSN = 380 km/s

(instead of 425 km/s) and αcool = 0.72 (instead of 0.60). Regarding VSN, increasing

its value would result in a bigger rate of mass ejected Ṁeject. αcool, instead, is a

parameter that regulates AGN feedback. In particular a higher value for αcool

implies that more galaxies are affected by the AGN feedback, with this heating

mechanism operating in lower mass halos. For more details about the equations

governing GALFORM and the different parameters involved see Lacey et al. (2016)

or for a faster summary see Baugh et al. (2019). The bJ luminosity function for

the recalibrated PMILL GALFORM model is shown by the red lines in Fig. 3.1. As

can be seen from the figure, the agreement with the observations is better than the

green line representing the non-recalibrated PMILL model.

3.3 Creation of a mock for PAUS

3.3.1 Construction of a lightcone mock

As we will describe in more detail in Sect. 4.2.3 (the reader interested in the details

of the lightcone construction can read that section as an alternative to this or for an

even deeper discussion read Merson et al. 2013), there is not a unique way to con-

struct a mock catalogue of galaxies. However, the aim of a mock catalogue is always

the same, namely to create a sample of galaxies as similar as possible to what can

be observed in a real survey. What can change is the complexity of this catalogue.

For example in a simple case, in which we might be interested only in a property

like the luminosity in a certain band, we could simply sample the luminosity func-
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tion for that band and obtain a mock catalogue of galaxy luminosities. However to

build a more detailed mock that can track the main processes of galaxy formation

and relate different galaxy properties together, the semi-analytical galaxy forma-

tion approach is one of the most promising possibilities. A semi-analytical model

like GALFORM is based on an N-body simulation that describes the evolution of the

distribution of gravitationally interacting dark matter halos at a set of discrete

redshifts. Provided with hierarchical merger trees for the dark matter halos in the

N-body simulation, the role of a semi-analytical model is to model the evolution of

the baryonic component of the universe and, as a result, populate the halos with

galaxies. We note that, semi-analytical models deal with baryons differently from

simple halo occupation distribution (HOD) models. HOD are used to empirically

model the relation between dark matter and baryons within a specific halo of a cer-

tain mass. The main predictions of HOD are the number of galaxies that usually

live in a DM halo of a specific mass, the spacial distribution of galaxies and the

distribution of velocities. The approach used by semi-analytical model is different.

These quantities are not just related to the mass of the dark matter halo, but in-

stead they are derived from the entire merger tree history of the simulation. The

combination of an N-body simulation like PMILL (described in Sect. 3.2.2) and

a semi-analytical model such as GALFORM has the potential to create a physically

motivated model universe that predicts the evolution of different properties, both

environmental and intrinsic to galaxies and their position in the sky. The last step

in the creation of a mock is to generate a smooth distribution of galaxy redshifts

interpolating between the discrete redshifts output by GALFORM. To do this, after

choosing an observer within the simulation box, the redshift relative to that ob-

server can be calculated for every galaxy. This redshift will not precisely match one

of the discrete redshift outputs of GALFORM hence the properties and positions need

to be derived from the closest GALFORM outputs. This is the role of the lightcone

and it is crucial for making a realistic mock.

Interpolation of the galaxy position is treated in a different way from the inter-
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polation of galaxy properties. First of all, a single simulation box can only cover

a limited redshift range which is usually smaller than the redshift interval covered

by a galaxy survey. For this reason the simulation box needs to be replicated with

some boundary conditions to fill the survey volume. Then, the position of galax-

ies relative to the observer needs to be derived from the position of the galaxies

in the snapshots adjacent to the redshift of lightcone crossing. This procedure is

different for central galaxies (the one at the central of the dark matter halo) and

satellite galaxies (the ones that orbit around the central). In particular for centrals,

a simple linear interpolation between the two outputs including the observer’s red-

shift is sufficiently accurate. For the satellites it is necessary to consider their orbit

around the central and different approaches are available and discussed in Merson

et al. (2013). Properties of galaxies are instead more complicated and a simple

interpolation would be inadequate. For example, unpredictable events like bursts

of star formation or unstable disks, can lead to very different properties from those

that would result from a simple interpolation. For this reason it is more accur-

ate to use the galaxy property from the redshift just above the lightcone crossing

redshift. A different argument applies to observer frame magnitudes as they are

redshift dependent and this means that the correction for the band-shifting of the

set of filters used is predictable and a correction can be applied for the difference

between the output redshift and the observer’s redshift.

3.3.2 The PAUS mock

Using the techniques described in Sect. 4.2.3, I used GALFORM to create a mock for

the PAU survey. One of the benefits of having a PAUS mock is, for example, to

evaluate the performance of the photo-z codes developed by the PAUS team. The

reason why we need a mock to evaluate the performance of the photo-z code is that

we can compare the estimated redshift with the real value, hence estimating the

error. This is not possible with real data as we only have the estimated value∗. The
∗However, as we have done in Sect. 2.1.3.4, instead of a true value, spectroscopic measurements

can also be used when available as they usually have lower errors than photometric redshifts.
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reason why we need a new mock based on a new N-body simulation like PMILL

(described in Sect. 3.2.2), is that when running the photo-z code on the old PAUS

mock based on the WMAP7 N-body simulation (Stothert et al., 2018b), the red-

shifts returned by the photo-z code were quantised along the exact values of the

GALFORM outputs indicating that the redshift outputs were too far apart for the

interpolation to work properly (see Fig. 3.2). With PMILL we have 271 snapshots

instead of the 64 in the old WMAP7 simulation. This means that between every

snapshot in the old simulation we now have three additional ones in the new simu-

lation. This means that any errors introduced by the interpolation scheme applied

to compute the observer frame magnitudes are smaller than before. In Fig. 4.5 we

show the results of running the BCNz2 photo-z code (Eriksen et al., 2019) on a

subsumple of 6 random subvolumes of our mock after adding to the flux a gaussian

error with a variance of 10%. We can see that the focusing at the GALFORM outputs

is not present in the new mock.

The photo-z application is only one of the many applications for which my

PAUS mock can be used. For example, the output of the lightcone, or even a

small subsample of it (in this exercise I have used 1 subvolume out of the available

1024), can be used as input to an imaging simulation like UFig (https://people

.phys.ethz.ch/~ipa/cosmo/pau/). The distribution of the galaxy positions in

the lightcone that I have used for this exercise is shown in Fig. 3.3. The output

of the Ufig simulation using the little GALFORM run as input, is shown in Fig. 3.4.

In particular this imaging simulation uses the GALFORM predictions for the scale

lengths of the bulge and the disk components of the model galaxies. The use of

my PAUS mock for galaxy imaging simulation will be part of a project described

in Tortorelli et al. (in prep).

However, biases may be present in the spectroscopic galaxy sample, for example with a over-
representation of blue, star forming galaxies with stronger emission lines.
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Figure 3.2: Relation between the lightcone redshifts, zspec, and the photometric
redshift, zphoto, estimated by the BCNz2 code (Eriksen et al., 2019) after running
on the 40 narrow-bands of the old lightcone (Stothert et al., 2018b), which is based
on the WMAP7 Millennium N-body simulation (Guo et al., 2013). The blue points
show the galaxy redshifts while the red ones are the location of the GALFORM outputs
in the WMAP7 simulation. Taken from Stothert et al. (2018a).

3.4 Optimisation

The higher time and mass resolution that the PMILL N-body simulation provides,

combined with the large set of filters (40 narrow-bands plus 6 broad-bands) needed

to reproduce the PAUS settings makes the creation of a PAUS mock a particularly

demanding task in terms of computing power. The PMILL simulation also has a

large number of subvolumes to process (each subvolume is a random sampling of

all the merger trees in the simulation, rather than an actual spatial subvolume).

80



3.4. Optimisation

Figure 3.3: Distribution of galaxies on the sky for a GALFORM run on a single
subvolume (the complete GALFORM run would use all 1024 subvolumes, resulting in
a more crowded distribution of galaxies).

Figure 3.4: Output of the Ufig imaging simulation when run using GALFORM as an
input. Simulated galaxies in this patch of the sky are very sparse as the GALFORM
run is limited to 1 out of 1024 subvolumes. Credit Luca Tortorelli from Ufig team
at ETH.
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Figure 3.5: Relation between the biggest dark matter halo at redshift zero and the
amount of memory required to process the subvolume in which the DM halo lives
in.

This required me to carefully consider the scheduling of the GALFORM jobs. Running

the 1024 subvolumes in the queues using the previous methodology, without any

consideration about the memory requirements, led to jobs crashing or taking up

large wall clock times to complete.

The first improvement was to predict the amount of system memory needed to

process each subvolume of the simulation. I found a relation between the amount

of system memory needed and the size of the biggest dark matter halo in each

subvolume. This allowed me to reserve in every COSMA node just the right amount

of memory for every subvolume, allowing the maximum number of tasks to run

simultaneously, hence speeding up the overall wallclock time needed to complete

the processing of the subvolumes. Fig. 3.5 shows this linear relation.

A second improvement made to the processing of the subvolumes is related to

the way GALFORM is designed to run. Traditionally GALFORM has been always used

on a single-core. This does not mean that every subvolume needs to wait for the
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previous one to be completed before starting but it means that I need to submit an

array of tasks, with each task executing a subvolume independently on a different

core or node rather then submitting a single task for a range of subvolumes that

progress in parallel at the same time. I adapted the code for the submission of

GALFORM to run in parallel using Message Passing Interface (MPI) to test if this

new mode is more efficient. The efficiency of running GALFORM sequentially or in

parallel is not dramatically different (especially when reserving the right amount of

memory as just described), what makes a big difference is the number of machines

(or nodes) that are available for parallel computing and the amount available to

only run sequentially. The supercomputer set-up in Durham is limited to 8 nodes

in the sequential queue (each node has 8 CPUs) while the nodes for parallel queue

has 302 nodes.

With the new PMILL N-body simulation a complete PAUS mock occupies about

30 TB of disk space instead of about 1 TB that was needed for the old WMAP7.

This results in a longer run time. With the sequential approach and only 8 nodes

available, a single lightcone run of the full PMILL simulation can take up to several

months, depending on the redshift range required. For example setting the redshift

range between 0 < z < 1 (even though our final mock is designed for 0 < z < 2),

a rough estimate for the sequential approach to end is of about 372 days which is

approximately 12 months. This would make it almost impossible to run GALFORM

multiple times with the aim of comparing different parameters. With the new

parallel setting for GALFORM the time of each run is reduced to about 15 days. This

new way of running GALFORM has never been implemented before and it will become

the new standard for GALFORM lightcone runs.

In conclusion, with this new implementation of GALFORM I have created a PAUS

mock based on the PMILL N-body simulation and following the parametrisation

of Gonzalez-Perez et al. (2014) adapted to the new cosmology and resolution of

PMILL according to Baugh et al. (2019) and explained in Sect. 3.2.2. This new

mock improves the interpolation between snapshots creating a smooth distribution
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of redshifts up to z ∼ 2, solving the discretisation problem discussed in Fig. 3.2,

typical of N-body simulations with less timesteps resolution as in Stothert et al.

(2018b). In the next chapter we are going to fully exploit this new mock, testing

its prediction in the galaxy observer frame colours. Along with galaxy colours, we

will test standard diagnostics like galaxy redshift distribution and number counts.

The promising results discussed in the next chapter prove that the physics behind

this new PAUS mock is consistent with the PAUS observations.
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Chapter 4

The PAU survey: a new constraint

on galaxy formation models using

the colour redshift relation.

In this Chapter we use the GALFORM semi-analytical galaxy formation model

implemented in the Planck Millennium N-body simulation to build a mock galaxy

catalogues on an observer’s past lightcone. The mass resolution of this N-body

simulation is almost an order of magnitude better than previous ones used for this

purpose, allowing us to probe fainter galaxies and hence build more complete mock

catalogues at low redshifts. The higher frequency of simulation outputs allows us

to make improved calculations of galaxy properties and positions in the mock. We

test the predictions of the mock against the Physics of the Accelerating Universe

Survey, a narrow band imaging survey with high accuracy photometric redshifts,

which probes the galaxy population over a lookback time of 8 billion years. We

compare the model against the observed number counts, redshift distribution and

evolution of the observer frame colours with redshift; these statistics avoid the need

for model-dependent processing of the observations. The model produces red and

blue populations that have similar median colours to the observations. However,

the bimodality of model colours is stronger than in the data, with different relative
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numbers of red and blue galaxies at higher redshifts.

4.1 Introduction

In the effort to understand how the Universe evolves and to probe the physics

that governs the formation and evolution of galaxies, mock galaxy catalogues have

become an important tool for comparing theoretical models to observations. Wide-

field galaxy redshift surveys are covering larger areas of sky with increasing depths

in redshift. A mock catalogue models the selection effects that dominate every

galaxy survey, and hence allow us to understand how these observational effects

shape any measurements made from the survey, and thus in turn to disentangle

physical results from observational effects. For example, some observations, like

the evolution of observer frame galaxy colours with redshift, that can be modelled

in an accurate mock built with a galaxy formation model, might appear to be

different when errors due to observational effects are realistically modelled.

Here we build a replica of an ongoing survey, the Physics of the Accelerating

Universe Survey (PAUS; Eriksen et al. 2019; Padilla et al. 2019). PAUS is a novel

narrow-band imaging survey that aims to eventually cover around 100 deg2 to an

initial depth of iAB = 22.5, with some observations reaching iAB = 23. The PAU

Survey is being carried out using a new camera, PAUCam (Padilla et al., 2019),

which is mounted on the William Hershel telescope (WHT) in La Palma (Spain).

PAUS has observed the COSMOS field and the Canada-France-Hawaii-Telescope

Lensing Survey (CFHTLS) W1, W2, W3 and W4 fields in 40 narrow bands filters.

The narrow band filters have a width of 130Å with their central wavelengths sep-

arated by 100Å and cover the wavelength range from 4500Å to 8500Å . Eriksen

et al. (2019) measured photometric redshifts for PAUS galaxies in the COSMOS

field, estimating a scatter that is around an order of magnitude below the few per-

cent level that is typically obtained when using a handful of broad band filters (see

also Alarcon et al. 2021; Cabayol et al. 2021). Here we focus instead on two of
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the largest fields in PAUS, the CFHTLS W1 and W3 fields, which at present cover

about 38 deg2. These fields inherit the properties of the parent catalogue, the CF-

HTLenS (Erben and CFHTLenS Collaboration, 2012), in particular photometry

in the standard u,g,r,i,z broad band filters. Despite the much improved precision

in the photometric redshifts produced from PAUS photometry, the associated po-

sitional errors remain an observational effect of concern. These errors could alter

the perceived evolution of a statistic by mixing galaxies with different properties

between redshift bins. If the property evolves with redshift over a redshift range

comparable to the errors in the photometric redshift, or if there are significant

numbers of redshift outliers, i.e. galaxies with catastrophic redshift errors, this will

alter the evolution of the statistic. A mock catalogue with realistic photometric

redshift errors provides a way to address the impact of such errors and selection

effects on measured statistics.

The PAU Survey complements and extends spectroscopic studies of galaxy evol-

ution. PAUS is deeper than the Galaxy and Mass Assembly (GAMA) Survey

(Driver et al., 2009). The deepest GAMA fields are limited to r = 19.8. For the

typical galaxy colour of r−i ∼ 0.4 (González et al., 2009), this corresponds roughly

to iAB = 20.2, which is over a magnitude shallower than the fiducial PAUS limit

of iAB = 22.5. The GAMA redshift distribution peaks at z ∼ 0.2 and extends

to z ∼ 0.5. PAUS has the same depth as the VIMOS Public Extragalactic Red-

shift Survey (VIPERS; Guzzo et al. 2014; Scodeggio et al. 2018), which measured

100 000 galaxy redshifts in the interval 0.5 < z < 1.2, over 24 deg2, around 2/3rds

of the combined solid angle of the W1 and W3 fields considered here. VIPERS

used a colour preselection to target galaxies with z & 0.5. As we will see, this is

the peak in the redshift distribution for galaxies brighter than iAB = 22.5. Hence

PAUS samples the full range of galaxy redshifts to this magnitude limit, covering

0 < z < 1.2. Moreover, the galaxy selection in PAUS is simply magnitude limited.

There is no requirement on finding spectral features to measure a redshift with

a high degree of certainty, so there is no bias against objects with weak spectral
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breaks or emission/absorption lines.

The redshift range covered by PAUS galaxies corresponds to a look back time of

around 8 billion years or about two thirds of cosmic history. Within this period a

dramatic change took place in the global star formation rate (SFR) density (Madau

and Dickinson, 2014). The present day star formation rate density is around one

tenth of the value at the peak, which occurred just above z ≈ 1. Hierarchical

models of galaxy formation have traditionally struggled to reproduce this drop in

star formation activity (e.g. Baugh et al. 2005). The inference of the global star

formation rate from observations is fraught with difficulties, such as accounting for

the attenuation of starlight by dust, which is important at the short wavelengths

that are most sensitive to recent star formation, and the ‘correction’ for galaxies

that are too faint to be observed. Instead, we take the more direct approach of

considering observer frame galaxy colours. The g− r colour is less affected by dust

attenuation than the UV fluxes used to deduce star formation rates.

Optical galaxy colours are sensitive to the star formation activity in galaxies and

other intrinsic properties such as the metallicity and overall age of the composite

stellar population and the galaxy stellar mass (e.g. Daddi et al. 2007; Taylor et al.

2011; Robotham et al. 2020). Galaxy colours are also correlated with morphology

(Strateva et al., 2001b). Hence by measuring galaxy colour we can in principle

constrain some of the physical process that change the star formation history of

a galaxy and the chemical evolution of its stars. The relative importance of gas

cooling, and heating by supernovae and AGN is expected to change over the time

interval accessible in the PAUS data.

The traditional way to analyse galaxy surveys, particularly ones that cover a

substantial baseline in redshift, is to estimate rest-frame luminosities. This in-

volves correcting for band-shifting effects, which lead to filters in the observer frame

sampling progressively shorter wavelengths in the galaxy’s rest frame with increas-

ing redshift (Hogg et al., 2002; Kasparova et al., 2021). This correction depends

on the shape of the galaxy’s spectral energy distribution which depends on its star
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formation history, chemical evolution, stellar mass and dust content. Corrections

may also be required for changes in the stellar populations over time, called evol-

utionary corrections, in luminosity function studies (Loveday et al., 2015). Here

we take a simpler approach and try to avoid any model dependent processing of

the observations. We aim instead to compare the model predictions with raw,

unprocessed observational quantities based on apparent magnitudes and redshift.

In addition to basic statistics like the number counts and redshift distribution of

galaxies, we also consider the evolution of the observer frame galaxy colours with

redshift, exploiting the wide redshift baseline and homogeneous selection of PAUS.

To compare the evolution of observer frame colours with theoretical models it is

necessary to include the band shifting effects in the model predictions. We do this

by building a mock catalogue on an observer’s past lightcone by implementing a

semi-analytical model of galaxy formation into an N-body simulation (Kitzbichler

and White, 2007; Merson et al., 2013). This opens up a new set of tests of galaxy

formation models: the overall galaxy number counts, the redshift distribution and

the evolution of the observer frame colours; in the latter two cases the statistics are

measured for a specified magnitude limit. Hence, we extend the datasets typically

used to calibrate galaxy formation models, such as the local luminosity function

or stellar mass function, to include statistics that cover a range of redshifts and

are relevant to ongoing and upcoming surveys such as DESI (DESI Collaboration

et al., 2016) and Euclid (Laureijs et al., 2011). We use the GALFORM(Cole et al.,

2000; Lacey et al., 2016) implemented in the Planck Millennium N-body simulation

Baugh et al. (2019). This extends the work of Stothert et al. (2018b) as the simula-

tion used here has superior resolution in mass and time. This allows us to include

fainter galaxies in the mock catalogue and to make more accurate predictions for

galaxy positions and luminosities. Also, since Stothert et al. (2018b), sufficient

PAUS data has been collected to allow accurate measurements of the basic galaxy

statistics to be made.

The remainder of the paper is laid out as follows: we first describe the theoretical
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framework used to build our PAUS mock on (Sect. 4.2), then we will present our

main analysis and results (Sect. 5.5) and finally discuss the implication of our

findings in the current understanding of our universe (Sect. 4.4).

4.2 Theoretical model and observational dataset

Here we describe the theoretical model, covering the galaxy formation model (§ 2.1),

the N-body simulation in which it is implemented (§ 2.2), the construction of the

lightcone mock catalogue (§ 2.3), before introducing the PAUS dataset in § 2.4.

4.2.1 Galaxy formation model

We use the GALFORM-analytical model of galaxy formation (Cole et al., 2000; Bower

et al., 2006; Lacey et al., 2016). The model follows the key physical process that

shape the formation and evolution of galaxies in the cold dark matter cosmology

(for reviews of these processes and semi-analytical models see Baugh 2006 and

Benson 2010). The model tracks the transfer of mass and metals between different

reservoirs of baryons, predicting the chemical evolution of the gas that is available

to form stars and the full star formation history of galaxies. When implemented in

an N-body simulation, the semi-analytical model also provides predictions for the

spatial distribution of galaxies (Kauffman, 1999; Benson et al., 2000).

Here we use the version of the model introduced by Gonzalez-Perez et al. (2014)

(hereafter GP14), as recalibrated by Baugh et al. (2019) following its implementa-

tion in the P-Millennium N-body simulation, as described in Sect. 4.2.2. The model

parameters are calibrated mostly using local observations of the galaxy population.

4.2.2 The P-Millennium N-body simulation

The Planck Millennium N-body simulation is the latest in the ‘Millennium’ series

of simulations of structure formation (Springel et al. 2005; Guo et al. 2013, see
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Table 1 in Baugh et al. 2019 for a summary of the specifications of these runs and

the cosmological parameters used). The Planck Millennium follows the evolution

of the matter distribution in a slightly larger volume (by a factor of × 1.43, after

taking into account the differences in the Hubble parameters assumed) than the

simulation described by Guo et al. (2013), which was used by Stothert et al. (2018b)

to build an earlier mock catalogue for PAUS.

The Planck Millennium uses over 128 billion particles (50403) to represent the

matter distribution, which is more than an order of magnitude more than was used

in the earlier Millennium runs. This, along with the simulation volume used, places

the Planck Millennium at a resolution intermediate to that of the Millennium-I

simulation of Springel et al. (2005) (hereafter MSI) and the Millennium-II run de-

scribed in Boylan-Kolchin et al. (2009). The Planck Millennium has many more

outputs than the MSI, with the halos and subhalos stored at 271 redshifts com-

pared with the ∼ 60 outputs used in the MSI. Dark matter halo merger trees

were constructed from the SUBFIND subhalos using the DHALOS algorithm de-

scribed in Jiang et al. (2014) (see also Merson et al. 2013). Halos are retained

that contain at least 20 particles, corresponding to a halo mass resolution limit of

2.12× 109 h−1M�.

4.2.3 Building a lightcone mock catalogue

The construction of a mock catalogue for a cosmological redshift survey can be ac-

complished in different ways resulting in predictions with different accuracies and

which inform us to different extents about the physics behind galaxy formation. In

principle, a simple approach would be to sample a population of galaxies randomly

from an observed statistical distribution such as the luminosity function. However,

this would lead to a catalogue with information limited to the property studied in

the statistical distribution, ignoring any other properties and their relation with

other observables. Moreover the biggest limitation is that such a simplistic cata-

logue would not even be able to track the evolution of the galaxy population with
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redshift. To build a more realistic catalogue we need to track the evolution of

the dark matter structures and populate the dark matter halos with galaxies at

different epochs. Here, we make use of the Planck Millennium N-body simulation

described in the previous section. To populate dark matter halos in the simulation

with galaxies, we implement the GALFORM-analytic model of galaxy formation on

the merger histories of the dark matter halos extracted from the simulation. The

combination of the Planck Millennium and GALFORM results in a physically motiv-

ated model which includes environmental effects related to the merger histories of

halos, and gives predictions for the spatial distribution of galaxies. GALFORM pre-

dicts the chemical evolution of the gas and stars in each galaxy, along with the size

of the disk and bulge components and their star formation histories. The model

outputs the mass-to-light ratios in a list of filters that are specified at run time.

Along with the model for attenuation of stellar emission by dust described in Cole

et al. (2000), this allows the model to predict the brightness or magnitude of the

model galaxies in these bands.

The output of GALFORM is the properties and positions of the galaxy population

in the simulation box at a discrete set of redshift outputs. The lightcone is built by

interpolating galaxy magnitudes and positions between the values at these discrete

redshifts, using the redshift at which the galaxy crosses the observer’s lightcone.

Thanks to the high time resolution of the Planck Millennium, the reliability of

the interpolation process described below is increased compared to that in earlier

Millennium simulations.

To build the PAUS mock we follow the procedure described in Merson et al.

(2013). We first place an observer at some position inside the simulation box, and

chose a line of sight direction∗ for the mid-point of the survey, and a solid angle.

Given the size of the simulation box, using this volume on its own we would only

be able to probe redshifts out to z ≈ 0.19. Hence, to cover the volume sampled by
∗It is good practice to choose a line of sight that does not coincide with one of the axes of the

box to maximise the distance (and hence time) between repetitions of the same structure.
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PAUS we need to replicate the simulation box in space using the periodic boundary

conditions. A galaxy crosses the past lightcone of the observer in between two of

the simulation output redshifts or snapshots. The positions of the galaxy in the

two snapshots are used to estimate its position at lightcone crossing. Merson et al.

(2013) apply different interpolation procedures for central and satellite galaxies.

Central galaxies are assumed to be at the centre of mass of the host dark matter

halo and hence track its motion between the snapshots. In this case, a simple

linear interpolation is sufficient. Satellite galaxies, on the other hand, follow more

complicated paths and can enter the observer’s past lightcone either before or after

their associated central. For this reason, a more sophisticated treatment is needed

to compute the position of a satellite galaxy, taking into account its orbit around

the central (see Fig. 2 of Merson et al. 2013). Interpolating the galaxy positions in

this way minimises artificial jumps in the correlation function measured from the

lightcone.

Assigning properties to galaxies as they cross the observer’s past lightcone using

a simple interpolation between snapshot could lead to inaccuracies. The evolution

of some properties, such as the SFR, is too complicated to be modelled by simple

linear interpolation. Star formation can result from stochastic events, such as

galaxy mergers and mass flows triggered by dynamically unstable disks, as well

as smoother quiescent star formation in the galactic disk. For this reason, we

follow Merson et al. 2013 and simply retain the galaxy properties from the higher

redshift snapshot just above the redshift of lightcone crossing (as suggested by

Kitzbichler and White 2007). Given the higher frequency of simulation outputs in

the Planck Millennium run, the errors associated with this treatment are smaller

than in previous Millennium simulations.

The one exception to this is the magnitude of the galaxy in the pre-specified

filters in the observer frame. The definition of the observer frame depends on

redshift and so is slightly different at the two redshifts that straddle the lightcone

crossing redshift. We perform a linear interpolation between these two versions of
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the observer frame magnitudes to compute magnitude at the redshift of lightcone

crossing. In addition to the bandshifting of the observer frame, we need to use the

luminosity distance that corresponds to the lightcone crossing redshift to compute

the apparent magnitude of the galaxy in the mock. This approach does not take

into account any change in the spectral energy distribution of the galaxy between

the higher redshift snapshot and the lightcone crossing redshift. However, the

resulting colour-redshift relation is smooth and contains no trace of the locations

of the simulations snapshots, as shown in Fig. 4 of Merson et al. (2013).

4.2.4 The PAUS Survey

We test the GALFORM lightcone against the Physics of the Accelerating Universe

Survey (PAUS) and have designed our lightcone to match the specifications of the

survey. As briefly described in the introduction, PAUS is a novel imaging sur-

vey, with the key feature being the 40 narrow-band filters of width 130Å , covering

the wavelength range from 4500Å to 8500Å , spaced by 100Å . In the W1 and

W3 PAUS fields the narrow-bands are complemented with the standard u,g,r,i,z

broad-band filters from the CFHTLenS catalogue (Erben and CFHTLenS Collab-

oration, 2012). The 40 PAUS narrow bands overlap the wavelength range covered

by the CFHTLenS u,g and r broad band filters, as shown in Fig. 1 of Stothert et al.

(2018b). Fluxes are estimated in the narrow band images using forced photometry

apertures from the broad band imaging. The narrow bands are particularly import-

ant when estimating photometric redshifts. The precision that PAUS can achieve is

intermediate between that which can typically be achieved with a handful of broad

band filters and that obtained with spectroscopy in a large-scale structure survey,

in which case the spectral resolution and exposure time are chosen to maximise the

number of redshifts that can be measured; Eriksen et al. (2019) report an error of

σz = (zphoto − ztrue)/(1 + ztrue) ∼ 0.0037 when selecting the ‘best’ 50 per cent of

the PAUS photometric redshifts in the COSMOS field limited at iAB < 22.5. Since

this first estimation of photometric redshifts by Eriksen et al., PAUS has covered
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more fields besides COSMOS, with observations available for the CFHTLS wide

fields: W1, W2, W3 and W4. For this study we have decided to use the larger

fields in PAUS which are currently W1, covering 13.71 deg2 and W3 covering 24.27

deg2 (giving a total of 37.98 deg2). This choice ensures a uniform set of broad band

filters is available, as W1 and W3 are both covered by CFHTLenS.

Our PAUS mock provides ‘true’ values for fluxes and redshifts without meas-

urement errors. We therefore decided to estimate a photometric redshift for each

model galaxy using the BCNz2 code, as in Eriksen et al. (2019), after introducing

some ‘artificial’ gaussian errors to the fluxes, with variance fixed to a given per-

centage of the flux. This means that in addition to the mock catalogue we can

provide a photo-z catalogue that can be used to test PAUS selection effects, such

as the impact on galaxy properties when selecting galaxies according to the redshift

quality flag, Qz, (see Eriksen et al. 2019 for the definition of this property and its

usage).

4.3 Results

4.3.1 Basic results

We have built a mock catalogue for the PAU survey which covers approximately

100 deg2, is magnitude limited at iAB < 22.5 and potentially spans the redshift

range 0 < z < 2. The narrow band photometry has been computed using the

transmission curves estimated by Casas et al. (2016) and Padilla et al. (2019) for

the PAUCam optical system and the broad band photometry has been computed

from the transmission curves used in the CFHTLenS (Erben and CFHTLenS Col-

laboration, 2012).

The distribution of the mock galaxies on the sky for three representative redshift

bins is shown in Fig. 4.1, where we have split the galaxy population according to

their observer frame g−r colour (see later for a discussion of this split; we split the
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Figure 4.1: The projected angular positions of lightcone galaxies (right ascension
and declination in degrees) in three different redshift intervals (top: z < 0.07,
middle: 0.50 < z < 0.51 and bottom: 0.90 < z < 0.91), separated into red
from blue galaxies according to their observer frame g− r colour (see Fig. 5). The
lightcone covers approximately 100 deg2 and is magnitude limited in iAB . 22.5.
The presence of two big cluster at low redshift (top panels) can have an effect on
the number counts. For reference, the thick black bar in each panel indicates a
scale of 10 Mpc. The number of galaxies is reported in the top left of each panel.
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population in red and blue galaxies using the boundary shown in Fig. 4.7 by the

white line, i.e. red galaxies are those which satisfy g−r > 1.7 z+ 0.35 or g−r > 1.1).

The spatial scale in these images is indicated by the bar which shows a scale of

10 Mpc, and allows us to compare the size of the structures at different redshifts.

As shown in previous studies (e.g Zehavi et al. 2011), red galaxies tend to cluster

more strongly than blue galaxies. This is driven by environmental effects, such as

the quenching of gas cooling and star formation when galaxies fall in the potential

well of a more massive host dark matter halo (for example due to ram pressure

stripping or other similar phenomena related to the removal of gas from galaxies

due to gravity or tidal interactions). In the first row of Fig. 4.1 (0 < z < 0.07),

this effect is clearly visible with structures traced out by red galaxies being sharply

defined compared to the more ‘diffuse’ distribution of blue galaxies seen in the

right panel. In the middle row of Fig. 4.1 (0.50 < z < 0.51) as we zoom out, a

larger region of the cosmic web is visible. The difference in the contrast of the

structures seen with red or blue galaxies is now less pronounced, but still present,

with the structures traced by blue galaxies appearing somewhat less sharp than

those mapped by the red galaxies. In the bottom row of Fig. 4.1, which shows

the redshift slice 0.90 < z < 0.91, we can see that although the total number of

galaxy is lower than it is in the other lower redshift bins, the relative number of

red and blue galaxies is reversed (i.e. we now have more blue galaxies than red), in

agreement with the general uplift in star formation activity with increasing redshift.

Now that we have gained a visual impression of the galaxies in the lightcone,

and have seen how different colour populations trace out structures, we are ready to

perform more quantitative analyses. The first simple characteristic measure of an

optically selected galaxy sample is the number counts as a function of magnitude.

We plot the i-band number counts in Fig. 4.2. The blue line represents an estimate

of the observed galaxy number counts for PAUS in the W1 and W3 fields (which

cover, respectively, areas of 13.71 deg2 and 24.27 deg2, giving a total of 37.98 deg2).

This is the area covered by the PAUS galaxies with at least one measurement in
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Figure 4.2: i-band number counts for the GALFORM mock (green line) compared
with the number counts from Capak et al. (2007) (red points) and the PAUS data
in the W1 and W3 for different selections: all photometric sample (orange line),
this includes all the galaxies that have been observed in the NB filter NB455 (this
means that they might not have a redshift estimate), galaxies with star_flag= 0
(blue line) which are those that has been classified as galaxies from a CFHTLenS
star-galaxy separation algorithm, galaxies with star_flag= 1 (violet line) which
are those that has been classified as stars, total photo-z sample (pink line), which
are the galaxies that have a PAUS redshift estimates (they need to be observed in
all NB filters) and 50% of the best quality redshift sample (brown line) according
to the quality flag Qz as described in Eriksen et al. (2019).
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the narrow band filter at 455 nm. This results in a more complete sample than

the PAUS photo-z catalogue, because in order to measure a photometric redshifts,

there is a requirement for the galaxy to be imaged in all the 40 narrow band

filters (as well as the 5 CFHTLenS broadbands from the parent catalogue). This

target is not always met for the PAUCam imaging (Padilla et al., 2019). We also

include the number counts of galaxies with photometric redshifts (pink line). The

photo-z catalogue covers an area of 9.73 deg2 and 20.37 deg2 for W1 and W3

respectively, for a total of 30.10 deg2 which is 79% of the photometric sample area.

The important thing to notice here is that the shape of the number counts is the

same for the photometric and the photo-z catalogue ensuring that the statistical

tests we perform are correct modulo a sampling factor (median ratio between the

photo-z and photometric sample number counts, the pink and blue lines respectively

in Fig. 4.2) that we estimate to be about sampling factor = 0.897. As it is

common practice in photometric redshift studies to apply cuts on the quality of

the redshift estimates, the number counts for the best 50% of the photo-z sample

are shown by the brown line. In this case, the shape of the number counts starts to

deviate from that of the photometric sample for magnitudes fainter than iAB ∼ 20.

This is an important factor to consider when performing statistical tests and the

impact of this cut on galaxy colours will be considered later on.

The blue curve is our best estimate of the galaxy number counts, after at-

tempting a simple cut to remove stars from the photometric catalogue. The raw

uncorrected counts of all objects in the PAUS photometric catalogue is shown by

the orange curve. The property star_flag, defined in the CFHTLenS catalogue, is

used to remove stars. Objects with star_flag = 1, which are deemed to be stars,

are shown by the purple curve. Note that there is a change in the methodology

used to assign star_flag close to iAB = 21. After removing stars in this way, the

galaxy counts (blue curve), agree reasonably well with a previous estimate from the

COSMOS field Capak et al. (2007) (red points). The number counts predicted by

GALFORM, measured from the lightcone, are shown by the green line. This agrees

99



4.3.1. Basic results

Figure 4.3: The redshift distribution of galaxies brighter than r = 19.8 (left) and
iAB = 22.5 (right). In both cases the red histograms show the measurements from
the PAUS W1 and W3 fields combined, after imposing the starflag=0 cut to reject
stars. The green histograms show the lightcone redshift distributions. The blue
curves show a simple parametric fit to the green histograms (see text). The orange
curve in the left panel shows a fit to the redshift distribution measured from the
GAMA survey from Smith et al. (2017).

remarkably well both with the COSMOS and PAUS measurements, particularly in

view of the fact that mainly local observations were used to calibrate the model.

As a further test of the GALFORM predictions for galaxy number counts, we

compare with the target density of galactic sources in the Dark Energy Spec-

troscopic Instrument Bright Galaxy Survey (BGS) input catalogue estimated by

Ruiz-Macias et al. (2020, 2021). These authors find an integrated surface density of

sources to r < 19.5 of 808 deg−2. In the GALFORM mock we find 837deg−2 to the

same depth, which is within 5 per cent of the DESI BGS value. The surface density

of sources measured from PAUS is within 10 per cent of the DESI value. Combin-

ing the W1 and W3 fields we estimate a surface density of 719deg−2, about 10 per

cent lower than the DESI BGS value. However, we note that the combined area

of the W1 and W3 fields (for the photometric sample) is 37.98deg, which is about

400 times smaller than the imaging data used to obtain the DESI BGS estimate,

and so the counts from the PAUS fields could be subject to sample variance.

After the number counts, the next statistic to consider, that characterises the

galaxy population, is the redshift distribution, the number of galaxies per square
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degree as a function of redshift. We show the redshift distribution of galaxies to

two flux limits in Fig. 4.3, r < 19.8 in the left panel, the depth of the deepest fields

in the GAMA survey (Driver et al., 2011) and the PAUS limit of iAB < 22.5 in the

right panel, which is substantially deeper.

The distribution of photometric redshifts in the combined W1 and W3 PAUS

fields is shown by the red histograms in the panels of Fig. 4.3. These distributions

are obtained by imposing the respective flux limits used in each panel, along with

a selection on a star-galaxy separation parameter to reduce the contamination by

stars (i.e. only retaining objects with star_flag = 0). The normalisation of the

redshift distribution has been corrected for the offset between the number counts

of objects in the photometric sample and the photo-z sample (this is the sampling

factor described above). The left panel of Fig. 4.3 also shows a fit to the observed

redshift distribution from the GAMA survey, made by Smith et al. (2017).∗ This

agrees well with the distribution of photometric redshifts from the W1 and W3

PAUS fields, which correspond to about one fifth of the total solid angle probed by

GAMA. Note that in the right panel of Fig. 4.3, by construction the photometric

redshift code does not return redshifts above z = 1.1. It is also clear from this

panel that there is a preference for photometric redshifts around z ∼ 0.75, which is

a systematic in the estimation that is being investigated by the PAUS team, rather

than due to large-scale structure.

The green histograms in Fig. 4.3 shows the corresponding redshift distributions

predicted using the GALFORM lightcone. A simple fit to the lightcone redshift distri-

bution is given by n(z) = Az2 exp [−(z/zc)α]. We find the best parameters to be

A = 321 428, zc = 0.18, and α = 1.7 for the r < 19.8 magnitude limited n(z) (left

panel). While for the iAB < 22.5 magnitude limited n(z), the best fit is given by

A = 610 000, zc = 0.4 and α = 1.6. The predicted redshift distributions agree well
∗The equation for the fit is:

nGAMA(z)=N1 za · exp [−b zc]+(0.5 N2(sign[z−0.35]+1) · exp [−d ze])+f

with parameters values: N1 = 2.71 × 104, N2 = 1.96 × 102, a = 9.22 × 10−1, b = 1.92 × 101,
c = 2.44,d = 1.08 × 10−8, e = −2.77 × 101, f = −2.60 × 102.
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Figure 4.4: n(z) distribution for red and blue galaxies. Top left: lightcone model.
Top right: PAUS observed data in the W1 and W3 fields. Bottom left: com-
parison between n(z) of red galaxies for the lightcone model and the PAUS data
(same colour code of top row). Bottom right: comparison between n(z) of blue
galaxies for the lightcone model and the PAUS data (same colour code of top row).
The vertical cyan lines indicate the three redshift bins that have been sampled in
the three rows of Fig. 4.1.

with the observed ones for both magnitude limits shown in Fig. 4.3. To further

analyse the predictions of the n(z), we can split it for red and blue galaxies as we

have done for Fig. 4.1. This is what is shown in Fig. 4.4 both for the model and

the PAUS galaxies. In Fig. 4.1 we have already noticed that the number of blue

galaxies is higher in the higher redshift bin (0.90 < z < 0.91) as expected by the

overall decrease in star formation rate density observed by Madau and Dickinson

(2014). We reported in Fig. 4.4 with vertical lines, the redshift bins that have been

used in Fig. 4.1. In the top row of Fig. 4.4, we see that both for the model and the
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PAUS galaxies in the highest redshift bin, the number of blue galaxies is higher

than the red ones. For the low redshift bin, it’s harder to see that we have more

red galaxies, but we need to consider that the vertical line just define the redshift

upper limit (z < 0.07), hence to have the real number of red galaxies in the lower

redshift bin, we need to add up all the bins of the histogram below that line. For

the PAUS data however this is not that obvious as it seems to have an excess of

blue galaxies also in the lowest redshift bin, although not as pronounced as in the

highest redshift bin. This can be potentially interpreted as an observational bias of

PAUS in observing preferentially blue galaxies. The bottom row of Fig. 4.4 instead

show that the shape of the n(z) for red and blue galaxies roughly agree between

model and observations.

Later we aim to quantify how the colour distribution of galaxies evolves with

redshift. To minimise the processing of the observations, we use observer frame

colours, which naturally change with redshift. This is mostly due to the band

shifting of the filters in the galaxy’s rest-frame, which dominates over any intrinsic

changes in the colours (see for example the top two panels of Fig 2 from Cole

et al. 2005). We need to assess how any trends we predict in the colour evolution

are affected by photometric redshift errors. If these errors lead to the mixing of

galaxies with very different observer frame colours, this could substantially alter

any colour evolution we infer from the observations. Note that with this simplistic

error model, the signal-to-noise of the measurements does not depend on flux, so we

pay most attention to the scatter and outlier fraction at the flux limit of the sample,

rather than try to reproduce the results in Eriksen et al. (2019) as a function of

magnitude.

A factor in determining the performance of a photometric redshift estimator is

the error on the measured fluxes. We perturb the narrow band fluxes of the model

galaxies by adding an error with a Gaussian distribution with variance equal to

some fixed percentage of the predicted flux. The BCNz2 algorithm (Eriksen et al.,

2019) is then run on the perturbed model fluxes to estimate photometric redshifts
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Figure 4.5: Left panel: relation between the lightcone redshifts (zspec) and the
photometric redshifts (zb) estimated by the BCNz2 photo-z pipeline used to es-
timate redshifts for PAUS (Eriksen et al. (2019)). The photo-z’s are the results
of running BCNz2 on the broad-band and the narrow-band filters when errors has
been added as 10 per cent of the GALFORM flux. Right panel: relative error on
the redshift estimated as difference between photometric redshift and spectroscopic
(GALFORM) redshifts.

for a subsample of over 14 000 galaxies from the lightcone. We then compare the

scatter and fraction of outliers in the resulting photometric redshifts with those

found for the observed galaxies, and adjust the errors introduced into the model

fluxes to match the photometric redshift metrics inferred for the observations.

Fig. 4.5 shows the results of this exercise for errors with a variance equal to 10

per cent of the flux. The left panel shows the estimated photometric redshift, zb,

as a function of the true value, zspec, which is the redshift including the effects of

peculiar motions taken from the lightcone. This is the equivalent of a spectroscopic

redshift with no error. We quantify the scatter in the photometric redshifts in a

similar way to Eriksen et al. (2019) using a centralised estimate, σ68, defined as:

σ68 =
1

2
(Q84 −Q16, ) (4.1)

where Q84 and Q16 are the 84th and the 16th percentiles, respectively, of the distri-

bution of the photometric redshift relative errors: |zp− zs|/(1 + zs). This quantity

is plotted as a function of the estimated photo-z in the right panel of Fig. 4.5. As

well as the scatter, the performance of the photometric redshift estimation can be
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quantified using the fraction of outliers produced. Following Eriksen et al. (2019),

we define the fraction of outliers as the number of galaxies, normalised by the total

number of galaxies in the sample, that satisfy:

|zp − zs|
(1 + zs)

> 0.02. (4.2)

We have tested two examples for the flux errors, perturbing the narrow and broad

band fluxes in the model by errors drawn from Gaussians of widths of either 5 per

cent or 10 per cent of the predicted narrow band flux. Using the metrics defined

by Eqns. (4.1) and (4.2), we compared the results of carrying out this exercise on

the model lightcone to the PAUS observations in the COSMOS field, as presented

in Fig. 3 of Eriksen et al. (2019). In the case of the 5 per cent flux error, we find

σ68 = 0.0037 for the full sample and 0.0029 for the 50 per cent of the sample with

the ‘best’ photometric redshifts (according to the Qz photometric redshift quality

indicator used by Eriksen et al. 2019), while with 10 per cent flux errors we get

σ68 = 0.0088 for the entire sample and 0.0074 for the best 50 per cent. For the

observations, the scatter is 0.0081 for the full magnitude limited sample and 0.0037

for the 50 per cent of galaxies with the ‘best’ photometric redshifts. Hence, the

scatter obtained in this way for the model photometric redshifts is similar to that

inferred for the observed galaxies for the full magnitude limited sample. However,

when we restrict our attention to the ‘best’ 50 per cent of photometric redshifts in

the model, we find little improvement in σ68, in contrast to what happens for the

observations.

The reason for this behaviour of the photometric redshift scatter in the model

when selecting subsamples of galaxies using Qz can be traced to the distribution of

the Qz values produced by this simple model for the flux errors. Recall that the Qz

property depends on the goodness of fit of the templates used to estimate photo-

metric redshifts and the width of the peak in the resulting probability distribution

function. Hence, the absolute values of Qz matter. We draw the histogram of the

Qz in Fig. 4.6. We notice how the width of the distribution of Qz in the model

(blue and orange histograms) is much narrower than it is for the data (green histo-
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Figure 4.6: Normalised distribution of the redshift quality factor Qz for three
different samples: lightcone model with 5% variance in the flux error (blue line),
lightcone model with 10% variance in the flux error (orange line) and observed
PAUS data in W3 (green line). The right panel is the zoom in version of the left
panel.

gram). For GALFORM σ68(Qz) ∼ 0.36 for 5 per cent flux errors and σ68(Qz) ∼ 1.13

for the 10 per cent flux error case. For the PAUS W3 field, the distribution is much

broader with σ68(Qz) ∼ 6.35. This partly reflects the fact that catastrophic errors

or outliers are often due to unpredictable events such as poor weather conditions

that are very difficult to reproduce with a simple model for the flux errors. To

investigate this further we looked at the outlier fractions in the two error cases.

Using the definition in Eq. (4.2), for 5 per cent flux errors, we find that 5 per cent

of GALFORM galaxies to iAB < 22.5 are outliers. This reduces to about 1 per cent

when considering only the best 50 per cent of photometric redshifts. For the 10

per cent flux error scenario, we find an outlier fraction of 16 per cent for the entire

sample and 13 per cent for the half of the sample with the best quality photometric

redshifts. We can compare these numbers to the lower panel of fig. 3 of Eriksen

et al. (2019) which shows that the outlier fraction for the PAUS COSMOS field

limited to iAB = 22.5 reaches approximately 17 per cent, falling to about 5 per cent

when considering the 50 per cent best photometric redshifts. Again, the change

in number of outliers from considering the full sample and the best 50 per cent of

redshifts is more pronounced in the observations than in the simulated lightcone,
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reflecting the broader spread in spread in Qz for the observed data.

If we look deeper into the Qz distribution for the model and observations, the

centralised scatter is not the only difference. The shape of the Qz distribution is

quite different with a rise and decline for our simplified Gaussian error model and a

Qz ∼ 0 peak with a decline for the PAUS data (see Fig. 4.6 in the Appendix). This

is a limitation in our flux error modelling which however has no consequences in our

work as we are not using photo-z’s in the testing of galaxy colours. However, to get

the most realistic flux errors that our simple model can provide, it is more important

to reproduce the fraction of photometric redshift outliers, which can have a larger

impact on the form of the colour redshift relation, than the centralised error, which

typically scatters galaxies between adjacent redshift bins. For this reason we chose

the larger error as this gives a closer match to the observed outlier fraction, even

though it gives a somewhat larger centralised scatter.

Finally, it is reassuring that in Fig. 4.5 we can see no trace of any preferred

values for the photometric redshifts recovered for the model galaxies. In partic-

ular, the redshifts of the original output snapshots in the N-body simulation are

not apparent. This provides a validation of the treatment of the observer frame

magnitudes in the model lightcone. Recall that the observer frame is defined at

the simulation output redshifts on either side of the redshift at which the galaxy

crosses the observer’s past lightcone, and a linear interpolation is used to estimate

the magnitude at the lightcone crossing reshift (Merson et al., 2013).

4.3.2 Evolution of galaxy colours

Here, we study the evolution of the observer frame g − r colour with redshift. In

an effort to keep the results from the observational data as model independent as

possible, we use observer frame quantities to simplify the analysis, thereby avoiding

the need to devise k-corrections to transform colours to the rest-frame. Fig. 4.7

shows the number counts of galaxies with photometric redshifts in the g−r observer
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Figure 4.7: 2D histogram of galaxy counts in the g − r colour vs redshift plane,
for galaxies brighter than iAB = 22.5. The g − r colour is in the observer frame.
The width of the bins arw 0.13 in redshifts and 0.20 in g − r colour. The left
panel shows the galaxy counts from the combined W1 and W3 fields from PAUS.
The white line is used to separate red and blue galaxies (see text for equation).
This is the same criteria used to separate red and blue galaxies in Fig. 4.1. Stars
have been removed using the CFHTLenS property star_flag = 0. The lines with
bars show the median colour and 25-to-75 percentile range for the red and blue
populations. The right panel shows the same plane for the model lightcone. As the
model lightcone covers a roughly three times larger area than the observations, we
have randomly samples the model galaxies to match the total number of observed
galaxies. To compare the two panels, we set the same colour bar knowing that the
most populated bins of the model lightcone are saturated with counts above the
limit of 600 galaxies per bin.

frame colour − redshift plane (in bins of 0.13 in redshift and 0.20 in g − r colour)

for the combined PAUS W1 and W3 fields (left) and the model lightcone (right), in

both cases to a magnitude limit of iAB = 22.5. Focusing on the left panel first, the

shading shows that there are two distinct populations of galaxies, the well known

red sequence and blue cloud. Motivated by this, we place a dividing line to set the

boundary between these populations:

g − r = 1.7 z + 0.35 z < 0.44 , (4.3)

g − r = 1.1 z > 0.44.

Blue galaxies are those below this line and red galaxies are above it. Whilst there

is a clear peak in the counts of galaxies in the red and blue clouds, there is a low

count bridge with intermediate colours connecting these two clouds. Having split
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the population into two using this line, we can compute the median colours of

the sub-populations on either side of the dividing line, along with the respective

interquartile ranges (shown by the coloured lines and bars). The striping along the

redshift axis is due to large-scale structure in the W1 and W3 fields.

The observer frame g−r colour evolves with redshift. There are two main phys-

ical contributions to the shape of the galaxy spectral energy distribution which

affect this evolution: the shape of the stellar continuum, which depends on the

amount of ongoing star formation and the age of the composite stellar popula-

tion, and the attenuation of the starlight by dust. In the rest frame, the effective

wavelength of the g-band is 4792.9Å and for r it is 6212.1Å. The main spectral

feature at these wavelengths is the 4000Å break, a combination of various metal ab-

sorption lines over a range of several hundred angstroms which are stronger in older

stellar populations. PAUS images galaxies using narrow band filters that span the

wavelength range from 4500Å to 8500Å . A wavelength of 4000Å in the rest-frame

is sampled by the PAUS filterset for redshifts between 0.125 < z < 1.125, and by

the g and the r bands in particular for redshifts in the range 0.16 < z < 0.36. The

decline in the spectrum associated with the 4000 Å break actually starts around

4500 Å, close to the effective wavelength of the g-band. As redshift increases, the

g−band in the observer frame samples progressively shorter wavelengths in the

rest-frame, moving down the 4000Å break. The observed g − r colour gets redder

with increasing redshift, with the gradient being somewhat steeper for red galaxies

(with deeper 4000Å breaks). Note that star-forming galaxies display a modest

reddening of the stellar continuum around 4000 Å , albeit not as pronounced as in

galaxies with older composite stellar populations. Hence the observer frame g − r

colour for star-forming galaxies in the blue cloud also gets redder with increasing

redshift. At z = 0.4, the observer frame r-band samples the rest-frame effective

wavelength sampled by the g-band at z = 0, and the g filter starts to move down

to redder wavelengths than the break. At higher redshifts than this, there is a

divergence in the observer frame g − r colours found for the red and blue clouds,
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Figure 4.8: Same as Fig. 4.7 but with the colour bar limit set to 1200 counts instead
of 600. To compare the two panels, we set the same colour bar to the limit of the
most populated bin. Since the bimodality is stronger in the lightcone (i.e. more
galaxies laying in fewer bins), the PAUS histogram looks shallower in colours.

with both filters now sampling rest-frame wavelengths that are shortwards of the

4000Å break.

The right panel of Fig. 4.7 shows the equivalent information for the model

lightcone. As the lightcone covers a larger solid angle than the combined W1 and

W3 fields, we have randomly sampled the model galaxies to match the total number

of galaxies in the observed sample (583 992 galaxies). In principle this allows us

to use the same colour scale for the density shading for the observations and the

model. However, as the colour bimodality is noticeably tighter in the model, the

yellow bins in the right panel are all saturated as the counts are around a thousand

per pixel. For a fair comparison we also reproduced the same plot in Fig. 4.7 but

for a higher limit in the colour bar set to the most populated bin. In Fact, in

Fig. 4.8 we see how the bimodality in galform looks less pronounced (as there are

not saturated bins anymore) but the PAUS bimodality looks less defined. The

larger solid angle of the model lightcone also means that large-scale structure has a

smaller impact on the number of galaxies, so we see little evidence of any striping

in redshift. The overall locus of galaxies in the red and blue clouds in the model

is similar to that seen in the observations, so we are able to use the same line to
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Figure 4.9: Running medians for the observer frame g − r colour vs redshift. In
each case (lightcone, PAUS and VIPERS) red and blue galaxies have been split
according to the white line in Fig. 4.7 and the median has been computed in the
two populations of galaxies separately. Left panel: The running median computed
for different apparent magnitude limits. Right panel: the running median has
been computed for different quality cuts, using the property Qz (see Eriksen et al.
2019) to identify the 50, 20 and 10 per cent best quality redshifts of the sample.

divide the model galaxies into red and blue subsamples.

To make a more quantitative comparison of the colour evolution between the

observations and the model, we compute the median and interquartile range of

the distribution of g − r colour in narrow redshift bins, considering the blue and

red populations separately. One thing that is readily apparent is the stronger

bimodality in the model colours compared with the observed ones. This was already

visible in the relative tightness of the shaded regions in the colour- redshift plane

in Fig. 4.7, and is backed up by the narrower interquartile range of colours in the

model compared with the observations. This behaviour of the model had already

been noticed in previous comparisons (González et al., 2009; Manzoni et al., 2021).

We make further comparisons between the evolution of the observer frame colour

distributions in the model lightcone and observations in Fig. 4.9. For clarity we drop

the density shading in this plot and show only the median colour and interquartile

range for different selections. The left panel of Fig. 4.9 extends the standard colour -

redshift comparison made at the PAUS depth of iAB = 22.5 in two directions. First
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we consider a brighter magnitude cut, rAB = 19.8, which corresponds to the depth

of the faintest fields in the GAMA survey. As expected, median colours can only

now be plotted out to a lower redshift of z = 0.45, as there are very few galaxies at

higher redshifts. The median colours in the model are insensitive to this change in

magnitude limit, though the observations suggest that both red and blue galaxies

get redder with the brighter apparent magnitude cut. In the left panel of Fig. 4.9 we

also compare the model with an alternative sample of higher redshift galaxies, using

the VIPERS spectroscopic sample (Scodeggio et al., 2018), which is limited to the

same depth as PAUS (iAB = 22.5). Colour pre-selection is used to identify VIPERS

targets, which limits this survey to redshifts z & 0.5 (see Fig. 3 of Guzzo et al. 2014

for the colour-colour selection used to select high redshift target galaxies). The

high redshift tail of the colour - redshift relation agrees remarkably well between

VIPERS and PAUS, suggesting that this result is not sensitive to errors in the

estimated photometric redshifts. The red galaxies in the model lightcone are in

somewhat better agreement with those measured from VIPERS, whereas the blue

model galaxies are bluer than the results from both observational datasets. This

comparison shows the usefulness of the PAUS measurements which span a much

wider redshift baseline than comparable spectroscopic surveys, which are either

shallower and hence only cover the lower redshift half of the PAUS redshift range,

as is the case with the GAMA survey, or which do not measure low redshift galaxies,

as in the case of VIPERS.

The right panel of Fig. 4.9 investigates if the selection of higher quality pho-

tometric redshifts changes the appearance of the colour-redshift relation. Eriksen

et al. (2019) and Alarcon et al. (2021) show that the quality factor property can

be used to define a subset of galaxies with fewer redshift mismatches or outliers

and a smaller scatter in the estimated redshift than would be found in the full

apparent magnitude limited sample. We want to rule out two effects: firstly that

the distribution of quality factors might be different for red and blue galaxies due

to a dependence of photometric redshift accuracy on galaxy colour, and secondly,
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that changing the fraction of outlier redshifts could alter the appearance of the

colour - redshift relation. In the right panel of Fig. 4.9, we plot the median colour

for the entire sample, and for subsamples comprising the best 50, 20 and 10 per

cent of redshifts. Although the median colours agree within the 25th - 75th in-

terquartile range, we note a slight shift in the blue cloud medians to bluer colours

when restricting the sample to better quality redshifts. The colours measured for

better quality photometric redshift samples seem to agree better with the lightcone

predictions.

Finally we dig deeper into the evolution of galaxy colours by considering galaxies

selected to be in narrow ranges of apparent magnitude and redshift. In Fig. 4.10,

we plot the distribution of the g−r observer frame colours for both the GALFORM

and the PAUS samples. We consider three representative magnitude bins: 18.5 <

i < 18.9, 19.7 < i < 20.0 and 21.7 < i < 22.0, which for convenience we call bright,

medium and faint respectively. We split each apparent magnitude sample into two

redshift bins: a ‘low redshift’ one spanning 0.1 < z < 0.3 and a ‘high redshift’ one

covering 0.4 < z < 0.7. As noted when commenting on Fig. 4.7, the bimodality

of the colour distribution predicted in the model is more pronounced than that

recovered in the observations. This can be seen quite clearly in the high redshift

bins of the medium and faint samples. However, the predicted g − r colour covers

the same range as the data in every panel of Fig. 4.10. Reassuringly, the shape

of the PAUS distribution does not change when selecting the best 50 per cent of

photometric redshifts using a cut on the quality parameter. We note as well that

in the high redshift bin of the faint sample, the model predicts an excess of red

galaxies, although the position of the peak of the red sequence is in agreement

with that seen in the data. In the high redshift bin for the bright sample the

model instead seems to underpredict the number of blue cloud galaxies, showing

less bimodality than the data, in contrast to the other magnitude/redshift bins.

Although the high redshift bin shows some anomalies in the location and height of

the blue cloud and red sequence peaks, the low redshift bins seems to agree almost
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Figure 4.10: Histogram of the g− r colour, for the lightcone and PAUS W1 + W3
fields, split in different bins of apparent magnitude and redshift, as labelled. The
PAUS histograms are plotted for different cuts of the quality of the photometric
redshifts. Qz < 100 includes more than 99 per cent of the sample while applying
Qz < 4.13 retains the best 50 per cent of the sample.
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perfectly between the model and the PAUS observations.

4.4 Conclusions and discussion

We have presented a new observational test of galaxy formation models using a

novel narrow band imaging survey, the PAU Survey. The narrow band imaging

provides accurate photometric redshifts, which allow us to measure how galaxy

properties evolve with redshift. The use of photometric redshifts removes any po-

tential biases associated with the successful measurement of spectroscopic redshifts,

and allows us to quantify the evolution of galaxy colours over an unprecedented

baseline in redshift for a single survey with a homogeneous selection. We focus

on observer frame galaxy colours to minimize the processing applied to the data.

Hence, we do not need to model the k-correction needed to estimate a rest-frame

magnitude from the observed photometry. To connect the observations to a theor-

etical model of galaxy formation, we build a mock PAUS survey by implementing

the GALFORM model into the P-Millennium N-body simulation Baugh et al. (2019).

The PAUS survey is magnitude limited to iAB . 22.5, with redshifts that are

mainly distributed between 0 < z < 1.5 with a peak occuring at about z ∼ 0.5 (see

Fig. 4.3). Over this redshift range a significant change in the global star formation

rate per unit volume is observed (Madau and Dickinson, 2014).

We focus on the observer frame g−r colour and its evolution with redshift. The

observed colour distribution shows a clear division into red and blue populations (as

shown in Fig. 4.7). The observer frame colours evolve strongly with redshift. This

is driven mostly by the redshifting of the filters, which sample different features in

the spectral energy distribution of galaxies with increasing redshift. A secondary

driver of the colour evolution is the change in the intrinsic galaxy properties with

redshift, such as the typical star formation rate.

Hence to compare theoretical predictions to the observations, it is necessary to

model the bandshifting effects on the filters and to build a mock catalogue on an
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observer’s past lightcone, rather than focusing on fixed redshift outputs (Baugh,

2008). We do this by implementing the GALFORM semi-analytical model of galaxy

formation into the P-Millennium N-body simulation, using one of the recalibrated

models presented in Baugh et al. (2019). The construction of a lightcone mock

catalogue is described in Merson et al. (2013). An earlier PAUS mock was made

using this approach, but with a different N-body simulation by Stothert et al.

(2018b). The mass resolution in the P-Millennium N-body simulation is almost an

order of magnitude better than that in the simulation available to Stothert et al.

(2018b), allowing intrinsically fainter galaxies to be included in the mock. Also, the

P-Millennium has four times as many snapshots as the previous simulation, which

means that the calculation of galaxy positions and magnitudes is more accurate

than before.

The galaxy formation model used to build the mock is calibrated against mostly

local observations. In particular, Baugh et al. (2019) focused on the reproduction

of the optical bJ-band luminosity function and the HI mass function in the recal-

ibration of the model parameters (the recalibration was necessary because of the

change of cosmology in the Planck Millennium, compared with earlier runs, and

the improvement in the mass resolution). Hence, a useful entry level test of the

model is that it reproduces the number counts in the PAUS survey as a function

of apparent magnitude and redshift.

The observed number counts are reproduced closely by the mock catalogue

(Fig. 4.2). This exercise also showed the importance of a robust and accurate

algorithm for star-galaxy separation, in order to make a reliable comparison of

galaxy counts with the model. This is particularly relevant at bright apparent

magnitudes where stars make up a larger fraction of the total counts of objects.

We also investigated if the number counts of galaxies change when we restrict our

attention to galaxies with an estimated photometric redshift. In the first instance,

when a galaxy has a photometric redshift estimated, the shape of the number

counts is unchanged. There is a small reduction in amplitude because photometric
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redshifts are only estimated for galaxies that have been observed in all of the 40

narrow band filters, and not all galaxies in the PAUS W1 and W3 fields meet

this criteria. If we restrict attention to galaxies which, on the basis of the quality

parameter (see Eriksen et al. 2019), are inferred to have good photometric redshifts,

the shape of the number counts is changed, with the fraction of galaxies with

high quality photometric redshifts varying strongly with apparent magnitude. The

model gives a good match to the overall galaxy redshift distribution, limited to the

GAMA or PAUS survey apparent magnitude cuts.

We use the clear separation between galaxies in the colour - redshift plane

(Fig. 4.7) to divide galaxies into red and blue populations. This definition works

well both for the PAUS observations and the GALFORM mock catalogue. Reassur-

ingly, when we limit our attention to those galaxies with high quality photometric

redshifts in the observations, the colour distribtuion does not change, unlike the

overall galaxy counts. The observer frame colour redshift relation from a pho-

tometric redshift survey like PAUS is therefore robust statistic to compare with

galaxy formation models. Qualitatively, the colour-redshift plane looks similar in

the model and observations. The red and blue sequences are more sharply defined

in the model than in the observations. However, there is good agreement between

the median colours (and interquartile range) of the red and blue galaxies as a func-

tion of redshift. PAUS is able to probe the colour - redshift relation over a wide

baseline in redshift (from z = 0 to z = 1.2) with a homogeneous selection.

We conclude our study by looking at the distribution of the observer-frame

colour g−r in bins of apparent magnitude iAB and redshift. Again, this test seems

to be unaffected when only considering the 50 per cent of galaxies with the best

quality redshifts. The comparison between the model of the data is good at low

reshifts. However, at high redshift, there are some discrepancies in the position of

the peak of blue galaxies, especially for bright objects. The red peak appears at the

same position as in the observations in each of the apparent magnitude samples.

One possibilities is that we need to improve the treatment of dust extinction in
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GALFORM (see Lacey et al. 2016 for a description). The relative number of red and

blue galaxies in the model is also something that can be improved. Although,

there is still room for improvements in the accuracy of GALFORM prediction, the

tests developed in this study are well fulfilled by GALFORM and they seem to be a

good indicator of the accuracy of the model predictions for future galaxy surveys.
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Chapter 5

Modelling the quenching of star

formation activity from the

evolution of the colour-magnitude

relation in VIPERS

We study the evolution of the colour-magnitude relation for galaxies in the VIMOS

Public Extragalactic Redshift Survey (VIPERS) by introducing the concept of the

bright edge, and use this to derive constraints on the quenching of star forma-

tion activity in galaxies over the redshift range 0.5 < z < 1.1. The bright-edge

of the colour-magnitude diagram evolves with little dependence on galaxy colour,

and therefore on the amount of star formation taking place in bright galaxies. We

modelled this evolution with delayed exponential star formation histories (SFHs),

to better understand the average time-scale of the turn-off in star formation activ-

ity. We show that using SFHs without quenching, the transition from the blue

cloud to the red sequence is too slow. This indicates that a scenario purely driven

by the consumption of the gas inside each galaxy does not reproduce the observed

evolution of the colour-magnitude bright edge. For instantaneous quenching, the

best match to the observations assumes that galaxies stop their star formation at
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a randomly distributed time up to ∼ 2 − 2.5 Gyr after observation. We argue

that quenching is required over a wide range of stellar masses. Qualitatively sim-

ilar evolution of the bright edge is found in the predictions of a semi-analytical

galaxy formation model, but quantitatively there are marked differences with the

observations. This illustrates the utility of the bright edge as a test of galaxy form-

ation models. The evolution changes and no longer matches the observed trend if

feedback from heating by active galactic nuclei is turned off.

5.1 Introduction

Over the past two decades galaxy evolution studies have provided us with funda-

mental insights into galaxy formation. The global star formation rate density in

the Universe peaked at a redshift of z ∼ 2, and has then steadily declined, by an

order of magnitude, to the present day (Madau et al. (1996); Lilly et al. (1996); see

Madau and Dickinson (2014) for a comprehensive review). This decline is associ-

ated with the gradual transfer of star formation activity from more massive galaxies

at high redshift to progressively less massive ones over cosmic time, an effect re-

ferred to as downsizing Cowie et al. (1996); Gavazzi and Scodeggio (1996); Thomas

et al. (2005); Treu et al. (2005); Juneau et al. (2005); Siudek et al. (2017). This

means that by today, smaller and smaller galaxies have experienced a star-forming

phase and then moved into a passive stage. This results in a progressive exten-

sion of the passive galaxy population towards lower stellar masses (see for example

De Lucia et al., 2007; Kodama et al., 2007; Rudnick et al., 2009), as star-forming

“blue cloud” galaxies migrate to the quiescent, passively evolving “red sequence”.

The observed bimodality in many photometric, spectroscopic, and morphological

galaxy properties (see, for example, Strateva et al., 2001a; Baldry et al., 2004;

Balogh et al., 2004; Kauffmann et al., 2003; Krywult et al., 2017) has been put

forwards as an indication that the transition between the red and blue populations

might take place quite rapidly (see for example Faber et al., 2007). This would
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imply the existence of a physical process capable of suppressing the star formation

activity that operates on a much shorter time-scale than that on which the gas is

consumed inside a galaxy. We refer to this physical process as quenching.

The origin of the star formation quenching remains controversial and may not be

due to one process. One of the first mechanisms proposed to quench star formation

in galaxies was ram pressure stripping Gunn and Gott (1972), but its effectiveness

appears to be limited to clusters of galaxies, based on where we have been able to

identify galaxies suffering ram pressure stripping (see for example Giovanelli and

Haynes, 1985). This “galaxy strangulation” quenching mechanism has received re-

newed attention as the possible primary driver for star formation quenching Peng

et al. (2015). With the advent of galaxy formation simulations, a simple AGN

feedback model was introduced to shut down gas cooling in massive halos, in or-

der to match the bright end of the observed galaxy luminosity function Benson

et al. (2003); Croton et al. (2006); ?); De Lucia et al. (2007). Observationally the

effectiveness of AGN feedback in shutting off star-formation has been studied in

Vergani et al. (2018) using the NUVrK diagram for VIPERS galaxies with stellar

masses greater than 5 × 1010M�. However, the observational evidence for such

feedback, in particular for the range of halo masses over which it is required to

be effective is still unclear Bongiorno et al. (2016); Taylor and Kobayashi (2016).

Henriques et al. (2017) argued that the star formation quenching in their semi-

analytical model produces predictions that agree qualitatively with observations,

but is too effective in dense regions and predicts too much recent star formation

in massive galaxies. A similar conclusion was reached by Bluck et al. (2016) on

comparing galaxy formation models with Sloan survey observations.

From the observational point of view, even establishing that quenching is taking

place inside previously star-forming galaxies is not trivial.

E+A galaxies ∗ experienced quenching in their recent past, but their rarity,
∗The spectra of E+A galaxies have strong Balmer absoprtion features but do not show evidence

of ongoing star formation, such as [OII] or Hα emission lines. This suggests that they experienced
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while lending support to the hypothesis of a short time-scale transition from the

blue cloud to the red sequence, makes the understanding of both their connection

with the wider galaxy population, and of the details of the quenching process,

complicated (see for example Kaviraj et al., 2007; Yesuf et al., 2014; Wild et al.,

2016). Similar uncertainties affect the study of the “green-valley” galaxies Wyder

et al. (2007); Martin et al. (2007), which have been considered either as a “normal”

evolutionary stage common to all galaxies Martin et al. (2007); Salim (2014), or as

“peculiar” objects representative of the evolution of a small fraction of the overall

galaxy population Smethurst et al. (2015). Schawinski et al. (2014) claim instead

that the green valley is just populated by normal star-forming galaxies at very high

masses. A number of studies have attempted to model the properties of the overall

galaxy population to derive constraints on the quenching of star formation (see for

example Ciesla et al., 2016; Abramson et al., 2016; Lian et al., 2016; Bluck et al.,

2016; Davies et al., 2019). The main results are a confirmation of a short time-scale

for the quenching (on the order of 200 to 500 Myr, Ciesla et al. (2016)), and an

estimate that quenching affects a relatively large fraction of galaxies, around 30

to 45% of the overall population Lian et al. (2016). However, Abramson et al.

(2016) argue that the very idea of quenching comes from the use of over-simplified

canonical parametrizations of the star formation history (SFH) which in general

are not able to reproduce both the tail of high star formation rate (SFR) at z ∼ 1

and the low SFRs seen today.

Here, we take 65 000 galaxies from the VIPERS galaxy redshift survey Guzzo

et al. (2014) to study the evolution of the colour-magnitude relation for the overall

galaxy population. In particular, we use the evolution of the “bright edge" of the

galaxy distribution in the rest-frame U −V colour vs. absolute V -band magnitude

plane to derive illustrative constraints on the SFH quenching time-scale, and on

the ability of this process to affect galaxies over a large range of stellar masses. The

a starburst about 1Gyr prior to observation, and so do not have the canonical spectrum of an
elliptical galaxy, which are typically assumed to have had no star formation over a much longer
period, but rather that of an elliptical combined with an A-star. They are also referred to as
post-starburst galaxies; see Dressler and Gunn (1983); Wild et al. (2009).
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large number of galaxies in VIPERS allows us to develop a statistical understanding

of quenching time-scales. In terms of a single galaxy, the quenching is implemented

as the instantaneous truncation of star formation activity. Given the depth of

VIPERS our study primarily focuses on bright galaxies, so we are unable to draw

conclusions about quenching in faint galaxies (see e.g. Davies et al. (2019) for

constraints on quenching in faint galaxies at somewhat lower redshifts than those

considered here).

This chapter is set out as follows: in Section 5.2 we describe the modelling

and assumptions made to obtain galaxy properties from the VIPERS data; in

Section 5.3 we explain how we model different SFH scenarios; in Section 5.4 we

present the observed colour-magnitude relation and its evolution tracked using the

bright edge concept; in Section 5.5 we show the results of our synthetic evolution

compared to the observed sample to constrain quenching; in Section 5.6 we compare

our findings with the evolution of the colour-magnitude relation predicted by the

GALFORM semi-analytic models and, finally, in Section 5.7 we discuss our main

results.

We use a flat Λ CDM cosmology with Ωm = 0.3, ΩΛ = 0.7 andH0 = 70 km/s/Mpc,

unless stated otherwise.

5.2 Modelling of galaxy properties from the data

5.2.1 The VIPERS data

The galaxy sample used here is based on the full data release of the VIPERS spec-

troscopic survey. VIPERS is a galaxy redshift survey carried out with the VIMOS

spectrograph at the ESO Very Large Telescope (see Guzzo et al. (2014) for a full

description of the survey), covering approximately 23.5 deg2 of sky, and targeting

a sample of galaxies brighter than iAB = 22.5, selected to be at redshift z > 0.5 on

the basis of a simple, but rather effective, colour-colour selection criterion.
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Figure 5.1: Examples of delayed exponential SFHs for different τ , offset by tstart
from the Big Bang, which corresponds to t = 0. Through SED fitting, which is
based on photometric and spectroscopic data (see Franzetti et al. (2007)), every
galaxy is assigned an age, t−tstart, and a characteristic time-scale of star-formation,
τ , which determine the form of the SFH. We stress that each SFH plotted has a
different tstart, equivalent to the redshift at which the galaxy starts to form stars.

The full VIPERS data release Scodeggio et al. (2018) provides a spectroscopic

catalogue with redshift measurements for 86, 775 galaxies, coupled with a par-

ent photometric catalogue largely based on the VIPERS Multi-Lambda survey

Moutard et al. (2016b), providing photometric data that include the GALEX FUV

and NUV bands, the CFHTLS data release T0007 u, g, r, i and z bands, and the

WIRCAM or VIDEO infrared Ks band (see Scodeggio et al. (2018) and Moutard

et al. (2016b) for details).

Here we use the subset of galaxies with a reliable redshift measurement (i.e. a

measurement with a probability larger than 95% of being correct, corresponding to

a reliability flag ≥ 2 in the VIPERS catalogue, see Scodeggio et al. (2018) for de-

tails), limited to the redshift range 0.5 < z < 1.1, giving a total of 64, 889 objects.

This subset is fully representative of the galaxy population over this redshift range,
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thanks to two important properties of the VIPERS survey: the high sampling rate

achieved by VIPERS, whereby on average 47% of the complete parent photometric

sample has been observed, and the very high success rate for the redshift measure-

ments, with on average 90% of the targeted objects having a redshift measurement

(note that the spectroscopic success rate is only weakly dependent on galaxy prop-

erties, as shown by Fig. 7 of Scodeggio et al. (2018)).

5.2.2 Galaxy properties and SED fitting

Here, we are interested in studying the observed evolution of the bright edge of

the V -band rest frame absolute magnitude vs U − V rest frame colour. These

quantities come from the Public Data Release 2 (PDR-2) which is available at

http://vipers.inaf.it/rel-pdr2.html and presented in Scodeggio et al. (2018).

To analyse the redshift evolution of the colour-magnitude relation, we divide the

sample into six redshift bins, with a width of 0.1, from z = 0.5 to z = 1.1 (which

corresponds to a look-back time which ranges between approximately 5 and 8 Gyr).

We reconstruct the SFH of individual galaxies using SED fitting carried out

with the GOSSIP software Franzetti et al. (2008). We start from the ugrizKs

photometry, supplemented with the spectroscopic data, in order to reduce the well

known degeneracies between age, star formation timescale and dust extinction that

afflict SED fitting results derived purely from photometric data (see the discussion

in Thomas et al., 2017). We use a template library based on the PEGASE 2 model

Fioc and Rocca-Volmerange (1997), assuming a delayed exponential SFH according

to the prescription from Gavazzi et al. (2002)∗:

sSFR(t, τ, tstart) =
t− tstart

τ2
exp

[
−(t− tstart)2

2τ2

]
, (5.1)

where t is the cosmic time (with t = 0 corresponding to the Big Bang), tstart is the

moment at which the galaxy starts to form stars and τ is the characteristic timescale
∗We write the SFH in terms of the specific SFR (sSFR = SFR/M) as in our model the SFH

is normalised to produce 1M� of stars.
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of star formation which identifies the maximum of the sSFR. This form is often

referred to as a SFH “a la Sandage” as Sandage (1986) was the first to discuss such

a SFH. Fig. 5.1 shows some example SFHs generated using this parametrization to

illustrate the influence of the parameters on the SFH.

The SFH parameters that we constrain in our SED fitting are the characteristic

time-scale, τ , and the age of the galaxy, t − tstart (since t is related to redshift,

tstart can also be deduced). The benefit of using a delayed exponential SFH, as in

Eq. 5.1, is that such a SFH displays an initial increase of the SFR that peaks at

t−tstart = τ (see Fig. 5.1), so that late-type galaxies which are still actively forming

stars can be described as well as passive early-type galaxies: late-type galaxies will

tend to be fitted with larger values of τ than early-types. Recall that a small value

of τ means that the majority of stars are formed in the early stages of the life of

the galaxy, which is usually the case for early-types.

We have chosen to use the PEGASE model because it can compute galaxy SEDs

with self-consistent evolution of the metallicity and the internal extinction, driven

by the input SFH. The template library used here covers a grid of galaxy ages,

t − tstart, from 0.1 to 15 Gyr with a step of 0.1 Gyr, and a grid of star formation

time-scales, τ , ranging from 0.1 to 25 Gyr, again with a step of 0.1 Gyr. For each

galaxy in our sample we estimate an age, t− tstart, and a star formation time-scale,

τ , based on the value of these two quantities for the best-fitting template, with the

constraint that the galaxy age is less than the age of the Universe at the redshift

of the galaxy. We have checked the SFRs inferred from our best-fitting SFHs are

in general agreement with observationally inferred SFRs (A.1).

The delayed exponential SFH model is undoubtedly an over simplification of

the actual SFH history in galaxies. Several studies have compared simple empirical

SFH models with the output of physical models of galaxy formation Pforr et al.

(2012); Gladders et al. (2013); Mitchell et al. (2013); Simha et al. (2014); Diemer

et al. (2017). Mitchell et al. (2013) showed that simple, declining exponential

SFHs, when used to fit the photometry of GALFORM galaxies, could nevertheless
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give a reasonable estimate of properties such as stellar mass. Simha et al. (2014)

compared a wider range of parametric SFHs to those predicted in a hydrodynamic

simulation of galaxy formation. They found that a simple exponential SFH gave

systematic errors in galaxy colours. Their “lin-exp” model, which is equivalent

to the delayed-exponential used here, performed much better overall, experiencing

problems mainly for the very bluest and reddest galaxies.

5.3 Modelling the evolution of the colour-magnitude

relation

The modelling of SFHs discussed in Section 5.2 provides us with a tool to predict

quantitatively the evolution of the colour-magnitude relation as a function of red-

shift for the galaxies in our sample. The quality of this modelling is tested in A.1,

in which we compare the SFR predicted by our model with that inferred from the

luminosity of the [OII]λ3727 emission line. We follow the recipe of Moustakas et al.

(2006) to estimate the SFR from the luminosity of the [OII]λ3727 emission line,

using the luminosity of the line and the rest-frame B-band absolute magnitude, as

given in Eq. A.1. This estimate is completely independent from our SED fitting

modelling. In A.1 we show that the SFR vs U − V colour and the SFR vs redshift

relations, whilst yielding different absolute values, follow the same trend for the

two estimates. This gives us some confidence that the SED modelling is giving a

reliable prediction of the SFR at the epoch of the observation.

In this section we describe the different scenarios (Fig. 5.2) that we test to

predict the photometric evolution of galaxies found in a given redshift bin. We then

compare this predicted evolution with the observed distribution within different

redshift bins, to select which of our SFH scenarios best describes the observed

galaxies, and thereby derive constraints on the quenching of star formation activity.
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5.3.1 Model description

We use a combination of observations and predictions based on our SED fitting

results to estimate the amount of photometric evolution the galaxies in our sample

are most likely to undergo. The starting point is the set of observed properties

for galaxies in a given redshift bin (which we call the start-redshift bin), while

the end point is the predicted properties for these objects at some later time (the

end-redshift epoch). First, we associate with each galaxy in the start-redshift

sample an evolutionary model expressed in terms of a SFH, by selecting the model

which provides the best-fitting SED template to the galaxy’s observed broad band

magnitudes and spectrum. In doing so we assume that the evolutionary model

provides a good description of the galaxy properties for an extended time around

the cosmological epoch when the galaxy was observed. Since this model provides us

with a synthetic SED at all possible times (from the start of star formation activity,

assumed to take place at z=4, to the present epoch), we can use it to predict how

much the galaxy luminosity changes with time in the various photometric bands.

In particular, we compute the change in luminosity (for each band) after a time

interval corresponding to the difference in look-back time between end and start-

redshifts (∆Lmodel), and we use these predictions to compute the expected absolute

magnitudes and rest-frame colour of the galaxy at the end-redshift epoch (Lzend =

Lobs + ∆Lmodel, with Lobs being the luminosity at the epoch of the observation,

and Lzend the predicted luminosity at the end-redshift epoch).∗

To test other SFH scenarios we add the possibility that the SFH is truncated

or quenched. The quenching is always assumed to be both complete (i.e. the

SFR is set equal to zero after the quenching), and instantaneous (limited to the

time-resolution of the models). These two assumptions are extreme but allow us
∗We caution the reader that we have used different SED templates from those used to derive

properties in the VIPERS database, and so the absolute values of properties that we obtain
should not be compared to those in the database. However, since we are primarily interested in
the variation of fitted model parameters with redshift rather than their absolute values, this is not
an issue for our analysis.

128



5.3.1. Model description

Figure 5.2: Schematic representation of the three SFH scenarios considered. Top
panel: smooth delayed exponential SFH (as in Eq. 5.1), without any truncation
or quenching. Middle panel: SFH that is quenched at the redshift at which the
galaxy is observed i.e. the subsequent SFR is set to zero. Bottom panel: SFH
that is quenched at a randomly selected time within a time interval (shown by the
shaded area) after the epoch of observation. The x-axis indicates the age of the
galaxy. t1, t2 and t3 represent the time at which we test the synthetic evolution
of the colour magnitude relation (see Section 5.5). We consider different values for
the time interval, ∆tquench over which quenching can take place.
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to treat the problem in a simple way and to retrieve general trends rather than

detailed conclusions. We have experimented with two possible quenching scenarios:

the first in which all galaxies are quenched at the same time, immediately after the

start-redshift epoch (see the middle panel of Fig. 5.2 for an example of such a SFH),

and the second where the quenching time is drawn uniformly from a limited time

interval (bottom panel of Fig. 5.2). We have explored three possibilities, specified

by the length of the time interval from which the quenching time is selected: 1,

1.5, and 2.5 Gyr. In all cases, the start of the period over which quenching could

occur starts immediately after the start-redshift epoch. The reason for the choice

of these three interval times is that they are representative of the range of lookback

times of the VIPERS survey redshift bins. By varying the time range over which

quenching can take place, we vary the fraction of galaxies that are quenched at

a given redshift. Of course, for end-redshifts corresponding to a change in time

interval that is greater than the time interval from which the quenching epoch is

selected, all galaxies will be quenched.

5.3.2 Example tracks for the no-quenching case

Fig. 5.3 shows an example of the evolution expected in the colour-magnitude plane

when galaxies follow the basic "no-quenching SFH" illustrated in the top panel

of Fig. 5.2. In Fig. 5.3 we highlight, using thick solid lines, the evolution of SFH

tracks in the colour-magnitude plane for a few example galaxies over the whole time

interval of 2.5 Gyr (corresponding to the evolution from the median redshift in the

1.0 < z < 1.1 start-redshift bin to the median redshift in the 0.5 < z < 0.6 end-

redshift bin). The points in the background of Fig. 5.3 are the observed galaxies in

the start-redshift bin (red circles) and their evolved counterparts in the end-redshift

bin (green stars).

The reddest of the example galaxies (U − V ∼ 1.5, V ∼ −22.6) has already

completed its star formation life cycle, and undergoes purely passive evolution,

fading in V magnitude and becoming redder still in U − V . The progressively
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Figure 5.3: Evolution of the colour-magnitude relation starting from the (observed)
start-redshift bin 1.0 < z < 1.1 (red empty circles) over a period of 2.5 Gyr, ter-
minating in the end-redshift bin 0.5 < z < 0.6 (green empty stars). The evolution
is based on the best-fitting PEGASE models built with a delayed exponential SFH
(see the schematic representation in the top panel of Fig. 5.2, with the green points
being plotted at t3, which corresponds to the end-redshift). Thick black lines show
the evolutionary tracks of a few “example galaxies” which start at the filled circle
and end at the filled star.

bluer galaxies can be characterised by increasingly more important star formation

activity, with the three bluest objects (U − V < 0.6) showing how a combination

of different ages and star formation time-scales can result in significantly different

evolutionary tracks for galaxies starting with similar properties at the epoch of their

observation. If we now consider the population of galaxies instead of individual

objects, the overall evolution that we see is that of a global move towards redder

colours and fainter magnitudes, creating a more defined bimodality between the

blue cloud and the red sequence (see the deficit of green stars around U−V ∼ 1.5):

galaxies in the redder half of the rest-frame colour distribution at the start-redshift

epoch evolve to reach the red sequence at the end-redshift epoch, while galaxies

that start in the bluest part of the distribution can remain in part of the blue cloud,

albeit with significantly redder colours. We stress that this behaviour is not obvious
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when examining only a few example tracks but is something that becomes apparent

when considering the population of galaxies. For example, the bluest object in the

example tracks becomes brighter as it is evolved from its observed colour and

magnitude. Other galaxies near the bright edge, however, are predicted to evolve

such that they become fainter and redder. These objects drive the bimodalilty

in the evolved colour - magnitude relation. Note that we do not require that the

evolved population meets the VIPERS selection, so some evolved galaxies would

not be observed in VIPERS.

5.4 The evolution of the colour-magnitude relation in

VIPERS

To test our modelling of galaxy SFHs using the colour – magnitude relation, we

need to choose a robust feature we can use to quantitatively track and describe the

evolution of the VIPERS galaxies. We decide to define a bright edge in the colour

magnitude distribution. Due to the declining cosmic star formation rate density

with increasing cosmic time, we expect a general reduction in the luminosity of

the brightest galaxies which can be tracked by the bright edge. Of course, both

luminosity and colour can change in response to different SFHs, as shown in Fig. 5.3.

However, since studies like Davidzon et al. (2013) have already focused on galaxy

colours, we have decided instead to devote our attention to studying the evolution

in galaxy magnitudes within the colour-magnitude plane.

5.4.1 Defining the bright edge of the colour – magnitude relation

To define the bright edge of the colour – magnitude relation in an objective and

quantitative way, we partition the plane into a grid of cells 0.10 mag wide along

both axes. For a fixed colour bin we count the number of galaxies in each absolute

magnitude bin and find the most populated bin. Moving from this bin in the
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5.4.1. Defining the bright edge of the colour – magnitude relation

Figure 5.4: Histogram of V -band absolute magnitudes in the colour bin 1.0 <
U − V < 1.1 for the VIPERS sample, along with the details of the operational
definition of the bright edge. The thin dashed vertical line indicates the most
populated magnitude bin and the thick dashed vertical line identifies the location
of the bright edge in that colour bin, where the differential galaxy counts drop
below 15% of that in the most populated bin.

direction of brighter magnitudes, we define the edge location as the first bin for

which the occupancy falls below 15% of that in the most populated bin (see Fig. 5.4

for an illustration of this process for one colour bin). This process is repeated for

each colour bin.

Since the values of the bin size and occupancy threshold are arbitrary, we have

checked that our results are not significantly affected by these choices. Specifically,

we have tested the robustness of the edge definition against the size of the bins

in both the rest-frame colour and absolute magnitude, and against the occupancy

threshold with respect to the most populated bin. The typical variation of the

bright edge location is approximately 0.15 mag. This value receives contributions

from two sources: 1) the statistical uncertainty arising from the number of galaxies

in the bins used in the colour magnitude plane (we varied the rest-frame colour

bin size between 0.06 and 0.22 mag, and the absolute magnitude bin between
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0.04 and 0.20 mag) and 2) a systematic error due to the choice of occupancy

threshold (which we varied between 1% and 50%). We therefore consider 0.15

mag as the uncertainty in the location of the bright edge, to be compared with

the observed evolution of approximately 1.0 mag (for a U-V colour of 1.25, at the

centre of the colour distribution) across the redshift range covered by our data. The

relative insensitivity to the choice of the occupancy threshold also ensures that the

edge definition is insensitive to the details of the luminosity distribution within

the different colour bins (like, for example, the faint-end slope of the luminosity

function, which, in turn, depends on galaxy colour).

In A.2 we carry out a test to check if the number density of galaxies has any

effect on the definition of the edge. Specifically, in Fig. A.3 we draw the bright

edge in the colour-magnitude which comes from the Gonzalez-Perez et al. (2014)

model which makes use of the GALFORM semi-analytic code. Sub-sampling the

data to the number of VIPERS galaxies in every analogue redshift bin (top panel

of Fig. A.3) does not affect the location of the bright edge in a systematic way.

5.4.2 The evolution of the edge of the colour – magnitude

relation

In Fig. 5.5 the thick solid lines mark the bright edge of the galaxy colour – mag-

nitude relation, calculated as defined in Sect. 5.4.1. We can see that the bright

edge evolves significantly with redshift. Galaxies in the blue cloud (i.e. those with

U − V . 1.6), display a shift of the bright edge that is only weakly dependent on

galaxy rest-frame colour, with a reduction in brightness of 1.4 to 1.7 mag in the V

band. The edge evolves less for the red sequence, shifting faintwards by 0.7 mag

over the redshift range shown.

The rest-frame U − V colour correlates strongly with the SFR of a galaxy.

However, the bright edge for blue galaxies appears to evolve as a coherent block.

Hence, this seems to indicate that the shift of the bright edge of the colour –
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Figure 5.5: The colour-magnitude relation for the VIPERS sample, split into six
redshift bins as labelled on each panel. The thick solid lines mark the bright edge
of the distribution in the various bins, with an indicative uncertainty of 0.15 mags
shown by the horizontal error bars
(see Section 5.4.1 for the operational definition of the location of the bright edge).
The grey thick lines mark the most populated magnitude bin for each colour bin.

The faint blue line is the bright-edge from the highest redshift bin that is
reproduced in every panel for comparison.
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Figure 5.6: Colour – magnitude relations for the synthetically evolved population
(blue points) in three arrival or end redshifts (corresponding to t1, t2 and t3 in
Fig. 5.2) and of the observed VIPERS data in each end redshift bin (red points).
The bright edge location of each sample is drawn using the same bins in colour.
The evolution is based on the smooth delayed exponential SFH which characterises
the no-quenching scenario illustrated in the top panel of Fig. 5.2. The horizontal
error bars show an indicative average error of 0.15 mag

.

Figure 5.7: Same as Fig. 5.6 but with evolution computed using an instantaneously
quenched delayed exponential SFH (i.e. SFR set to zero at the redshift at which the
galaxy is observed). This SFH scenario corresponds to the schematic representation
in the middle panel of Fig. 5.2. The horizontal error bars show an indicative error
of 0.15 mag

.

136
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Figure 5.8: Same as Fig. 5.6 but considering different quenching scenarios for the
SFH. This time the evolution is based on the “delayed-quenching” scenario which
means that for each galaxy the SFR is set to zero at a random time within a
time interval after the epoch of observation of duration ∆tquench. Three different
∆tquench values are explored: 1 Gyr (top panel), 1.5 Gyr (middle panel) and 2.5
Gyr (bottom panel). A schematic representation of the delayed-quenched SFH is
shown in the bottom panel of Fig. 5.2, with the shaded area representing ∆tquench
of 1.5 Gyr. The fraction of galaxies that is quenched, Qfrac, at each end-redshift is
written in each panel (see Section 5.5.2 for a discussion of how Qfrac is calculated
and interpreted). The horizontal error bars show an indicative error of 0.15 mag

.
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magnitude relation is less sensitive to the instantaneous star formation rate. Of

course galaxies with U−V & 1.6 are already in a quiescent phase and hence display

less of a change in colour than star-forming galaxies that are making the transition

to the red sequence.

In measuring the bright edge location we are dealing with the bright part of

the galaxy luminosity function, so we do not have to worry about completeness

effects in the VIPERS sample, for any redshift bin we consider. To show that this

is indeed the case, i.e. that the bright edge is not driven by the luminosity cut at

faint magnitudes, in Fig. 5.5 we show, using thick grey lines, the location of the

most populated bin in the magnitude distribution and we notice that it does not

coincide with the faintest bin, ensuring that the depth of the survey has no effect

on the definition of the bright-edge in the different redshift bins.

A concern could arise due to the limited volume that is sampled by VIPERS.

Since bright objects are intrinsically rare, one might worry they could be missed

at low redshifts, due to the lower volume sampled, compared with that probed at

higher redshifts, for a fixed solid angle. In Section A.2 we assess the impact the

volume probed has on the number of bright galaxies by subsampling the GAL-

FORM output to contain the same number of objects as VIPERS. We find that

the bright edge is still in the same position, within the errors (Fig. A.3).

5.5 Evolution of synthetic SFH compared to

observations

Making use of the modelling developed in Section 5.3, we can synthetically evolve

the observed VIPERS galaxies to different cosmic times, and hence see where they

would appear in the colour – magnitude plane in different redshift bins. We can

then compare this synthetically evolved population with the observed population

at the same redshift and repeat this process for different redshift bins. Comparing

the level of agreement between the bright edges of the colour – magnitude relations
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for the synthetic and observed galaxies gives us some insight into simple SFH

quenching scenarios. In the next sections, we explore the different SFHs in order

from top to bottom from Fig. 5.2. We consider first a scenario that does not involve

any quenching (Section 5.5.1) and then two scenarios which impose quenching

differently (Section 5.5.2): in the first the quenching event occurs at the epoch

of observation (Section 5.5.2.1) while in the second the quenching takes place at

a time that is randomly selected from selected time intervals after observation

(Section 5.5.2.2).

Note that our approach does not attempt to model the whole of the observed

population at each end-redshift. We are simply tracking the forward evolution

of the VIPERS galaxies observed at 1.0 < z < 1.1, assuming that the evolution

is described by the best-fitting SFH to the observed photometry, with various

quenching scenarios applied that truncate the star formation (see next sections).

We assume that these galaxies preserve their identity from the observation redshift

to the end redshift i.e. they do not merge with another galaxy. Also, we consider

all of the evolved population of galaxies without requiring that the galaxies meet

the VIPERS selection at the end-redshift. We remind the reader that our aim is

not to reproduce the whole of the observed VIPERS colour-magnitude relation at

redshifts below z ∼ 1, but rather to focus on the evolution of the bright edge and

how it compares to the observed one. Comparing the evolved and observed galaxy

populations in the colour-magnitude plane is an interesting test which requires

more sophisticated modeling. Moreover, such a test would be model-dependent

and we feel that this goes beyond the scope of this chapter.

When comparing the synthetic and observed bright edges in the colour-magnitude

plane, we need to bear in mind the following subtle point. The sample we are

evolving using the best-fitting SFH, is defined at high redshift. VIPERS is a mag-

nitude limited survey (iAB < 22.5). Hence, galaxies fainter than this limit in the

high redshift bin are not considered from the outset in the analysis described in

this section. This means that for substantial evolution times after the epoch cor-
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responding to the high-redshift bin, the blue cloud will inevitably become depleted

as star-forming galaxies that would naturally enter the observed sample at lower

redshifts are not considered in the modelling. This is because their progenitors in

the high redshift bin were too faint to be included in VIPERS. For this reason, if

we had found an excess of blue star-forming galaxies in the lower redshift bins this

would indicate the need for a faster and more efficient mechanism to suppress star-

formation. However, the absence of blue galaxies when evolving a high-redshift

sample, is expected and does not provide any new information about the nature of

the quenching nor should it be interpreted as a mismatch between the observations

and the modelling.

5.5.1 The no-quenching scenario

The synthetic evolution of VIPERS galaxies observed at 1.0 < z < 1.1 to lower red-

shifts is shown without any quenching in Fig. 5.6. The evolution is modelled using

the best-fitting SFH to the observed photometry (corresponding to the schematic

SFH in the top panel of Fig. 5.2). The colour – magnitude relation for this evolved

set of galaxies is shown by the blue points in each panel of Fig. 5.6, along with the

associated bright edge (solid blue line). Each panel in Fig. 5.6 shows the evolved

colour – magnitude relation at a different time interval after the observation red-

shift ( left: t1−tobs = 0.8 Gyr, middle: t2−tobs = 1.3 Gyr, and right: t3−tobs = 2.5

Gyr). The observed VIPERS galaxies at each redshift plotted in Fig. 5.6 are shown

by the red points and their associated bright edge by the solid red line. Except

for the reddest colour bins, there is a mismatch in the observed and synthetically-

evolved bright edges, with the sense of the discrepancy depending on the colour. In

the “green valley” ( 1.2 < U − V < 1.5), the synthetic bright edge is fainter in the

V -band than the observed one (by ≈ 0.5 − 0.75 mag). This situation is reversed

for blue galaxies (U − V < 1.2) for which the synthetic bright edge is ≈ 0.5 mag

brighter than the observed one.

The excess of bright galaxies predicted with the no-quenching SFHs seems to
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point towards the need for a scenario with widespread quenching of star formation

activity for bright galaxies. However, no conclusion can be reached about the SFH

of fainter galaxies, i.e. those galaxies fainter than the peak of the distribution of

luminosities (see Fig. 5.4), as they do not feature in defining the location of the

bright edge.

Another important property of the quenching suggested by Fig. 5.6 is that it

must take place over a wide range of colours, and hence affect observed galaxies with

very different levels of star formation activity. Our stellar population modelling

suggests that these galaxies also have a range of stellar masses, implying that

stellar mass is not the only factor that governs the SFH of galaxies (see A.4).

5.5.2 Exploration of quenching scenarios

Our aim is not to build a complete and physically motivated star formation quench-

ing model, but rather to provide some indicative constraints on the quenching, as

derived from the observed evolution of the galaxy properties in our sample. We

therefore explore only a small number of simplistic quenching models (correspond-

ing to the SFHs sketched in the lower two panels of Fig. 5.2), to help us gain some

insight into the quenching time-scales. We stress that the modified SFHs we have

built to include quenching all assume that the quenching is complete, i.e. that

no residual SFR remains after the quenching, and that the transition takes place

almost instantaneously (effectively over a period of less than 100 Myr).

5.5.2.1 Quenching the SFH at the epoch of observation

The first and simplest quenching model we consider is one in which the best-fitting

SFH to each galaxy is quenched immediately after the epoch of observation (i.e.

corresponding to the schematic in the middle panel of Fig. 5.2), thereby truncating

the SFH and setting the subsequent SFR to zero. As we are using the high-redshift

bin 1.0 < z < 1.1 as our starting point, the quenching takes place at the redshift
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of observation for each galaxy. Even if the quenching redshift is very similar over

the sample, this does not mean that the galaxies are at the same stage in their

evolution, because their SFHs are described by different parameters. This can be

easily seen from Fig. 5.1. In fact, if we draw a vertical line at the same redshift, this

will intersect every SFH at different stages in the evolution for different galaxies

(i.e. t will be similar for every galaxy but t− tstart will be different and for different

SFH (different τ) the evolutionary stage can be very different: the galaxy can be

still star-forming or already in its passive phase).

Fig. 5.7 shows, using the same format as Fig. 5.6, the evolution of the synthetic

colour-magnitude relation for this SFH-quenching scenario. We can see clearly

from Fig. 5.7 that instantaneous quenching is too extreme, resulting in the bright

edge for synthetic galaxies being fainter than the observed one. This is particularly

noticeable for bluer galaxies. Again, as with the no quenching case, the exception

is the reddest galaxies, for which the synthetic and observed bright edges coincide.

These objects already have a SFR that is almost zero at the epoch of observation,

and therefore their SFH, and consequently their photometric properties, are not

significantly affected by any quenching we might introduce.

5.5.2.2 Delayed quenching

To mitigate the excessive evolution of the bright edge found on quenching the SFH

of all galaxies at the epoch of observation, we have explored delayed quenching

scenarios, in which the quenching takes place at a time that is drawn uniformly

between tobs and tobs + ∆tquench (a schematic representation of this scenario is

shown in the bottom panel of Fig. 5.2). Another possibility would be to associate

a quenching time delay with a specific galaxy property, but that would require us

to know which property might regulate the quenching.

Given that the redshift interval covered by our sample corresponds to a cosmic

time interval of 2.5 Gyr, we have explored three values for the maximum delay
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time: 1, 1.5, and 2.5 Gyr, as shown in the top, middle and bottom rows of Fig. 5.8.

While the scenario with a maximum delay time of 1 Gyr produces a bright edge

evolution which is quite similar to that found with instantaneous quenching, the

two scenarios with maximum delay times of 1.5 or 2.5 Gyr produce a bright edge

which is in better agreement with the observed one.

In each delayed quenching scenario explored we are testing the evolution at three

end-redshifts which correspond to the cosmic times t1, t2 and t3 in the bottom

panel of Fig. 5.2. For each of these times the fraction of quenched galaxies (Qfrac in

Fig. 5.8) changes according to the scenario explored, with the exception of t3 where

we always have 100% of the galaxy population quenched. We stress that Qfrac is

an indirect consequence of the simple empirical quenching model that is useful to

quote as it demonstrates one of the limitations of the model. As galaxies quench

following a uniform distribution of times limited by ∆tquench, Qfrac is simply defined

by Qfrac = ∆t/∆tquench which gives the probability that a galaxy has already

experienced the quenching. We note that a Qfrac value of 100% at a given redshift

implies that there are no star-forming galaxies at lower redshifts, which disagrees

with observations. For the quenching event spread over ∆tquench = 1 Gyr (top

panel) we have 80% of galaxies quenched at t1 and 100% at the other times. For

∆tquench = 1.5 Gyr, instead, we have 53% of quenched galaxies at t1 and 87% at

t2. Finally, for ∆tquench = 2.5 Gyr, we have 32% quenched at t1 and 52% at t2.

If we focus exclusively on the bright edge location, and we define a good model

as one that gives a good match between the observed and synthetic bright edges,

then a scenario with tquench = 2.5 Gyr is the best among the three explored. This

is particularly true if we focus our analysis only on t3 (the right panels in Fig. 5.8),

so that for each scenario (each row in Fig. 5.8) we are comparing a 100% quenched

sample. This suggests 2.5/2 = 1.25 Gyr as an estimate of the average quenching

time-scale for our sample of galaxies.
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5.6 Contrasting the colour-magnitude evolution with

galaxy formation models

The stellar population synthesis models and simple delayed exponential SFH –

quenching scenarios discussed in the preceding sections serve the purpose of de-

veloping some insight into galaxy evolution from the behaviour of the bright edge

in the colour – magnitude relation. Several studies of quenching have been per-

formed using both semi-analytical (e.g. Hirschmann et al. (2014); Henriques et al.

(2017)) and hydrodynamical (e.g. Bluck et al. (2016); Wright et al. (2019)) models

of galaxy formation. In this section we compare the VIPERS observations against

the predictions of the semi-analytical galaxy formation model GALFORM Cole

et al. (2000); Lacey et al. (2016).

GALFORM models a wide range of physical processes that govern the fate of

the baryonic component in the universe, in the context of the hierarchical growth of

the dark matter (for reviews see Baugh (2006) and Benson (2010)). Of particular

relevance to the quenching of star formation in galaxies is the radiative cooling of

gas from hot halos. The cooling flow can be staunched by the luminosity of an

active galactic nucleus Bower et al. (2006). In simple terms this occurs when the

cooling time of the hot halo gas exceeds the free-fall time and the cooling luminosity

is balanced by the energy released by material falling onto the supermassive black

hole at the centre of the galaxy. Star formation in a galaxy for which there is no

cooling flow would be truncated once the existing cold star-forming gas is consumed

and if it is not replenish by cold gas brought in by a merger. The aim here is

to compare the colour – magnitude relation predicted by a standard version of

GALFORM with the VIPERS observations. Exploiting the speed and modularity

of semi-analytical models, we also examine a variant of the fiducial model in which

we turn off AGN feedback to see the impact on the model predictions.

The GALFORM model that we consider here is the version introduced by
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Figure 5.9: Top panel: VIPERS colour-magnitude diagram as in Fig. 5.5 to be
compared with the GALFORM snapshots in lower panels. Middle panel: GP14
GALFORM colour-magnitude diagram (the default includes AGN feedback). A
cut mimicking a iAB ≤ 22.5 cut (like VIPERS) has been applied to the model
galaxies. Bottom panel: same as middle panel except that AGN feedback has been
turned off. The horizontal error bars show an indicative error of 0.15 mag.
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Gonzalez-Perez et al. (2014), hereafter GP14. This model is implemented in a

version of the Millennium N-body simulation that adopts a cosmology consistent

with the 7 year WMAP results Guo et al. (2011). The GP14 model assumes a

standard solar neighbourhood stellar initial mass function (IMF) Kroupa (1998)

for quiescent and burst star formation, which is the main feature which distin-

guishes it from the dual IMF models of Lacey et al. (2016) and Baugh et al.

(2019). The parameters of the GP14 model have been calibrated to reproduce a

range of observations, including the z = 0 galaxy luminosity function in the bJ and

K bands. The luminosity function predicted by GALFORM has been compared

with observations in the optical to z ∼ 0.3 by McNaught-Roberts et al. (2014)

for red and blue galaxies and for different environments, using the Galaxy And

Mass Assembly (GAMA) survey. These authors found that the model predictions

agreed reasonably well with the observations for bright galaxies, with the biggest

discrepancy being the over prediction of faint-red galaxies, which can be traced to

the treatment of gas cooling in satellite galaxies (see the discussion in Font et al.

(2008)) ∗. The N-body simulation is a cube of volume (500Mpc/h)3 which we note

in passing is substantially bigger than the effective volume of VIPERS, which is

equivalent to a box of volume (368Mpc/h)3.

We consider the GP14 model at simulation outputs that are close to the centres

of the VIPERS redshift bins. We apply the VIPERS apparent magnitude cut

of iAB . 22.5. Using GALFORM snapshots at precise redshifts rather than VI-

PERS redshift ranges results in a sharp well-located cut in the GALFORM colour-

magnitude plane at faint magnitudes. However, since the focus of the test is on the

bright-edge, this does not introduce additional uncertainties. The majority of the

model galaxies selected in this way are central galaxies in intermediate to massive

halos, accounting for at least 75% of the total at all redshifts. Satellites galax-

ies without an identifiable dark matter subhalo represent a small fraction of the

sample, reaching a peak of 8% at redshift 0.56 for colours redder than U−V > 1.5,
∗Similar agreement with observed luminosity functions is found in other semi-analytical models

(e.g. Hirschmann et al. (2016); Henriques et al. (2017); Lagos et al. (2019))
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leaving the evolution of the blue cloud unaltered.

The primary quenching mechanism for central galaxies is AGN feedback (in

particular the hot halo – radio mode AGN feedback), which shuts down gas cooling

in halos above a mass that is determined by the parameters describing the AGN

feedback (see Lacey et al. (2016)). This motivates our choice to explore a variant

model in which this quenching is turned off, by switching off AGN feedback (by

setting εheat = 0 and leaving the other parameters unchanged; see section 3.5.3 in

Lacey et al. (2016)). Note that this is not a viable model as it produces too many

bright galaxies. Nevertheless it is illustrative to see the impact on the colour –

magnitude relation of turning off this quenching mechanism.

Note that AGN feedback is not the only star formation quenching mechanism

in GALFORM. Satellite galaxies have their star formation quenched by stripping

of their hot gas halo after they are accreted into a more massive dark matter

halo. This stops any further gas cooling onto the satellite, which leads to less

star formation than may have been the case if the galaxy had remained a central

galaxy. However, the effect of this process on the colour – magnitude diagram is

negligible as central galaxies dominate the GALFORM sample for the VIPERS

selection. Also, the quenching due to AGN feedback in GALFORM is not as

dramatic as that in the simple model considered in earlier sections of this chapter

as GALFORM galaxies do not stop their star formation instantaneously but in a

gradual way as the molecular gas reservoir is exhausted. Bright galaxies in the

GALFORM model, which have had their quiescent star formation quenched by

the suppression of gas cooling by AGN feedback, can still display episodes of star

formation activity through bursts involving the cold gas brought in by merging

galaxies.

The evolution of the colour – magnitude relation in the observations and models

is compared in Fig. 5.9. The VIPERS observations in different redshift bins are

collected in the upper panel to give a different view of the evolution of the bright

edge from that shown in Fig. 5.5. The middle panel shows the predictions of the
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GP14 model and the lower panel the variant of GP14 with no AGN feedback. The

rest frame magnitudes and colours used in the GALFORM predictions have been

chosen to match the transmission curves of the filters used in VIPERS and include

attenuation by dust (see Gonzalez-Perez et al. (2013) and Lacey et al. (2016) for a

description of the implementation of attenuation by dust in GALFORM). To make

the GALFORM colour-magnitude plot more visually comparable to those from

VIPERS we randomly subsample the model galaxies to account for the difference

in volume between the GALFORM simulation and VIPERS.

The top panel of Fig. 5.9 shows the steady evolution of the bright edge to fainter

luminosities with increasing redshift in the VIPERS observations. This evolution is

strongest in blue U − V colour bins, with the bright edge becoming approximately

1.5 mag fainter from z ∼ 1 to z ∼ 0.5, and weakest for red colour bins, with the

edge being around 0.75 mag fainter over the same redshift interval.

The middle panel of Fig. 5.9 shows the colour – magnitude relation for the fi-

ducial GP14 GALFORM model. The first thing we notice on comparing with the

VIPERS data is the overall shift in the locus of the model points to brighter mag-

nitudes, reflecting the difference between the GALFORM and VIPERS luminosity

functions. Fritz et al. (2014) measured the evolution of the luminosity function

using VIPERS and find a sharp break at the bright end, across the redshift range

considered here. Our comparison of the Fritz et al. (2014), results with the GAL-

FORM predictions shows GALFORM produces a weaker break, and hence more

bright galaxies than estimated from VIPERS, with a dip in the model luminosity

function relative to that from VIPERS around L∗.

Focusing on the relative change in the bright edge in the GALFORM predictions

rather than its absolute position, Fig. 5.9 shows that the model bright edge also

moves faintwards with decreasing redshift, preserving the ordering of the bright

edge with redshift more clearly than the data. The shift in the position of the

bright edge for the bluest colour bins is about 0.5 mag larger than for VIPERS.

The shift of the edge for the reddest bin is just over 1 mag, approaching twice the
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shift for VIPERS.

The shift of the bright edge towards fainter magnitudes with time is an inter-

esting feature which deserves some discussion here. The key point to bear in mind

when interpreting this shift is that the galaxies which define the bright edge are not

the same ones at every redshift. The bright edge galaxies have lower stellar masses

as we move to lower redshifts. Of course the stellar mass of an individual galaxy

increases throughout its lifetime. However, as the star-formation in these galaxies

declines, they will become fainter, and will no longer be part of the 15 per cent of

objects in a given colour bin which define the location of the bright-edge. Moreover,

after sufficient time, they will become fainter than the limiting magnitude of the

survey (iAB < 22.5) and hence will not appear in the colour - magnitude diagram.

The shift of the bright edge to fainter magnitudes with time, observed in both

VIPERS and the GALFORM model, reflects the effect of downsizing described in

the introduction: lower mass galaxies are the ones most actively forming stars at

low redshift, whereas at higher redshift it is the higher mass galaxies.

Finally the lower panel of Fig. 5.9 shows the predictions of the variant of GP14

with AGN feedback switched off. The locus of model galaxies is shifted to brighter

magnitudes, even compared to the fiducial GP14 model shown in the middle panel.

This reflects the additional gas cooling in intermediate and massive halos compared

to the fiducial model with AGN feedback switched on. This emphasises that this

variant is not a viable model as it produces too many bright galaxies. The ordering

of the bright edges with redshift is also lost, with the bright edges for several

redshifts overlapping for the blue cloud.

Another notable feature of the GALFORM predictions in Fig. 5.9 is the strong

bimodality in colour, as pointed out by Bower et al. (2006) and González et al.

(2009). This is also apparent in Fig. 5.6, when we use smooth delayed exponential

SFHs without quenching.

In addition, we note that in the VIPERS data the bright edge is vertical for red
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colours, and becomes increasingly diagonal moving to bluer colours. The edge shifts

as a coherent block back to lower luminosities with time. The fiducial GALFORM

model does not reproduce this behaviour. The bright edge is vertical for the blue

sequence, and diagonal for the red sequence. In the VIPERS data, the bright edge

traces the blue edge of a diagonal blue sequence, while in the GALFORM output,

it traces the bright-edge of a horizontal blue sequence.

Whilst there are qualitative differences between the colour-magnitude relations

of VIPERS and the GALFORMmodel (e.g. shift to brighter magnitudes, the shape

of the bright edge and stronger colour bimodality in GALFORM than in VIPERS,

at approximately U − V ∼ 1 and U − V ∼ 1.75), the ordering of the bright edges

with redshift and the breaking of this ordering in the variant model without AGN

feedback indicate that AGN feedback plays an important role in quenching star

formation activity in the models.

5.7 Discussion

The very notion of quenching star formation in galaxies is somewhat dependent on

the galaxy evolution paradigm adopted to interpret observations or build models,

as discussed extensively by Abramson et al. (2016). It is possible that the need

for quenching is merely the result of incorrectly assuming that star formation is

a simple process. However, as this simplifying assumption is often the first step

in any attempt to model galaxy evolution, it is worthwhile to try and characterise

any quenching that may take place.

The need for quenching remains controversial. Ciesla et al. (2016) advocated

for the quenching of star formation on the basis of SED analysis of the Herschel

Reference Survey galaxy sample Boselli et al. (2010), applying delayed exponential

SFHs, similar to those used here, and adding a sharp quenching to the SFR∗. On the
∗The only difference with our model is that the quenching invoked by Ciesla et al. (2016) is

not complete, but reduces the SFR to 35% of its prior value.
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other hand Pozzetti et al. (2010) claimed that the colour evolution in the zCOSMOS

sample could only be reproduced by including extended SFHs or secondary bursts

of star formation in the SED modeling, rather than by a reduction or suppression

in the level of star formation activity. One reason for this disagreement might be

the SFH modelling adopted by Pozzetti et al. (2010), which differs in two key ways

from that adopted here, namely that all galaxies follow exponentially declining

SFHs∗, and that no evolution of the dust content takes place inside galaxies as

their star formation evolves. Some studies (see for example the discussions in Citro

et al., 2016; Tomczak et al., 2016; Abramson et al., 2016) claim that the use of

purely exponentially decreasing SFHs is not ideal for studying the evolution of

galaxy properties as this does not allow for an initial increase of the SFR. The

exponentially declining SFH results in reddening of galaxy colours by construction,

without the flexibility to describe the population of star-forming galaxies which are

still moving towards bluer colours and brighter magnitudes.

Much recent work on quenching has focused on a global description of the galaxy

population, often using the stellar mass function, as in Bundy et al. (2006) and

Peng et al. (2010), or measuring the transition of galaxies across the green valley, as

in Schawinski et al. (2014) and Lian et al. (2016) (see also Wright et al. (2019) for

a measurement of a quenching time based on the green valley and other techniques

relying on the time at which galaxies leave the main sequence of star formation,

for a hydrodynamical simulation of galaxy formation). Here instead we study how

different SFHs both with and without a truncation of the star-formation activity

can affect the bright edge of the colour-magnitude plane, over a substantial lookback

time, corresponding to the redshift range 0.5 . z . 1.1.

We use two approaches to interpret the evolution of the bright edge in the

VIPERS colour – magnitude relation. The first is a simple empirical model in

which the evolution of VIPERS galaxies is predicted using a smooth SFH that is

quenched at or after the epoch of observation. The SFH is a delayed exponential
∗SFR (t, τ, tstart) = (1/τ) exp [− (t− tstart) /τ ].
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that is the best-fitting description of the galaxy’s photometric properties (rest frame

U −V colour and rest frame V -band absolute magnitude). The second approach is

a physically motivated semi-analytical model of galaxy formation, which predicts

the evolution of the colour – magnitude relation directly.

The SFHs predicted by physical galaxy formation model appear to be much

more complicated than the smooth delayed exponentials adopted in the empirical

model (see the examples from GALFORM plotted in Baugh (2006)). Simha et al.

(2014) compared a range of parametric SFHs to those predicted in a hydrodynamic

simulation of galaxy formation. Their “lin-exp” model, which is equivalent to

the delayed-exponential used here, performed much better overall, experiencing

problems mainly for the very bluest and reddest galaxies. Without a truncation

of the SFH, lin-exp models result in higher values of SFR at early times and lower

values of SFR at late times (as any truncated SFH would be interpreted as a

smooth SFH with a very small τ∗). The use of contrasting approaches to model

the evolution of the colour – magnitude relation lends robustness to any consistent

conclusions reached about the importance and nature of quenching.

Our simple empirical analysis of the evolution of the bright edge of the colour

– magnitude relation suggests that quenching must be a widespread phenomenon,

taking place over the full range of redshift (0.5 < z < 1.1) and stellar mass (approx-

imately 9.0 . log(M/M�) . 11.0) probed by VIPERS. The range of stellar masses

that is quenched is an interesting result. Following the identification by Kauffmann

et al. (2003) of a threshold stellar mass (∼ 3 × 1010M�) above which local galax-

ies are dominated by passive early-types, the concept of a transition mass above

which galaxies are quenched has become popular (see for example Bundy et al.,

2006; Davidzon et al., 2013). However, our results imply instead that quenching

takes place over a wider range of stellar masses than what proposed by Kauff-

mann et al. (2003). (See A.4 for the justification of the range of stellar masses
∗The limitation of having SFHs defined by only one parameter, τ , is that early and late times

in the life of a galaxy are related. Introducing a quenching event overcomes this limitation.
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involved.) Other studies such as Schreiber et al. (2015) study the evolution of the

main sequence of star formation with redshift, and their results are consistent with

quenching over a wide range of stellar masses.

The detection of the widespread quenching presented in Section 5.5.1 is a ro-

bust result of this work, since the SFH modelling it is based upon reproduces

quite well the main characteristics of star formation activity in the VIPERS galaxy

sample, including the instantaneous measurement of SFRs at all redshifts and col-

ours (see A.1). The characterisation of the quenching time-scale that we discuss

in Section 5.5.2 is instead based on a simple toy model, with the main purpose of

demonstrating that a viable quenching history capable of describing the observa-

tions does indeed exist.

Finally, as a consequence of using a simplified SFH model, we do not attempt

to identify a single galaxy property to replace stellar mass as the clearest driver

of quenching and overall galaxy evolution. We note, however, that Haines et al.

(2017) discuss at length the possibility that this property could be the mean stel-

lar mass density, i.e. the amount of galaxy stellar mass located within the galaxy

central kiloparsec. Of course our reliance on the evolution of the bright edge of

the colour-magnitude relation to characterize quenching prevents us from drawing

reliable conclusions about the possible quenching of galaxies that, at any epoch,

are significantly fainter than the bright edge (i.e. fainter than the magnitude at

which the number of galaxies in a given colour bin peaks). Still, the very simplistic

assumption we make that only the galaxies whose evolution we are able to constrain

(i.e. those that are close to the bright edge in terms of magnitudes) are actually

undergoing quenching over a limited time-span after observation matches the res-

ults of Lian et al. (2016), who estimate that only approximately one quarter of the

galaxies in their sample start the quenching transition every gigayear. Lian et al.

(2016) quench their SFHs in a somewhat less dramatic way than we do. These

authors use what they call a “two-phase exponentially declining SFH", with one

exponential describing the secular star-forming stage and the other describing a
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rapid quenching stage (see Fig. 1 in Lian et al. (2016)). Although the quenching

is introduced as an exponential decline, their approach is not very different from

ours as they estimate a quenching e-folding time of 500Myr while our truncation

is limited in time by the resolution of our models which is 100Myr. With these as-

sumptions, Lian et al. (2016) study the drop in the number density of the NUV−u

vs u− i colour-colour diagram, finding a time to migrate from the star-forming to

the passive population of 1.5Gyr (Fig. 2 of Lian et al. (2016) shows how these two

populations are defined in the NUV−u vs u− i colour-colour diagram).

An indication of a physical processes that could explain the quenching of galaxy

star formation rates since the peak epoch of global star formation was offered by the

comparison of the predictions of the GALFORM semi-analytical model of galaxy

formation with the VIPERS colour – magnitude relation. The qualitatively similar

evolution of the bright edges in GALFORM and the observations, and the break

down of this evolution when AGN heating of cooling gas is turned-off by hand,

reveals that AGN feedback heating is quenching the SFR by turning off the fuel

supply for star formation. The bright edge evolves too much in GALFORM, which

might point to the need to revise the treatment of the reincorporation of gas heated

by supernovae, as argued by Mitchell et al. (2016) in their study of the evolution

of the stellar mass – halo mass relation.

In conclusion, our work points towards a SFH scenario in which quenching of

star formation gives a better match to the evolution of bright galaxies in the colour

– magnitude plan that is not reproduced in models in which star formation is able

to proceed unfettered.
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Chapter 6

Dealing with big data and large

data-sets

Astronomical studies often involve the systematic study and processing of large

data-sets. Especially when dealing with galaxy redshift surveys, as in the analysis

carried out in preceding chapters of this thesis, large amounts of information is

collected for every galaxy, and the aim is to have increasingly large samples. As-

tronomy, though, is not the only field that requires us to deal with large amounts

of information, and the skills developed in astronomy research are often transfer-

able to other fields. With this aim, the Centre for Doctoral Training (CDT) at

Durham, provided me with additional training and the possibility to apply my

skills in industry. The first project I undertook is described in Sect. 6.1. This was

part of an internship at Procter & Gamble (P&G), with the aim of trying to model

the contribution of the different chemical ingredients on the appearance of laundry

powder, focusing on the density of the granules. The second project, described

in Sect. 6.2, was a collaboration with the National Health Service (NHS). In this

case the aim was to establish the expected values for the vital signs for a sample

of healthy babies to help doctors make decisions about the treatment to provide

allowing an early diagnosis of unhealthy babies, thereby increasing their chance of

survival.
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6.1 Optimisation of laundry powder production at

Procter & Gamble (P&G)

The aim of the project was to help the P&G team to find a more reliable analytic

form of the function which describes the density of the laundry powder. Exper-

iments were performed by P&G at their powder spray drying test facility near

Newcastle. This mixing tower is a scaled down version of the towers used at their

production plants. Experiments can be carried out in which the physical conditions

and the chemical ingredients are varied and the impact on the resulting density of

the particles of washing powder measured. P&G measures the density of the laun-

dry powder by pouring it into a cup of known volume and calculating the mass

of the ‘bulk powder’ captured in that volume. For this reason they call it ‘repour

cup density’. The density of the individual grains of the powder is also important

but not the focus of this work. The density of the laundry powder in general is

important as it is related to how well the powder functions in the washing machine.

The P&G team has previously identified a library of basis functions suggested by

the chemistry processes behind the mixing and drying of the laundry powder in-

gredients. Each basis function might depend on up to 13 of the available chemical

ingredients:

fi = fi(x1, · · · , x13), (6.1)

where fi are the basis functions (i = 1, · · · , N) and xj are the ingredients (j =

1, · · · , 13). Each basis function is meant to describe a single physical process that

affects the density of the powder and the linear combination of them aim at de-

scribing the density as a function of the chemical ingredients. Empirically P&G

have chosen the combination that works the best, setting the coefficient of their

basis functions fi to their empirically determined values âi:

density =
N∑
i=1

âifi(x1, · · · , x13) (6.2)
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where N is the number of basis functions used. The way P&G currently set their

coefficients is based on a trial and error approach, testing different sets of coefficient

and choosing the one that better reproduce the observed density.

The first step to make this process more quantitative and reproducible is to use

Eq. 6.3 as a fitting function leaving the ai as free parameters to be found through

the minimisation of the χ2:

ffit =
N∑
i=1

aifi(x1, · · · , x13), (6.3)

χ2 =
M∑
k=1

(yk − ffit(xk1 , · · · , xk13))2

M
, (6.4)

where N is the number of basis functions and M is the number of data-points that

comes from a set of measurements from the different runs on the test spray drying

tower.

The minimisation of χ2, although computationally expensive because of the high

number of basis functions (hence the high number of parameters ai), will result in

the best fit, i.e. the one which minimises the square of the distance of the model

to the data points. The best fit is not necessarily what we want as it might rely on

our choice of basis functions fi and the specific data-set that we are using (xk, yk).

For example if we add a further basis function to the current set of basis functions,

the χ2 minimisation will also make use of this further basis function to obtain a

better fit. This makes the resulting fit dependent on our arbitrary choice to add a

basis function. At the same time, if we change data-set (xk, yk), the fit obtained

with the old data-set will not minimise the χ2 any longer (as the best fit is the

best for a specific data-set). This makes our results data dependent, and hence

not robust. This is why it is better to find a more general fit that may be slightly

worse in terms of χ2, but which is still a adequate fit for different data-sets.

The two problems (arbitrary choice of basis functions and having a data-dependent

fit) are related. In particular, the more basis functions we use, the more the χ2 fit
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will be data-dependent (the so-called overfitting problem). Therefore, it seems that

minimising the number of basis functions can help to provide a more robust fit.

If we succeed in reducing the number of basis functions, fi, (or equivalently

having more of the coefficients set to zero, ai = 0, for many i) then we might

obtain a further advantage from the fact that not all of the fi depend on all 13

ingredients xj . In other words, in practical terms, most of the basis functions in this

case would be a function of a single ingredient. (i.e. we would have for example the

case fi0 = fi0(x7), instead of fi0 = fi0(x1, · · · , x13)). Following this example, it is

also possible that the dependence on the ingredient x7 only happens in the case of

the function fi0 , with all the other basis functions, fi, not depending on x7. On the

other hand, if we manage to remove the function fi0 setting its parameter ai0 = 0,

then this means that the ingredient x7 is not important anymore for changing the

density of the laundry powder, hence saving money by not buying that ingredient.

A possible way to address (at least partially) this problem is to use the Least

Absolute Shrinkage and Selection Operator (LASSO, Tibshirani 1996) which adds a

penalty term to the usual χ2 to penalise the use of a larger number of parameters,

i.e. favouring a fit with a small value of ∑N
i=1|ai|. The classic analytic form of

LASSO is the following:

LASSO =
M∑
k=1

(yk − ffit(xk1 , · · · , xk13))2

M
+ λ

N∑
i=1

|ai| ≡ χ2 + Penalty, (6.5)

where, as always,M is the number of data points, N is the number of basis functions

and λ is a free parameter that we can tune case by case (the choice of the ideal

value of λ is still an open debate; one possible solution is to use a machine learning

approach to train the algorithm on cases with a known solution). This approach

helps to discard the basis functions that are not particularly relevant as, when

minimising Eq. 6.5, a fit with a lot of basis functions will result in a bigger penalty

term than a fit with fewer basis functions.

However, we note that the traditional LASSO method, as set out in Eq. 6.5 may

be improved to work in a P&G-like case, where we want to minimise only the num-
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Figure 6.1: Example of the performance of the modified LASSO in recovering a
known function when gaussian noise is added. Left: examples of modified LASSO
fits for different λs to 60 data points generated from an x2 function (ftrue(x) = x2),
with the addition of gaussian noise with a standard deviation of 0.9. The fitting
function is a third order polynomial. Right: the values of the parameters of the
fitting function (ffit = p0 + p1x + p2x

2 + p3x
3) as a function of the λ parameter.

Since we know ftrue, we know that the right answer is p2 = 1 (red line) and
p0 = p1 = p3 = 0. This solution is achieved only for λ & 0.09.

ber of functions and not the actual values of the function coefficients |ai| (whereas

in the traditional LASSO approach, both are minimised). In fact, minimising the

current penalty will result in favouring solutions with small values of |ai|, which

is different from favouring a solution where some coefficients are exactly ai = 0

(and having some ai = 0 means using fewer basis functions). We developed a new,

modified LASSO to deal with this problem. In particular we changed the penalty

function slightly in the following way:

New Penalty = λ

( N∑
i=1

|ai|
)2

−
(

N∑
i=1

a2
i

) . (6.6)

With this new penalty function, parameters that are zero are favoured as they

appear only in cross terms. For example, let us assume we have just 3 paramet-

ers. The new penalty function will be: (|a1| + |a2| + |a3|)2 − a2
1 − a2

2 − a2
3 =

|2a1a2|+ |2a1a3|+ |2a2a3|. If one of the parameters is null, it will null the product

with another parameter and this will make the penalty smaller than if we had small,

non-zero parameters. Another improvement that can make the LASSO technique

more effective is the normalisation of the basis functions. Although logically nor-

malisation would be the first thing to do, we introduce it now because this is part
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of our improvement to LASSO, which, until now, has always been used in the liter-

ature without normalisation. Specifically, the problem that we want to address is

that as long as we do not normalise the basis functions, different parameter values

could affect in very different ways the LASSO functions, and hence the result of

the fit. For example, if a basis function is fi0 = x or fi1 = 5x, the parameter ai0
and ai1 will have the same weight in the penalty function ignoring the fact that

they convey different information. This is why we decided to normalise the data

and the basis function image in the following way:

x̂ =
x− xmin

xmax − xmin
ŷ =

y − ymin
ymax − ymin

f̂(x̂) =
f(x(x̂))− fmin(x(x̂))

fmax(x(x̂))− xmin(x(x̂))
, (6.7)

where x ∈ [xmin, xmax] ⇒ x̂ ∈ [0, 1], y ∈ [ymin, ymax] ⇒ ŷ ∈ [0, 1] and f(x) ∈

[fmin(x), fmax(x)]⇒ f̂(x̂) ∈ [0, 1]. To deal with normalised variables, the χ2 needs

to be normalised in order to have the same order of magnitude as the penalty

function. We introduce the ε2 parameter which is the minimum value of the χ2

(without the penalty) to normalise our modified LASSO to unity when λ = 0:

ε2 = min
{

M∑
k=1

(yk − ffit(xk1 , · · · , xk13))2

M
.

}
(6.8)

With these definitions, our modified LASSO acquires the following form:

MODIFIED LASSO =
1

ε2

M∑
k=1

(yk − ffit(xk1 , · · · , xk13))2

M
+ λ

( N∑
i=1

|ai|
)2

−
(

N∑
i=1

a2
i

) .
(6.9)

To test our new implementation of LASSO, we created increasingly difficult known

functions (increasing the number of variables and combining polynomials with ex-

ponential terms). After having added various kinds of noise with different amp-

litudes, we tried to recover the original functions, fitting with the modified LASSO

of Eq. 6.9. A simple scenario is shown in Fig. 6.1 where we generated 60 data-

points using the function ftrue = x2 adding Gaussian noise with a standard de-

viation of 0.9. We fitted the data-point using a third order polynomial, ffit(x) =

a0 + a1x+ a2x
2 + a3x

3, knowing that the solution is a2 = 1 and a0 = a1 = a3 = 0.
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Figure 6.2: Same as the right panel of Fig. 6.1 but instead of finding the coefficient
of a known function like x2, we try to find the coefficients for the density function
of the P&G laundry powder (for which we don’t know the right answer).

Although, looking at the left panel of Fig. 6.1, the fits for different λ do not look

very different, in the right panel we notice that we recover the true solution only

for λ & 0.09. Picking the right λ is not trivial, and currently there are no rules in

the literature to decide which is the right value. In the future, it might be inter-

esting to train our algorithm to choose the right λ using known case studies like

the x2 one. In Fig. 6.2, instead I report a real example of our technique applied

to the P&G case. It can be seen that only few coefficients survive after values of

λ & 0.0011. As mentioned above, the choice of the optimal λ is something that is

left for future work.
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6.2 Trends in heart rate variations in healthy

newborns in the first few days of life

This section presents the results of my internship with the National Health Service

(NHS) and is presented in the form of a paper submitted to the Acta Pediatrica,

and so is written in a somewhat different style to the rest of the material in this

thesis. To understand this material, some basic medical terms need to be defined.

The main observables I needed to consider were the pulse rate (PR, or equivalently

heart rate, HR), the oxygen saturation of the blood (SpO2) and the perfusion

index (PI). These quantities can be measured for babies using an oximeter like

the one shown in Fig. 6.3. The oximeter is attached to babies through a bracelet

on the wrist (for so called pre-ductal measurements) or the foot (for post-ductal

measurements). The focus of this study is on the heart rate (HR). Following the

abstract of the study below, since this material is quite distinct from astronomy, a

brief section has been added to the original manuscript to provide further context

for readers without a medical background, to explain what is already known in the

field and what this study adds.

Abstract

Background: Knowledge of variations in heart rate (HR) is lacking for healthy

infants in the first few days of life.

Methods: We conducted a prospective observational study and included all

term newborns (≥ 37 weeks) after 6 hours of birth, with normal examination.

The consented infants underwent 10 minutes of pre-ductal and post-ductal

pulse oximetry recordings under direct supervision. Following that, another

80 minutes of pre-ductal recording were completed at the mother’s side. All

the recordings were blinded to the study investigators. Oximetry recordings

were performed every 12− 24 hours prior to discharge. Infants were followed

up electronically for a period of 8 weeks to ascertain their health condition.

We had pre-set data cleaning rules and the study was approved by our local
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research ethics board.

Results: After exclusion we had 268 (91%) babies for the final analysis. Infants

with gestational age > 40 weeks, female sex, and age of infants at 24−72 hours

had higher mean HR (∼ 4 beats) as compared to the others. Significant brady-

cardia of HR< 80/min and HR< 2/3rd of baseline were rare, with approximate

frequency of 1 episode every 2 hours and lasted for ∼ 30 seconds. We plotted

all the HR data points against the normative value described (100− 160/min)

and showed ∼ 8% of data points were outside the previously adopted range.

Conclusion: We have provided normative values and variations in HR in

healthy infants for the first few days of life. We reported prevalence of brady-

cardia episodes and significant number of HR data points were outside the

normative range.

6.2.1 Context for this study

When babies are born, doctors are trained to quickly recognise whether the baby

is healthy or shows any worrying signs that need special treatment. A key factor

in preparing the treatment path is the gestation period. If babies are delivered

preterm then health issues are more likely. Sometimes, experience is crucial and

some signs are simply visual, and so for these instances there is no automated

process that can be a substitute for the trained eye of a doctor. However, there are

measurements that can help doctors to make decisions regarding treatment, and to

improve the timing of these decisions. One such measurement is the heart rate (HR)

sometimes referred to as pulse rate (PR). For example, when the heart rate falls

below a certain threshold, a phenomenon called bradycardia, doctors consider this

as a warning stage and they keep the baby under close observation. This example

shows the importance of the value of the threshold for bradycardia and this is part

of the investigation reported in this study. Nevetherless despite the importance of

the HR threshold, there is limited knowledge of the normative values and variation
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in the heart rate of babies in their first few days of life. Given the importance of

heart rate in the assessment of newborns and in devising an early warning score,

we decide to focus our effort in this direction.

One of our main findings is the identification of classes of babies that have

intrinsically higher or lower heart rates. We found that infants with gestational

age > 40 weeks as compared to infants with gestational age < 40 weeks, female

as compared to male infants, and infants with age of 24 − 72 hours as compared

to infants in the first 24 hours had higher mean heart rates. We also investigated

the number and the duration of bradycardia events finding that, in healthy babies,

severe bradycardia events (HR< 80/min and HR< 2/3rd Median HR) are rare

(1 episode/2 hours) and short lasting (≤ 30 secs). Moreover, compared to the

standard in use for healthy babies, which establish a normative range between

100 − 160/min, we found a higher number of heart rate data points outside this

range. We finally analysed pre-ductal (measurements from the wrist) and post-

ductal (measurements from the foot) heart rate. We argue that the differences in

heart rate we find are not due to actual physiological reasons but instead from the

different time of recordings between wrist and foot. In fact, while measurements

from the foot are approximately ∼ 10 minutes long, measurements from the wrist

continue for about ∼ 90 minutes. This can introduce a bias that we discuss in

Sect. 6.2.4 which can be seen in figures 6.6, 6.7 and 6.8.

6.2.2 Background

Heart rate (HR) forms an important aspect of newborn assessment, intensive care

monitoring and early warning scores for babies in the postnatal ward [1]. Healthy

term babies do not undergo routine monitoring for HR; hence there is a lack of

knowledge regarding the normal values and variations in their heart rate. Previous

studies have reported HR immediately after birth [2, 3] and a few other studies

have reported HR over a wide age range (0 to 3 months) [1, 4]. The UK National

institute for Health and Care excellence reports normal HR as 100− 160 beats per
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minute (bpm) [5] and the WHO reports HR more than 180 as abnormal [6] and

these reported values are not based on strong evidence [7]. Newborn early warning

trigger and tracking (NEWTT) is an early warning tool endorsed by the British

Association of Perinatal Medicine and is commonly used in the United Kingdom

[8] and defines normal HR as 100 − 160 bpm. Assuming certain values of heart

rate as abnormal could potentially introduce a bias and lead to many babies being

wrongly classified as “unhealthy”. With increasing focus on transitional care where

the infants are cared by mother’s side and an increase in term infant’s admission

to neonatal units [9] it is essential to report evidence based normative HR values.

Though electrocardiogram (ECG) is the gold standard for accurate estimation of

HR, pulse oximeter providing pulse rate is commonly used in clinical practice [4].

In this study we used pulse rate recordings from pulse oximeters to describe the

normal reference range for heart rate, HR variations with clinically important vari-

ables, and the incidence of bradycardia with varying thresholds for healthy infants

≥ 37 weeks’ gestation in the first few days after birth. We also wanted to determine

the proportion of babies with HR data from our study cohort which fall outside

the normative range as described in the literature.

6.2.3 Methods

Aims and general procedures: This study is part of a prospective, observa-

tional study conducted in three separate hospitals in the city of Calgary, Alberta,

Canada, from March 2014 to September 2015. The main objective of the primary

study was to report longitudinal trends in oxygen saturation which will be reported

elsewhere. Here, we analyse, and present only pulse rate measurements reported

here as HR measurements. We included all newborns from the postnatal ward with

the following characteristics: ≥ 37 weeks’ gestation at birth, age between 6 to 24

hours at enrolment, and normal cardio-respiratory examination∗. Neonates with
∗As defined by Acute Care Of At-Risk Newborn – www.acornprogram.net)[10].
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Figure 6.3: Photo of an oximeter, the machine used to measure heart rate (HR),
oxygen saturation (SpO2) and perfusion index (PI) in babies. The machine can
be connected to the babies through a strap bracelet that can be applied to the
wrist or to the foot. Sometimes wrist and foot can present different measurements
because of the physiology of the baby (in particular the wrist is closer to the heart
and the foot contains more fat). To leave the main investigator unbiased to this
study, some displays have been covered.

an antenatal or postnatal diagnosis of congenital cardio-pulmonary disease, major

congenital abnormality, those at risk of neonatal abstinence syndrome, or admission

to a neonatal intensive care unit were excluded. We identified potential subjects

from hospital electronic health records and enrolled within 24 hours of birth. Par-

ental written informed consent was obtained prior to enrolment. This study was

registered with clinicaltrials.gov (NCT 02095041) and local research ethics board

approval was obtained. HR of all the enrolled infants were measured using a pulse

oximeter (Masimo Radical-7, Irvine California, see Fig. 6.3) chosen because of its

resistance to movement artefacts and good performance in states of low perfusion

[11, 12]. The pulse oximeter was set to normal sensitivity with 2-second averaging

times. HR data were recorded every 2 seconds by the oximeter. We obscured

the pulse oximeter readings by fastening a custom-made opaque cover over the

oximeter’s display (see Fig. 6.3). The perfusion index and wave forms were left

visible so the investigator could ensure that a good quality signal was present. The

beat-to-beat tone function was turned off and all the alarms were silenced. In this

manner, the investigators, staff and families were blinded to the HR readings.

One pulse oximeter probe was placed on the right wrist (pre-ductal) and the
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other probe was placed on either foot (post-ductal) to take continuous measure-

ments for ∼ 10 minutes, starting from the point of good plethysmographic wave

forms. This initial phase of recording occurred under the direct supervision of one

of the investigators. Following the 10-minute period, we returned the infant to

the mother with one pulse oximeter probe still attached to the right wrist for the

completion of the 90-minute recording period. During this 80-minutes period, we

recorded only preductal HR, to avoid the inconvenience for the mother of having

two probes attached to the infant, and to carry out routine newborn care (e.g. feed-

ing). Oximetry recordings were performed every 12 − 24 hours prior to discharge

during regular working hours, with the first recording occurring between 6 and 24

hours after birth to allow completion of normal transition to the extra-uterine en-

vironment [13]. A summary of the study flow is shown in Fig. 6.4. All the recruited

infants were followed until 8 weeks of age by reviewing their electronic health record

to identify those who died, required readmission to hospital or visited the emer-

gency department. Those infants found to have a diagnosis that could interfere

with the creation of healthy HR data were excluded from the primary outcome

analysis.

Definitions: In this study one of the critical considerations is what we define as

bradycardia. In particular we analysed different definitions. The classic definition

is one with a fixed threshold, where each episode is defined as a period of ≥ 15

contiguous seconds during which HR values are below a specified threshold (e.g.

120, 100, 80/minute) [14]. We also explore a new definition of bradycardia that

takes into account the fact that every baby has a different average HR. Specifically,

dynamic bradycardia is defined, when the HR falls below < 2/3rd of the median

HR for the infant [14] (for example, for an infant with a median HR of 120/min, we

defined the dynamic bradycardia to be when the HR is < 80/min for 15 contiguous

seconds).

Another definition that we will use in this work is the concept of Newborn Early
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Figure 6.4: Summary of procedures followed in the selection of the babies used for
this study. For the purpose of this analysis, the important things to note are that
measurements of the babies starts always after at least 6 hours from birth and that
in following days measurements are taken at the Public Health Clinic where the
machinery used can differ from that in the hospital, with the potential to introduce
a bias in the data. It is important to note as well that pre-ductal measurements
(wrist) and post-ductal measurements (foot) have different times of recording.

Warning Trigger and Tracking (NEWTT). This is a table that classifies as normal

babies those that have HR between 100 and 160 beats per minutes (bpm). HR

above 160 or below 100/minute are instead traditionally classified as Amber cat-

egory which warrants senior review within 30 minutes. In our attempt to redefine

new standards for healthy babies, we plotted each HR measurement every 2 seconds

and plotted against the NEWTT chart (Fig. 6.5 explained later in Sect. 6.2.4). We

plotted median and various centiles for 10 bins between 6 hours and 50 hours of

age. We also calculated median and inter-quartile range for the entire population.
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Data management: The process of data collection, cleaning and processing is a

crucial part of this study. As well as variations in the application of standard data

handling procedures, human mistakes and different approaches used by different

doctors need to be taken into account to properly interpret the data. Regarding

the collection of the data from the hospital, oximeter data is downloaded using

“Trendcom” software. Non-identifying study data were collected and managed us-

ing Research Electronic Data Capture (REDCap), a secure online research database

[15]. Manual and automated SpO2 data cleaning was performed to remove data

of questionable validity. Pulse rate < 10/min were removed as well as any data

points with ‘zero’ values.

Regarding the analysis of the data, we aimed at recruiting a convenient sample

of ∼ 300 infants. We used descriptive statistics for population characteristics. Cat-

egorical variables were presented as proportions, while numerical variables were

presented as mean with standard deviation (SD) or median with inter-quartile

range (IQR) as appropriate. All the analysis was performed using Python 3.6.9. In

particular, we choose to exploit the advantage of an Object-Oriented Programming

language (OOP) and create the class “baby” in order to collect the properties and

the measurements of each baby in a single object. The software created (available

on request) was specifically designed for the features of this sample and is able

to create simple plots of the heart rate of the baby simply by inputting the an-

onymised id for each baby. In particular, the software includes an algorithm to

identify, count and measure the duration of events of bradycardia (low HR accord-

ing our definition) and hypoxia (low SpO2 according to a similar definition as used

for bradycardia, but not used in this study). We used non-parametric tests and

applied a significance level, α = 0.05, for all statistical testing.
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6.2.4 Results

Demographics: Out of a total of 294 babies recruited, after excluding babies with

invalid data, we had 268 (91%) babies in the final analysis. 37 (14%) infants had

a second recording and 3 (1.1%) had a third recording before hospital discharge.

Due to the hospital’s early discharge policy, we had a smaller number of newborns

on days 2 and 3. Demographic data are provided in Table 6.1. Most babies re-

ceived routine care and 3% received some form of minor resuscitation at the time

of birth. There are a total of 1, 016, 801 data points (equivalent to 564.89 hours

= 23.54 days) and after cleaning we had 992, 678 (97.62%) valid data points. For

the wrist recordings, the number of infants with 1, 2 or 3 recordings were 151, 105

and 5 respectively. For the foot recordings, the number of infants with 1, 2 or

3 recordings were 152, 109 and 6 respectively. Of the recruited infants, 45 (17%)

required acute medical care during the 8-week follow-up period and 11 (4%) infants

were subsequently admitted to hospital. Based on the investigator’s discretion, we

excluded 4 infants’ data from the original study.

Heart rate percentiles (first vs following days): Table 6.2 shows that in the

first 24 hours, median wrist HR was 121.9 (IQR 115, 129) which was similar to

median foot HR of 121.5 (IQR 114, 130; p = 0.29). Similarly, median wrist HR

was 124.9 (IQR 117, 136) and median foot HR was 131.4 (IQR 117, 139: p = 0.17)

for infants age 24− 72 hours.

Heart rate variations for different medical variables: HR variations with

gestational age, sex, type of delivery and time of life are provided in Table 6.3.

Babies with birth gestational age > 40-weeks had significantly lower HR: this trend

is seen for both wrist and foot. The HR in females is higher than in male infants,

with a mean difference of ∼ 4 beats/min. Similarly, HR tends to be higher for

babies who are more than 24 hours old, though the sample size is smaller in this
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Demographics
Full Cohort (n= 268)

Female sex – n (%) 123 (45.9%)
Birth weight – mean (SD*) 3348 (503) grams
Gestational age – mean (SD) 39.55 (1.15) weeks

Ethnicity

Caucasian 161 (60.07 %)
African American 12 (4.48 %)
East Indian 31 (11.57 %)
Asian 27 (10.07 %)
Hispanic 15 (5.6 %)
Other 17 (6.34 %)
Unknown 2 (0.75 %)
Native 3 (1.12 %)

Maternal age – Mean (SD) 31.87 (4.54)
Caesarean delivery – n (%) 76 (28.4 %)
Maternal pre-eclampsia – n (%) 12 (4.48 %)
Maternal gestational diabetes – n (%) 26 (9.70 %)
Smoking – n (%) 12 (4.48 %)
Meconium-stained liquor – n (%) 36 (13.43 %)
Apgar 5min - mean (SD) 8.96 (0.33)
Age in hours at first recording – median (IQR#) 16.48 (11.3 to 20.6)
*SD: Standard deviation; #IQR: inter-quartile range

Table 6.1: Demographic data for the sample of 268 babies used in this study. The
number of babies and the percentage respective to the full sample are reported for
different categories, along with some average values for some medical variables.

cohort. There was no difference in HR for infants born by cesarean and vaginal

delivery.

Trends in Bradycardia: In total there were 475 episodes of HR < 120/min

bradycardia, 183 episodes of HR< 100/min, 91 episodes of HR< 80/min and 89

episodes with HR< 2/3rd median HR: all of these episodes lasted for at least 15

seconds (Table 6.4). Durations of bradycardia were similar for all the thresholds.

Transient bradycardia (< 15 seconds) is more common than bradycardia of at least

15 seconds duration. In general, bradycardia events (lasting for at least 15 seconds)

in healthy term infants were rare with a frequency of ∼ 1 episode every 2 hours

and lasted for approximately 30 seconds.
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Percentiles of heart rate (HR)
Wrist Foot

Age<24hrs N=233 N=245
5th centile 106.0 104.3
25th centile 115.2 113.7
50th centile 121.9 121.5
75th centile 128.9 129.4
90th centile 135.4 137.1
95th centile 142.2 143.0
Age 24hrs-72hrs N=42 N=43
5th centile 111.8 109.7
25th centile 117.3 117.3
50th centile 124.9 131.4
75th centile 135.9 139.0
90th centile 140.0 145.6
95th centile 142.3 152.0

Table 6.2: Percentiles of heart rate for babies in the first 24 hours of life and babies
in their 24 − 72 hours since the birth. In bold face are reported the number of
babies in the respective category.
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Pulse rate variations with gestational age, Type of delivery, Sex and time

Mean SD* Mean SD Mean diff
(95% CI$)

Statistics

Gestation <40 weeks >=40 weeks p-value

Wrist 124.87
(n=139, 52%) 10.65 120.66

(n=113, 42%) 10.44 4.21
[2.96,5.46] 0.00077

Foot 124.65
(n=146, 54%) 13.02 121.32

(n=117, 44%) 11.95 3.33
[1.89,4.77] 0.0163

Type of delivery Vaginal Caesarean

Wrist 122.56
(n=179, 67%) 10.73 124.03

(n=73, 27%) 10.78 1.47
[0.15,2.80] 0.2360

Foot 122.25
(n=187, 70%) 12.07 125.10

(n=76, 28%) 13.57 2.86
[1.28,4.43] 0.0622

Sex Male Female

Wrist 121.05
(n=135, 50%) 9.77 125.43

(n=117, 44%) 11.37 4.38
[3.13,5.64] 0.00218

Foot 121.60
(n=141, 53%) 10.48 125.16

(n=122, 46%) 14.63 3.56
[2.08,5.04] 0.0643

Timing <24hrs 24-72hrs

Wrist 122.38
(n=233, 87%) 10.52 126.58

(n=42, 16%) 11.31 4.20
[2.43, 5.97] 0.01732

Foot 122.06
(n=245, 91%) 11.87 129.45

(n=43, 16%) 14.94 7.39
[5.13,9.65] 0.0004077

*SD: Standard deviation; $CI: Confidence Interval

Table 6.3: Pulse rate variations with gestational age, type of delivery, sex and time.
Measurements are analysed separately for wrist and foot. To check for statistical
differences between the two sample in which babies have been split, we perform
the student T-test and we consider a difference to be significant when the p-value
is below 0.05.
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Trends in bradycardia

Number of bradycardia
episodes per Hour1

mean (SD∗)

Duration of bradycardia
episodes2

median (IQR#)

Percentage of
Time with

bradycardia3

mean (SD)

Number Bradycardia
per hour any duration4

mean (SD)
Wrist Foot Wrist Foot Wrist Foot Wrist Foot

HR <2/3 of median 0.388
(1.167)

0.389
(1.510)

34
[24,66]

34
[22,57]

0.0089
(0.0322)

0.0072
(0.0324)

0.689
(1.606)

0.977
(3.107)

HR <120 16.025 (10.758) 17.387 (16.129) 36 [27,54] 41
[26,95]

0.421
(0.299)

0.432
(0.357)

35.117
(21.423)

38.022
(31.368)

HR<100 2.238
(5.279)

2.489
(6.874)

27
[20,39]

27
[20,49]

0.0463
(0.108)

0.0466
(0.121)

6.986
(12.594)

8.600
(17.651)

HR <80 0.418
(1.309)

0.436
(1.560)

36
[24,62]

29
[20,59]

0.00943
(0.0341)

0.00756
(0.0338)

0.785
(1.810)

1.0173
(3.173)

1: A bradycardia episode is defined as a period of ≥ 15 contiguous seconds during which
heart rate values are below the specified threshold (e.g., 120,100, 80).
2: Duration of bradycardias includes only infants with at least one bradycardia episode lasting ≥ 15 seconds and refers to the
median duration of each bradycardia episode.
3: Percentage of time with bradycardias denotes the ratio of total time with bradycardias of
any duration (i.e., not just for episodes lasting 15 seconds).
4: Bradycardias per hour refers to the number of bradycardia
episodes of any duration per hour.
*SD: Standard deviation; #IQR: Inter-quartile range

Table 6.4: Statistiscs for the bradycardia events measured through different definition. Different definitions involve different thresholds,
120, 100, 80, and a “dynamic” threshold based on the median HR values of the specific baby. Measurements are reported separately for
wrist and foot recordings.
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Studying heart rates outside normative range: Fig. 6.5 shows heart rate

plotted against the age of the infants (in hours). The normative HR range pre-

scribed in the Newborn Early Warning Trigger and Tracking (NEWTT) chart (HR

100− 160/min) is also shown. The majority of the data points fall between a HR

of 100 and 160/minute with their median (25th-75th centile) HR for the entire

population within the normative range. Similar findings were noted when the me-

dian along with IQR were plotted for individual bins for infants’ age after birth.

Creating 1st-99th centiles with data points for the same bins shows multiple HR

data points were plotted outside the normative range. We had 43, 787 (6%) HR

data points ≤ 100/min and 13, 812 (2%) HR data points ≥160/min.

Impact of heart rate measurements with shorter recording time: We iden-

tified infants with median HRs of < 100/min and > 160/min. We then examined

infants in these groups with a significant difference in the median HR between

the wrist and foot measurements. 6 infants with HR < 100/min and 3 infants

with HR> 160/min had different median HR between the foot (see an example

in Fig. 6.6) and wrist (see an example in Fig. 6.7) measurements. Since we re-

corded foot measurements only for a short period (∼ 10 minutes), we compared

the foot measurements with wrist measurements over a similar duration (i.e., the

first ∼ 10 minutes of wrist measurement). This comparison showed similar median

HR between the two measurements indicating the impact of the shorter period of

recording and the variations in HR (see Fig. 6.8). Whether this is due to any un-

derlying physiological variations or technical limitations is unknown. However, this

results suggests that before inferring differences in the pre-ductal (wrist) and post-

ductal (foot) measurements, a fair comparison with similar time of measurements

is needed.

6.2.5 Discussion and conclusions

Our study provides a better understanding of normative values of HR and its

variability with various factors in the first few days of life. We have shown that
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Figure 6.5: Heart rate versus age of the infant in hours plotted against the nor-
mal range (HR 100-160/min). The black circles show HR measurements (at 2
second intervals) that fall within the traditional normative range of 100-160 beats
per minute; brown circles show HR recordings outside this range. The symbols
and bars show the median, 25-75 (yellow) and 1-99 (orange) percentile ranges, for
measurements in each bin. Histograms on the side show the distribution of the
number of 2-seconds recordings for the baby’s age (x-axis) and Pulse rate (y-axis).
The horizontal dotted line shows the global median, and the blue shading indicates
the global 25-75 percentile range.
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Figure 6.6: Example recording of the pulse rate (PR) from the foot of the baby
identified as FMC133. The total time of recording corresponds to 13 minutes. This
is typical of any foot recording.

bradycardia events of HR < 80/min or HR< 2/3 of the baseline are rare and

short lasting in the first few days of life. Any infant with bradycardia episodes is

worth monitoring. We argue that a dynamic definition of the HR threshold for

bradycardia, based on the median HR of an individual, is more accurate than the

currently used global definition, given the large variation we find in the median

HR in healthy infants. We have shown that spot check HR measurements could

lead to false labelling as we have shown in Fig. 6.5. Trends in HR over a short

period of time would provide the true estimate of HR rather than a spot check.

We noted minor variations between foot and wrist measurements which does not

reflect actual physiology but instead may result from technical limitations of pulse

oximetry related to the quality of the pulse waveform encountered in the upper

versus lower limbs.

In a recently published study with a large number of infants, reference ranges
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Figure 6.7: Example recording of the pulse rate (PR) from the wrist for the same
baby as in Fig. 6.6 (FMC133). The total time of recording corresponds to ap-
proximately 100 minutes. Recording from the wrist are typically longer than foot
recording. The shaded area covers 13 minutes which is the time typically used for
foot recordings.

for HR were obtained by auscultation in the first 24 hours of life [7]. Auscultation

findings of HR were validated against ECG recordings. In this study, the median

HR reported and the higher values of HR found in girls as compared to boys were

similar to our study results. In another large systematic review with 69 studies,

reporting normal range of HR from birth until 18 years of age, the median HR at

birth was 127/min which is similar to our results [1]. In this review, settings in

which measurements were made and methods to collect HR data were variable.

A pulse oximeter can provide reliable results equivalent to ECG when there is

a good signal and no rhythm disturbances [3]. A systematic review comparing the

performance of ECG and pulse oximeter concluded both devices provided precise

results as compared to clinical assessments alone [4]. A pulse oximeter can under-
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Figure 6.8: Recordings of foot and wrist for the same baby (FMC133) overlapped
in time for the first 13 minutes, which is the usual time of recording for foot
measurements. As can be seen when limited to the same amount of time the
values of the pulse rates are similar. This has to be taken into consideration when
comparing wrist and foot results. In fact the median of the entire recording of the
wrist (99 bpm) differs from the median of the entire recording of the foot (106 bpm)
but when compared in the same simultaneous amount of time, they are similar:
106 and 104 respectively.

estimate the HR compared with an ECG in the first few minutes of life. In this

review all the studies included were conducted at the time of birth in resuscitation

settings. Though the differences between ECG and pulse oximeter are systematic

to the technology which may affect the precise HR values and should not affect our

study conclusions.

Our study has a few advantages. We collected all data prospectively with re-

latively long periods of recording. We collected data both from wrist and foot

recordings using similar monitors. We classified infants in our study as “healthy”

after a follow up period of 8 weeks of life. We followed a detailed process of data
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cleaning. We also defined clinically significant bradycardias as HR< 80/min and

HR< 2/3rd median. There are a few limitations we should mention. We did not

use ECG monitors, which are the gold standard for HR measurements. Though we

collected data on neonatal state, we did not analyse the influence of the neonatal

state on HR. In routine clinical practice we don’t assess neonatal state, hence our

data could be more clinically relevant; this is left to a future study with this dataset.

Though our study was conducted at moderately high altitude (1, 045 m), vari-

ations of HR with altitude have not been previously reported. Hence, we believe

this normative HR data and their variations would be applicable to all clinical

settings.

To conclude, in this large prospective data from healthy term infants, we have

provided normative values of heart rate and its variation with gestational age, sex,

mode of delivery and age of life. In this population, bradycardia events were rare

with an approximate frequency of 1 episode every 2 hours and are short lasting.

Significant HR data points were outside the previously described normative range.
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Chapter 7

Conclusion and Outlook

7.1 Astronomy

The work presented in this thesis extends the tests of theoretical models of galaxy

formation using new observations of galaxy colours. With this aim I made use

of different galaxy redshift surveys to devise new tests of the models using colour

versus redshift and the colour-magnitude relation at different redshifts. Specifically,

the main source of observational data for this work is the Physics of Accelerating

Universe Survey (PAUS), a novel photometric galaxy survey using narrow band

filters, which spans a wide range of redshifts (0 . z . 1.2) over a relatively wide

solid angle, aiming to reach ∼ 100deg2 with redshift uncertainties smaller than

σz < 0.0035 for at least 50% of the sample down to a magnitude limit of iAB . 22.5.

To complement observations with a physically motivated model of galaxy forma-

tion, I have used GALFORM (Cole et al., 2000) implemented in a N-body simulation,

the P-Millennium run described in Baugh et al. (2019). Thanks to the improved

N-body simulation (Baugh et al., 2019) with an order of magnitude better mass

resolution and four times more redshift outputs compared with previous simula-

tions used with GALFORM (e.g. Guo et al. 2011), the predictive power of the model

now reaches far beyond that of previous simulations. We adapted the GALFORM code

to create a lightcone mock galaxy catalogue for PAUS. The high number of PAUS

narrow-band filters combined with the higher mass resolution of the P-Millennium
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N-body simulation made the resulting run computationally expensive. We moved

from a regime in which the run outputs where of the order of 1 TB, e.g. for the

calculation described by Stothert et al. (2018b), to a regime in which the output

takes up approximately 30 TB. We carefully optimised the scheduling of the jobs in

order to only use the resources needed, and to avoid jobs from restricting one an-

other’s progress. In particular we found a relation between the amount of memory

required to process one of the subvolumes the simulation is divided up into and

the mass of the biggest dark matter halo at redshift zero in the subvolume. We

further optimised the run by using Message Passage Interface (MPI). Thanks to

our optimisation exercise, we reduced the time scale of the simulation from several

months to less than 20 days.

The creation of a mock lightcone for PAUS has several benefits, compared to

using a single redshift output from the simulation. The first is the ability to evaluate

the performance of photometric redshift estimators, using a mock with similar

numbers of galaxies as a function of redshift to the real observations. This is because

we are simulating the ‘true’ values for the redshifts and narrow-band fluxes which

are the inputs to photometric redshift estimation codes. Previous work with this

aim was performed by Stothert et al. (2018b). These authors built a mock using

the GALFORM semi-analytic model of galaxy formation based on the Millennium

N-body simulation Guo et al. (2011). The photometric redshift estimation code was

tested on this mock to understand any systematics in the estimation. However, this

exercise uncovered a potential systematic in the construction of the mock catalogue,

rather than in the photo-z code. This relates to the time spacing between snapshots

and the manner in which the photometry is adjusted or interpolated to try to

account for the bandshifting with redshift. Using the new p-millenniunm N-body

simulation, we tested the presence of the systematic introduced by the interpolation

of magnitudes between output times. We observed that this systematic is not visible

anymore and this means that if it is still present, at least it is smaller than the

statistical error in the photometric redshift, for the redshift range studied. We
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proved that up to redshift z ∼ 2 there is not anymore such effect.

Another advantage of the creation of a lightcone mock for PAUS is to test the

predictions of galaxy formation models for model galaxies which meet the observa-

tional selection. The lightcone mock produces approximately the same number of

galaxies as a function of magnitude and redshift as are measured in the observa-

tions. We tested the model predictions for the evolution of observer frame colours

over the redshift range probed by PAUS. Galaxy formation models are traditionally

calibrated mainly at redshift zero. In the case of GALFORM it has been calibrated to

match the local observed optical and infrared luminosity functions (see for example

Lacey et al. 2016). This means that if the prediction of the colours holds at higher

redshifts, the physics that control this evolution is correct. This study on colours

is reported in Chapter 4.

The study of colours, magnitudes and the evolution predicted by stellar pop-

ulation synthesis models, along with the predictions provided by the physically

motivated GALFORM model based, was the focus of the study reported in Chapter 5

(also published as Manzoni et al. 2021). The main focus here was the use of the

evolution of the colour magnitude relation to constrain simple parametrisations

of the star formation history of galaxies, deriving information about the average

quenching time-scale in the ∼ 90, 000 galaxies of the VIMOS Public Extragalactic

Redshift Survey (VIPERS). I developed some further analysis, comparing vari-

ants of GALFORM with different AGN-feedback to study the impact on the colour

magnitude relation.

Thanks to the expertise I developed in running the GALFORM semi-analytics

model, it is possible to create new mocks with different characteristics in an effi-

cient and relatively fast way. For this reason, one of the future developments of

this work is the creation of new mocks for upcoming surveys. The MOONRISE

survey (Maiolino et al., 2020) based on the Multi-object Optical and Near-infrared

Spectrograph (MOONS) at the Very Large Telescopes (VLT), is a perfect candid-

ate for our study as it offers an unprecedented sampling of high-quality spectra at
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intermediate redshifts (z ∼ 1−2.5). This allows for a robust testing of galaxy form-

ation models and galaxy evolution studies. In particular, having a MOONS mock

has the potential of understanding how galaxies move within the BPT diagram

and how we can better separate Active Galactic Nuclei (AGN) from star-forming

galaxies.

Other future works regard the improvement of the model predictions creating

more realistic scenarios for some of the physics involved. For example, the model

currently predict a stronger bimodality in galaxy colours than what observed in

surveys. A change in the AGN feedback modelling can have an effect on that. The

current implementation of AGN feedback has the effect of stopping completely the

gas cooling when it is active. A more gradual implementation of gas cooling has the

potential of smoothing the dramatic bimodality observed (see Croton et al. 2006

for a gradual implementation of AGN feedback). The current implementation

also allow for an AGN to be activated and deactivated multiple times while a

scenario in which once the AGN is triggered it will stay permanently active can be

explored. Another effect that can be investigated is the compression of gas due to

AGN activity. In the current implementation AGN only prevent the gas cooling,

however the compression of gas could potentially favour star formation rather then

suppressing it. One last improvement that can be considered in GALFORM is the

treatment of gas cooling in satellite galaxies. Currently, the ram pressure stripping

suppress the star formation in a galaxy that becomes satellite instantaneously,

removing all of its gas. A more complex modelling can be implemented as a future

work where the removal of the gas due to ram pressure stripping can happen

gradually as a function of the orbit radius of the satellites with respect to the

centre of the dark matter halo.

In conclusion, thanks to the powerful optimisation of GALFORM combined with

the high resolution of the new p-Millennium N-body simulation, the testing of

different physical scenarios for increasingly larger and deeper surveys through the

creation of new mocks will allow for a better understanding of the evolution of the

184



7.2. Centre for Doctoral Training internships

early Universe.

7.2 Centre for Doctoral Training internships

To expand my expertise in analysing large data-sets, as part of my Centre for

Doctoral Training (CDT) placements I completed a two month project at Procter

& Gamble (P&G) and another eight months internship with the National Health

Service (NHS). At P&G, I contributed to building new statistical tools to model

the density of laundry powder. In the process of producing laundry powder, lots of

ingredients are used to reach the perfect density. However, the way the amount of

ingredients are chosen was completely empirical without any mathematical model

that supports the choice of the amount of ingredients. To help identifying the

ingredients that actually contribute to obtain the optimal density, we developed a

modified version of the Least Absolute Shrinkage and Selection Operator (LASSO,

Tibshirani 1996) technique. This technique adds a penalty to the χ2 function used

to constrain model parameters, so that complicated functions, prone to overfitting

with a lot of terms are disadvantaged with respect to functions with fewer terms.

We modify the penalty in order to adapt to the specific problem. This promising

technique, has been developed further and used in astronomy as well (Icaza-Lizaola

et al., 2021).

In the NHS internship, the focus was on the study of the health rate (HR)

variation in a sample of ∼ 300 healthy babies. To assess newborns, doctors go

through a set of visual checks and vital signs observations in order to ascertain

that the baby is safe and healthy. Heart rate is one of the quantities that is always

monitored. Too low a HR (bradycardia) is as dangerous, as is too high a HR

(tachycardia). Deciding what is too low HR and what is too high is not trivial.

In particular, an instant measure of HR does not have the same importance as an

average value of HR. If HR goes low for a very short period (less than ∼ 15 seconds)

is not as dangerous as if it stays low for a more prolonged period. As a consequence,
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the time of recording is very important when we are studying variations in HR.

We establish new standards for healthy babies heart rates in the first few days

of life. We measured episodes of bradycardia, analysing different thresholds, and

finding that strong events of bradycardia (those in which the HR goes lower then

80 bpm or lower than 2/3rd of the median HR) are quite rare (∼ 1 every 2 hours) in

healthy babies. We also argue that pre-ductal (measurements from the wrist) and

post-ductal (measurements from the foot) HR readings do not show any statistical

difference as they might be biased by a different time of recording (∼ 10 minutes

for the foot versus ∼ 90 minutes for the wrist). We find statistical differences in

the average HR for different classes of babies: babies with a gestational age greater

than 40 weeks (i.e. full term) seem to have lower HR. Boys seems to have lower

HR than girls. Babies in their first day of life seem to have lower HR than babies

who are more than 24 hours old.

These trends are essential to help doctors to identify unhealthy babies and hence

decide when they need a given treatment. This study has already been submitted

for publication in a medical journal. A possible development of this study is to

apply the same technique to pre-term babies when the decision of the doctor is

even more important as the treatments needed might be very invasive and a wrong

decision can lead to death.
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Appendix to Chapter 5

A.1 SFR from SED and [OII] emission

Here we perform a “sanity check” to test if the SFR deduced from the SED fitting

to the U − V colour tracks the SFR inferred independently from an emission line.

This test has the limitation of testing the instantaneous SFR and does not probe

Figure A.1: Distribution of the SFR estimates from the SED fitting (green line)
compared to those derived from the [OII]λ3727 line (orange line) according to the
Moustakas et al. (2006) prescription, as in Eq. A.1. In this sample we have excluded
galaxies with signal-to-noise lower than 1.1.
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Figure A.2: The distribution of SFR as a function of rest-frame colour for galaxies
in the redshift ranges 0.9 < z < 1.0 (top panels) and 0.6 < z < 0.7 (bottom panels),
as estimated from the OII line luminsity and inferred from SED fitting, as labelled.
On the right hand side, the ratio between the two estimates of SFR is plotted on
the x-axis for bins of colour plotted on the y-axis. The points show the median
values and error-bars are obtained from the median absolute deviation (MAD) of
the relative distribution.

188



A.1. SFR from SED and [OII] emission

the full SFH of galaxies. However, the importance of this test is the fact that we are

estimating the same quantity from completely independent properties, i.e. the SED

fitting is based on the spectrum sampled using broad filters which is completely

independent from the intensity of an emission line.

We first compare the SFR inferred for the star-forming galaxies in the observed

sample, estimated using the [OII]λ3727 emission line luminosity, with that es-

timated from the properties of the best-fitting SED template. The prescription

to obtain SFR estimates from the [OII] luminosity comes from Moustakas et al.

(2006). Specifically, from Table 2 of Moustakas et al. (2006) we made a linear fit

to the coefficients MB and P50 (neglecting the two faintest magnitudes which are

outliers), resulting in the following relation between [OII] luminosity and SFR:

log10

( SFR
M�/yr

)
= −2.893− 0.169×MB + log10

(
L[OII]

1041 erg/s

)
(A.1)

where MB is the rest-frame absolute magnitude in the B-band and L[OII] is the

luminosity of the OII line.

In Fig. A.1, we show the distribution of SFRs derived from the [OII] line lu-

minosity (orange line) compared to the distribution of SFRs derived from the SED

fitting (green line). There are several physical reasons why we do not expect these

estimates to be exactly the same. One is dust extinction. The [OII] line may

suffer from additional dust extinction compared to that experienced by the stellar

continuum that is modelled in the SED fitting. Another reason may come from

the different star formation time-scales sampled in the two approaches. Kennicutt

(1998) suggests that the [OII] emission line samples star formation time-scales . 20

Myr, while in our SED fitting, star formation is sampled for interval times of the

order of 100 − 200 Myr. For this reason, the [OII] line is more likely to sample

galaxies which are experiencing a starburst rather than being consistent with a

smooth SFH as is the case with the templates used in the SED fitting.

A more accurate test is to check if the SFR inferred from the SED fitting dis-
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plays the same qualitative behaviour as the SFR estimated from the [OII] emission

line. With this aim, we split the sample by U −V colour and redshift. In Fig. A.2,

the median SFR is plotted for the same colour bins used in defining the bright edge

of the colour – magnitude relation. The top and bottom panels in the figure show

the same analysis in two redshift bins. The right-hand-side panels show the median

ratio between the two estimates. The error bars indicate the Median Absolute De-

viation (MAD) dispersion around the median values. We use the MAD to estimate

the dispersion in the SFR values and ratios distribution because of its robustness

against the presence of outliers in the distribution and insensitivity to the particu-

lar choice of parameters. What ensures the quality of the SFR estimates from the

SED fitting is the fact that, although different from the [OII] SFR estimates, they

follow the same trend both in colour (different points of the y-axis) and redshift

(top and bottom panels). This can be seen from the fact that the distribution of

the ratios is constant within the errors (right-hand-side panels). The value of the

mean ratio changes somewhat between the two redshifts considered and this could

be due, for example, to an underlying change in metallicity of the gas involved in

the star formation. However, this does not affect our results as what is important

is that within every redshift bin the distribution of the ratios is constant within

the errors as can be seen from the right-hand panels. In particular the relation

between redshift and SFR shown in Fig. A.2 assures us that the overall decrease in

star formation rate density as a function of cosmic time that took place over the

redshift interval 0 < z < 2 is well reproduced.

Considering that our sample includes galaxies spanning more than two dec-

ades in stellar mass and two decades in star formation activity strength (with a

strong dependence on redshift), we argue that our stellar population synthesis effort

provides consistent estimates of the “visible” SFR within the VIPERS sample (i.e.

the star formation measurable using optical emission lines or broadband colours).

Although this test does not provide evidence about the future evolution of the

SFR, the consistency in reproducing qualitatively the SFR-colour and SFR-redshift
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fundamental relations give us an indication that the SED fitting is based on stel-

lar population synthesis templates which provides a realistic starting point in our

evolutionary exercise.

A.2 Robustness of the bright edge to the number of

galaxies

One potential worry is that the location of the bright edge as defined in Sect. 5.4.1

is affected by one of the survey properties, such as the number density of galaxies

in the colour – magnitude diagram. In Section 5.6 we have used a sub-sampled

version of the original GP14 GALFORM output in order to match the number of

VIPERS galaxies in every redshift bin. We now want to compare this sub-sampled

set of model galaxies to the original sample to see if this affects the location of

the bright edge. In Fig. A.3 we plot the colour – magnitude relation and the as-

sociated bright-edge for 4 representative snapshots. In the top panel, we show the

sub-sampled version, which is the one presented in the middle panel of Fig. 5.9. In

the bottom panel instead we use all the data available from the GP14 simulation.

Albeit with less scatter, the location of the bright edge is consistent to the one in

the top panel within the errors. As in Fig. 5.5 we also draw the location of the most

populated magnitude bin, to show that is not coincident with the faint magnitude

cut, hence the survey depth does not affect the location of the bright edge.

We have done an additional check to prove that the change in cosmic volume

sampled by VIPERS at different redshifts is not the factor responsible for the

progressive disappearance of the rare bright galaxies from the sample, and hence

to prove that the bright edge evolution is not a volume sampling effect. The volume

sampled in the highest redshift bin is in fact approximately ten times bigger than

the lowest redshift bin.

To test for this possibility we have focused on the sample in the highest redshift
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Figure A.3: Colour-magnitude relation for GP14 GALFORM semi-analytic model.
The top panel is the randomly sampled version of the bottom panel in order to
have the same number of points as in the corresponding VIPERS redshift bins. It
can be seen that the definition of the bright edge is consistent in the two cases.
For simplicity only four snapshots have been plotted. As in Fig. 5.5, the grey
line represents the most magnitude populated bin for every colour bin. In the
bottom panel, the edge relative to the sub-sampled sample has been reported for
comparison with pink lines.
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bin, and computed how many of the galaxies in this sample would still be observed

at a lower redshift, under the assumption of no evolution in the galaxy properties

but just taking into account the ratio of the volumes sampled in the two different

redshift bins. The result of this computation shows that the high redshift edge

would still be visible down to z ' 0.5, if only volume effects were to dominate

the VIPERS sample composition. This test therefore demonstrates that the ob-

served bright edge evolution with redshift is real, and must be due to the evolving

properties of the galaxies in the sample.

A.3 Comparison with zCOSMOS

One further test of our analysis consists of verifying whether the same evolution of

the colour-magnitude bright edge is observed in other redshift surveys. We have

taken the available data from the zCOSMOS bright sample Lilly et al. (2009),

divided the sample into the same redshift bins used for the VIPERS sample, and

computed the zCOSMOS bright edge location using the same procedure described

in Sect. 5.4.1. Note that zCOSMOS has the same depth of VIPERS, i.e. it has

been cut at magnitude 22.5 in the observed i-band. The difference with VIPERS

is that zCOSMOS is a purely magnitude limited sample whereas VIPERS has a

colour-colour pre-selection to isolate galaxies with z & 0.5 (see Fig. 3 of Guzzo et al.

(2014) for details). As can be seen in Fig. A.4 (where we plot only two redshift

bins for simplicity), the VIPERS and zCOSMOS bright edge locations coincide

almost perfectly, albeit the zCOSMOS one is somewhat noisier because of the

smaller number of objects in that sample, since the area covered by zCOSMOS is

significantly smaller than the one covered by VIPERS. Although only two redshift

bins are shown, the agreement is of the same quality for all of the redshift bins

used in our VIPERS study.
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Figure A.4: Comparison of the colour-magnitude bright edges between zCOSMOS
and VIPERS data. The coloured points and edges come from the zCOSMOS
catalogue while the black edges are relative to the VIPERS data in the same redshift
bins (as plotted in Fig. 5.5). Only two redshift bins are shown here, but the
matching between the two samples is of similar quality for all bins.

A.4 Stellar masses in VIPERS

The aim of this section is to show how the bright edge of the colour - magnitude

relation is made up of galaxies that span a wide range of stellar masses. Here

stellar masses are obtained as in Moutard et al. (2016a). The evolution of the

bright edge points toward a scenario where quenching is acting on galaxies which

are bright in the V -band but which have different stellar masses. To show this,

we plot in Fig. A.5 the relation between the rest frame V -band magnitude and

stellar mass in the VIPERS sample. We use different coloured symbols in Fig. A.5

to differentiate between galaxies with different U − V optical colours. We observe

that the brightest red galaxy (e.g U − V = 2) and the brightest blue galaxy (e.g.

U − V = 0.5) not only have different V-band absolute magnitudes (V ∼ −23

for the bright red galaxy compared with V ∼ −21.5 for the bright blue galaxy),

but also different stellar masses. We can also look at the distribution of U − V

optical colours in Fig. A.6. In this plot we split the analysis into different stellar

mass (different line colours) and redshift bins (different line style). We notice that
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Figure A.5: Relation between the rest frame V magnitude and stellar masses, colour
coded by the U − V colour. All stellar masses are in units of M�.

higher values of stellar mass dominate at redder U − V colours while lower stellar

masses dominate at bluer colours. This holds true both in our low redshift bin

(0.5 < z < 0.6, solid line histogram) and in our high redshift bin (0.9 < z < 1.1,

dashed line). Moving from high to low redshift we see an evolution in the U − V

colour, with galaxies becoming systematically redder but the order of the stellar

mass bins is preserved in colour, with lower stellar masses always being bluer than

higher stellar masses. We can state that, in our highest redshift bin, galaxies are

more massive and bluer. In fact at 0.9 < z < 1.1 we do not find any galaxy in our

sample with logM < 9.0. Combining the information from Figs. A.5 and A.6, we

can conclude that, over the redshift range (0.5 < z < 1.1), galaxies that are bright

in the V -band, which are those that define the bright edge, have a wide range of

stellar masses (independently of the colour evolution). Since galaxies approaching

the bright edge are those which stop becoming bluer and brighter, and start getting

fainter and redder, we argue that the turn over is due to quenching and that this
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Figure A.6: Histogram of the U−V colour distribution split in 4 mass bins indicated
by the colour of the lines, and 2 redshift bin indicated by the shape of the line. All
stellar masses are in units of M�.

mechanism affects a variety of stellar masses. In Section 5.6, we illustrate the

impact of switching off AGN feedback on the colour-magnitude relation. This is a

process that mainly affects the cooling onto central galaxies in massive halos, and

so without AGN feedback there is an increase in the abundance of bright galaxies.

However, we do not expect AGN feedback to have an impact on the galaxies in

low mass haloes. Other processes which restrict star formation, such as feedback

from SNe and the stripping of hot gas from galaxies that fall into clusters will also

act to suppress star formation, particularly at lower masses. A study of how AGN

and SNe feedback can change the stellar mass of a galaxy is presented in Mitchell

et al. (2016).
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