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Ralph Vincent Brooks

This thesis reports the first steps towards the production of an optical tweezer
array of ultracold 87Rb133Cs molecules. Such a system represents a long-
standing goal: the full quantum control of individual polar molecules. Har-
nessing the long-range dipolar interactions and the rich rovibrational struc-
ture of ultracold molecules will unlock new applications in quantum compu-
tation, quantum simulation and quantum chemistry.

We demonstrate loading of single Rb and Cs atoms into species-selective
optical tweezers of wavelengths 814 nm and 938 nm from magneto-optical
traps of each species. We characterise the tweezers, detailing measurements
of the trap frequency, light shift, trap waist and mean atom temperature.
These measurements are performed using a newly-built apparatus, the design
and construction of which are described in depth.

Next, we demonstrate control of the internal state of the atoms through
optical pumping and microwave transfer. Using an acousto-optic deflector,
we demonstrate control of the tweezer position, which is used to produce and
rearrange a 1D array of five Cs atoms. Furthermore, we use this positional
control to merge species-selective tweezers, which is used to prepare exactly
one Rb atom and one Cs atom in the same optical tweezer.

We then use our control of individual atoms to study interatomic colli-
sions. We demonstrate transfer of two or three Cs atoms into the same opti-
cal tweezer without heating, and discuss a method of separating tweezers to
image multiple homonuclear atoms. We perform Feshbach resonance spec-
troscopy using pairs of Cs atoms prepared in the same optical tweezer. We
observe nine loss features corresponding to Cs Feshbach resonances, and one
loss feature corresponding to a zero in the scattering length. Finally, we
study interspecies collisions of one Rb atom and one Cs atom.

The next steps towards an array of ground-state polar molecules, namely
magnetoassociation and stimulated Raman adiabatic passage, will build on
the work presented here.
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Chapter 1

Introduction

Ultracold polar molecules are an increasingly popular experimental platform,
because their physical properties give rise to a number of diverse applications
[1, 2]. In particular, polar molecules possess a permanent electric dipole mo-
ment which gives rise to long-ranged dipole-dipole interactions (DDIs). Fur-
thermore, in comparison to atoms, molecules have a rich internal structure:
they possess additional rotational and vibrational degrees of freedom, which
can be exquisitely manipulated via experimental means.

Polar molecules can be used for quantum simulation [3], precise tests of funda-
mental physics [4], studies of quantum-controlled chemistry [5] and quantum
logic [6]. Several applications require single-molecule resolution and control,
and so the tools which have been successfully developed to control single
atoms are now being turned towards molecules: namely the quantum gas
microscope [7] and the optical tweezer [8, 9].

1.1 Quantum Science with Ultracold Molecules

Polar molecules are well suited to the quantum simulation [10] of many-body
Hamiltonians [3]. Pseudo-spins can be encoded onto the rotational states of
a molecule using microwave fields [11], which are experimentally convenient.
The dipole moment of polar molecules, which is typically a few Debye in
magnitude [12], means they can interact via the long-ranged anisotropic DDI.
Molecules pinned in an optical lattice and interacting via the DDI exhibit

1



Chapter 1. Introduction 2

spin-exchange interactions [13], and can be used to study models of quantum
magnetism [14] and to explore exotic phases [15, 16]. Investigation of these
spin-lattice models is motivated by their wide applicability to condensed
matter physics [17, 18].

Other systems exhibit long-ranged DDIs, for example magnetic atoms and
Rydberg atoms. The magnetic dipole moment of magnetic atoms such as Cr
[19], Er [20, 21], and Dy [22] is only ∼ 10 µB, so that their DDIs are several
orders of magnitude weaker than for molecules. Rydberg atoms offer electric
dipole moments several orders of magnitude higher than polar molecules,
resulting in much faster interaction times. However, Rydberg atoms in low
angular momentum states have much shorter lifetimes than molecules, and
the optical traps which are red-detuned to the alkali-atom ground state re-
pulse the Rydberg state1 [24], resulting in limited interaction times [25].

Molecules can be used to probe fundamental physics with fantastic preci-
sion [26]. In contrast to high-energy collider experiments, tabletop atomic
and molecular physics experiments typically occupy a single room and are
orders of magnitudes less expensive to build. New theories which extend
the standard model of particle physics (e.g. to explain the observed matter-
antimatter asymmetry of the universe) typically imply new values for the
electric dipole moment of the electron (eEDM). Ultracold molecules may be
used to directly probe the eEDM and thus set constraints on models in fun-
damental physics [4]. The relativistic motion of the electron means that even
modest applied electric fields can result in huge internal electric fields of or-
der GV cm−1 inside the molecule. The high interaction energies which result
allow the eEDM to be measured with extreme precision. eEDM experiments
with YbF [27] and ThO [28, 29] molecules have set increasingly stringent
bounds on the EDM of the electron. Furthermore, measurement of the fine
structure constant has been proposed [30], as well as measurement of time
variation in the electron-proton mass ratio, to which molecular vibrational
energy levels are highly sensitive [31–33].

The production of molecules at ultracold temperatures has enabled the study
1A solution to this problem was recently demonstrated for alkaline earth Rydberg

atoms, where the polarisability of the Rydberg atom ion core enabled confinement in
red-detuned tweezers lasting > 100 µs [23].
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of molecular collisions and quantum-controlled chemistry. Molecules such as
40K87Rb are chemically unstable [34], exhibiting exoergic reactions of the
form KRb + KRb → K2 + Rb2, resulting in loss from the confining trap [35].
It was shown that these chemical reactions could be suppressed via control
of the molecular stereodynamics2 via confinement in a pancake dipole trap
[36].

Surprisingly, other experiments with energetically stable molecules still ex-
hibit larger than expected loss rates, largely independent of the reaction
energetics [37]. The mechanism proposed to explain this loss was the forma-
tion of long-lived 2-molecule collisional complexes, which arise because of the
dense Feshbach spectrum of two molecules [38, 39]. The complexes formed in
so-called ‘sticky collisions’ were suggested to be long-lived, so that collisions
with a third molecule result in loss of all three molecules from the trap. It was
later shown that the complex lifetime had been overestimated and that en-
hanced three-body loss could not be responsible. Instead, fast photo-induced
loss of the complexes by the trapping light was suggested [40], and later veri-
fied [41, 42]. Techniques which could suppress the photo-induced loss of com-
plexes are modulation of the trapping light [41], confinement blue-detuned
box potentials [40], microwave shielding [43] and isolation of molecules, for
example using optical tweezers.

Quantum computation is a key area of interest in modern science. When
applied to certain problems, it has been shown that quantum computers can
outperform their classical counterparts [44]. Quantum computation with
ultracold molecules was first proposed in 2002 [6] since their long qubit co-
herence times and strong dipole-dipole interactions make them promising
qubits. Typically, computational basis states are encoded onto the hyperfine
levels of a molecule, because of their long radiative lifetime. In this scheme,
a DDI-mediated CNOT (controlled-NOT) gate can be realised between two
molecules using microwave excitation; selective excitation of specific sites is
provided by an electric field gradient [6, 45]. Other quantum gate schemes
for polar molecules have since been proposed [46–49], however as will be dis-
cussed in section 1.3.2, more recent proposals make use of optical tweezers.

2That is, control of the molecules’ motion and relative angles.
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1.2 Production of Ultracold Molecules

The methods for producing cold molecules can be broadly divided into two
categories: ‘direct’, where hot molecules are cooled by some mechanism to low
temperatures, and ‘indirect’, where atoms are first cooled to low temperatures
and then combined to make molecules. We compare these approaches, which
have both been used to prepare single molecules in optical tweezers [50, 51].

1.2.1 The Direct Approach

Perhaps the most intuitive way to produce cold molecules would be to cool
them directly using lasers, in analogy to the now-routine method of atomic
laser cooling. Unfortunately, the same molecular structure which makes
molecules experimentally interesting also makes them experimentally chal-
lenging to cool.

Atoms in a magneto-optical trap (MOT) typically require ∼ 104 photon scat-
tering events to be slowed from room-temperature velocity, requiring a closed
transition to cycle on [52]. The challenge for molecules is in identifying such a
transition. Molecules excited from the ground state suffer from rotational and
vibrational branching, whereby they decay to a different rovibrational level
from where they started, and are decoupled from the cooling light [53]. For
most molecules, an impractical number of repump lasers would be required
to plug leaks from the cycling transition. However for certain molecules,
the Frank-Condon matrix which governs vibrational decay is highly diagonal
[54], so that only a few repump lasers are required. Rotational branching can
then be suppressed by the choice of a rotationally closed transition, where
selection rules prohibit decay from the cooling cycle. This choice of rota-
tionally closed transition results in dark states in the ground-state Zeeman
substructure which must be destabilised for an efficient MOT. This can be
done using a radio-frequency (RF) MOT [55], or a dual-frequency MOT [56].

Laser cooling of molecules is inefficient compared to atoms, because of their
numerous internal states and low scattering rate. The capture velocity of a
molecular MOT is therefore very low, typically ∼ 5 m s−1 [57], so typically a
high-density sample of molecules must first be pre-cooled before loading into a
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MOT. Cold molecular beams have been prepared via buffer gas cooling, where
molecules are first produced via laser ablation of a target, and then thermalise
with a cryogenic buffer gas such as helium or neon [58]. The molecular beam
must then be decelerated, which can be achieved using methods such as laser
slowing [59], mechanical deceleration [60], Stark deceleration [61], Zeeman
deceleration [62] and Zeeman-Sisyphus slowing [63]. To date, direct laser
cooling of molecules has been demonstrated for SrF [64], YO [65, 66], CaF
molecules [57, 67], SrOH [68] and YbF [69] molecules.

1.2.2 The Indirect Approach

An attractive alternative to direct cooling methods is to first cool atoms to
ultracold temperatures and then associate them to make molecules. The
resulting molecules retain the high density and low temperature of the orig-
inal atoms. Molecules can be formed optically via photoassociation [70], or
magnetically via magnetoassociation [71].

During one-photon photoassociation, colliding atoms absorb a photon and
form a weakly-bound molecule [70]. Photoassociation (PA) is a powerful ex-
perimental tool for probing ultracold collisions. It can be used to measure the
atomic scattering lengths [72], knowledge of which was essential in realising
Bose-Einstein condensation of 85Rb [73], 133Cs [74], and 39K [75]. Photoas-
sociation can be used to precisely measure the absolute binding energy of a
molecule, and to manipulate the collisional properties of a gas via an optical
Feshbach resonance [76].

Excited molecules formed via photoassociation can decay to the ground vi-
brational state of the molecular potential, however this happens with low
probability due to a low Frank-Condon overlap between the two states. Typ-
ically only a small molecular fraction is produced in the rovibrational ground
state [77, 78], with the rest distributed over many rotational and vibrational
states.

In contrast to photoassociation, several thousand ground state polar molecules
can be created via magnetoassociation [71]. In this technique, a magnetic
field is ramped across a magnetic Feshbach resonance, which occurs when the
free state of two atoms energetically approaches that of a bound state [79]
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(see section 5.1.2). Coupling between the two channels results in an avoided
crossing which can be adiabatically followed by ramping the magnetic field
at less than a critical speed [80]. The molecules produced are loosely-bound,
short-lived ‘Feshbach molecules’. The excited molecules have a vanishingly
small dipole moment, and so to access useful dipolar physics, they must be
transferred to the ground state of the molecular potential. This is done us-
ing STImulated Raman Adiabatic Passage (STIRAP), a coherent two-photon
process [81]. Molecules which have been formed via magnetoassociation and
transferred to the ground state are the fermionic species 40K87Rb [82, 83],
23Na40K [84, 85] and 23Na6Li [86], and the bosonic species 133Cs2 [87], 87Rb2

[88], 87Rb133Cs [89, 90] and 23Na87Rb [91].

1.3 Control of Single Molecules

Coherent control of the internal states of bulk-gas polar molecules is now well
established. Microwave control of the internal hyperfine and rotational states
[92, 93] has been used to demonstrate the long coherence times of rotational
states via Ramsey interferometry [3]. The permanent dipole moment of the
ground state can be accessed using electric fields, and measured using Stark
spectroscopy [82, 90]. Despite these impressive milestones, several applica-
tions of molecules require full motional state control over single molecules as
well.

1.3.1 Top-Down or Bottom-Up?

For atomic systems, two complimentary tools have emerged for exerting con-
trol over single atoms in ordered arrays. The ‘top down’ quantum gas mi-
croscope deals with large arrays of atoms, and is well suited for studying
many-body systems and spin-lattice models. Optical tweezers in contrast,
enable the study of small arrays and few-body interactions, in a ‘bottom-up’
approach. The QSUM collaboration, of which the experiment detailed in
this thesis is a part, is pursuing both of these approaches, with the goal of
achieving full quantum control over ultracold molecules. We first review the
application of these techniques to atomic systems.
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A quantum gas microscope consists of an optical lattice into which cold
atoms are loaded, and a high-numerical aperture microscope objective which
directly images a single plane of the lattice, with single-site resolution [7].
The optical lattice is formed from interfering laser beams, and the lattice
plane typically contains hundreds of sites. Near-unity filling of the array can
be achieved by exploiting the superfluid to Mott insulator phase transition.
Deep in the Mott insulator regime, where atom interactions dominate lattice
site tunnelling [94], the number of atoms per site can be fixed to one [95].
Single-atom manipulation can be realised by applying a tightly-focussed off-
resonant beam to a single site [96].

In contrast, optical tweezers enable the study of scalable few-body systems.
An optical tweezer is a far red-detuned optical dipole trap with a micron-scale
waist. Atoms are trapped at a minimum in the potential, which occurs at the
focus of the tweezer [97]. Light-assisted collisions result in stochastic loading
of the tweezer, with one atom loaded with ∼ 50% probability [8, 98]. Optical
tweezers are a versatile tool, with diverse applications in atomic physics as
well as bioscience [99, 100]. Arrays of optical tweezers can be produced using
acousto-optic or spatial-light modulator technology. Sophisticated rearrange-
ment algorithms can be employed to reduce the entropy of the stochastically
loaded arrays to yield near-unitary filling [101–104]. These methods have
contributed greatly to the scalability of tweezer arrays for applications in
quantum science.

Restricted initially to alkali metals, more recently tweezer arrays of alkaline-
earth atoms have recently been realised [105, 106]. The technology has also
been extended to arrays of Rydberg atoms, which have been used to demon-
strate quantum simulation of Ising-like spin models in 1D [107] and 2D arrays
[108]. Furthermore, systems of interacting Rydberg atoms are a promising
and scalable architecture for digital quantum computation [109].

1.3.2 Ultracold Molecules in Tweezers

Optical tweezers can provide versatile single-site control for single atoms. In
recent years, the platform has been extended to polar molecules. Highly-
excited 21Na133Cs molecules were first assembled via photoassociation [50]
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and later magnetoassociation [110, 111]. Production of an array of ground-
state NaCs molecules has since been achieved [112, 113]. At a similar time,
laser-cooled CaF molecules were directly loaded into an optical tweezer array
[51], and intermolecular collisions were observed [114]. There are distinct
advantages to each approach: for indirectly formed molecules, cooling of the
constituent atoms is more straightforward than directly cooling a molecule.
On the other hand, directly-cooled molecules, possessing a cycling transition,
may be fluorescence imaged whereas indirectly cooled species must first be
separated. A current drawback of indirectly cooled molecules is that it is
more challenging to cool them to the motional ground-state of an optical
tweezer [115], whereas indirectly formed species inherit the low motional
state of the pre-cooled atoms.

The tweezer platform is well suited for realising several proposals which rely
on precise control of only a few polar molecules. One such scheme is a
dipolar exchange gate between two molecules in tweezer, proposed by Ni et
al. [116]. Two hyperfine states of the N = 0 rotational manifold are chosen
as the computational basis states |0⟩ and |1⟩, since they have long coherence
times and do not interact. A microwave pulse transfers a |0⟩ molecule to a
rotationally excited N = 1 state, labelled |e⟩ which can interact with a second
molecule left in |1⟩. The excitation hops via the dipolar exchange interaction
[13], and a second pulse de-excites the molecule, realising an iSWAP gate.
The method can be scaled to many qubits, which are held in storage until
required for a gate.

Sawant et al. have proposed the creation of a molecular qudit [117]. A
qudit is a higher dimensional quantum bit consisting of d levels, rather than
just two, which allows a similarly sized Hilbert space to be realized as for n
qubits, utilising only n/ log2(d) qudits. This relaxes the scalability criterion
for quantum computation somewhat [118], so that quantum advantage3 can
be achieved with as few as 15 qudits. The proposal suggests that the rich
rovibrational structure of polar molecules can be used to implement a four-
level qudit on an 87RbCs molecule. This scheme is attractive, because only
one molecule is required, and the qudit states can be conveniently accessed

3Quantum advantage is the outperformance of a classical computer by a quantum
computer on a class of problems which are unfeasible to solve using the classical computer
[119].
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via microwave transitions.

Other applications of molecules in tweezers include an entanglement gate
realised using the DDI [120], and quantum simulation of lattice gauge theories
in a 1D array of molecules [121]. Furthermore, it has been proposed that non-
destructive imaging of a molecule in a tweezer, and readout of its rotational
state, could be achieved by interfacing it with a Rydberg atom [122–124].

1.3.3 Plan to Build Single Molecules

There are six steps we must implement to realise a single RbCs molecule in
an optical tweezer, summarised in Fig. 1.1. Firstly a reservoir of cold 87Rb
and 133Cs atoms is prepared in dual magneto-optical traps. Secondly, species-
selective optical tweezers are loaded with single atoms. Next, the atoms are
transferred to the motional ground state of each tweezer via Raman sideband
cooling (RSC), which has been demonstrated elsewhere with high fidelity for
both Rb [125–127] and Cs [128]. The fourth step is to adiabatically merge
the tweezers, and then magnetoassociate the atoms using an interspecies
Feshbach resonance to make a weakly-bound Feshbach molecule. The final
step is transfer to the molecular ground state via STIRAP. This scheme will
be extended to an array of tweezers to form several molecules, which will be
used to study few-body interactions and perform proof-of-principle quantum
gate operations.



Chapter 1. Introduction 10

Tweezer array of molecules

87Rb 133Cs
1.

Dual magneto-optical 
traps

2.
Load atoms into

tweezers

3.
Cool to motional 

ground state

4.
Merge tweezers

5.
Magnetoassociate to form

Feshbach molecule

6.
Transfer to rovibrational

ground state

Figure 1.1: The roadmap for building single RbCs molecules in optical tweez-
ers. 1: A dual-species MOT of Rb and Cs atoms is prepared. 2: Single atoms
are loaded from the MOT into species-selective tweezers. 3: Both atoms are
transferred to the motional ground state of their respective tweezers via Ra-
man sideband cooling. 4: The tweezers are merged, preparing two atoms in a
single tweezer. 5: The atoms are magnetoassociated to form a weakly-bound
molecule. 6: The molecule is transferred to rovibrational ground state via
STIRAP. These steps can be performed on several tweezers simultaneously
to create an array of ground-state molecules.
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1.4 Outline of this Thesis

This thesis details the construction of an experimental apparatus designed to
build arrays of single RbCs molecules in optical tweezers. We characterise the
apparatus and use it to study interatomic collisions. The thesis is structured
as follows:

• Chapter 2: The experimental apparatus and laser systems used for
the work of following chapters are detailed.

• Chapter 3: We demonstrate loading and imaging of atoms in optical
tweezers, and characterise tweezers of several wavelengths.

• Chapter 4: We detail how the internal states of the atoms are con-
trolled. We present positional control of the tweezers and rearrange-
ment of arrays of tweezers.

• Chapter 5: Results of collision studies of Rb+Cs atom pairs and
Cs+Cs Feshbach spectroscopy are presented.

• Chapter 6: We conclude the thesis and give an outlook towards
molecule formation.
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1.5 Contributions of the Author

I arrived in the lab before the optical tables, so everything described in this
thesis has been built from scratch over the course of my PhD. Such a project
is a team effort, with significant contributions from a team of PhD students
including myself, Stefan Spence and Dan Ruttley. Several postdoctoral re-
searchers have been involved, including Ana Rakonjac, Alex Guttridge, Lewis
McArd, Alex Alampounti, Rahul Sawant and Phil Gregory. We have also
had the assistance of summer and master’s students Wendy Tomboza and
Jie (Ben) Zhang. Simon Cornish has overseen the project throughout.

The vacuum chamber and coil layouts presented in Chapter 2 were designed
by Phil. They were assembled and tested by Lewis and myself. The laser
systems for the magneto-optical trap (MOT) and optical pumping were con-
structed by Ana and myself. The Rb and Cs MOTs were characterised by
Ana and myself. I characterised the high-NA lens, and Ana and I designed
and assembled the tweezer optical setup. The experimental control was up-
graded and expanded by Stefan. The tweezer loading, imaging and char-
acterisation experiments presented in Chapter 3 were performed by myself,
Alex G and Stefan. Rahul performed early Monte Carlo simulations of the
experiment, and the atomic polarisability code was written by Stefan. In
Chapter 4, the state control was established by myself, Alex G and Stefan.
The AWG code was written by Alex A. The experiments with the AOD for
merging and tweezer arrays were undertaken by me, and I implemented the
array rearrangement. Dan wrote the code for, and characterised the SLM. I
performed the collision experiments of Chapter 5, with help from Alex G and
Dan. The bias coils used for these experiments were characterised by Alex G,
Dan and Stefan. The Raman sideband cooling discussed in Chapter 6 was
implemented in parallel to this work by Stefan and Alex G, with assistance
from me on the optical setup.

Theory support for the Rb+Cs collisions and Cs+Cs Feshbach spectroscopy
was provided by Jeremy Hutson and Matthew Frye, who calculated k2 loss
rate coefficients and shared many insights.
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1.6 Publications

The following publications have arisen from the work presented in this thesis:

• Preparation of one 87Rb and one 133Cs atom in a single optical
tweezer
R. V. Brooks, S. Spence, A. Guttridge, A. Alampounti, A. Rakonjac,
L. A. McArd, Jeremy M. Hutson and Simon L. Cornish
New Journal of Physics 23 065002 (2021)

• Feshbach Spectroscopy of Cs Atom Pairs in Optical Tweezers
R. V. Brooks, A. Guttridge, Matthew D. Frye, D. K. Ruttley, S.
Spence, Jeremy M. Hutson and Simon L. Cornish
Submitted 2022, preprint available at: arXiv:2204.08877

• Preparation of 87Rb and 133Cs in the motional ground-state of
a single optical tweezer
S. Spence, R. V. Brooks, D. K. Ruttley, A. Guttridge, and Simon L.
Cornish
Submitted 2022, preprint available at: arXiv:2205.09457

https://doi.org/10.1088/1367-2630/ac0000
https://arxiv.org/abs/2204.08877
https://arxiv.org/abs/2205.09457


Chapter 2

Experimental Apparatus

2.1 Overview

This chapter describes the experimental apparatus constructed over the
course of my PhD. The apparatus is designed for producing arrays of RbCs
molecules in optical tweezers using the protocol presented in Fig. 1.1.

The main features of the apparatus discussed in this chapter are summarised
in Fig. 2.1, which shows a side-on view of the experiment. We first discuss the
vacuum apparatus and science cell, which are necessary to produce an ultra-
high vacuum (UHV) environment. We then detail the internally-mounted
electrode array necessary for aligning molecule dipole moments. Next, we
give an overview of the magnetic field coils, which are necessary for produc-
ing magneto-optical traps (MOTs), eliminating stray fields and applying bias
fields. We present the lasers and optics for preparing beams at the correct
frequency for laser cooling and optical trapping. We then discuss characteri-
sation of the high-numerical aperture objective lens used both to produce the
optical tweezers and to image confined atoms. Finally, we discuss the exper-
imental control software which is used to program, trigger and synchronise
the above.

The experiment is distributed over two optical tables, referred to as the ‘laser
table’ and the ‘main table’. The lasers and frequency preparation optics
responsible for producing all the beams used in the experiment are situated
on the laser table. Light is transported from the laser table to the main table

14
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Figure 2.1: Overview of the experiment, seen from the north side. The lab
coordinates are defined as shown. The labels in brackets define the positive
x, y and z axes, which are more convenient coordinates when discussing
tweezers in the science cell.

via long polarisation-maintaining optical fibres. Experiments with optical
tweezers and cold atoms occur on the main table, which is the site of the
apparatus shown in Fig. 2.1. It is convenient to use two coordinate systems:
when discussing the optical layouts in the lab, we use compass coordinates
North-South (N/S), East-West (E/W) and Up/Down (U/D) as defined in the
figure. In later chapters when working with optical tweezers in the science
cell, it is more appropriate to define a new coordinate system x, y and z,
with the positive directions as labelled.

A laminar airflow unit installed on the main table canopy mitigates dust
build up on the table. The main table may be floated using pressurised air
to reduce vibrational instability. Both the main and laser tables are enclosed
with Palight laser safety guards, with black-anodised aluminium guards rising
300 mm about the table edges. An air conditioning unit maintains a constant
lab temperature of 21 ◦C, with variations of ±0.5 ◦C.
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2.2 Vacuum System

Cold-atom experiments must take place under UHV conditions to suppress
the rate of collisions of the trapped atomic species with room-temperature
background gases. In such a collision, the enormous kinetic energy gained
by the trapped atoms would be sufficient to eject them from the trapping
potential.

The experiment is designed to balance two primary requirements: numerical
aperture (NA) and optical access. To produce tweezers with a tight waist
and to optimise fluorescence collection, a high-NA objective subtending a
large solid angle is required, favouring a large-diameter lens located close
to the atoms which is able to capture a maximal number of photons. This
requirement must be weighed against the exactingly high demand for optical
access in a dual-species experiment, where beams for two MOTs, two RSC
setups, STIRAP and more are required. Additionally, we must also find room
to accommodate the alkali-metal dispensers (AMDs) and the electrode array.

To satisfy these many competing requirements, the vacuum chamber is de-
signed around a glass science cell, which allows optical access from the six
directions defined in Fig. 2.1 (with access from the west facilitated by the
rear viewport), as well as several more in the U/D-E/W plane. The high-NA
lens is located out of vacuum and mounted underneath the science cell. Its
large size owes to the multiple internal optics which suppress chromatic focal
length shifts between the tweezer and imaging wavelengths.

2.2.1 Vacuum Chamber

Fig. 2.2(a) shows an image of the single-chamber vacuum system. The key
feature is the science cell, which is mounted at the front of the chamber. The
science cell connects to a ‘spherical cube1’, which was chosen for its com-
patibility with ‘groove-grabbers2’. The electrode array is internally mounted
using four groove-grabbers at contact points at the east and west entrances
of the spherical cube (section 2.3).

1Kimball Physics MCF275-SphCube-C6
2Kimball Physics MCF275-GrvGrb-CB03
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Figure 2.2: Schematic views of the vacuum apparatus. (a) Rendering of the
vacuum chamber highlighting the main features. (b) U-shape configuration
of the Cs (blue), Rb (red) and K (lilac) dispensers inside the vacuum cube.
The electrodes pass through the centre of the arrangement. The feedthrough
connections are splayed out by a macor ring (white). (c) Cross-section view
of the vacuum chamber viewed from the north. The electrodes run the length
of the chamber from a feedthrough at the rear all the way to the science cell.
The rear viewport allows access for Raman and STIRAP beams.

The spherical cube houses AMDs3 for Rb, Cs and potassium (K) as shown in
Fig. 2.2(b). The dispensers are mounted in a U-configuration, to make clear-
ance for the electrode array, and face towards the science cell. The dispensers
are spot-welded to four pins running via a straight tube4 to feedthroughs5 at
the base of the chamber. A dispenser may be activated using the feedthroughs
to run current through across it. Typically a current of ∼ 2 A is applied
through the Rb and Cs dispensers, however, we have found it possible to

3SAES 5G0010, 5G0050, 5G0125 (Rb, Cs, K respectively)
4Scanwel CFSCR070-080
5VacGen ZEFT34A (for both dispensers and electrode feedthroughs)
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operate the experiment with the dispensers switched off for several weeks at
a time. The dispenser activation threshold of 6 A should not be exceeded,
to avoid depleting the dispensers and flooding the chamber.

The top port of the spherical cube is attached to an up-to-air valve6, which
was used in the initial pumping-down and baking of the chamber. Viewports7

are mounted on the side ports of the cube which are useful for checking
that the dispensers are firing correctly (using an infrared viewer to observe
fluorescence from the hot dispensers). A conical reducer8 connects the cube
to an elbow piece9. The elbow allows optical access via a rear viewport for
Raman and STIRAP beams Fig. 2.2(c), while also allowing connection of
a vacuum pump and an electrical feedthrough for the electrodes, without
obstructing optical access. The ion pump10 maintains an ultra-high vacuum
of < 1 × 10−10 torr, and connects to the elbow via a zero-length reducer11.

2.2.2 Science Cell

At the front of the chamber is the science cell12, where atoms released from
the dispensers are cooled, trapped and manipulated. The cell comprises five
glass plates of thickness 3 mm bonded together to give interior dimensions of
20 × 20 × 60 mm. The glass used is Schott Borofloat-33, a borosilicate glass
with refractive index n ≈ 1.47 at near-IR wavelengths. The glass cell was
bonded to a DN40 rotatable flange by the manufacturer using a Houskeeper
seal, whereby the metal section is heated to cause expansion, and then allowed
to shrink over the glass for a snug fit. The flange is fabricated from 316LN
stainless steel which we chose for its low magnetic susceptibility.

The cell is anti-reflection (AR) coated to suppress detrimental back-reflections.
In an earlier RbCs experiment, such reflections were observed to form stand-
ing waves which interfered with the experiment [129]. Furthermore, back-
reflections could give rise to ‘ghosting’, an imaging artefact where the same

6MDC MAV-150 V
7Scanwel CFVPZ070
8Scanwel CFRCR114-070
9Scanwel CFE114SP

10NexTorr D100
11Scanwel CFRZ114-070
12ColdQuanta CQDU0010
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object is imaged multiple times onto the camera. The inner and outer sur-
faces of the cell used in our experiment are coated with a CRK coating,
designed to be highly transmissive for wavelengths 750 < λ < 1100 nm at
0◦ angle of incidence. Transmission is also high at 55◦, which is exploited by
the vertically-mounted MOT beams shown in (Fig. 2.1) As a result of the
coating, the science cell displays beautiful shifts from green to deep pink as
it is rotated.

The rotatable flange allows for fine-tuning of the cell’s angle about its long
axis. This is necessary for matching the angle of the objective to the angle
of the cell to avoid optical aberration, as discussed in section 2.7. The cell
was made parallel to the optical table using a beam retro-reflected from the
lower face of the cell over a long path length. We estimate the lower cell face
is parallel to the table to within 6.00(6) minutes of arc. In a similar fashion,
we have measured the parallelism of the top and bottom cell walls and find
there is a relative angle of 14.4(6) arcminutes. We have not measured the
parallelism of two faces of the same cell wall, but the specified tolerance is
30 seconds of arc.

Glass vacuum cells will naturally bow under vacuum, due to atmospheric
pressure. The flatness of the cell walls was measured by the manufacturer
using Fizeau interferometry. Under vacuum, the cell surface deviates by
∼ 0.7λ, bowing inwards at the centre, and agreeing with the manufacturer’s
finite-element analysis of the cell.

2.3 In-Vacuum Electrodes

An electrode array is built into the vacuum chamber so that large direct-
current (DC) electric fields can be applied to molecules at the centre of the
science cell. We now motivate why electric fields are required and discuss
the design and assembly of the array.
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2.3.1 Molecule Dipole Moment in a DC Electric Field

Heteronuclear diatomic molecules have an electric dipole moment (EDM) of
d0 ∼ 1 D in the molecule frame, arising from the charge difference of the
nuclei. A dipolar molecule has a rotational degree of freedom about an axis
perpendicular to the internuclear axis. The corresponding rotational quan-
tum number is N = 0, 1, 2, ..., with a projection MN along a quantisation axis
in the laboratory frame defined by some field. The electric dipole operator is
an odd function, so it only has a non-zero expectation value between states
of opposite parity. To take advantage of the long-ranged dipolar interaction
between ultracold molecules, a controllable electric dipole must be induced
in the laboratory frame. An oscillating dipole moment may be induced in
the laboratory frame by creating a superposition of rotational states [130].
Alternatively, the molecule EDMs may be aligned in the laboratory frame
by applying a static DC electric field EDC, which mixes rotational states of
opposite parity [131, 132].

The matrix element between rotational states |N,MN⟩ and |N ′,M ′
N⟩ is the

sum of the rotational energy of the field-free molecule and the Stark shift
due to EDC [14, 133]:

⟨N,MN | Ĥ |N ′,M ′
N⟩ = B0 ·N(N + 1) · δN, N ′, MN , M ′

N

− d0EDC

√
(2N + 1)(2N ′ + 1) · (−1)MN ·

 N 1 N ′

−MN 0 M ′
N


N 1 N ′

0 0 0

 ,
(2.1)

where B0 is the rotational constant, which is 0.51 GHz for the RbCs molecule
[134]. The final terms in large parentheses are Wigner-3j symbols which
encapsulate angular momentum addition rules and ensure mixing only of
states with the same MN .

The energy shift of the rotational levels with applied EDC may be obtained
by diagonalising the matrix constructed from the elements given in Eq. (2.1).
Differentiating the energy shift yields the dipole moment induced in the lab-
oratory frame by the external electric field. Contributions to the Stark effect
are dominated by lower lying rotational states, so it is sufficient to consider
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Figure 2.3: Laboratory-frame dipole moment with applied electric field for
the N = 0 and N = 1 rotational states of a RbCs molecule.

mixing of rotational levels up to N = 6 [129, 133]. For d0, we take the value
measured for RbCs of 1.225 D [90]. The results are plotted in Fig. 2.3 for
the lowest rotational levels |N = 0,MN = 0⟩ and |N = 1,MN = 0,±1⟩. The
induced dipole moment of the N = 0 state increases monotonically, saturat-
ing to the molecule-frame EDM at high field. Experimentally we expect to
produce fields of ≈ 2 kV cm−1, inducing a dipole moment of ≈ 0.7 D in the
laboratory frame. The induced dipole moment of the state |N = 1,MN = 0⟩
crosses zero at 4.1 kV cm−1, a fact which could be exploited to suppress dipo-
lar interactions for molecules in N = 1 and engineer quantum gates based
on ground-state interactions [46].

2.3.2 Design of the Electrode Array

The four-rod design of the array shown in Fig. 2.4(a) is motivated by the
work of Gempel et al. [135]. While simple, the quadrupole configuration we
have chosen allows for the electric field direction to be tuned to any angle
in the plane orthogonal to the electrodes. Fig. 2.4(b) shows two possible
field configurations: in (i), the molecules are aligned head-to-tail using a
horizontal field; in (ii) they are aligned side-by-side using a vertical field. A
drawback of using only four electrodes is that the field curvature along both
axes cannot be eliminated simultaneously13, which results in a reduced field
uniformity near the trapping region along one axis. Nevertheless, the aspect

13This issue may be addressed with a more complex eight-rod array [135]. We compro-
mised on a four-rod design due to the space concerns discussed in 2.2.1.
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Figure 2.4: The in-vacuum electrode array. (a) Cut-away of the electrodes
and macor spacers inside the science cell. Grooves machined into the spaces
increase the surface path length to mitigate dielectric breakdown. (b) Ar-
bitrary field directions can be set by choosing the charge pattern of each
rod. (i) Molecules are aligned head-to-tail by a horizontal electric field. (ii)
Molecules are aligned side-by-side using a vertical electric field.

ratio of the array may be chosen to eliminate the curvature along one axis.
This occurs for an aspect ratio of 1 :

√
3, so correspondingly we suppress the

horizontal field curvature by spacing the electrodes horizontally by 9.6 mm
and vertically by 5.6 mm.

The electrode array is mounted inside the vacuum chamber. This is be-
cause in an earlier RbCs experiment, the electric field applied by exter-
nally mounted electrodes measurably polarises the science cell for EDC >

1 kV cm−1. The cell is polarised against EDC and therefore limits the fields
achievable inside the science cell [90, 136]. We expect to mitigate this issue
in our experiment by installing the electrodes in-vacuum.

Temporal Stability

The electric fields produced must be stable shot-to-shot over many thousands
of experimental cycles lasting many hours. The level of stability required can
be estimated by considering a rotational transition of the 87RbCs molecule
that will be addressed using microwaves in future experiments. The rota-
tional transition N = 0 → N ′ = 1 has a linewidth of ∼ 10 kHz and a
frequency of 980 MHz [92] which are in the ratio ∼ 1/105. The energy split-
ting of the rotational states must therefore be stable to one part in 105 for
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Figure 2.5: The spatial uniformity of the electric field. The main figure
shows the horizontal component of electric field between the electrodes for
the charge configuration shown in Fig. 2.4(b)(i). The vertical Ey components
cancel. The shaded regions indicate the electrode material. The inset figure
shows the fractional change in electric field for a small region about the array
centre, where the fractional change is less than one part in 105.

the driving microwaves to remain resonant with the transition. Since the
shift of the rotational transition frequency is proportional to EDC (Eq.(2.1)),
the requisite stability of the electric field is also one part in 105.

Spatial Uniformity

Similarly, the electric field must be sufficiently uniform in space so that two
molecules in separate optical tweezers are resonant with the same microwave
pulse. By the same argument, the required spatial uniformity is one part
in 105. The uniformity at the centre of the array is limited intrinsically
by the quadrupole configuration (section 2.3.3), and mechanically by the
straightness and parallelism of the electrodes.

Each electrode can be modelled analytically as an infinite rod, for which the
radial field is E(r) = E0 r̂/r. In Fig. 2.5, we model the electric field distribu-
tion for rods charged to ±3 kV for the charge pattern shown in Fig. 2.4(b)(i).
The vertical field components cancel, so that only Ex is plotted. The grey-
shaded regions indicate the positions of the electrodes. Due to the specific
aspect ratio chosen for the array, the central field is very uniform. The inset
shows a zoom of a 300 µm region about the array centre, where the vertical
axis shows the fractional deviation with respect to the central field (∆E/E0).
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The electric field is uniform to better than one part in 105 over the plotted
region. For the typical 30 µm extent of a tweezer array produced along
this axis in our system at present, this field uniformity is sufficient. For two
tweezers spaced by 5 µm, the electric field is expected to be uniform to better
than one part in 108.

2.3.3 Assembly of the Electrode Array

The electrode array consists of four parallel rods in a rectangular quadrupole
configuration, running from electric feedthroughs at the rear of the vacuum
chamber through to the science cell, as shown in Fig. 2.2(c). The electrodes
are 300 mm-long cylindrical tungsten rods with diameter 2 mm, manufac-
tured via a centreless grinding process14 which ensures a tight tolerance on
the diameter and surface roughness. Tungsten was chosen because of its
exceptionally low magnetisation and high work function. The quadrupole
arrangement is fixed using custom-made macor pieces. Macor is a non-
conductive glass-ceramic with a low coefficient of thermal expansion, and
is often used in ultra-high vacuum environments because it is non-porous
with low outgassing. Two of the macor spacers are anchored at the east and
west ports of the spherical cube using groove-grabbers, as discussed above.
The electrodes are fixed at a third point at the electrode feedthrough near
the rear of the chamber.

Three additional macor spacers, which only contact the electrodes, are used
to maintain the correct array aspect ratio inside the science cell, and are
shown in Fig. 2.4(a). The spacers must be able to support a voltage dif-
ference of several kV between oppositely-charged electrodes without dielec-
tric breakdown. Dielectric breakdown occurs if the applied electric field ex-
ceeds the dielectric strength of the material, causing the insulator to become
conductive. The maximum field that can be applied in the experiment is
then limited by the breakdown voltage. The dielectric strength of macor is
> 1000 kV cm−1, far larger than any electric field we expect to apply, so
dielectric breakdown of the bulk macor is not anticipated.

Although bulk breakdown is not expected to be limiting, surface breakdown
14Manufactured by PLANSEE, PSE-610-PS-105
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(a) (b)

Figure 2.6: Scanning electron microscopy of the electrodes. The top row
shows the electrode tips. The lower row shows higher-resolution images at
lower length-scales. (a) Black deposits of grime can be seen on the tip of the
electrode before cleaning. (b) Electrode after ultrasonic cleaning protocol.

can occur at lower fields. This effect is caused by electrons which flow along
paths across the surface of the macor, resulting in a short circuit [137]. As can
be seen in Fig. 2.4(a), grooves have been machined into the macor in order
to increase the surface pathlength, which helps to protect against flashover.
The electron flow originates from triple points, which are the junction of a
metal, a dielectric and a vacuum [138], i.e. where the tungsten rods pass
through the macor spacers. The electron cascade which occurs at a triple
point and initiates flashover can be suppressed for certain angles θ between
the macor and tungsten surfaces. θ = 90◦ mitigates the flashover effect [139],
which can be easily achieved by having the electrode tips extend beyond the
macor pieces to terminate in free space.

To reduce the likelihood of surface breakdown and to limit outgassing, all in-
vacuum components were thoroughly cleaned to remove grime from the ma-
chining process. The macor was prepared for the UHV environment through
sequential cleaning in an series of 30 minute ultrasonic baths of soapy wa-
ter, deionised water, methanol and finally acetone. The electrode rods were
similarly cleaned: the effect of cleaning can be seen in the scanning electron
microscope (SEM) images of the electrode tips presented in Fig. 2.6. In image
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(a), microscopic deposits (black) can be seen on the surface of the electrode.
In image (b), taken after cleaning, it can be seen that the deposits have been
removed. We used similar images to determine that the softer macor did not
scratch the surface of the harder tungsten rods during assembly of the array.

In addition to cleaning, it was important to condition the electrodes to re-
move microscopic bumps and surface irregularities, since they can nucleate
electron discharge much like triple points. In the conditioning process, in-
crementally higher voltages up to ±5 kV were applied to the array over the
course of an hour to induce electron discharge. This induced localised heat-
ing of the electron surface which ablated bumps and smoothed the electrode
surface [140]. The electrodes were conditioned under vacuum in a sealed tube
rather than inside the science cell to avoid damage.

2.4 Magnetic Field Coils

Most stages of the experiment require control of the magnetic field at the
position of the atoms. For example, we must cancel stray external fields,
define quantisation axes and vary the scattering length in the vicinity of
Feshbach resonances. Experimentally this is achieved using pairs of wound
copper coils located near the science cell. The six pairs of magnetic field coils
used in the experiment are highlighted in Fig. 2.7(a). The quadrupole field
coils (blue) are used to produce a linear field gradient for generating dual
magneto-optical traps (section 3.2). The bias coils (red) and jump coils (yel-
low) are used to apply bias fields of up to ∼ 200 G along the N/S axis, which
is necessary for accessing magnetic Feshbach resonances (see section 5.1.2).
The three pairs of shim coils (green) are used for cancellation of external
fields, and for applying relatively small bias fields up to ∼ 5 G.

All the coils are firmly fixed to a mount constructed from G10, an epoxy
glass resin (green in Fig. 2.1). G10 was chosen for its high-strength, electric
neutrality and very low thermal expansion. The quadrupole, bias and jump
coil pairs are sealed in place with epoxy. The shim coil pairs are wound
around plastic 3D-printed formers which are screwed into the G10 mount.

All coils are made from copper wire. The quadrupole, bias and jump coils are
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Figure 2.7: Magnetic field coils used in the experiment. (a) A colourised
schematic of the magnetic field coils around the science cell. The G10 mount-
ing blocks are not shown. (b) Magnetic field profile measured through the
central axis of the quadrupole field coils. The inset shows a magnified view
around the midpoint of the coils.

made from square wire of gauge 3.5 × 3.5 mm with a hollow core of diameter
2 mm to allow water cooling of the coils. The wire is coated in insulating
Kapton tape, to avoid short-circuiting of adjacent coil turns. The shim coils
are all made from wound circular wire with a 1 mm diameter.

In the following sections we give an overview of each coil pair. Further details
can be found in Appendix A.

2.4.1 Quadrupole Field Coils

The quadrupole coil pair is arranged in an anti-Helmholtz configuration,
where the coil separation S is

√
3× the coil radius (Appendix A), and the

coil currents run in the opposite sense to each other. Each coil is composed
of 3 × 2 = 6 turns of the square square hollow-core wire.

Fig. 2.7(b) shows a measurement of the field along the coil axis, where
the solid line is a fit to the measured data. The anti-Helmholtz config-
uration results in a uniform magnetic field gradient near the midpoint of
the coils, shown in the inset. From the fit, a magnetic field gradient of
0.2991(6) G A−1 cm−1 is extracted. Under typical operation, the coils run at
a current of 28.3 A for ∼ 100 ms during the MOT phase of the experimental
sequence, with a duty cycle of ∼ 20%. This applied current results in a field
gradient of 8.47 G cm−1 at the midpoint of the coil pair, chosen for reasons
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discussed in section 3.2. The current through the coils is stabilised using an
electronic servo circuit built by the electronics workshop.

2.4.2 Bias Coils

The bias coils are used to apply bias fields at the centre of the science cell of
order ∼ 200 G. This field is sufficient to perform magnetoassociation of Rb
and Cs across the routinely used interspecies Feshbach resonance at 197 G
(section 6.2.3).

The bias coils are arranged in the Helmholtz configuration, where the coil
separation is equal to the coil radius to produce a uniform bias field at the
coil pair centre (see Appendix A). Each coil is formed of 3 × 4 = 12 turns
of the same hollow-core wire as the quadrupole field coils, allowing water-
cooling. The field produced per ampere of current has been measured using
Raman spectroscopy on the Cs spin-stretched (3, 3) → (4′, 4′) transition to
be 1.3926(7) G A−1.

2.4.3 Jump Coils

The jump coils are formed of 1 × 2 = 2 turns of hollow core wire, and are
also water-cooled. The jump coils are used in conjunction with the bias
coils. Having fewer turns than the bias coils, their lower inductance allows
for faster field ramps about the mean value set by the bias coils. The field
produced per ampere of current has been measured using microwave spec-
troscopy (section 4.1.4), yielding 0.2184(1) G A−1.

2.4.4 Shim Coils

There are three pairs of shim coils, shown in green in Fig. 2.7(a), mounted
orthogonally to each other along the axes of the science cell. The E/W shim
pair is aligned to the long axis of the cell, labelled the y-axis in the tweezer
coordinate system. The N/S shim pair produces fields along the horizontal
short axis of the cell, also labelled the x-axis in the tweezer coordinate system,
and is aligned to the same axis as the quadrupole, bias and jump coils. The
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U/D shim coil pair, labelled the z axis in the tweezer coordinate system,
produces fields in the vertical direction.

The shim coils are used to overlap the MOT with the optical tweezers by
displacing the position of the quadrupole field-zero (see section 3.4.2). They
are also used to define a quantisation axis during optical pumping and for
collision studies (see section 4.1.3).

The current through both shim coils in a pair is same-sense (though not in
a Helmholtz configuration) to produce a bias field at the science cell centre.
The shim coils are driven using a bipolar current supply designed in the
electronics workshop which allows the field direction to be flipped by inverting
the current flow through the coils. The shim coils can produce fields of up
to ∼ 5 G.

The E/W and U/D shim coils are each made of 7×6 = 42 turns of the 1 mm
circular wire. They produce bias fields of 0.927(4) G A−1 and 0.939 G A−1

respectively. The N/S shim pair is made of 4 × 4 = 16 turns of the 1 mm
circular wire. Using microwave spectroscopy, the bias field produced per
setpoint voltage applied to the bipolar current driver has been measured to
be 0.6068(2) G V−1, as discussed in section 4.1.4.

2.5 Optical Frequency Preparation

Production of 87Rb133Cs molecules via magnetoassociation first requires in-
dependent control of the atomic species. In this section, we discuss the lasers
and optics for producing the correct optical frequencies for laser cooling and
optical pumping (OP)of both species. To understand how rubidium and cae-
sium vapours may be manipulated using lasers, we first discuss their atomic
structure.

2.5.1 Atomic Structure

87Rb and 133Cs are alkali metals belonging to Group 1 of the periodic table
of elements, and both have a rich history of usage in experimental physics.
The first Bose-Einstein condensate was realised over a quarter of a century
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Figure 2.8: Energy level splitting hierarchy of the Rb and Cs ground state and
first excited state. (a) Coupling of the electronic angular momentum and spin
give rise to fine structure. The D1 and D2 lines correspond to transitions from
the ground state to the fine structure sublevels of the first excited state. (b)
Coupling of the nuclear angular momentum to the total angular momentum
j gives rise to hyperfine structure. The f quantum numbers for Cs (Rb) are
shown in blue (red). By convention, the excited states are labelled with a
dash: f ′. (c) Qualitative Zeeman shift of Cs mf sublevels in an external field.

ago using 87Rb [141], and the ground-state splitting of 133Cs is currently used
to define the second [142].

They each possess one valence electron; their lower orbitals are fully occupied
by inner-shell electrons. The valence electron may occupy an orbital labelled
by the quantum numbers nl, where n is the principle quantum number and l
is the orbital angular momentum quantum number. n takes integer values of
1 or greater, and l takes values {0, 1, 2, 3, 4, ...} which are usually written in
spectroscopic notation as {S, P, D, F, G,...}. The electronic ground state is
the lowest available orbital that the valence electron may occupy, which for
Rb and Cs are the 5S and 6S levels respectively. The next available states
are 5P and 6P respectively, which is termed in this work the (first) excited
state.

Coupling between the electron spin angular momentum and orbital angular
momentum splits the ground and excited states, giving rise to atomic fine
structure. The valence electron has a spin s = 1

2 . The total electronic angular
momentum j is given by |l − s| < j < l + s. For the ground states of Rb and
Cs, j = 1

2 , and for their first excited states, j = 1
2 or j = 3

2 . The resulting fine
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structure level is denoted by adding a subscript j and a superscript 2s + 1
to the quantum number label: n2s+1lj. The Rb ground state for example, is
written 52S1/2.

Coupling between the total electronic angular momentum j and the nuclear
spin i gives rise to further splitting of the fine structure levels, producing
hyperfine structure. The resulting levels are labelled by the quantum number
f , given by |i− j| < f < i+ j. For 87Rb, i = 3

2 , and for 133Cs, i = 7
2 . The

Rb 52S1/2 state is split into the hyperfine levels f = 1 and f = 2, with an
energy splitting at zero magnetic field of ≈ h × 6.8 GHz. The excited state
52P3/2 is split into four hyperfine levels with f = {0, 1, 2, 3}. The transition
52S1/2 → 52P3/2 is known as the Rb D2 line15 and has an energy splitting of
≈ h× 384.2 THz, corresponding to a wavelength of 780.2 nm. Similarly, the
Cs 62S1/2 state is split into the hyperfine levels f = 3 and f = 4, with an
energy splitting at zero magnetic field of ≈ h × 9.2 GHz. The excited state
62P3/2 is split into four hyperfine levels with f = {2, 3, 4, 5}. The transition
62S1/2 → 62P3/2 is known as the Cs D2 line and has an energy splitting of
≈ h× 351.7 THz, corresponding to a wavelength of 852.3 nm. The hyperfine
levels of the excited states are separated by ≈ h× 100 MHz.

Each f state is split into (2f + 1) Zeeman sublevels labelled the quantum
number mf , which have values from −f to f in steps of 1. The mf sublevels
are degenerate unless an external magnetic field is applied, in which case
there is a field-dependent splitting between sublevels. At low magnetic fields
the energy shift is approximately linear, given for a magnetic field B defining
a quantisation axis by [52, 143]:

Ef,mf
(B) = µBgfmfB, (2.2)

where µB is the Bohr magneton and gf is the hyperfine Landé g-factor. The
exact field dependence of the ground state manifolds is described analytically
by the Breit-Rabi equation, discussed in section 4.1.1.

15The electronic transitions of alkali metals from the ground state are referred to as
the D1 and D2 lines, stemming from historic spectroscopic labels given to the ‘doublet’
Fraunhofer lines observed for sodium.
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2.5.2 Lasers for Cooling Rb and Cs

Two lasers are required per species: one cooling laser and one repump laser,
which address the hyperfine transitions shown in Fig. 2.8(b). The cooling
laser is responsible for cycling on a nearly-closed transition during laser cool-
ing. Since some of the atomic population may leak to other states during
cycling, a repump laser is required to pump the leaked population back to the
cycling transition. Transitions on the rubidium and caesium D2 lines may
be addressed using commercially available laser diodes operating at infrared
wavelengths. The cooling and repump for each species are all external cavity
diode lasers (ECDLs) operating in the Littrow configuration. The Rb and Cs
cooling lasers are commercial Toptica DL100 ECDLs, and the repump lasers
are homebuilt ECDLs.

In the Littrow configuration, the diode emission is immediately collimated us-
ing an aspheric lens and shone onto a diffraction grating. Light diffracted into
the first order is back-coupled into the laser diode, forming an external cavity.
Slight adjustments to the cavity length allow the emission frequency to be
fine-tuned. Tuning of the cavity length is enabled by a piezo-electric trans-
ducer (PZT) epoxied to the grating. Typically optical feedback of around
15 − 30 % is required for good operation. The laser linewidths are ≲ 1 MHz.
The ECDLs are temperature-stabilised using PID-controlled thermoelectric
coolers. The laser optical frequency may be coarsely tuned using the tem-
perature, which is kept above the condensation point (roughly ∼ 16◦C) to
avoid condensation and short-circuiting of the diode. The laser table optical
setup and positions of the ECDLs are shown in Fig. 2.12.

The beam profile emerging from a laser diode is typically low-quality, with
an aspect ratio of ∼ 1 : 3, and therefore requires correction to produce a
workable Gaussian beam. We use beam-shaping optics such as anamorphic
prism pairs and cylindrical lenses immediately after each laser to tune the
divergence and beam waist for coupling into an optical fibre. The opti-
cal fibres decouple the lasers from the main table optics to facilitate laser
maintenance, and improve the beam profile since only propagation of the
lowest-order Gaussian spatial mode is supported. The decoupling fibres have
efficiencies of ∼ 60 % due to the poor profile from the diodes.
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2.5.3 Spectroscopy and Laser Frequency Stabilisation

The lasers must be frequency-stabilised (‘locked’) to eliminate drifts associ-
ated with e.g. thermal expansion of the external cavity, changes in pressure
and mechanical disturbance. A laser can be locked by referencing it to the
spectroscopic signal of an atomic transition.

We use sub-Doppler spectroscopy to resolve hyperfine spectral features of
narrower linewidth than the thermally-broadened width. The diagram in
Fig. 2.9(a) illustrates an optical setup for performing saturated absorption
spectroscopy16 (SAS) [144]. A beam is split into a probe and a pump, which
counter-propagate through a vapour cell. The more intense pump beam
depletes the ground-state population, with a reduction in the absorption of
the probe beam which can be detected on a photodiode. All signals shown
in this section are acquired from spectroscopy performed in the weak probe
regime [145]. The optical power in the pump and probe beams are ∼ 100 µW
and ∼ 10 µW respectively.

SAS signals for the Cs D2 line are shown for transitions from the f = 4
ground state using the cooling laser Fig. 2.9(b), and from the f = 3 ground
state using the repump laser Fig. 2.9(c). The several hundred MHz linewidth
of the background absorption features are due to thermal broadening in the
room-temperature vapour cell. The amplitudes are given in arbitrary voltage
units measured on the photodiode.

Superimposed on the broad absorption feature of Fig. 2.9(b) are six sub-
Doppler features arising from the hyperfine structure of the atom (c.f.
Fig. 2.11). Three of the features correspond to the electronic transitions
f = 4 → 3′, f = 4 → 4′ and f = 4 → 5′. These features are the direct
result of ground state depletion caused by the pump beam [144]. The re-
maining three peaks, labelled Xf ′

1,f ′
2
, are crossover resonances which occur

when the laser frequency is exactly midway between two atomic transitions
[52]. The repump spectrum in Fig. 2.9(c) similarly exhibits three features
corresponding to electronic transitions and three crossover resonances.

16Due to the presence of hyperfine pumping, a more accurate label is ‘pump-probe’
spectroscopy [144]. However, since several pump-probe schemes are discussed in this
section, we will continue to use the SAS misnomer for ease of distinction.
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Figure 2.9: Cs spectroscopy and error signals. The sub-Doppler spectral
features used for frequency stabilisation are highlighted in lilac. (a) Pump-
probe SAS optical setup. Insertion of an EOM at A forms an MTS setup, or
at B forms an FMS setup. (b) SAS on the Cs cooling transition (c)SAS on
the Cs repump transition (d) MTS signal used to lock the Cs cooling laser.
(e) FMS signal used to lock the Cs repump laser.

The Rb and Cs cooling lasers are both locked using modulation transfer
spectroscopy (MTS) [146], which is performed by inserting an electro-optic
modulator (EOM) at point A in Fig. 2.9(a). The EOM applies frequency
sidebands to the pump beam at ∼ ±5 MHz. The pump and probe beams
interact in the vapour cell via a four-wave mixing process which adds side-
bands to the probe beam [146]. The probe carrier and probe sidebands beat
on the photodiode producing a signal which is electronically demodulated to
produce the signal shown in Fig. 2.9(d). MTS is most effective for a closed
transition and provides a zero-crossing on resonance which makes it ideal for
locking the cooling transition highlighted.

The Rb and Cs repump lasers are both locked using frequency modulation
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Figure 2.10: 87Rb saturated absorption spectroscopy on (a) the cooling tran-
sition and (b) the repump transition for vapour cells heated to 50 ◦C. The
lasers are frequency stabilised to the highlighted features. (c) Simulated
temperature-dependent absorption for a 50 mm long vapour cell. The ab-
sorption features corresponding to the 85Rb D2 line are shown in grey for
reference.

spectroscopy17 (FMS) [147]. This time, the EOM is inserted at position B
Fig. 2.9(a) to apply frequency sidebands to the probe instead. The modu-
lated sidebands on the probe beam beat with the carrier and demodulated
to produce the signal shown in Fig. 2.9(e). The laser is locked to the high-
lighted X3,4 crossover, which is a convenient lockpoint for addressing the
f ′ = {2, 3, 4} hyperfine levels shown in Fig. 2.11.

Frequency stabilisation of the cool and repump lasers is achieved by feeding
the error signals highlighted in Fig. 2.9(d) and Fig. 2.9(e) respectively into
electronic stabilisation servos. The ECDL piezo-electric transducers control-
ling the cavity length are dynamically tuned to compensate for drifts in the
error signal.

17FMS is less effective for the repump transition, which is not closed. This can be seen
from the small amplitude of the peaks corresponding to open transitions in Fig. 2.9(d).
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The spectra used to lock the Rb cooling and repump lasers are very similar.
We present SAS spectroscopic signals for the 87Rb cooling and repump tran-
sitions in Fig. 2.10(a) and Fig. 2.10(b) respectively. The highlighted features
show the transitions we lock to.

The signals presented are for Rb vapour cells heated to 50 ◦C. The cells must
be heated due to relatively low absorption at room temperature. This can
be attributed to the lower natural abundance of 87Rb (∼ 28 %) compared
to 85Rb in the cell. Raising the temperature increases the mean atomic
velocity, which increases the number of atoms traversing the probe beam
per unit time and thus causes greater absorption. Fig. 2.10(c) shows the
evolution of the Doppler-broadened features in a 50 mm vapour cell with
temperature, simulated using the ElecSus software [148]. ElecSus calculates
electric susceptibilities of alkali gases which are used to model the frequency-
dependent absorption of a thermal vapour to an accuracy of < 0.5 % [149,
150]. At 50 ◦C, it can be seen that the absorption on the repump transition
increases by ∼ ×8 compared to room temperature.

2.5.4 Laser Table Optical Setup

The lasers described in the preceding sections are used, among other things,
for laser cooling, optical pumping and fluorescence imaging. For these appli-
cations, the emission from each laser must be split into separate beam paths
whose frequency is independently tuned to address the hyperfine transitions
shown in Fig. 2.11. This figure should be read in conjunction with Fig. 2.12,
which shows the optical setup we have constructed to achieve this effect. The
setup is split in two, with dedicated optical paths for Rb (red) and Cs (blue),
which are roughly mirror images of each other.

After they are launched from the decoupling fibres shown in Fig. 2.12, the
beams from the cool and repump lasers are divided into multiple paths using
polarising beam splitter cubes (PBSs). The ratio of transmitted to reflected
light through a PBS is controlled by setting the ratio of S to P polarisation
in a beam by using a half-wave (λ/2) plate.

The frequencies of individual beam paths are set using acousto-optic modu-
lators (AOMs), driven with a tunable radio-frequency (RF) tone of frequency
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Figure 2.11: Hyperfine energy level structure relevant for laser cooling of Cs
(blue) and 87Rb (red). The lasers are stabilised to the frequencies marked by
the dashed lines as discussed in the text. The arrows indicate the frequency
shifts applied to the lasers by each AOM. 1: Cs spectroscopy, 2: Cs cool, 3:
Cs optical pumping (OP) 4 → 4′, 4: Cs OP 3 → 2′ or 3 → 3′, 5: Cs repump,
6: Rb spectroscopy, 7: Rb cool, 8: Rb OP 2 → 2′, 9: Rb OP 1 → 1′ or
1 → 0′, 10: Rb repump.

fRF ≈ 100 MHz. The frequency of a beam diffracted by an AOM is shifted
by ±fRF, depending on the diffraction order chosen, which is set by the
alignment of the AOM. Electronic control of fRF allows precise tuning of the
optical frequencies during an experimental cycle. As shown for e.g. AOM 1 in
Fig. 2.12, an AOM may be arranged in a double-pass configuration, which al-
lows the optical frequency to be shifted by ±2fRF. The optical power of each
beam can be tuned by adjusting the power of the driving RF tone to adjust
the AOM diffraction efficiency. A more complete discussion of acousto-optic
theory is given in section 4.2.1, in the context of acousto-optic deflection of
tweezer beams.

The AOMs are used for fast switching on and off of the beams, since the rise
times of the AOMs are typically ∼ 100 ns. However, even when nominally
switched off, a small amount (≲ 10 µW) of light is leaked into the diffracted
order, which can be sufficient to impact the experiment. Each beam path
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therefore also includes a mechanical shutter to enable full optical extinction.
We use homebuilt 3D-printed mechanical shutters based off a design detailed
in ref. [151]. The shutters have a switching time of ∼ 10 ms, which means
they cannot be used for rapid switching, so appropriate sequence delays must
be programmed.

852 nm Beam Paths

About 30 mW of laser power emerges from the Cs cool decoupling fibre, of
which 2 mW is used for the MTS spectroscopy path. As shown in Fig. 2.11,
the laser emission frequency is in fact shifted above resonance, since the spec-
troscopy is performed using light downshifted by a double-passed 95 MHz
AOM (AOM 1). The cooling AOM (AOM 2) is also double-passed to down-
shift the beam frequency by 190 MHz into resonance with the cooling tran-
sition. OP light on the 4 → 4′ transition is produced using a double-passed
220 MHz AOM (AOM 3) to downshift the laser frequency.

Approximately 20 mW of Cs repump light emerges from the decoupling fibre,
of which ∼ 2 mW are sent to the FMS spectroscopy setup for locking to the
X3,4 crossover. Repump light on the 3 → 4′ transition is produced using a
single-passed 100 MHz AOM (AOM 5). A 100 MHz AOM (AOM 4) can be
single- or double-passed to produce 3 → 3′ or 3 → 2′ OP light, corresponding
to the dashed beam path in Fig. 2.12.

780 nm Beam Paths

The Rb optical setup is shown in red in Fig. 2.12, with the corresponding
transitions addressed by the AOMs shown in Fig. 2.11. The Rb scheme is
very similar to the Cs scheme detailed in the previous section.

Around 30 mW of Rb cooling light emerges from the Rb cool decoupling
fibre. Similarly to Cs, since the spectroscopy is performed using light shifted
down by a double-passed 95 MHz AOM (AOM 6), the laser is frequency is
shifted above the 2 → 3′ transition. Around 30 mW of Rb repump light is
launched form the repump fibre. Since the Rb optical setup is a mirror of the
Cs setup, the AOMs perform the same respective functions as their 852 nm
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counterparts, with a shift of frequencies and hyperfine f numbers.

The frequency-tuned cooling and repump light for the Rb MOT is overlapped
on a PBS and coupled into a 1 → 3 fibre splitter18 which transports light
to the main table. The fibre splitter divides the light into three fibre paths
approximately equally, allowing three beams to be launched immediately on
the main table. This eliminates the need for beam-splitting optics on the
main table, allowing for a compact setup. The Cs cooling and repump light
is similarly overlapped and coupled into a fibre splitter of the same model.
Optical pumping (OP) light for both Rb and Cs originating from four beam
paths is combined using PBSs and a dichroic mirror, and coupled into a single
optical fibre leading to the main table. A fraction of Rb and Cs cooling light
is coupled into a separate “pushout” optical fibre to be transported to the
main table, where it is used for state-sensitive detection (see section 4.1.2).

2.6 Optical Tweezer Preparation

The lasers which generate the light for the optical tweezers are located on
the laser table. There are three tweezer lasers which produce light at a
wavelength of 814 nm, 938 nm and 1064 nm respectively. The reasons for
this choice of wavelengths are detailed in section 3.3.2. The three optical
setups are shown in Fig. 2.13, and share many similarities.

The 814 nm and 938 nm lasers are simple bare diodes19 mounted in mono-
lithic aluminium blocks. They are temperature-stabilised by PID-controlled
thermoelectric coolers mounted beneath the blocks, and the laser diodes are
powered by commercial current sources20. The emission linewidth of the
diodes is several nanometres. The diverging beam profile from each diode is
collimated using an aspheric lens housed inside the aluminium block. The
emission wavelength of the lasers can be tuned several nm by changing the
diode current and temperature. Although the laser diodes only produce a
few hundred mW of optical power, the extremely tight waist at the focus of
an optical tweezer means there is enough power to produce several tweezers

18Evanescent Optics Nufern PM780-HP
19Thorlabs L820P200 and M9-940-0200 respectively
20e.g. Thorlabs LDC205C
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Figure 2.13: The three lasers and beam-shaping optics used to generate the
814 nm, 938 nm and 1064 nm optical tweezers. The tweezers are switched
rapidly using AOMs. The 814 nm and 938 nm beams pass through laser-line
filters to suppress emission at undesirable optical frequencies.

with a trap depth of U/kB ∼ 1 mK.

Approximately 150 mW linearly-polarised 938 nm light is emitted from the
938 nm diode. The elliptical spatial profile is corrected with an anamorphic
prism pair. An optical isolator is required to prevent back-reflection into the
laser diode, however it rotates the beam polarisation by 45◦. This is corrected
by a λ/2 waveplate, and the polarisation is purified by a PBS. An AOM is
used for fast switching of the tweezer beam, and then beam-shaping optics
couple ∼ 75% of the light into a long polarisation-maintaining optical fibre
which delivers ∼ 50 mW of optical power to the main table. The frequency
shift induced by the AOM is negligible compared to the far detuning of the
laser frequency with respect to the atomic D1 and D2 lines. The setups for
the 814 nm and 1064 nm optics are very similar.

The emission profile of a bare laser diode includes a broad spontaneous emis-
sion feature with a spectral width of tens of nanometres. As a consequence,
there can be emission at undesirable wavelengths. Specifically, we detected
spontaneous emission at 920 nm, resonant with a transition from 62P3/2 to a
higher-lying state. Initially, we were unable to load Cs atoms into the 938 nm
tweezer, which we attribute to fast atom loss during fluorescence imaging due
to excitation to the anti-trapping higher. We suppress the undesirable emis-
sion by inserting a laser line filter21 with a pass-band of a few nm (pink in

21Semrock Maxline LL01-976-12.5
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Fig. 2.13). As a precaution, the 814 nm path also includes a filter22. Around
90 % of the laser light is transmitted through the filters, which is slightly
worse than expected.

We use a commercial high-power laser23 to produce up to 6 W optical power
at 1064 nm. In this thesis, we transfer atoms to a 1064 nm tweezer to lever-
age the lower spontaneous Raman scattering rate (section 4.1.5). Further-
more, the improved frequency mode stability of this laser produced a 50-fold
improvement in the 1/e lifetime compared to a previous bare diode laser
(section 3.5.1). In future, the high optical power available will be utilised
with a spatial light modulator to produce large 2D arrays of optical tweezers
(section 6.2.1).

2.7 Characterising the Objective Lens

Site-resolved imaging of single atoms in an optical tweezer or quantum gas
microscope requires a high-numerical aperture (NA) objective lens. In opti-
cal tweezer experiments, it is common practice to produce the tweezer traps
using the same objective. The objective should operate close to the diffrac-
tion limit, which gives the best imaging resolution and tightest-waist traps.
The added complexity of dual-species trapping in a molecule experiment in-
troduces a second requirement: the chromatic focal length shift (CFLS) of
the two wavelengths used for imaging must be minimised so that coplanar
rubidium and caesium atoms can be simultaneously imaged with sufficient
resolution. Fluorescing Rb spontaneously emits at a wavelength of 780 nm,
and Cs at a wavelength of 852 nm. The FLS between the tweezer wavelengths
can be compensated by adjusting the collimation of each beam before the
objective.

The objective lens was designed and manufactured by SpecialOptics to a
custom specification. It is comprised of seven anti-reflection coated elements,
with a nominal CFLS of less than 1 µm between the imaging wavelengths of
780 nm and 852 nm. The effective focal length of the objective is 35.34 mm
and has NA = 0.55. The objective compensates for the thickness of the

22Semrock Maxline LL01-830-12.5
23Azurlight systems ALS-IR-1064-10-I-CC-SF
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glass wall of the cell, with a front working distance is 15.5 mm. The front
face of the objective sits ∼ 2 mm below the lower face of the science cell.
The objective housing is machined from Ultem, a high strength plastic which
should be robust against magnetic eddy currents, which could be problematic
due to the proximity of the field coils.

Before incorporating the lens into the main experiment, we tested it, char-
acterising some parameters that would otherwise be difficult to measure in-
situ. We compare our measurements to simulations using Zemax, which is
a software package for simulating optical systems via ray tracing and other
methods.

2.7.1 Point-Spread Function

A fluorescing atom emits light approximately isotropically. Not all of the
emitted photons are collected, due to finite numerical aperture of the lens
used to image it. The NA is a measure of the solid angle subtended by the
objective lens, and for an object in vacuum is defined as:

NA = n sinα, (2.3)

where α is the collection half-angle and n is the refractive index submerging
the object. An estimate of the smallest resolvable distance of the microscope
objective is given by the Abbe diffraction limit: x = λ/(2 NA) [152]. Better
spatial resolution can therefore be achieved for larger NA and at shorter
wavelengths.

To characterise the objective imaging quality, an appropriate approximation
to a fluorescing atom must be used. An atom is a point-like emitter, since its
spatial extent is smaller than the emission wavelength. The image of a point
source formed in the imaging plane is known as the point-spread function,
and has the functional form of an Airy disc [153]. Optical aberrations in
the imaging system modify this functional form, broadening the disc and
reducing the optical power in the central maximum [154].

The objective was characterised ex-situ using a scanning near-field optical
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Figure 2.14: Characterisation of the lens. (a) Setup for objective imaging
characterisation. Light from the SNOM fibre is collected by the objective
and focussed onto a CCD. (b) Point-spread function measured in using the
test setup with 780 nm light outcoupled from the SNOM fibre tip. (c) Cross-
section of the PSF image. The blue points are data extracted from a CCD
image, and the solid line is an Airy function fit. The dashed red line is a PSF
simulated using the Zemax ray-tracing software. Both curves are normalised
to the Strehl ratio.

microscopy (SNOM) fibre24 as an approximation to a point source [155].
The SNOM fibre is an optical fibre with an exposed glass core tapering to
a of diameter ∼ 200 nm. Light coupled into the fibre is emitted from the
tapered tip in a radiation pattern approximating a point source, since the
core diameter is less than the out-coupled wavelength. The optical setup
used to characterise the objective lens is shown in Fig. 2.14(a). Linearly
polarised light from the SNOM fibre is transmitted through a coated glass
window and is collected by the objective lens. An f = 1000 mm achromatic
doublet focusses the light onto a CCD of pixel size 5.2 µm. The glass window
is a test piece provided by SpecialOptic and is identical to the science cell,
with the same thickness, material and coating. The magnification of the test
setup is M = 28.3.

24Nova Lab E50-MONO780-AL-200
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A PSF image acquired using this setup is shown in Fig. 2.14(b). The PSF
is produced by out-coupling 780 nm light from the SNOM fibre tip. In
Fig. 2.14(c) we plot a cross-section of the PSF (blue). The solid line is an
Airy function fit to the data. The first Airy fringe occurs at ± 37 µm. The
red dashed line is a PSF calculated using Zemax analysis. Both PSFs are
normalised to their respective Strehl ratio S. The Strehl ratio25 is a measure
of the PSF quality, and is the ratio of the peak PSF intensity compared
to the peak intensity of an ideal Airy disc of the same width26. A Strehl
ratio S > 0.80 is considered to indicate diffraction-limited performance [153].
By normalising to the PSF power [155], we estimate a Strehl ratio for the
measured PSF of 0.83(3). While this value of S is still considered diffraction
limited, it is lower than predicted Zemax value of S = 0.91. Furthermore,
the fitted width of the Airy function is 27.0(8) µm and broader than the
predicted value. This may be due the finite tolerance in manufacture, but is
more likely due to misalignments in the test setup, or due to under-filling of
the objective.

2.7.2 Chromatic Focal Length Shift

The chromatic focal length shift (CFLS) can be measured by translating the
SNOM fibre tip through the focal plane of the objective. The depth of field
is the maximal axial displacement of an object in object space from the focus
that can be tolerated; that is, where the object remains acceptably sharply
resolved.

The CFLS arises due to the wavelength-dependant refractive index of op-
tical elements, which causes the axial position of the focus to depend on
wavelength. Such a shift is disastrous if it exceeds the depth of focus of
the objective, because it would not be possible simultaneously resolve both
atomic species. The depth of field is given by27 d = λ/(2 NA)2 [156], so that
for NA = 0.55, the depth of field at 780 nm is 1.3 µm and at 852 nm, it is

25At lower Strehl ratios, more optical power is located in the Airy fringes, which is a
symptom of optical aberration.

26The width of an Airy function is defined as the distance from the central peak to the
first radial minimum

27The entire range over which the object is acceptably resolved is twice the depth of
field ±d, corresponding to a displacement either side of the focus.
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Δfchrom

(a) (b)

Figure 2.15: Chromatic focal length shift (CFLS) of the high-NA objective
lens. (a) Focal length shift with wavelength, calculated using Zemax. The
imaging wavelengths at 780 nm and 852 nm are shown in red and blue re-
spectively. The expected CFLS is 1.5 µm. (b) The measured CFLS between
780 nm (red) and 852 nm (blue). Each point is a width extracted from a
Gaussian fit to the PSF. The solid lines are even-power fits to the data.

1.4 µm. As long as ∆fchrom < 2.7 µm, it should be possible to resolve both
atoms simultaneously. Fig 2.15(a) shows the predicted FLS as a function of
wavelength, calculated using the Zemax ray tracing software. The imaging
wavelengths are highlighted in red (780 nm) and blue (852 nm). The pre-
dicted chromatic shift is 1.5 µm, which is within experimental tolerance. The
FLS is plotted up to 1064 nm, which is the longest wavelength handled by
the objective.

We measure the CFLS by measuring the PSF as a function of the SNOM
fibre position through the focus of the objective at both 780 nm and 852 nm.
Fitting the PSFs fitted with Gaussian functions, we extract the 1/e2 widths
plotted in Fig. 2.15(b). The y-axis is normalised to the effective pixel size
(pixel size / magnification). The widths were fitted with an even-powers
expansion to extract a minimum waist and focus position for each wavelength
(solid lines). ∆fchrom is then the difference between the fitted minima: we
extract a focal length shift of 1.2(2) µm. This is somewhat less than the
Zemax simulation, which is surprising since the simulation of CFLS does not
include the wavelength dependence of the achromatic tube lens. Regardless,
this CFLS is certainly small enough to resolve co-planar Rb and Cs atoms
as required.
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Figure 2.16: Ex-situ characterisation of a 1064 nm optical tweezer. (a) Knife-
edge measurements near the focus of the tweezer for some sample positions
indicated by arrows in (b) Axial profile through the focus of the optical
tweezer. The knife-edge was finely controlled with a closed-loop piezo-motor
translation stage. The points are extracted widths from knife-edge measure-
ments. The highlighted points are the measurements in (a). The solid line is
a hyperbolic fit to the data. (c) The simulated tweezer profile with diameter
of beam input into the objective lens for the three tweezer wavelengths. The
inset figures show profiles for an objective which is (i) underfilled, (ii) filled
and (iii) overfilled.

2.7.3 Depth of Field and Rayleigh Range

The depth of field of the imaging system can be estimated from the even
power fits of Fig. 2.15(b). The depth of field is the axial distance from the
focus at which the intensity of the central PSF peak drops to half the value
of the in-focus PSF [157]. This will occur when the PSF extent increases by
a factor of

√
2. From the fits to Fig. 2.15(b), we can estimate depths of field

of d780 = ±1.4(1) µm and d852 = ±1.7(1) µm. These are both close to the
expected depths of field in the previous section. The fits in Fig. 2.15(b) can be
further used to determine the 1/e2 extent of the PSF extent when the SNOM
tip is at the focus of the objective. At 780 nm the 1/e2 radius is 0.60(2) µm,
and at 852 nm it is 0.72(7) µm. These are similar to the expectation from
the Abbe criterion, indicating satisfactory diffraction-limited performance.

The compliment to the depth of field is the Rayleigh range of the tweezers
formed by the objective. The Rayleigh range of the tweezer cannot be easily
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probed in-situ. Knowledge of the Rayleigh range is useful when considering
the overlap of two merged tweezers of different wavelengths (section 4.3.1). A
test optical tweezer is formed ex-situ by launching a large 1064 nm Gaussian
beam into the objective (1/e2 waist ∼ 30 mm), which was focussed down
through the cell window to 1/e2 radius of ∼ 1 µm. We profile the tweezer via
a knife-edge measurement. In such a measurement, the beam power incident
on a photodiode is measured as a hard edge is translated across the beam.
The resulting intensity profile is an error function, which is the cumulative
integral of the Gaussian beam profile.

Typically knife-edge measurements are straightforward, however the micro-
scopic extent of an optical tweezer makes control of the knife-edge position
challenging. We are grateful to Jonas Rodewald at Imperial College Lon-
don who designed and tested the following method and shared the necessary
equipment with us. For knife-edging, we use a microtome blade glued to
a photodiode which is mounted on a closed-loop piezo-actuated translation
stage, with 10 nm resolution28. The microtome blade edge is straight, even
at sub-micron length scales, which is important for accurate characterisation
of the tweezer.

Knife-edge measurements of the test tweezer are shown in Fig. 2.16(a). The
solid lines are standard error function fits to the measured data points. The
colours correspond to the highlighted points in Fig. 2.16(b), which shows
the tweezer 1/e2 radius as a function of axial position. The solid line is a
hyperbolic fit to the data, from which we extract a beam waist of the optical
tweezer of 1.10(2) µm and a Rayleigh range of 2.87(7) µm.

Fig. 2.16(c) shows a Zemax simulation of the tweezer waists for 814, 938
and 1064 nm as a function of the beam diameter input to the objective lens.
This simulation is useful for estimating the beam size that should be used for
producing optical tweezers in the main experiment. For small beam diameters
(c)(i), the objective is underfilled, and the tweezer formed has a Gaussian
profile but a large waist. For beam diameters larger than the objective back-
aperture of 30.6 mm, there is overfilling (iii). The aperture of the objective
clips the input beam, which approaches uniform filling, resulting in a tweezer
with an Airy profile and small side lobes. When the input beam diameter

28Thorlabs NanoMax 300.
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(a) (b)

Figure 2.17: The effect of misalignment of the imaging system on the PSF
waist. (a) PSF width with tilt of the window test piece. (b) The PSF width
with the tilt of the objective. Each point is the Gaussian width of a fitted
PSF. The solid line is a parabolic fit to the data.

is set to the aperture of the tweezer, an intermediate case occurs with some
Airy character (ii). For a beam diameter of ∼ 32 mm, the expected 1064 nm
tweezer waist is 1.1 µm, in agreement with the measurement presented in
Fig. 2.16(b).

2.7.4 Sources of Aberration

In the absence of optical aberration, the tweezer waists and PSF widths are
diffraction limited. In a real system, optical aberration is introduced from
several sources such as misalignment of the optics and defocus. Aberrations
can result in larger tweezer waists and PSFs, and astigmatism.

Zemax simulations indicated that misalignment of the lens with respect to the
cell is a likely source of optical aberration. We measured the sensitivity of the
imaging system to this misalignment by independently adjusting the tilt of
the window test piece and tilt of the objective. The measured PSF waists as
a function of angle are shown in Fig 2.17. The waist of the PSF is relatively
robust against the tilt of the window in Fig. 2.17(a), with a tolerance of
∼ ±0.5 ◦. A more accurate comparison to the real experiment is given in
Fig. 2.17(b) since in situ, only the tilt of the objective can be adjusted. The
waist of the PSF is much more sensitive to this misalignment because tilting
the objective changes several aspects of the imaging system simultaneously:
the angle of the cell with respect to the lens, the displacement of the object
from the optical axis, and misalignment of the objective with respect to the
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rest of the imaging optics.

2.8 Cooling and Trapping Optical Setup

We now discuss how the beams described thus far are launched into the sci-
ence cell to cool and trap Rb and Cs atoms. The experiments are performed
on the main table, inside the science cell. Views of the beam geometry in
the science cell are shown in Fig. 2.18 and Fig. 2.19.

2.8.1 Beams in the Science Cell

The 780 nm beams used to generate a 87Rb MOT are shown in red. Light
is launched directly from the output ports of the 3 → 1 fibre splitter. Beam
pairs are generated by retro-reflection of each beam off a mirror and back
through the science cell. The fibres to producing the ‘upper’ and ‘lower’
MOT beam pairs lie in the plane perpendicular to the optical bench and
are mounted on vertical breadboards, which are clamped to a sturdy 2-inch
thick steel post (shown in Fig. 2.1). There is 150 mm clearance beneath the
lower breadboard, which allows sufficient optical access for launching tweezer
beams into the objective lens. The blue paths in each figure show the 852 nm
beam pairs for generating the Cs MOT, which are similarly produced by
retro-reflection.

The vertical 780 nm and 852 nm beams are overlapped on short-pass dichroics
and share the same path. Since both beam pairs share the same retro-
reflection mirror, there is limited independent adjustment of each. In prac-
tice, the 780 nm beams are overlapped to match the 852 nm beams. Some
degree of independent adjustment is allowed by the horizontally-mounted
MOT beams, which are not overlapped, as shown in Fig. 2.19. The polari-
sation of each MOT beam pair is set to circular using a quarter-wave (λ/4)
plate. The 780 nm and 852 nm vertical beam pairs share a λ/4 waveplate,
and share the same handedness. The shared waveplate29 is a compromise to
maintain a compact setup. The handedness of the horizontal beams is circu-

29Thorlabs WPQSM05-808
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Figure 2.19: Bird’s eye view of the science cell. The horizontal 780 nm and
852 nm beams are not overlapped, allowing independent adjustment. Both
enter the cell at an angle of 10◦ to normal and are retro-reflected. An optical
pumping beam lies parallel to the N/S axis. The off-axis pushout beam
enters the cell at an angle of 18◦ and is normally used for state detection in
the tweezer.
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lar, with opposite handedness to the vertical pairs. The beam waists of the
780 nm and 852 nm MOT beams are ≈ 1.5 mm and ≈ 1.6 mm respectively,
which is sufficiently tight to avoid the in-vacuum electrodes.

The objective is situated 2 mm below the science cell, as in Fig 2.18. The
lens is seated on a kinematic mount which allows for 2-axis angular control
and adjustment of the U/D vertical displacement. The kinematic mount
is supported by thick aluminium columns mounted on a 2-axis translation
stage30 (Fig. 2.20(c)) bolted to the optical table, allowing for displacement of
the lens along the N/S and E/W directions. The 1” hole in the translation
stage allows for a static 3” mirror to be placed under the high-NA lens which
is used to deflect beams from the plane of the optical table into the objective.
The optical tweezers are formed at the focus of the objective, which is at the
centre of the science cell, and intersects all six MOT beams for both species.

The pushout and optical pumping beam are shown in Fig. 2.19. Both of these
deliver 780 nm and 852 nm light from the main table. The pushout light is
resonant with the cooling transitions of each atomic species and is used for
state-selective imaging. The OP beam delivers light from the four laser table
OP paths. State-sensitive detection and optical pumping are discussed in
section 4.1.

2.8.2 Main Table Tweezer Optics

The beam-shaping optics on the main table are responsible for producing
optical tweezers and for fluorescence imaging atoms trapped in the tweezers.
A diagram of the tweezer optics is given in Fig. 2.20(a). There are three
tweezer beam paths, corresponding to each of trapping wavelength: 814 nm
(red), 938 nm (blue) and 1064 nm (yellow). Each beam is launched from
tunable fibre coupler31 to ensure a high-quality Gaussian beam shape and
good collimation. The polarisation of all beams is set parallel to the table
(horizontal polarisation) and is purified using PBS cubes mounted immedi-
ately after the fibres. The beam intensities are stabilised using picked-off
light imaged onto the photodiodes, which are connected to servo circuits.

30Thorlabs XYT1/M
31Schäfter + Kirchoff 60FC-F-0-A7.5-02
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Figure 2.20: Main table optics for preparing optical tweezers with wave-
lengths 814 nm, 938 nm and 1064 nm. (a) All beams are magnified by
≈ 25 − 30 mm in order to achieve a tight tweezer focus. The beams are com-
bined on dichroics. A custom dichroic separates the imaging fluorescence
from the tweezer light, and images it onto a camera. (b) A 3” mirror de-
flects the tweezer beams from the plane of the main table into the vertically
mounted objective. (c) Render showing the mounting of the lens with respect
to the cell.

Beam steering for the 814 nm, 938 nm and 1064 nm beam is achieved using
a piezo-electric mirror, an acousto-optic deflector (AOD) and a spatial light
modulator respectively. These are discussed in depth in section 4.2.

The 1/e2 beam waists output from the fibre couplers are ≈ 0.6 mm. The
beams are magnified by a factor of M = 25 − 30 in order to achieve the
large diameter of ≈ 25 mm required to form tight tweezers of waist ≈ 1 µm
in the cell. The 1 : 1 relay telescope in the 938 nm beam path images the
deflected beam from the AOD onto the expansion telescope, which reduces
optical aberration from off-axis pointing.

The three beams are combined using a series of dichroic mirrors. A long-
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Table 2.1: Tweezer efficiency: the fractional optical power measured before
the expansion telescope that is transmitted to the focus of the objective to
form optical tweezers. The each value is the product of the independently
measured transmissions of each optic in the tweezer beam path.

Tweezer 814 nm 938 nm 1064 nm
Efficiency 0.66(2) 0.73(2) 0.69(3)

pass dichroic mirror with a cutoff wavelength of 950 nm is used to overlap
the 938 nm and 1064 nm beams. A long-pass dichroic mirror with a cutoff
wavelength of 900 nm is used to combine these beams with the 814 nm beam
path. All of the beams are overlapped before entering the objective. Prac-
tically the beams are aligned to each other using a series of irises and the
fluorescence image of the trapped atoms. The beams shown in Fig. 2.20(a)
propagate parallel to the main table. The combined beam is deflected 90 ◦ up-
wards into the science cell, forming optical tweezers as shown in Fig. 2.20(b).
Note the change of coordinate system used in the cell. The x axis is parallel
to the axis of symmetry of the bias and of the quadrupole and bias field coil
axes of symmetry. Fig. 2.20(c) shows a render of the vacuum system and
objective lens, where the kinematic mount, 3” mirror and translation stage
may be seen.

It is important to make note of the tweezer efficiency, i.e. the fractional
optical power which reaches the focus of the tweezer, after losses. Optical
power is lost primarily due to clipping and imperfect transmission through
optical elements. The measured transmission for each tweezer beam path is
tabulated in table 2.1, where the efficiency is relative to the optical power
measured before the respective expansion telescope.

As well as forming the optical tweezers, the objective lens is used to cap-
ture atomic fluorescence. The fluorescence is separated from the 3 tweezer
beam paths into the imaging path using a custom “fancy” dichroic32. The
dichroic coating is designed to reflect > 95 % of unpolarised photons at
780 nm and 852 nm, while transmitting ≈ 100 % of photons at the trap-
ping wavelengths, for horizontally polarised light. Light is imaged onto an

32LaserOptik, custom coating.
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electron-multiplying charge-coupled device (EMCCD33), using an achromatic
lens with f = 1000 mm to minimise the CFLS between the imaging wave-
lengths. A light-tight enclosure is necessary to eliminate stray photons of
scattered laser and ambient light which otherwise contribute significantly to
the image background. Notch filters before the EMCCD are necessary to
suppress a high background arising from the ≈ 0.01 % of tweezer beam pho-
tons which are back-reflected off the objective into the imaging path (see
section 3.4.1).

Alignment of the Objective

It is clear from section 2.7.4 that the imaging quality will be sensitive to the
alignment of the objective with respect to the science cell. When installing
the objective in the experiment, we took great care to ensure the front face
of the objective was parallel to the science cell. The science cell was already
set parallel with respect to the optical table, as described in section 2.2.2.

A series of visible guiding beams were used to measure the angle of the
objective and science cell via retro-reflection. The beams retro-reflected from
the cell and lens were overlapped over a ∼ 5 m path length. From this, we
estimated that the science cell and objective were parallel to < 0.01◦, which
is near the optima of Fig. 2.17.

In section 3.6.2, we explain how the alignment is fine-tuned to a final optimal
angle, using the tweezer trap frequency as a diagnostic.

2.9 Experimental Control

The precise timing required when triggering the many independent hard-
ware components during an experimental sequences necessitates a sophisti-
cated control system. Typically analogue voltages need to be triggered with
a timing resolution resolution of < 1 ms. In addition to the reliable execu-
tion of experimental sequences, a robust and streamlined analysis software is
required to handle the amount of data produced by the thousands of exper-

33Andor iXon 897 Ultra.
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Figure 2.21: High-level schematic showing the experimental control system.
The control is distributed over three computers which interface via TCP
messenger protocol (green) and TTL triggers (black). The Experiment (a)
computer hosts DExTer which is responsible for programming and triggering
an FPGA. The Analysis computer (b) hosts PyDex, which is responsible for
real-time data analysis and storage. The Hardware computer (c) is used to
control complex hardware such as the AWG and SLM which require digital
programming. The red region represents all of the hardware which comprises
the experiment.

imental shots taken daily, each of which generates several images and other
metadata.

The control software is distributed over three computers which each manage
distinct but interconnected aspects of the experiment. A high-level schematic
of the experimental control is shown in Fig. 2.21, illustrating how the com-
puters are interfaced with each other and with the experimental hardware.
The experiment control software, written in-house, is coded principally in a
combination of the LabVIEW and Python 3 programming languages. The
drivers for some hardware are written in other languages such as C, which
we interface with Python using e.g. the ctypes library.

Experiment Computer

The Durham Experimental Terminal (DExTer) is used by several cold-atom
experiments at Durham. It is described in detail elsewhere [158], so we
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give only a brief description. DExTer is hosted on a dedicated Experiment
computer Fig. 2.21(a). Written in Labview, DExTer provides a graphical
user interface (GUI) for programming experimental sequences onto a field-
programmable gate array34 (FPGA). A sequence is divided into discrete
timesteps during which the voltage output of any channel may be indepen-
dently set. Furthermore, the voltage of analogue channels may be linearly
ramped.

The FPGA may be programmed to simultaneously output time-varying volt-
ages across many channels. There are 8 ‘fast’ analogue output (FAO) chan-
nels which may output up to ±10 V with a minimal time step length of
1 µs. There are 16 ‘slow’ analogue output (SAO) channels which output
with a minimal time step length of 40 µs. The 72 digital output (DO) chan-
nels can be set to a binary voltage of 0 V or 3.3 V, and are used to trigger
transistor-to-transistor logic (TTL) inputs of experimental hardware.

While sophisticated, DExTer was originally designed for cold-atom experi-
ments with cycle times of ∼ 1 minute. Tweezer experiments must be run
several hundred times to acquire a single data point, so the experiment typ-
ically cycles at > 1 Hz. Furthermore, the data from each shot must be
stored and compiled into a histogram. Analysis of the large volumes of data
produced is better handled in Python 3 than the graphical language of Lab-
VIEW. For that purpose, a Python-based image analysis software is hosted
on a separate Analysis computer so that it may run in parallel with DExTer.

Analysis Computer

The Analysis computer (Fig. 2.21(b)) hosts PyDex (Python-Dexter), which is
the master control software for the experiment. We give a high-level overview
of PyDex, however a more technical discussion of its functions is left to the
future thesis of PyDex author S. Spence.

PyDex serves three main roles. Firstly, since the object-oriented Python pro-
gramming language is better-suited than LabVIEW to processing the large
volumes of data generated by the experiment, PyDex is used to analyse atom

34National Instruments 7833R.
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fluorescence images. The camera is controlled via a Python wrapper35 to a
software development kit (SDK) written in the C language. Images acquired
by the EMCCD during an experiment are read directly into PyDex, where
they are processed. Information such as the fluorescence counts registered
on a pixel is extracted from a single shot. The data from hundreds of shots
is compiled into a histogram, from which observables such as atom survival
probabilities are determined in real time. The measurement data is saved
in comma-separated variable (.csv) format which may be later accessed and
reanalysed.

The second important function of PyDex is to maintain synchronicity be-
tween software running independently on the three control computers. The
EMCCD acquires an image on receipt of a TTL trigger from DExTer. PyDex
continuously monitors for a signal emitted after an EMCCD image acquisi-
tion, whereafter it grabs the image from the EMCCD buffer. Since multiple
TTLs are sent to the EMCCD per experimental cycle, lag on the analysis
computer could result in loss of synchronisation between the Experiment
and Analysis computers. PyDex ensures synchronicity by communication
with the Experiment and Hardware computers between experimental shots
via Transmission Control Protocol (TCP) message (green arrows in figure).
Commands encoded in human-readable strings may be sent via TCP mes-
sages that can be issued or received by PyDex or LabVIEW.

The third function of PyDex is the queuing of multiple experiments in which
any experimental variable in any timestep may be modified. Normally, a
user inputs commands via the DExTer GUI, which are processed by the
LabVIEW producer-consumer architecture (orange in Fig. 2.21). Making
use of the TCP network established for synchronisation, commands from the
PyDex GUI may be passed directly to the producer loop in place of user
commands input via the LabVIEW GUI. The experimental variables (such
as timings and channel voltages) of a sequence constructed in the DExTer
GUI may be efficiently varied by queued commands in PyDex. Used in this
way, PyDex is essentially a Python wrapper for DExTer which is designed
to streamline data collection.

35A wrapper is code written in one language which can be used to run blocks of code
written in a second language.
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Hardware Computer

The Hardware computer (Fig. 2.21(c)) hosts software for programming an
arbitrary waveform generator (AWG) and for setting the phase mask of a spa-
tial light modulator (SLM). The operation of these components is discussed
in more detail in Chapter 4.

Fixed sequences of waveforms are programmed onto the AWG before ini-
tialisation of an experiment (see section 4.2.2). Playback of the sequence of
waveforms is triggered on receipt of a TTL signal from DExTer. Since play-
back of individual segments of an AWG sequence are not directly controlled
by DExTer, care must be taken to maintain synchronicity. Optionally, the
AWG sequence may be modified on-the-fly during an experiment to achieve
dynamic array rearrangement as described in section 4.2.6. In this mode, the
occupancy of an array, determined from a fluorescence image, is transmitted
via TCP message to the AWG code. The time-varying waveform necessary
to achieve rearrangement is computed on the Hardware computer, and is
played back on receipt of a TTL trigger.



Chapter 3

Optical Tweezers

An optical tweezer [9] is an extreme case of an optical dipole trap [159],
where the diffraction-limited beam waist approaches a size comparable to
the wavelength. Atoms may be loaded directly from a magneto-optical trap
or optical molasses into the deep (≈ 1 mK) tweezers which result from the
tight waist. The tight confinement due to the narrow waist also gives rise to
the collisional blockade regime, whereby only one atom can be loaded into
the tweezer at a time due to the occurrence of rapid1 light-assisted collisions
[8, 160]. Optical tweezers are therefore a means to prepare and study single
atoms and molecules.

In this chapter, we describe the loading of Rb and Cs magneto-optical traps
and subsequent loading of atoms into the optical tweezers, using the ap-
paratus established in Chapter 2. We review the physics of optical dipole
trapping, and show how the optical tweezers can be made species-selective
through a careful choice of laser wavelength. We then take a pedagogical ap-
proach in presenting the routine characterisation measurements of the tweez-
ers, for the benefit of future experimenters. These measurements include
characterisation of the atom temperature in the tweezer and characterisation
of the tweezer waists. First however, to contextualise the theory and mea-
surements of this chapter, we present an overview of a typical experimental
sequence.

1Rapid with respect to the atom loading rate into the optical tweezers.
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Figure 3.1: Simplified timing diagram outlining the main stages of a typical
experimental sequence. Atoms are loaded into the optical tweezers in the
MOT and molasses stages. The atom occupancy is verified in stage Im. 1,
and a survival probability is calculated by probing the remaining occupancy
in Im. 2. During the science step of variable duration t, various experimental
parameters can be varied.Typical values for a Cs routine are shown: the
orange line shows the free-space detuning of the Cs MOT cool beams with
time, and the purple their power. Note that additional timing delays are
omitted from the figure.

3.1 A Typical Experimental Sequence

The main stages of a typical experimental sequence are shown for Cs in
Fig. 3.1. In the first stage a MOT is loaded for ∼ 100 ms, which is suffi-
cient2 to saturate the loading probability of a tweezer of depth 1 mK. The
quadrupole field gradient is extinguished for a ∼ 50 ms optical molasses
stage which further reduces the temperature of atoms loaded into the tweez-
ers. Atoms are loaded into the tweezers with a probability of ∼ 50 %, so a
first fluorescence image (Im. 1) probes the occupancy with a 20 ms pulse.
Experimental shots are post-selected on instances where an atom was loaded,
and other shots are discarded. The cooling stages are used to counteract any
heating before the science stage. During the science stage, experimental pa-
rameters are varied (dashed lines) to induce an atom response. The atom

2When loading into an array of 5 shallower traps, a longer MOT time of up to 250 ms
can be required (section 4.2.3).
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response is mapped onto a a binary survival or loss event of the atom, which is
probed in the second fluorescence pulse (Im. 2). At the end of the sequence,
the tweezer is extinguished to clear any atoms from the tweezer before the
next run.

Since the result of a single shot is binary, the experiment must be run many
(∼ 200) times. The survival probability is the ratio of atom survival events
detected in the second fluorescence image. Experiments typically involve
measuring the loading probability as a function of the MOT and molasses
parameters, or the survival probability as a function of parameters varied
during the science stage. Since the experiment must be repeated many times,
a fast cycle time is desirable to increase the data collection rate. For short the
science stage times, the experiment can run at > 2 Hz (note that additional
delays such as shutter opening times and ramping times are not shown in
the simplified sequence presented in Fig. 3.1).

3.2 Magneto-Optical Traps of Rb and Cs

The thermal Rb and Cs atoms emitted by the dispensers discussed in sec-
tion 2.2.1 possess a high mean kinetic energy of around E/kB ≈ 300 K. To
load the atoms into optical tweezers of depth U/kB ≈ 1 mK, they must be
prepared in sufficient density and their mean kinetic energy must be reduced
by a factor of ≈ 106. The atoms are first cooled and confined in sepa-
rate magneto-optical traps (MOTs) before loading into the optical tweezers.
Since MOTs are routinely produced in many laboratories and their princi-
ple of operation is well understood [161–164], we give a brief overview of
the underlying physics and some characterisation of the Cs MOT used in
the experiment. For simplicity, we restrict our discussion to Cs, however
the principle is identical for the Rb MOT. The lasers, coils and optics for
producing the MOTs were discussed in the previous chapter.

Figure 3.2(a) shows the beam and coil geometry for producing a Cs MOT.
The black arrows show the counter-propagating beams which form each beam
pair. The MOT beams, red-detuned of the D2 line, laser cool the atoms
through repeated momentum kicks. An atom moving towards a MOT beam
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Figure 3.2: Production and optimisation of a Cs MOT. (a) MOT coil and
beam geometry. (b) Diagram illustrating the principle of a MOT for a simple
atom with f = 0 in the ground state and f = 1 in the excited state. The
mf state-dependent Zeeman shift depends on the atom position in the MOT.
(c) Selection of a suitable magnetic field gradient. The detunings are with
respect to the Cs D2 line. (d) Time-of-flight imaging after a 50 ms pulse of
polarisation gradient cooling. Inset: absorption image of the MOT after a
4 ms TOF, imaged along the x axis.

experiences a Doppler shift and becomes resonant in its moving frame with
the beam, absorbing a laser photon and spontaneously re-emitting it in a ran-
dom direction. This reduces the atom’s momentum along the beam axis. By
applying cooling beams in three orthogonal axes, the atoms can be cooled in
3D. Each MOT beam is arranged in a balanced pair to cancel the directional
momentum gain during each photon absorption.

The three beam pairs alone are not sufficient induce confinement, and in
the absence of a magnetic field, the atoms diffuse from the beam centre.
The coil pair shown are connected in series with current I running in the
opposite sense to produce a quadrupole magnetic field gradient dBx/dx at
the geometric centre of the coils. The magnetic field gradient induces a
position-dependent Zeeman shift as shown in Fig. 3.2(b). Around the coil
centre where |Bx| = 0 G, the direction of the magnetic field flips. The beams
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in a pair are circularly polarised with the same handedness. The beams along
the x-axis propagate antiparallel to the quadrupole field and are left-hand
circularly polarised3 (LHCP), so drive σ− transitions (∆mf = −1). The
beam pairs in the y − z plane propagate parallel to the magnetic field and
are right-hand circularly polarised (RHCP), so also drive σ− transitions. The
position-dependent Zeeman shift means that an atom which diffuses from the
trap centre is shifted into resonance with the one of red-detuned MOT beams,
so that photon scattering returns it to the trap centre.

The atom number, density and spatial extent of an atom cloud may be mea-
sured using absorption imaging, as described in Appendix B. These quantities
may be probed as a function of experimental parameters in order to optimise
the MOTs. An absorption image of the Cs MOT is shown in the inset of
Fig. 3.2(d). The 1/e extent of the MOT was ∼ 250 µm for these measure-
ments, however it later reduced to ∼ 100 µm after the dispenser current was
reduced. Absorption imaging was used to set the magnetic field gradient of
the MOT and to probe the MOT temperature.

A suitable magnetic field gradient for the quadrupole coils during the MOT
stage chosen following the measurement presented in Fig. 3.2(c). Here, the
number N of atoms in the MOT was measured as a function of the detuning
of the cooling beams from the Cs D2 line, after a loading time of 20 s for
several field gradients. We chose a field gradient of 8.5 G cm−1 since this
yielded a high number of atoms and the feature was broad, and therefore
less sensitive to field noise. At this field, the optimal frequency of the MOT
cooling beams is 8 MHz red-detuned of the D2 resonance. The same field
gradient is used for the Rb MOT, where the optimal detuning of the Rb cool
beams was found to be −13 MHz.

We measure the MOT temperature by absorption imaging the expansion of
the atom cloud a variable time τTOF after the MOT field and beams have been
extinguished. When the trap is extinguished, the atoms travel ballistically,
and the expansion rate of the cloud can be mapped onto the mean kinetic
energy and temperature of the atomic distribution. The spatial extent σ of

3Note that the polarisation handedness is defined with respect to an observer, following
the convention for optics used in ref. [152]. An observer facing into an approaching RHCP
(LHCP) beam witnesses the polarisation rotate (anti-)clockwise in time, with an angular
momentum projection along the propagation direction −ℏ (+ℏ).
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the absorption images is extracted from a Gaussian fit. The temperature can
be extracted from the measured rate of expansion over successive images of
variable τTOF using [165, 166]:

σ2 = σ2
0 +

(
kBT

m

)
τ 2

TOF, (3.1)

where m is the atomic mass and σ0 is an offset corresponding to the initial
extent of the cloud. The mean temperature of the MOT in the y and z

axes is 85 µK. This value is likely lower than the Doppler temperature for Cs
TD = ℏΓ/(2kB) = 125 µK [163] due to the presence of sub-Doppler processes.

We reduce the mean temperature of the atoms even further below the Doppler
limit by applying 50 ms of polarisation gradient cooling [167] during which the
quadrupole field is extinguished and the cooling beams are further detuned
to −48 MHz to produce an optical molasses. Fig. 3.2(d) shows the results of
time of flight imaging after the optical molasses stage. The mean temperature
extracted in the y and z directions is 15 µK, which is likely greater than the
photon recoil-limited temperature of Trec = ℏ2k2/(mkB) = 200 nK due to
imbalances in the beam pairs.

Nevertheless, this temperature is sufficient to load atoms into tweezers of
depth U/kB ∼ 1 mK. The mean temperature measured after optical mo-
lasses is comparable to the mean energy of the atom ensemble measured in
the tweezers (see section 3.5.2). We did not characterise the Rb MOT as
extensively as for these early Cs measurements, since it became apparent
that a more accurate and relevant diagnostic is the loading probability and
temperature of atoms measured directly in the tweezers.

3.3 Species-Selective Optical Tweezers

We now turn to the optical tweezers used in our experiment. We first review
the optical dipole force, which is the mechanism which enables confinement
of atoms in a conservative optical potential. We then discuss how the choice
of tweezer wavelength tunes the species-selectivity of the tweezer.
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3.3.1 Optical Dipole Trapping

A far-detuned light field E induces a dipole moment d = α̃(λ)E on an atom,
where α̃(λ) is the wavelength-dependent complex atomic polarisability. The
interaction potential of the induced dipole moment at the focus of a laser
beam is [97]

U0 = − 1
2ϵ0c

ℜ(α̃)I0, (3.2)

where the intensity at the focus is given by I0 = 2P/πw2
0, with P the beam

power and w0 the beam waist. For simplicity we will write the real part of
the atomic polarisability for a species i as αi(λ) from now on.

The optical tweezer beams propagate in the lowest transverse electro-
magnetic (TEM00) spatial mode, so that the radial profile (in directions
x and y) follows a Gaussian function, shown in Fig. 3.3(a). The beam waist
w0 is the 1/e2 radius at the focus of the tweezer. The beam propagates along
the axial direction z, where the beam radius w(z) varies as

w(z) = w0

√
1 +

(
z

zR

)2
=̇w0z̃, (3.3)

where zR = πw2
0/λ is the Rayleigh range and z̃ has been defined as an

effective scaled distance along z. Eq. (3.3) is plotted in Fig. 3.3(b). zR marks
the position where the beam radius reaches

√
2w0, or equivalently, the beam

intensity drops to half the value at the focus. zR is approximately 3w0 for
the tweezer wavelengths and waists used in this experiment, resulting in a
much weaker axial confinement and therefore a lower trap frequency than
in the radial directions. In our system, the z axis lies along the direction
of gravity. The effect of gravity, which reduces the axial tweezer depth by
≲ 1 µK by tilting the trap, is negligible compared to the tweezer depths,
which are typically U/kB ∼ 1 mK.

Combining the axial propagation with the radial intensity distribution yields
the 3D optical potential for species i of:

Ui(r, z) = U0,i × e−2r2/(w2
0 z̃2)

z̃2 , (3.4)

where Ui,0(λ) = 1
2ϵ0c

αi(λ)I0 is the species-dependent trap depth at the tweezer
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(a) (b)

w0

zR

Figure 3.3: Profile of a TEM00 Gaussian beam with waist w0 = 1 µm. (a)
The intensity decreases exponentially in the radial directions. The 1/e2 waist
is indicated by the dotted lines. (b) The 1/e2 radius with axial (z) position.
Atoms are confined at the focus, z = 0 µm, where w(z) = w0. The dashed
lines indicate the Rayleigh range, where the beam radius is

√
2w0.

focus and r is the radial coordinate. In the following discussion we use
subscript notation to denote the wavelength of the tweezer used to trap each
species {λRb, λCs} and the shorthand notation Ũi(λ) = Ui(λ)/kB to denote
the potential depths experienced by each species in units of temperature.

The magnitude of the potential U0 is determined by the αi(λ). Although the
polarisability is the sum of scalar, vector and tensor components, for an atom
in the 2S1/2 manifold it is sufficient to consider just the scalar contribution.
There is no vector component for a linearly polarised tweezer beam4. The
tensor contribution is negligible (< 1 ppm) for monovalent atoms with a
spherically symmetric wave function such as Rb or Cs in the ground state
[168]. This contribution becomes important for precision measurements such
as the determination of tune-out wavelengths [169].

The frequency-dependent scalar polarisability for an atom in state v can be
calculated by summing over states k using the formula [170]:

αv
0(ω) = 2

3(2Jv + 1)
∑
k ̸=v

⟨k∥d∥v⟩2 (Ek − Ev)
(Ek − Ev)2 − ω2 , (3.5)

4In reality there is a small vector component arising from the tight focussing of the
optical tweezer [126] which we neglect for calculation of the polarisability, but which can
become limiting for state preparation fidelity.
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where ω = 2πc/λ is the laser frequency, Jv is the total angular momentum of
state v, ⟨k∥d∥v⟩ is the reduced dipole matrix element, and (Ek − Ev) is the
energy difference between states k and v. To calculate the polarisabilities, we
use dipole moments and transition frequencies determined in Refs. [171, 172].

3.3.2 Engineering Species-Selective Traps

The preparation of heteronuclear atom pairs in a single optical tweezer, and
the subsequent separation of the atoms back into their original tweezers
for detection, are best achieved using species-selective optical tweezers, i.e.
tweezers which preferentially only trap one atomic species. The polarisability
is wavelength- and species-dependant, so it is possible through a judicious
choice of wavelength to engineer species-selective optical potentials which can
achieve just this. We now explore, following Ref. [173], the conditions which
decide the wavelengths of the Rb and Cs tweezers.

The polarisabilities for Cs in the 62S1/2 ground state (blue) and Rb in the
52S1/2 ground state (red) are shown in Fig. 3.4(a). The poles in the polaris-
ability curves correspond to the D1 and D2 transitions of each species. From
Eq. (3.2), it can be seen that αi must be positive to produce an attractive
potential (negative U0) for either species. This is guaranteed for wavelengths
red-detuned from the atomic D1 transition, which corresponds to tweezer
wavelengths λRb > 795.0 nm and λCs > 894.6 nm.

Due to the micron-scale waist of an optical tweezer, high intensities at the
focus (∼ 1 GW cm−2) can result in a high scattering rate, Γsc, of tweezer
photons despite the far detuning, further restricting the choice of tweezer
wavelength. Scattering is detrimental, because it causes recoil heating of the
confined atoms. The heating rate is proportional to the scattering rate [97]:

Ṫ = 1
3TrecΓsc, (3.6)

where Trec is the recoil temperature. The recoil temperature depends on
the mass of the atomic species, and quantifies the heating associated with a
spontaneous absorption and emission event of a tweezer photon: Trec = ℏk

mkB
,

with k the wavevector of the laser. The relevant recoil temperatures are
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(a)

(b)

Figure 3.4: Polarisability and scattering rate for Cs and 87Rb (a) The
wavelength-dependent polarisabilities for Cs in the 62S1/2 ground state and
Rb in the 52S1/2 ground state (b) Photon scattering rates for Rb and Cs in
a 1 mK deep tweezer. High scattering rates > 100 Hz (dotted line) preclude
tweezer wavelengths in the red-shaded regions. The dotted red line at 814 nm
indicates the wavelength chosen for trapping Rb, and the dotted blue line at
938 nm indicates the wavelength chosen for trapping Cs.

TCs
rec = 198 nK and T 87Rb

rec = 362 nK respectively [174]. Furthermore, a frac-
tion of scattering events result in off-resonant spontaneous Raman scattering,
which changes the hyperfine and/or Zeeman state of the confined atom [175].
We discuss this problem in more detail in the context of state preparation in
section 4.1.5.

The tweezer wavelengths must therefore be chosen with care to suppress the
scattering rate to within a tolerable limit. The photon scattering rate is given
by [176, 177]:

Γtot =
∑

i=D1,D2

Γi

2
I/Isat

1 + 4(∆i/Γi)2 + I/Isat
, (3.7)

where Γi is the natural linewidth of the transition, ∆i is the laser detuning
and Isat the saturation intensity. Only contributions from the D1 and D2

lines are included in the sum, because at the near-IR tweezer wavelengths
used in the experiment, the contribution from higher transitions is ≲ 1 ppm.

The scattering rates for each species in a tweezer of depth |Ui,0(λ)|/kB = 1 mK
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(which is a typical depth) are shown in Fig 3.4(b). There is a sharp increase
in the photon scattering rate for wavelengths near resonance with the D1

and D2 lines. The red-shaded regions highlight where the scattering rate for
each species exceeds 100 Hz (dashed black line). We restrict our choice of
tweezer wavelengths to outside of these regions so as to constrain the heating
rate due to photon scattering to ≲ 20 µK s−1, and to reduce the effect of
off-resonant spontaneous Raman scattering.

Together, the conditions on the polarisability and scattering rate indicate
that a viable choice of wavelength for the Rb tweezer is 806.7 nm < λRb <

830.9 nm. In this region, the tweezer is attractive for Rb, but repels Cs,
since αCs < 0. Suitable wavelengths for the Cs tweezer lie in the region
λCs > 907.3 nm, where αCs > αRb so that the tweezer is more attractive to
Cs.

Further restrictions on the possible tweezer wavelengths become apparent
when considering the potentials once the tweezers for Rb and Cs are over-
lapped. This occurs when the tweezers are merged together to transfer both
atoms into the same tweezer. We denote the potential experienced by Cs in
its own tweezer ŨCs(λCs) and in the Rb tweezer by ŨCs(λRb), with similar
notation for Rb.

Firstly, we require the Rb atom to experience a more confining potential in
the Rb tweezer than in the Cs tweezer, i.e. that |ŨRb(λRb)| > |ŨRb(λCs)|.
This is to avoid spilling of the Rb atom into the Cs tweezer in an uncontrolled
manner, as shown in Fig 3.5(a), which results in heating. If the Rb tweezer
is deeper for Rb, then the Rb atom experiences an adiabatic trap stiffening
during the merge and does not change motional level, shown in Fig 3.5(b).
Heating during merging is discussed and quantified in more detail in sec-
tions 4.2.4 and 5.2.3.

Secondly, since Cs experiences a repulsive potential from the Rb tweezer, if
|ŨCs(λRb)| > |ŨCs(λCs)|, the confinement of the Cs atom will be destroyed by
the Rb tweezer potential, as shown in Fig 3.5(c). The condition |ŨCs(λCs)| >
|ŨCs(λRb)| must be fulfilled in order to retain the Cs atom when the tweezers
are overlapped, as shown in Fig 3.5(d).

For each atomic species we must consider the ratio of potentials it experiences
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Figure 3.5: Cartoons showing the restrictions on the relative tweezer depths
when the Cs (blue) and Rb (Red)tweezers are overlapped during merging.
(a) The Rb atom spills into the deeper Cs tweezer, causing it to be heated.
(b) The condition |ŨRb(λRb)| > |ŨRb(λCs)| is fulfilled and the Rb atom is not
heated. (c) The Cs atom is expelled by the repulsive Rb tweezer. (d) The
potential of the Cs tweezer is deeper than the repulsion of the Rb tweezer,
so the Cs atom is not expelled from the tweezer.

from each tweezer when they are overlapped. Since U0 can depends on several
experimental parameters such as the beam waist and power, for clarity we re-
strict our discussion to the case where the tweezer waists and powers are the
same. The ratio of potentials then reduces to the ratio of atomic polarisabili-
ties the atom experiences from each tweezer: ξCs = αCs(λRb)/αCs(λCs) for Cs
and ξRb = αRb(λCs)/αRb(λRb) for Rb. In Fig. 3.6(a), the heatmap shows ξCs

as a function of each tweezer wavelength in the range 740 nm < λi < 950 nm.
The colour bar is shared with (b) in the figure. Overlaid on the heatmap
are several hatched regions where the combination of λCs and λRb violates
one of the conditions established. First are the unsuitable regions that have
been described above: The regions covered by the black circles are where
αCs(λCs) or αRb(λRb) are negative, so that an atom in its own tweezer is
not confined, and the white-hatched regions indicate where Γi > 100 Hz and
heating occurs. The blue hatched regions indicate regions we dismiss because
ξCs > 1, so that a Cs atom is ejected by the Rb tweezer when the tweezers
are overlapped (as in Fig. 3.5(c)). There is a similar plot (not shown) for
ξRb(λCs, λRb), from which we obtain the pink hatched region, where ξRb > 1,
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(a)

(b)

(c)

Figure 3.6: Conditions restricting the choice of tweezer wavelength. (a)
Polarisability ratio ξCs = αCs(λRb)/αCs(λCs) for Cs as a function of tweezer
wavelengths λCs and λRb in the range 740 nm to 950 nm. The colour bar
is shared with (b). The regions indicated by the hatching are unsuitable
choices of tweezer wavelengths as explained in the text. The only suitable
choice of λCs and λRb lies in the unhatched region within the black box where
ξCs < 1. (b) Magnified view of the triangle marked in (a). The white hatching
indicates where the scattering rate exceeds 100 Hz. The blue hatching marks
where the repulsion of the Cs from the Rb tweezer is sufficient to cause the
Cs atom to be ejected. Inside the triangle, the Cs atom is not ejected.(c)
Polarisability ratio for Rb, ξRb = αRb(λCs)/αRb(λRb). Within the triangle,
ξRb < 1 so that the Rb atom does not spill into the Cs tweezer.

which is where the Rb atom spills into the Cs tweezer (Fig. 3.5(a)).

The key message of Fig. 3.6 is that taken together, these requirements are
quite restrictive, and leave only a small range of viable λCs, λRb, indicated by
the highlighted rectangle. In Fig 3.6(b) we show an enhanced view of ξCs in
this viable region, and in Fig 3.6(c) we show ξRb. The white star indicates
pair of tweezer wavelengths chosen in the experiment: λCs = 938 nm and
λRb = 814 nm. Astute readers will notice that the white star lies outside
of the viable region. Wavelength pairs in the blue-hatched region were ex-
cluded because |αCs(λRb)| > |αCs(λCs)|, causing the expulsion of Cs by the
Rb tweezer. In reality, the relative power in the Cs tweezer can be increased,
making the tweezer deeper and shifting the threshold so that the Rb repul-
sion is insufficient to cause loss. In practice, we use twice as much power
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Table 3.1: Summary of the Cs and Rb scalar polarisabilities at 814 nm,
938 nm and 1064 nm.

Polarisability (a3
0) 814 938 1064

Cs -3220 2890 1170
Rb 4760 1030 680

in the 938 nm tweezer, expanding the viable region to encompass the white
star.

The polarisabilities at the chosen tweezer wavelengths are summarised in
Table 3.1. We also include the polarisabilities for a tweezer of wavelength
1064 nm. Although less species-selective, the spontaneous Raman scattering
rate is reduced at this further detuning (see section 4.1.5). We make use
of this suppression in Chapter 5 by transferring Cs atoms from a 938 nm
tweezer to a 1064 nm tweezer.

3.4 Loading and Imaging Atoms in Tweezers

The tight confinement of the optical tweezers gives rise to the collisional
blockade effect [98], where at most one atom can be loaded at a time. The
underlying cause of this effect is the occurrence of rapid pairwise light-assisted
collisions between atoms, driven by the MOT light [160, 178], resulting in
radiative escape of both atoms from the tweezer [179]. Since the number
of atoms loaded is either even or odd with equal probability, after radia-
tive escape of atom pairs, the tweezer occupancy is zero or one atom with
approximately 50 % probability. Since the outcome of a single run of the
experiment is binary (there is one atom in the tweezer, or there isn’t), the
experiment must be repeated many times, producing an ensemble. This al-
lows an average loading probability for the ensemble to be determined, with
an error given by a binomial confidence interval.
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3.4.1 Imaging Single Atoms

We use fluorescence imaging to detect single atoms which have been confined
in the tweezers, utilising the same high-NA lens which focusses the tweezers.
After the MOT and molasses stages, we use the MOT cooling and repump
beams as imaging beams to apply a 20 ms pulse of light near-resonant with
the atomic D2 transition. Photons are spontaneously absorbed and the atom
re-emits them approximately isotropically, with the photon scattering rate
given by Eq. (3.7). The goal of fluorescence imaging is to produce and collect
as many photons as possible, while minimising sources of noise, to produce
a clear binary signal of zero or one atom at the camera.

Focussing the Imaging System

Firstly, the EMCCD must be positioned at the focus of the imaging system
in order to maximise the signal on a subset of pixels. This is achieved by
imaging the atomic PSF as a function of the EMCCD axial translation (along
the E/W direction in Fig. 2.20). Example PSFs using Cs confined in a 938 nm
tweezer are presented in Fig. 3.7(a)(i-v). The PSFs are fitted with a Gaussian
function to measure the 1/e2 extent, which is plotted as a function of EMCCD
position in Fig. 3.7(b) for Cs and Fig. 3.7(c) for Rb. The x (squares, solid)
and y (circles, dotted) axes of the PSFs clearly focus astimatically. This effect
arises due to curvature of the dichroic mirror which splits fluorescence into
the imaging path. The circle of least confusion (COLC) is the midpoint of the
foci, where the PSF is approximately circular (Fig. 3.7(a)(iii)). We estimate
the position of the COLC from the intersection of the x and y parabolic
fits. Necessary astigmatism correction of the optical tweezers is discussed in
section 3.6.1, however it is not essential for the imaging path. We estimate
a chromatic focal length shift ∆fim ≈ 0.5 mm in the imaging system by
comparing the positions of the Rb and Cs COLCs (vertical lines). We set
the camera to the intermediate position between the Rb and Cs COLCs (zero
in figure).
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Figure 3.7: Focusing the imaging system using atomic fluorescence. (a) The
atomic PSF imaged as the EMCCD is axially translated. Images (i-v) corre-
spond to the marked points in (b) Cs 1/e2 PSF extent with EMCCD position
extracted from a Gaussian fit. Astigmatism causes a differential focus of the
x (solid squares) and y (dotted circles) PSF axes(c) Rb PSF extent. The ver-
tical lines indicate the circles of least confusion used to estimate the CFLS.

Imaging System Efficiency

The total efficiency of the imaging system is the fraction of emitted photons
which are counted by the EMCCD, and is the product of the collection
efficiency and the detector efficiency.

The photon collection efficiency is primarily limited by the solid angle
subtended by the high-NA lens. The objective subtends a solid angle of
1.02 steradians so that only 8 % of photons are captured. Further loss
arises as the captured fluorescence propagates down the imaging optical
path. These losses are due to imperfect reflection/transmission, and clip-
ping off of mounting hardware. Fluorescent photons are separated into the
imaging arm via a dichroic mirror and focussed on the EMCCD using a
f = 1000 mm achromatic lens. Optical filters are required before the EM-
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Table 3.2: Efficiency of the single atom imaging system for emission at 780 nm
and 852 nm.

Imaging Element Efficiency
780 nm 852 nm

Objective collection 0.08
Objective transmission 0.954 0.977
Mirror clipping 0.83
Dichroic reflection (×4) 0.997 0.990
808 nm notch filter 0.84(3) 0.98(1)
900 nm shortpass filter 0.95 0.8(1)
Quantum efficiency 0.78 0.53(4)
Total 0.039 0.027

CCD to block the small amount of tweezer photons which back-reflect into
the imaging path. We use a shortpass filter5 with cutoff wavelength of 900 nm
to suppress 938 nm photons, and a notch filter6 which blocks transmission
at 808 ± 17 nm to suppress 814 nm photons.

The detector efficiency is given by the wavelength-dependent quantum ef-
ficiency Q(λ). The number of photoelectrons Ne produced for Np photons
incident on the detector is Ne = Q(λ)Np. The photoelectrons are converted
to EMCCD counts via a pre-amp gain stage which is set to require 4.5 elec-
trons per count. The contributions to the total efficiencies at 780 nm and
852 nm are summarised in Table 3.2.

Fluorescence Maximisation

Since in a given experimental shot the tweezer occupancy is either 0 or 1, over
many experimental runs we accumulate the characteristic bimodal histogram
of fluorescence counts which is typical of tweezer experiments. We present
optimised histograms for Cs imaged in the 938 nm tweezer and Rb in the
814 nm tweezer in Fig. 3.8(a)&(b) respectively. The lower peak corresponds
to experimental shots where zero atoms were loaded. Scattered light from

5Thorlabs FESH0900
6Thorlabs NF808-34
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Figure 3.8: Fluorescence imaging single Rb and Cs atoms. (a) Histogram
of fluorescence counts from fluorescence imaging Cs in the 938 nm tweezer.
The inset shows a single atom image without pixel binning obtained from a
single experimental shot. The outlined square shows the superpixel formed
by binning 16 pixels. The dashed line indicates the threshold for atom detec-
tion. (b) Histogram of fluorescence counts from imaging Rb in the 814 nm
tweezer. (c) Optimisation of the Rb imaging cool beam detuning in the
814 nm tweezer. The open squares show the separation between the his-
togram background and signal peaks. The circles show the single atom sur-
vival after a 1000 ms fluorescence pulse. The dashed grey line indicates the
imaging detuning chosen. The red lines are guides to the eye.

the imaging beams and tweezers contribute to the background level which is
the mean of the lower peak. The dashed line is a threshold. Counts above
threshold correspond to shots where an atom was loaded into the tweezer.
The insets show the atom image collected in a single shot of the experiment.
The probability of loading an atom from the MOT is then the ratio of atoms
with counts above threshold to the total number of shots taken. The error
in the loading probability is calculated using a binomial confidence interval.

It is desirable to increase the separation between the two histogram peaks in
order to reduce their overlap, and thus reduce the occurrence of false positives
and negatives for experimental shots with counts close to threshold. The
separation of the signal and background peak should be maximised while the
peak widths should be minimised [180]. Tuning the imaging beam frequency
closer to resonance results in a higher scattering rate, and so a greater number
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of signal counts, as shown by the open squares in Fig. 3.8(c). Here, we
optimise the Rb fluorescence imaging in a 814 nm tweezer of depth. The
imaging cool beams each have a power of 400 µW and are red-detuned of
the D2 line. The detuning cannot be set arbitrarily close to resonance due
to rapid recoil heating (see Eq. (3.6)), which begins to dominate over the
Doppler cooling rate from the red-detuned beam. The closed circles show
the probability to retain an atom after it is exposed to a 1 s pulse of imaging
light. Close to resonance, recoil heating is sufficient to induce atom loss. The
grey dashed line shows the selected imaging detuning of −28 MHz, which
gives sufficient signal and little heating.

In a typical experiment, the probability of retaining a Rb or a Cs atom in
the tweezer after fluorescence imaging is > 99 % and > 95 % respectively.
Loss of Cs atoms from the 938 nm tweezer occurs during imaging because
broadband emission from the bare laser diode optically pumps the atom from
the 62P3/2 state to an untrapped state. We suppress this emission using
narrowband laser-line filters as discussed in section 2.6, however the few nW
power remaining is still sufficient to induce loss.

3.4.2 Tweezer Loading Probability Optimisation

The loading probability of atoms into the optical tweezers is saturated by
overlapping the MOT with the tweezers, which maximises the atomic density
at the position of the tweezer.

At the centre of the MOT coils, the quadrupole magnetic field passes though
zero with a field gradient in the N/S direction of 8.5 G cm−1. Applying an
offset to the quadrupole field of e.g. 1 G then translates the field position of
the field zero by 1/8.5 cm ≈ 1.2 mm. The magnetic field offset in the E/W,
U/D and N/S directions can be independently set using the corresponding
shim coil pair. The overlap is optimised by maximising the loading proba-
bility into the optical tweezer as a function of shim field. Fig. 3.9(a) shows
the Rb loading probability into a 1 mK deep 814 nm tweezer as a function
of applied shim field along the 3 cell axes. The Gaussian profiles reflect the
Gaussian MOT distribution as it is swept through the delta function-like
trap. The width (FWHM) of the features is around 0.15 G, corresponding
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Figure 3.9: Optimisation of the single atom loading probability. (a) Overlap
of the Rb MOT with the 814 nm tweezer using the 3 shim coil pairs. The
overlap in each axis is independently optimised. The x-axis is the applied
shim field with respect to zero field after bias cancellation. (b) Overlap of the
Cs MOT with the 938 nm tweezer. The optimal shim parameters for Cs do
not coincide with those for Rb due to differences in the MOT beam alignment.
(c) Loading probability with MOT overlap time. The loading probability for
both species reaches the saturated value of ∼ 0.55 after 100 ms.

to a spatial extent of 180 µm, which is comparable to the spatial extent of
the MOT. Fig. 3.9(b) shows the same shim optimisation for Cs in a 1 mK
deep optical tweezer. It is clear that although the tweezers are only spatially
separated by a few microns, significantly different shim fields are required
for each species. For example the difference in optimal E/W fields (open
squares) corresponds to an offset in the MOT centres of 200 µm, precluding
the simultaneous loading of both MOTs.

Once the overlap has been set, we find a suitable overlap time with the MOT,
as shown in Fig 3.9(c). To minimise the experiment run time, we choose the
shortest time which saturates the loading probabilities in each tweezer. For
a 1 mK deep tweezer, 100 ms is sufficient to saturate the loading into each
tweezer. We note that the loading probability saturates to slightly more than
0.5. This is because a the kinetic energy is unevenly split in a light-assisted
collision, so that for a fraction of cases, only one atom is lost from the tweezer.

Optimisation of the optical molasses stage is similarly achieved by finding
the optimal shim fields. The molasses fields are set at a low tweezer depth,
so that the loading is more sensitive to the atom temperature. The peak in
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Figure 3.10: Atom loading into species-selective optical tweezers. (a) Rb
loading probability as a function of 814 nm tweezer power. The 814 nm
tweezer is repulsive for Cs (inset), so only Rb is loaded. (b) Loading proba-
bility of Rb and Cs as a function of 938 nm tweezer power. The tweezer is
species-selective for the shaded band of powers. The yellow star and black
triangle are 500-shot measurements of the loading into a 1.25 mW tweezer for
Cs and Rb, respectively. The inset shows the relative potentials experienced
by Rb (red) and Cs (blue).

the loading probability corresponds to the shim fields which yield the lowest
atom temperature.

3.4.3 Loading Species-Selective Tweezers

With the MOT and tweezer beams overlapped, we now evaluate the species-
selectivity of the tweezers, whose wavelengths were chosen in section 3.3.2.

We first examine the species-selectivity of the 814 nm tweezer in Fig. 3.10(a)
by measuring the atom loading probability as a function of the tweezer power.
The loading probability is sensitive to the trap depth; for insufficient depth
the loading probability is poor. As expected, since the 814 nm tweezer po-
tential is repulsive for Cs, no Cs atoms load at any power and the tweezer is
perfectly species-selective. The Rb loading probability saturates at 0.52(1)
for powers > 0.5 mW, corresponding to a trap depth of 0.33(2) mK. The be-
haviour of the 938 nm tweezer is very different, as it is attractive for both Rb
and Cs. The loading probabilities for Rb (red) and Cs (blue) into the 938 nm
tweezer as a function of tweezer power, P938, are shown in Fig. 3.10(b). The
Cs loading probability saturates at a lower power than the Rb loading prob-
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ability because Cs experiences a deeper confining potential in the 938 nm
tweezer. The Cs loading probability saturates at 0.57(1) for tweezer powers
greater than 1 mW, corresponding to a trap depth of 0.30(2) mK. The Rb
loading probability into the 938 nm tweezer saturates to 0.51(3) for powers
greater than 3 mW, corresponding to a trap depth of 0.32(2) mK, in agree-
ment with the Cs measurement. We note that the loading probabilities for Rb
and Cs into both tweezers saturate at similar trap depths of around 0.32 mK
due to the similar temperatures and densities of the MOTs. The 938 nm
tweezer is species-selective for powers in the range 0.7 mW < P938 < 1.3 mW
(shaded grey), where the Cs loading probability is close to saturation and the
Rb loading probability is close to zero. Specifically, for a tweezer power of
1.25 mW, we measure loading probabilities of 0.018(6) for Rb (black triangle)
and 0.55(2) for Cs (yellow star) over 500 repetitions of the experiment. At
this power, the tweezer can therefore be used to load a Cs atom selectively.

3.5 Atom and Tweezer Characterisation

It is necessary to characterise the optical tweezers and the properties of the
atom trapped within them. While this was done ex-situ in section 2.7, an
in-situ measurement using the atoms themselves is required to accurately
parametrise the tweezers (it is also somewhat tricky to perform a knife-edge
measurement inside a vacuum cell). We have found that such characterisa-
tion measurements must be done routinely for optimisation purposes, and
to diagnose experimental issues. Given the frequency with which they are
required, we take a more pedagogical approach in the following discussion,
to serve as a reference for future experimentalists.

3.5.1 Atom Lifetime

A simple but useful measurement is of the atom lifetime in the tweezer.
We simply measure the atom survival probability after a variable hold time
thold in the tweezer. The lifetime is the hold time for which the recapture
probability decreases to 1/e of its value measured at short times (< 1 ms).
Contributions to loss during thold include collisions with room-temperature
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Figure 3.11: Single atom lifetimes and histogram error. (a) Lifetimes for Rb
in the 814 nm tweezer, Cs in the 938 nm tweezer and Cs in the 1064 nm
tweezer. (b) Absolute error in the survival probability calculated using a
binomial confidence interval. The error is calculated as a function of the
survival probability and the number of shots. More shots are required when
P ∼ 0.5, however the returns diminish quickly.

background gas atoms in the UHV cell, and heating of the atom through
intensity and pointing instability of the tweezer. It is desirable to maximise
the lifetime so that loss of single atoms is negligible for subsequent measure-
ments. Empirically, we maximised the single atom lifetimes by elimination:
we use sturdy optics mounts, and atom dispenser currents far below thresh-
old. Lifetime curves for Cs in the 938 nm and 1064 nm tweezer, and Rb
in the 814 nm tweezer are shown in Fig. 3.11(a). The tweezer depths are
1 mK, which is a typical depth used in an experiment. The solid lines are
fits of exponential decay to the data, from which we extract 1/e times of
tCs,938 = 41(7) s, tCs,1064 = 41(6) s and tRb,814 = 31(7) s. These times are all
sufficiently long that single atom loss does not significantly impact further
experiments. The large fitting errors on the lifetimes arise because the fit at
long hold times is poorly constrained. The error bars at long thold are large
because it is impractical to take the many shots necessary to resolve changes
in the atom survival probability.

A reasonable question at this point is to ask how many shots are required
per histogram? For a single experimental shot, the atom survival follows a
binomial probability distribution. We can the therefore assign an error bar to
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the survival probability using a binomial confidence interval [181], which we
calculate using the astropy Python package with a Jeffrey’s interval [182].
The confidence interval depends on the survival probability and the number
of trials. To understand how many shots are required, we plot the absolute
error calculated as a function of the survival probability in Fig 3.11(b).

Clearly, the error is greatest for intermediate probabilities P ∼ 0.5. Signif-
icantly fewer shots are required when the probability is near an extreme7,
which can expedite the measurement if the shape of the expected survival
probability curve is known. The absolute error decreases as more shots are
taken and the mean value is better known. The returns are diminishing how-
ever, and unless good precision is required (for example to resolve a difference
between two similar values), no more than 200 shots is usually sufficient.

3.5.2 Atom Temperature

It is important to know the temperature of the atoms trapped in the optical
tweezers. The atom temperature affects the density and collisional loss rates,
discussed in Chapter 5. It is also intimately related to the mean motional
state n of the atoms in the tweezer. For eventual magnetoassociation of two
atoms in a tweezer, both atoms must be in n = 0 for all three tweezer axes
[71]. Quantifying the atom temperature is thus a critical goal, and a tool to
measure a relative change in the temperature will prove very useful as a way
to identify and minimise sources of heating experimentally.

How can we define the temperature of a single atom? After all, temperature
in a bulk gas is usually thought of in terms of the width of the atomic velocity
distribution. We recall that the atom prepared in each shot of the experiment
is part of a thermal ensemble. The atom loaded into an optical tweezer is
sampled from a MOT, where the atomic speeds follow a Maxwell-Boltzmann
distribution. The probability for an atom to have a speed in the range v+dv

is given by [183]:

f(v)dv = 4πv2
(

m

2πkBT

)3/2
exp

(
− mv2

2kBT

)
dv, (3.8)

7The reason for this is intuitive: if a coin lands heads-up 10 times in a row, the chance
the coin is fair is quite low.
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Figure 3.12: Motional state occupancy when loading an optical tweezer from
an caesium gas with mean atom energy E/kB = 5 µK. (a) 3D Maxwell-
Boltzmann distribution of energies of the free gas. The most probable en-
ergy is indicated by the black point and corresponds to a motional level of
nMP = 1.84. (b) Harmonic energy levels in the tweezer. The mean motional
state occupied for a trap frequency of 30 kHz is n̄ = 3 (dashed line). (c) The
occupation probability of the tweezer motional states n reflects the Boltz-
mann factor (Appendix C).

where T is the temperature of the ensemble, m is the atomic mass, and kB

is the Boltzmann constant. We plot the 3D Maxwell-Boltzmann distribution
for a free gas of Cs atoms in Fig 3.12(a). The distribution has been plotted
as a function of temperature using equipartition, 3

2kBT = 1
2mv

2. The red
dashed line indicates the mean temperature of the cloud, 5 µK, which is
typical after optimisation.

An atom in an optical tweezer is a quantum harmonic oscillator. The mo-
tional energy levels n in the tweezer have eigenenergies En = ℏω(n + 1

2),
where ω/2π is the trap frequency, shown for one dimension in Fig. 3.8(b).
Since the ensemble follows a distribution of energies, the atoms are mapped
onto a distribution of motional states in the tweezer. The mean motional
occupancy of the atomic ensemble n̄, is related to the ensemble temperature
by:

n̄(T ) = 1
eℏω/kBT − 1 , (3.9)

which is derived in Appendix C. The probability of occupying a specific
motional state n is:

Pn(n̄) = n̄n

(1 + n̄)n+1 . (3.10)

In Fig. 3.8(c) we plot Pn for a Cs atom with T = 5 µK and ω/2π = 30 kHz,
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corresponding to n̄ ≈ 3. Finally we are able to interpret the meaning of
temperature for an atom in a tweezer. The “temperature” of a single-atom
ensemble is simply the mean energy of the atoms in the ensemble, expressed in
units of kB, which from Eq. (3.9) corresponds to a mean motional level n̄(T ).
For a given experimental shot, the atom occupies a single motional level, and
so does not possess a temperature distribution; in this case, discussion of an
atom temperature is less meaningful.

It is possible to measure the classical average temperature of the atom, from
which n̄ can be inferred using Eq. (3.9). We use a method commonly referred
to as release and recapture [184]. The idea is to briefly extinguish the trap
for a release time tr, as shown in Fig. 3.13(a), resulting in an amount of atom
loss dependant on the atom velocity at the time the trap is extinguished. For
a given tr, there is a higher probability that an atom from an ensemble with
a high mean T will be lost, compared to a colder ensemble.

We measure the recapture probability as a function of tr for Rb in a 814 nm
tweezer of power 1.60 mW, as shown in Fig. 3.13(b). The solid line is a fit of
a Monte Carlo simulation to the data. In the simulation, the atom velocity is
randomly selected from the Maxwell-Boltzmann distribution, and its position
r in the trap randomly selected from a Gaussian distribution. After the
release time the new atom coordinates are r′ = r+vtr. The kinetic energy of
the atom is compared to the trap depth at r′, and if U(r′) < Ekin, the atom is
lost from the trap. This binary simulation is repeated several thousand times
to generate a recapture probability for each release time. An optimisation
parameter of the fit is the ensemble temperature, which determines the mean
v of the simulation. The temperature extracted from the least-squares fit is
28(2) µK. The temperature extracted is sensitive to the trap power. The
energy of an atom in a given motional level n is dependent on the trap
frequency, where ω ∝

√
P . The extracted temperature must therefore be

appropriately scaled if the tweezer power is later ramped adiabatically.

In Fig. 3.13(c), we present a temperature measurement of Cs in the 938 nm
tweezer with power 3.63 mW. Here, we demonstrate the utility of this mea-
surement technique for detecting changes in the atom temperature. Typically
in an experimental sequence we apply a 5 ms pulse of cooling light to coun-
teract heating after the first atom image. The temperature extracted in this
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Figure 3.13: Measurement of the atom temperature distribution in an optical
tweezer. (a) Tweezer power profile with time for a release and recapture
measurement. The tweezer is switched off for a time tr, causing some atoms
in the ensemble to be lost. (b) Measurement of the ensemble temperature
for Rb loaded into a 814 nm optical tweezer of power 1.60 mW. The single
atom recapture probability decreases for longer tr. The solid line is a Monte
Carlo least-squares fit to the data. (c) Measurement of the Cs ensemble
temperature in a 938 nm with power 3.63 mW. The closed and open circles
respectively show the recapture with and without a cooling stage before the
release step.

case (closed circles) is 15(1) µK. In contrast, the open circles show the recap-
ture if the cooling pulse is omitted. The fitted temperature here is 65(5) µK,
indicating that there is 50(5) µK of heating during the imaging time. If a
fixed release time is included in a sequence, other parameters can be tuned
to minimise heating by maximising the recapture probability.

It is important that the trap switches rapidly with respect to the atomic
motion, so that the atoms experience an instantaneous vanishing of the po-
tential8. We therefore use the AOMs in the tweezer beam paths to switch
the beams, with have a rise time of ∼ 60 ns, which is much less than a trap
period (≲ 10 µs). The RF signal to the AOM is rapidly attenuated in 20 ns

8A lowering time comparable to the trap period would be somewhat adiabatic and
modify the observed temperature of the atoms. Furthermore the comparison to the Monte
Carlo simulation would be less accurate.
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by a fast RF switch9.

3.5.3 Light Shift

Similarly to the AC-stark shift experienced by an atom in the ground state
(section 3.3.1), the other atomic states are also shifted by the tweezer. The
light shift is the frequency shift ∆LS of the atomic transition with respect
to its free-space value ω0, as illustrated in Fig. 3.14(a). The light shift can
have a significant effect due to the tight waist of an optical tweezer: a typical
shift of ∆LS ∼ 10 MHz is sufficient to detune imaging beams from resonance.
Moreover, for some species, the tweezer loading can be affected if the light
shift of the upper state is particularly repulsive [177]. The mismatch of
ground- and excited-state potentials can also cause dipole force heating [185].
It is therefore useful to characterise the light shift between the relevant atomic
states in a tweezer.

We examine the light shift of the Cs f = 4 → f ′ = 5 cooling transition in
an optical tweezer of wavelength 938 nm. The light shift is probed using a
circularly-polarised pushout beam which is the same used for state-sensitive
detection in section 4.1.2. The pushout beam drives σ+ transitions with
respect to a ∼ 2 G bias field applied by the N/S shim coil pair. When
resonant with the 4 → 5′ transition, the pushout beam induces loss.

In Fig. 3.14(b), we show example loss features for tweezers of depth 0.5 mK
(purple) and 4 mK (red). The survival probability is measured as a function
of the probe detuning. We choose the probe pulse time and power at each
trap depth to avoid saturating the loss feature. Typically ∼ 2 µW probe
power and ∼ 2 ms probe time are sufficient. The solid lines are Lorentzian
fits to the data, from which we extract the loss minima. The full-width at
half maximum (FWHM) of the features is ∼ 5 MHz, which is consistent
with the natural linewidth of the D2 transition. The atoms are distributed
across mf states, so that the measured resonance positions are averages for
the f = 4 → f ′ = 5 transition.

In Fig 3.14(c), we plot the fitted resonance centres as a function of tweezer
power. The dotted lines indicate the centres of the resonances plotted in

9Mini-Circuits ZASWA2-50DR-FA+



Chapter 3. Optical Tweezers 88

ω0ω0+ΔLS

e

g

(b)(a) (c)

Figure 3.14: Measurement of the light shift of the f = 4 → f ′ = 5 transition
for Cs in a 938 nm tweezer. (a) A spatially varying light shift is induced
by the tweezer, shifting the frequency separation of the ground and excited
states |g⟩ and |e⟩ by ∆LS. (b) Probe-induced loss as a function of detuning
for tweezers of depth 0.5 mK (purple) and 4 mK (red). The pushout time
is adjusted to avoid saturating the loss features. The solid lines are fits
from which we extract the position of the light-shifted resonance. (c) Light
shift as a function of tweezer power incident on the atoms. The data points
correspond to the fitted centres of measurements as in (b). The solid line is a
linear fit to the data, from which the power-dependent light shift is extracted.

Fig 3.14(b). The solid line is a linear fit to the data, from which we extract
a light shift of ∆LS = 1.35(3) MHz/mW. This measured value is higher than
the expected shift of the f = 4 → f ′ = 5 transition, averaged over mf states,
of ∼ 0.8 MHz/mW. The discrepancy is likely due to the incorrect assumption
of equal mf population. A better comparison to theory could be made by
measuring the light shift of the spin-stretched (3, 3) → (4′, 4′) transition by
incorporating the optical pumping scheme described in section 4.1.3. The
value extracted depends on the trap waist, and increases as the trap waist is
optimised, as discussed in the following sections. The new light shift can be
estimated by scaling by the ratio of old and new waists: ∆′

LS = (w0/w
′
0)2∆LS.

The extracted offset is −2.5(2) MHz, which is much larger than the value
of ∼ 0.2 MHz expected from the Zeeman shift due to the bias field. We
attribute this discrepancy to a drift in the laser frequency offset during this
measurement.
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3.5.4 Trap Frequency and Waist

The tweezer waist is a critical parameter to pin down, so that the tweezer
intensity and potential depth can calculated with confidence. In a cylindri-
cally symmetric tweezer, the radial x and y axes are degenerate and have the
same trap frequency. The axial direction of the tweezer z is less confined, and
related to the radial dimensions by a geometric factor. The trap frequencies
in the radial and axial directions are related to the waists and Rayleigh range
respectively by:

ωr =
√

4U0

mw2
0

(3.11) and ωa =
√

2U0

mz2
R

. (3.12)

Here, U0 is defined as in Eq. (3.2), so that if the tweezer power incident on
the atom is known, a measurement of the trap frequency can be used to infer
the beam waist. The trap frequencies in units of Hz are νi = ωi/2π.

In our system, it is important to note that the optical tweezers are asymmet-
ric, possessing different waists along the orthogonal x and y axes of the trap.
The source of the asymmetry is apodisation of the large-diameter tweezer
beam on the main table, which is clipped by the limited clear aperture of the
beam-shaping optics. The limiting clear diameter of the optics in the direc-
tion parallel to the table is ∼ 30 mm, compared to ∼ 50 mm in the vertical
direction, corresponding to the x and y axes of the tweezers respectively.
The asymmetry cannot be corrected at present, since it is a consequence of
the objective requiring large-diameter input beams (see Fig. 2.16(c)), which
necessitates overfilling the limited-aperture auxiliary optics. This issue could
be resolved in future by switching to an objective of shorter effective focal
length.

Release and Recapture

The first method we discuss for measuring the trap frequency is another
release and recapture technique, where the tweezer is briefly extinguished
twice for durations t1 and t2, as shown in Fig. 3.15(a). Fast switching of
the trap is achieved in the same way as for the temperature measurements
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Figure 3.15: Measurement of the radial trap frequencies using release and
recapture. (a) The tweezer temporal power profile. The tweezer is switched
off for time t1 to synchronise atom oscillation phases in the ensemble. The
tweezer is jumped back on and the atoms oscillate for a time ∆t. A second
off-time t2 probes the oscillation phase. (b) Modification of the phase-space
distribution along the radial trap axes induced by the first off-step t1. (i)
Initially, the atoms positions and velocities follow a Gaussian distribution,
with widths determined by their temperature. (ii) After t1, the atoms have
translated dx = vxt1 in free space, modifying the phase-space distribution.
(c) Trap frequency measurement for Rb in the 814 nm tweezer. (d) Trap
frequency measurement for Cs in the 938 nm tweezer. The solid lines are
damped sinusoidal fits to the data.

discussed in section 3.5.2. The purpose of the first release for t1 is most easily
understood by considering a Monte Carlo simulation of the atom ensemble in
phase space [186]. Fig. 3.15(b)(i) shows the phase space distribution along
the x axis at the start of the experiment. The atoms follow a Gaussian
distribution of positions, with thermal width given by σx = ω−1

x

√
kBT/m

[97]. We assume a 1D Maxwell-Boltzmann distribution of velocities, where
the vx is related to the atom temperature by 1

2kBT = 1
2mv

2
x. During the

first release time t1, the atoms travel a distance dx = vxt1 in free space.
Fig. 3.15(b)(ii) shows that the effect of the travel time t1 is to modify the
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distribution in phase-space. As a result, when the trap is switched back on,
the oscillation phase of the atoms in the ensemble becomes synchronised.

When the trap is switched back on, the now in-phase atoms in the ensemble
undergo harmonic motion for a time ∆t, where the kinetic and potential
energies constantly interchange, visualised as a rotation of the phase-space
ellipse with frequency ω [187]. The purpose of the second off-time t2 is then
to probe the oscillation phase of the ensemble, which is dependant on the
experimentally varied ∆t. If the atom phase had not been synchronised in
t1, the atom oscillations would average to zero.

Fig 3.15(c) shows the result of this technique for Rb in a 814 nm tweezer
with power 1.7 mW, and Fig. 3.15(d) shows the result for Cs in a 938 nm
tweezer with power 4.0 mW. Empirically, t1 is set to optimise the contrast of
the oscillation fringes; t1 = T/4, with T the trap period, is usually suitable.
t2 determines the offset in the recapture probability, and is set by the atom
temperature, requiring shorter times for a hotter ensemble. Due to the sym-
metry of oscillation in the trap10, the atom recapture probability oscillates
at twice the trap frequency.

The situation is slightly complicated by the asymmetry of the tweezer. Os-
cillations along the x and y axes at different frequencies may both be excited
by the initial release time t1. This gives rise to a beatnote in the measured
survival probability. The solid lines are fits to the data, corresponding to
the sum of sinusoidal oscillations at angular frequencies 2ωi along x and y,
decaying with a 1/e time τ [188]:

P (t) = P0 + e−t/τ
∑

i=x,y

ai sin (2ωit+ ϕi) , (3.13)

where ai are the amplitudes of oscillation, ϕi are phases and P0 is an offset.

For Rb, we extract trap frequencies {νx, νy}Rb = {74.0(9), 109.8(4)} kHz,
which are in the ratio 0.67(1). For Cs, we extract trap frequencies
{νx, νy}Cs = {60.2(8), 83.9(3)} kHz, which are in the ratio 0.72(1). The
ratios are similar because the asymmetry of both tweezers is induced by the
same optics.

10In a single trap period, the atom velocity is maximal and minimal twice.



Chapter 3. Optical Tweezers 92

The damping of the oscillation fringes is due to dephasing of the initially
synchronised ensemble. This can arise from, for example, off-resonant scat-
tering, or a slight motional state-dependent variation in the trap frequencies,
caused by the thermal distribution of the atoms. Here, the damping time is
relatively long (τ > 100 µs), which we attribute to the low mean occupancy
of the ensemble n̄ ≈ 3, where the trap has little anharmonicity.

While experimentally simple, this method is limited to measurements of the
radial trap frequencies. Since ωr ≫ ωa, the longer t1 required to synchronise
axial oscillations would just result in loss of all atoms from the tweezer. To
measure the axial trap frequencies, we turn to a second method of measuring
the trap frequencies.

Parametric Modulation

A second method for measuring the trap frequency is via parametric mod-
ulation of the tweezer intensity. Fluctuations in the intensity contribute to
heating of the trapped atom, which can escape the trap if it gains sufficient
energy. This effect is especially significant when the frequency of the noise
is resonant with a harmonic of the trap frequency. Deliberate modulation
of the tweezer intensity essentially introduces intensity noise at a frequency
ωmod to the trap, which can be used to probe the trap frequency.

An atom in an intensity-modulated tweezer is a driven harmonic oscillator.
Maximal heating of the atom occurs when ωmod is resonant with twice the
trap frequency [189], manifesting as a dip in the atom recapture probability
as the modulation frequency is scanned through 2ωi. The tweezer intensity
is tuned by controlling the amplitude of an RF tone applied to an AOM in
the beam path. We sinusoidally modulate the RF amplitude at a frequency
ωmod ∼ 100 kHz, producing a sinusoidal tweezer intensity profile with time.

The parametric loss spectrum for Cs in a 938 nm tweezer of power 2.6 mW is
shown in Fig 3.16. We modulate the trap depth for 50 ms with a modulation
amplitude of h = 5 % to probe the radial dimensions x and y. We observe
two radial trap frequencies because the tweezer is strongly asymmetric as
discussed in the previous sections. The radial trap frequencies extracted
from Fig 3.16 are 49.2(3) kHz and 73.4(2) kHz, with a similar ratio to those
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Figure 3.16: Parametric modulation spectroscopy of the three axes of the
938 nm tweezer using Cs. The solid lines are Gaussian fits to the data.
Resonances shown in blue at 98.4(5) kHz and 146.8(3) kHz correspond to the
x and y trap axes respectively. The solid lines are a Gaussian fit to the data.
The axial trap resonance at 17.6(1) kHz is shown in purple, corresponding
to the z axis of the trap. The resonances occur at twice the trap frequency.

extracted using release and recapture. The axial trap frequency is expected to
be about 5 times lower than the radial trap frequencies (Eqs. (3.11) & (3.12)).
Since the heating rate is proportional to square of the trap frequency [190],
a larger modulation depth is required to induce loss at at axial resonance.
We apply a modulation depth of h = 18 % for 50 ms to induce loss. The
resonance feature coloured purple in Fig. 3.16 corresponds to the axial trap
frequency, which from the fit is determined to be 8.82(2) kHz.

We use the measured trap frequencies and the known tweezer powers to
calculate the tweezer waists using Eq. (3.11), which we tabulate in table 3.3.
We have also measured the waists of the 814 nm tweezer using Rb, and the
1064 nm tweezer, using Cs. Both of these tweezers are asymmetric for the
same reason as the 938 nm tweezer. The waists summarised in table 3.3 are
finalised after the trap frequencies have been optimised, as discussed in the
following section.
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Table 3.3: Summary of the measured waists of the optical tweezers after
optimisation, in units of µm. The asymmetric waists were measured by
parametric modulation spectroscopy. There are two tweezer waists due to
asymmetry of the tweezers. wx is larger, and corresponds to the N/S direction
in which the tweezers are apodised by the limited clear aperture of the optics.
wy corresponds to the E/W direction.

Tweezer
Waist (µm) 814 938 1064

wx 1.11(3) 1.29(4) 1.58(3)
wy 0.92(3) 1.06(4) 1.43(4)

3.6 Trap Frequency Optimisation

It is beneficial to minimise the waist of the optical tweezers. The tweezer
depth scales as ∝ P/w2

0, so that a tighter tweezer requires significantly less
optical power to achieve the same depth. A smaller waist therefore allows
larger tweezer arrays to be achieved within the optical power budget. A sec-
ond reason relates to the efficiency of Raman sideband cooling, for which it is
desirable to maximise the axial trap frequency while minimising detrimental
photon scattering.

In principle, the tightest possible waist is set by the diffraction limit. In
practice, optical aberrations arising from misalignment and curvature of the
optics result in waists slightly above the diffraction limit. Nevertheless it is
possible to improve the waists of the tweezers, using the trap frequency as
a diagnostic. Experimentally, we optimise the axial trap frequency, which
scales as ωax ∝ 1/w3

0, since it is more sensitive to changes in the tweezer
waist than the radial trap frequency, which only scales as ωr ∝ 1/w2

0.

3.6.1 Astigmatism Correction

We identified the presence of large astigmatism of the tweezers. Astigmatism
causes the orthogonal axes of the tweezer to focus at different positions along
the optical axis. The circle of least confusion occurs midway between the
two distinct foci. The atoms are trapped at the circle of least confusion since
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Figure 3.17: Astigmatism correction of the 814 nm tweezer using a cylindrical
lens. (a) Stress-induced curvature of the dichroic mirror results in a parabolic
surface with radius of curvature RC and peak-valley flatness F across the
illuminated diameter D. (b) Correction of the astigmatism introduced by
the curved dichroic using a cylindrical lens (green). Fine adjustment of the
lens position zcyl tunes the divergence along one tweezer axis, adjusting the
tweezer focus by δz. (c) Shift in the tweezer focus δz with zcyl calculated using
the ray transfer matrices. (d) Optimisation of the cylindrical lens position
using parametric modulation.

the intensity is maximal, but since neither tweezer axis is well-focussed, the
effective waist is large. We consider the 814 nm tweezer, which is reflected off
a dichroic mirror11 to overlap it with the 938 nm tweezer before the objective.
The differential stress between the dichroic coating and substrate causes the
mirror to become parabolic, with a radius of curvature RC, illustrated in
Fig. 3.17(a). For a beam incident at 45◦, the symmetry of the parabolic
mirror is broken. The orthogonal axes of the beam experience differential
lensing, and focus at different positions along the optical axis.

The separation of the tangential and sagittal foci of the tweezer is given
by ∆z = f 2

obj/(2RC) [191], where fobj is the effective focal length of the
objective. RC is related to the peak-valley flatness12 F of the dichroic by
F = D2

8RC
, where D is the illuminated diameter of the dichroic. Since RC ∝

11Thorlabs DMLP900L
12For a beam incident at 45◦, the reflected wavefront error is

√
2F .
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D2, the astigmatism caused by the curvature of the dichroic is especially
problematic in our system, where D ∼ 50 mm. The dichroic has a reflected
wavefront error (RWE) of ∼ 6λ, causing the tweezer foci to be offset axially
by ∆z > 6 µm, which is larger than the Rayleigh range.

The astigmatism, which causes two distinct asymmetric foci to form, must
be corrected for. We do this by inserting a cylindrical lens into the tweezer
beam path, as shown in Fig. 3.17(b). This method has been used in other
experiments to correct for astigmatism arising from different sources [192].
The cylindrical lens modifies the divergence along one beam axis, while pre-
serving the divergence of the other. The cylindrical lens is placed in the
M = 25 telescope of the 814 nm tweezer at a distance zcyl from the first lens.
The effect of the cylindrical lens on the focus displacement δz is shown in
Fig. 3.17(c). The solid lines are calculations of δz using ray transfer matrices
(see Appendix D) for cylindrical lenses of different focal lengths fcyl. When
the cylindrical lens is placed at the focus of the expansion telescope, there
is no modification to the beam divergence. Either side, the effect is to pull
the tweezer focus towards the objective lens, hence why δz < 0. We choose
fcyl = 1 m because δz is less sensitive to the exact positioning of the cylindri-
cal lens than for shorter focal lengths. A simulation using Zemax ray-tracing
software verified this calculation.

The position of the cylindrical lens is optimised empirically by maximising
the axial parametric resonance frequency. As the tweezer becomes more
stigmatic, the measured axial trap frequency will increase due to the tighter
waist. When the tweezer is stigmatic, the circle of least confusion will co-
incide with the tweezer focus. Fig 3.17(d) shows the normalised axial trap
frequency as a function of zcyl. The optimal position is at zcyl = 49.9(4) mm,
where the resulting δz is in agreement with expectation, in that it roughly
cancels the focal shift due to the dichroic curvature. After optimisation, ωax

was increased by a factor of ×2.0 compared to without a cylindrical lens,
corresponding to a 20 % reduction of waists. We have similarly inserted a
cylindrical lens into the 938 nm tweezer path. We did not observe astig-
matism on the 1064 nm tweezer, which is transmitted through all dichroic
mirrors, and so does not require correction by a cylindrical lens.
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(a) (b)

Figure 3.18: Optimisation of the objective lens alignment by maximising the
axial trap frequency. The trap frequencies are measured using parametric
modulation of the tweezer intensity. (a) Normalised axial trap frequency with
N/S tilt. The dashed line indicates the initial lens angle before adjustment.
The blue points are measured using Cs in the 938 nm tweezer. The red
points are measured using Rb in the 814 nm tweezer. The two tweezers
share a common N/S optimum. (b) Optimisation of the E/W tilt.

3.6.2 Objective Tilt

Further improvements to the trap waist can be made by optimising the tilt
of the objective lens. Misalignments of this objective introduce aberrations
which increase the waist of the optical tweezer. The angle of the objective
can be adjusted along the N/S and E/W axes of the science cell using an
adjustable kinematic mount. As before, we use a parametric measurement
of the axial trap frequency to optimise the tilt of the objective, and find
the optimal angle. One turn of an adjuster knob tilts the objective lens by
0.071 ◦. The focus of the tweezer is located ∼ 100 mm from the centre of
rotation of the objective, resulting in transverse displacement of the optical
tweezer of 200 µm per turn. This is comparable to the size of the MOT,
therefore after each angular adjustment the shim fields must be reoptimised
to keep the MOT and tweezer overlapped.

We present the axial trap frequency as a function of N/S tilt in Fig. 3.18(a)
and as a function of E/W tilt in Fig. 3.18(b). We normalise the measured
frequency values by the peak value for ease of comparison. The optimisation
was done for both Cs in the 938 nm tweezer (blue) and Rb in the 814 nm
tweezer. The solid lines are Gaussian fits used to extract an optimal value.
The dashed lines indicate the starting angle of the lens, before adjustment.
For both cases, the tweezer waist is less sensitive to misalignment in the
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N/S direction, corresponding the clipped direction of the input beams. The
tweezer waist scales weakly as w0 ∝ 1/ω1/3

ax , so that the improvements corre-
spond to modest reductions of ∼ 2 % in wx and wy. The lens was finally set
to the angles giving the maximal axial trap frequencies.



Chapter 4

Controlling Atoms in Tweezers

We have demonstrated that the apparatus presented in Chapter 2 can be used
to prepare atoms in optical tweezers of several wavelengths, as discussed in
Chapter 3. Having characterised the properties of the trapped atoms and
the optical tweezers, we now turn to the task of extending our control over
the isolated atoms, which broadly encompasses three categories. First, we
consider manipulation of the internal state of the atoms (f,mf ) via optical
pumping and microwave transfer. Second, we discuss control of the 3D po-
sition of the optical tweezers, which allows the atoms to be transported and
for multiple atoms to be prepared in the same tweezers, as well as the pro-
duction of optical tweezer arrays. The third area is control of the motional
state n of an atom in a tweezer. Full control and preparation into n = 0 is
possible using the technique of Raman sideband cooling, which is beyond the
remit of this thesis, but discussed in the outlook (section 6.2.2).

4.1 Internal State Control

Atoms loaded into the optical tweezers from a MOT are distributed approx-
imately evenly across the ground state f and mf states. It is necessary
to establish control of the internal state, preparing the atomic ensemble in
specific (f,mf ) levels, since atomic properties such as the Zeeman splitting
and the scattering length (section 5.1.1) depend on the internal state of
the atom. Furthermore, the interspecies spectrum of Feshbach resonances

99
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is state-dependent, and the well-established RbCs magnetoassociation tech-
nique we plan to use requires Rb and Cs atoms to be prepared in their
maximal-mf ground states (f = 1,mf = 1) and (f = 3,mf = 3) respectively
[89, 193]. Control of the internal state of the atomic ensemble is therefore
necessary. Preparation of the ensemble in a specific quantum state (f,mf )
may be achieved via optical pumping (OP), as described in the following
sections, where we also discuss a state-selective imaging scheme and sponta-
neous Raman scattering, which is an obstacle for state preparation.

4.1.1 Atoms in a Magnetic Field

Optical pumping requires the application of an external magnetic field in
order to define a quantisation axis. Atomic structure was reviewed in sec-
tion 2.5.1. We now extend that discussion to the interaction of an atom in
an applied magnetic field. Each hyperfine state f is has (2f + 1) Zeeman
sublevels labelled mf , with values from −f to f in integer steps of 1. In an
external magnetic fields, the atom-field interaction causes the energies of the
(f,mf ) states to shift.

For the special case of j = 1/2, which applies to the n2S1/2 ground states
of Rb and Cs, the field-dependent energy shift of the (f,mf ) states is given
analytically by the Breit-Rabi formula [194, 195]:

E(B) = − ∆Ehfs

2(2i+ 1) + giµBmfB ± ∆Ehfs

2

(
1 + 4mfx

2i+ 1 + x2
) 1

2
, (4.1)

where i is the nuclear spin, ∆Ehfs = Ahfs(i+ 1
2) is the hyperfine splitting with

Ahfs the magnetic dipole constant, µB is the Bohr magneton, x = µB(gj−gi)B
∆Ehfs

is the scaled magnetic field strength and gi, gj are Landé g-factors. The
{+} sign is taken for the upper f manifold and the {−} sign for the lower.
The energy splitting ∆E of a transition (f,mf ) → (f ′,m′

f ) is obtained by
calculating E(B) for each state and taking the difference.

The shifts E(B) are plotted in Fig. 4.1 for the 87Rb and Cs ground-state
hyperfine manifolds. We calculate the shifts for fields up to 250 G using
Eq. (4.1), with ARb

hfs ≈ h × 3.41 GHz and ACs
hfs ≈ h × 2.30 GHz [196]. The

degeneracy of mf sublevels is lifted in an external magnetic field, which at
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Figure 4.1: Energy shift of mf sublevels in an external magnetic field calcu-
lated using the Breit-Rabi formula, Eq. (4.1), for (a) 87Rb in 52S1/2 and (b)
Cs in 62S1/2.

magnitudes of ≈ 10 G are separated by several MHz. With the degener-
acy lifted, it is now possible to controllably transfer population between mf

states, as we discuss in the following sections.

4.1.2 Hyperfine Pumping and Internal State Detection

The simplest optical pumping scheme is to prepare the ensemble in either the
upper or lower hyperfine manifold (but no specificmf ), which can be achieved
using the 6 MOT beams. Using Cs in the 938 nm tweezer as an example, the
atomic population can be pumped to the lower f = 3 manifold by applying
a pulse of cooling light resonant with the f = 4 → f ′ = 5 transition, which
clears population from the f = 4 manifold, taking advantage of the small
≈ 1/104 probability for atomic population to leak from the cooling cycle.
Atoms may instead be transferred to the upper f = 4 manifold using a pulse
of repump light resonant with the f = 3 → f ′ = 4 transition, which clears the
population from the f = 3 manifold. In both cases, a pulse with ∼ 200 µW
per beam lasting 5 ms is sufficient to saturate the state preparation fidelity.

To quantify and optimise the OP efficiency, it is necessary to develop a
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Figure 4.2: State-selective imaging. (a) Timing diagram: after verifying the
tweezer occupancy in Image 1, the internal state is prepared using an optical
pumping pulse. The trap depth is lowered by a factor of 10, whereupon the
pushout beam expels atoms in the upper hyperfine manifold. Image 2 maps
the hyperfine state onto a binary survival event. (b) Optimisation of the Cs
pushout beam detuning from the f = 4 → f ′ = 5 transition for a 938 nm
tweezer of depth 100 µK. The detuning is defined with respect to the field-
free 4 → 5 transition.

method for probing the internal state of an atom. Such a method will be
also useful for detecting subsequent changes in the internal state after optical
pumping (see 4.1.5). We utilise a ‘pushout’ detection scheme to measure the
fraction of Cs atoms populating the lower f = 3 manifold [197]. A circularly
polarised pushout beam, roughly aligned (see Fig. 2.19) to an external mag-
netic field and resonant with the f = 4 → f ′ = 5 transition, is used to eject
any atom in f = 4, while preserving those in f = 3 which are ≈ 9.2 GHz
detuned and so dark to the pushout beam. The external magnetic field
of 4.78 G defines a quantisation axis along the +x (+N/S) direction. The
pushout beam induces loss through a combination of the radiation pressure
force and recoil heating. When the atom is fluorescence imaged at the end
of the sequence, population in f = 3 is mapped onto atom survival and pop-
ulation in f = 4 is mapped onto atom loss. The pushout protocol for Rb is
similar, sharing the same optical path, and ejecting atoms from f = 2.

The pushout beam must induce rapid loss to avoid off-resonant scattering
of pushout photons, which can cause transfer between hyperfine manifolds,
reducing the pushout detection fidelity (section 4.1.5). To this end, the
938 nm tweezer is lowered to a depth of U/kB ∼ 100 µK. Furthermore, the
scattering rate of the pushout beam is maximised by setting the frequency
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Table 4.1: Hyperfine optical pumping fidelity. The survival probabilities are
calculated over 300 shots of the experiment. With the pushout beam applied,
the high survival probability of f = 3 atoms, but low survival of f = 4 atoms,
confirms that the pushout beam is dark to the f = 3 state and ejects most
of the f = 4 population.

Manifold Pushout Survival Probability
f = 3 On 0.97(+0.03)

(−0.03)

f = 3 Off 0.98(+0.02)
(−0.03)

f = 4 On 0.02(+0.03)
(−0.02)

f = 4 Off 1.00(+0.00)
(−0.03)

resonant with the f = 4 → f ′ = 5 transition, as shown in Fig. 4.2(c) for atoms
optically pumped to f = 4. The optimal free-space detuning is −1.0(1) MHz,
consistent with the expected light shift for a 938 nm tweezer with depth
100 µK. The pushout beam has a 1/e2 waist w0 = 0.95 mm, with an optical
power of 50 µW and is applied for 500 µs.

The Cs hyperfine OP fidelity is verified using the pushout beam. The en-
semble is pumped to f = 3 or f = 4 and the survival probability is measured
with and without a pushout pulse. The results, presented in table 4.1, con-
firm the expectation that loss only occurs for atoms optically pumped to
f = 4 when a pushout pulse is applied, and verify the efficacy of both the
pushout and hyperfine OP pulses.

4.1.3 Optical Pumping to a Specific mf State

It is necessary to extend the optical pumping techniques described above to
prepare atoms in a specific mf state within a hyperfine manifold f . Opti-
cal pumping to a specific mf state relies on repeated cycles of absorption
of polarised photons, which bias the change in mf state, and spontaneous
emission, to accumulate population in a target state. Typically the maximal-
mf or mf = 0 states are targeted because experimentally they can be made
dark to the pumping light with an appropriate optical pumping arrangement
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Figure 4.3: Optical pumping scheme for preparing Cs in the lowest-energy
internal state (f = 3,mf = 3) (red target). The Zeeman splitting of energy
levels is shown qualitatively. Three OP frequencies are used (solid lines). The
wavy lines indicate spontaneous decay channels, which for clarity are not all
shown. OP to (f = 3,mf = −3) proceeds similarly, but with the direction of
the magnetic bias field reversed, or the handedness of the circularly polarised
OP beams inverted.

[197, 198].

We present our scheme for optical pumping of Cs to the maximal-mf state
(f = 3,mf = 3) as an example, since it is relevant to the measurements of
the next chapter. A diagram of the OP scheme used is presented in Fig. 4.3,
where the straight arrows represent absorption of an OP photon and wavy
lines indicate spontaneous emission. For clarity, not all spontaneous emission
lines are drawn. A magnetic bias field of Bx = 4.78 G is applied along the
+x axis using the N/S shim coil pair, setting the quantisation axis and lifting
the degeneracy of the Zeeman sublevels. The OP beam propagates parallel
to Bx (Fig 2.19) and is circularly polarised with respect to the quantisation
axis. The handedness is set using a quarter waveplate so that the OP beam
drives σ+ transitions (∆mf = +1).

The OP beam is composed of two overlapped laser frequencies launched
from the same optical fibre. Preparation of the laser frequencies was de-
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scribed in section 2.5.3. The first frequency (blue arrows) is resonant with
the f = 3 → f ′ = 3 transition, exciting atoms from f = 3 and increasing mf

by 1. Selection rules allow spontaneous decay back to f = 3, where the OP
cycle repeats or to f = 4. The second OP frequency (red arrows) is resonant
with the f = 4 → f ′ = 4 transition and excites atoms from f = 4, increasing
mf by 1. Again, selection rules allow decay to f = 3 or f = 4. Applied con-
tinuously together, these beams transfer the atom to the maximal-mf states
(f = 3,mf = 3) and (f = 4,mf = 4), which are dark to the OP light, since
the optical pumping light cannot induce σ+ transitions from these states.
To clear the population from (f = 4,mf = 4), we use the 6 MOT beam
paths to apply light resonant with the f = 4 → f ′ = 5 transition. Since the
polarisation is not well-defined with respect to the quantisation axis π, σ+

and σ− transitions to f ′ = 5 may all occur (purple arrows), whereafter the
atom may decay to (f = 4,mf ̸= 4) and subsequently be optically pumped
to (f = 3,mf = 3).

The OP beam focuses to a 1/e2 waist of w0 = 0.6 mm at the optical tweezers
and contains 3 µW of OP light resonant with the f = 3 → f = 3′ transition
and 9 µW of repumping light resonant with the f = 4 → f ′ = 4 transition.
200 µW of 4 → 5′ repumping light is used per MOT beam.

Optical pumping to the (f = 3,mf = 3) state is optimised using ‘depump’-
type measurements. In such measurements, after the OP stage to (f =
3,mf = 3), a pulse of ‘depump’ OP light resonant with only f = 3 → f ′ = 3
is applied, followed by a pushout pulse. This tests the darkness of the target
state to the OP light: for example, if the OP polarisation is impure, there
will be some probability to drive σ− and π transitions, causing depumping
from (f = 3,mf = 3) and some population to accumulate in f = 4. Purer
polarisation and better alignment of the OP beam to the magnetic field
results in a darker (3, 3) state which maps onto a higher survival probability
after the pushout pulse.

In Fig. 4.4(a) the U/D and E/W shim fields are varied for a depumping
time of 1.6 ms. When the fields are optimal, corresponding to cancellation
of stray fields and good alignment of the bias field Bx to the OP beam,
the (3, 3) state is dark to the OP light and the survival probability peaks.
Similarly, the survival probability peaks when the quarter waveplate angle of
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Figure 4.4: Optimisation of optical pumping to (f = 3,mf = 3). (a) Can-
cellation of external fields along the E/W and U/D axes of the chamber (y
and z axes respectively). (b) Alignment of the OP beam quarter waveplate.
(c) Measurement of the optical pumping time after optimisation. (d) Mea-
surement of the depumping time after optimisation.

the OP beam is optimal, shown in Fig. 4.4(b), corresponding to pure circular
polarisation.

Measurements of the optical pumping time and depumping time after op-
timisation are shown Fig. 4.4(c)&(d) respectively. The measurement was
performed simultaneously for an array of two tweezers labelled A and B
separated by 4.5 µm (see section 4.2.3). The optically pumped fraction
P (f = 3) saturates to less than one because of spontaneous Raman scat-
tering of tweezer photons (section 4.1.5) which occurs before pushout. When
optimal, the optical pumping rate is much greater than the depumping rate.
The average 1/e OP and depump times extracted from the exponential fits
are τOP = 0.11(4) ms and τDP = 12(1) ms respectively. In the steady state,
depumping competes against optical pumping, so that the state preparation
fidelity is given by the ratio (1 − τDP/τOP). We determine an OP fidelity
to prepare one atom in (3, 3) of 0.99(1) and a probability to prepare both
simultaneously of 0.98(2).

Optical pumping to (f = 3,mf = −3) is achieved by inverting the direc-
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tion of the magnetic field, or by reversing the handedness of the circularly
polarised OP beam, so that ∆mf = −1 transitions are driven instead. Pump-
ing instead to (f = 4,mf = 4) can be implemented by replacing the 4 → 5′

cooling beams with the repump beams which drive f = 3 → f ′ = 4 tran-
sitions instead. The OP scheme to pump 87Rb to the maximal-mf states
(f = 1,mf = 1) and (f = 2,mf = 2) is very similar, with a change of
laser wavelength to ∼ 780 nm. Pumping to mf = 0 states has also been
demonstrated, which is desirable for applications where Zeeman-insensitivity
is required [198]. Pumping to mf = 0 is achieved using two linearly polarised
beams. Since optical transitions with ∆mf = 0 are forbidden by selection
rules, the mf = 0 sublevel of the lower hyperfine manifold is a dark state.

4.1.4 Microwave Control

The ground-state hyperfine manifolds of Rb and Cs have a frequency sepa-
ration of 6.8 GHz and 9.2 GHz, which allows transitions between them to be
driven using microwave radiation. Microwave transfer is useful for probing
states that are not directly accessible by optical pumping (i.e. states where
|mf | ̸= 0, f). Furthermore, since the microwave frequency is electronically
generated, it is well known and so can be used to measure magnetic field-
dependent hyperfine transition frequencies to high precision, in turn allowing
precise calibration of magnetic field coil pairs.

Resonant microwave radiation satisfying the selection rules will couple two
hyperfine states |1⟩ = |f,mf⟩ and |2⟩ = |f ′,m′

f⟩, inducing Rabi oscillations of
the atomic population between them. When the microwaves are tuned to res-
onance, the atom-field coupling strength is described by the Rabi frequency
ΩR, which is the frequency of oscillation of the population [174, 195]:

ΩR =
√
IMW

cϵ0ℏ2 ⟨2| d · σ̂q |1⟩ , (4.2)

where IMW is the microwave intensity incident on the atom, and ⟨2| d · σ̂q |1⟩
is the electric dipole matrix element of the transition, explained further in
section 4.1.5.

The length scale of the science cell and surrounding apparatus is comparable
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Figure 4.5: Microwave antennas used in the experiment. (a) Render of the
antennae configuration. The holes in each antenna allow for optical access
along the N/S axis of the cell for the MOT, OP and pushout beams. Emission
of circularly polarised microwaves is centred on the holes, which are centred
on the N/S axis. (b) Schematic of an antenna. Microwave power is fed to
the antennas via GHz-frequency SMA cables. Interference from stub reflec-
tions results in circular polarisation. The copper backplane enhances the
directionality of emission out of the front side of the antenna. (c) Microwave
reflectance spectrum after stub-tuning the Rb antenna to a resonance fre-
quency of 6.8 GHz.

to the microwave wavelength, and modelling of antenna near-field emission
profiles is a complex affair [199], so estimation of the effect on IMW of mi-
crowave reflection, absorption and interference in our system is intractable.
The goal is therefore to maximise ΩR by maximising the intensity output by
an antenna. The output intensity increases with the input power from the mi-
crowave source and diminishes with distance from the antenna. The effective
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intensity depends on the microwave polarisation, since the narrow linewidth
means that only those microwaves with the correct polarisation will be reso-
nant with a hyperfine transition. An antenna must therefore be situated as
close to the science cell as possible and produce majority-circularly-polarised
microwaves with good output coupling.

We use separate antennas for Rb and Cs. Their design is based on those
presented in refs. [200, 201]. The planar shape allows for the antennas to
be mounted close (≈ 2 mm) to the science cell and ≈ 12 mm from the
optical tweezers, as shown in Fig. 4.5(a). The design is only feasible due
to large 12 mm-diameter holes in the antennas which provide optical access
for the MOT, OP and pushout beams. A schematic of the antenna design
is presented in Fig. 4.5(b). The antennas are manufactured from standard
printed circuit board (PCB), where the designs are produced by milling away
the thin copper layers on either side. A copper wire stub of length ≈ λ/4
is soldered onto the transmission line at a distance ≈ λ/4 from the hook,
where λ is the microwave wavelength. Interference of signals reflected from
the stub and the hook produces circularly polarised microwaves [202, 203]
which are emitted from the antenna, centred on the hole. The copper back-
plane reflects microwaves so that emission is directed out of the front face,
which points towards the atoms.

Each antenna is stub-tuned to maximise microwave emission at the desired
frequency. The stub length is adjusted while monitoring the power reflected
from the antenna on a spectrum analyser. Low reflectance indicates better
outcoupling of microwaves from the antenna. A measurement of the mi-
crowave reflectance profile is presented in Fig. 4.5(c) for the Rb antenna
after optimisation by stub-tuning. The feature centre of 6.808(6) GHz indi-
cates maximum emission occurs at frequencies resonant with the Rb 52S1/2

hyperfine splitting, and the bandwidth of 0.20(3) GHz is sufficiently broad-
band to access the different mf states in bias fields up to ≈ 50 G. The Cs
antenna is similarly stub-tuned to a frequency of 9.2 GHz.

The antennas are driven using an Agilent N5183B analogue microwave source
connected to a Mini-Circuits ZVE-3W-183+ amplifier which amplifies the
signal to around 34 dBm. The frequency resolution of the source is 1 mHz.
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Figure 4.6: Microwave transfer of Cs. (a) Location of the Cs (3, 3) → (4′, 4′)
spin-stretched transition. (b) Microwave Rabi oscillations on the (3, 3) →
(4′, 4′) transition. (c)(i) Calibration of the North/South shim coil pair. The
solid line is a plot of the Breit-Rabi formula. (ii) Residual of the data and
Breit-Rabi formula.

The source, antenna and amplifiers are connected using coaxial cables1 rated
for frequencies up to ≈ 20 GHz to mitigate power loss.

Microwave transfer of Cs in a 938 nm tweezer is demonstrated in Fig. 4.6(a)
at a magnetic bias field of 2.35 G applied along the +N/S axis. After optically
pumping to (f = 4,mf = 4), a 5 ms microwave pulse is applied, followed by
a pushout pulse which ejects f = 4 atoms. When tuned to resonance, the
microwaves induce Rabi oscillations on the (3, 3) → (4′, 4′) spin-stretched
transition. The pulse time is sufficiently long that any Rabi oscillations
dephase, distributing the ensemble approximately equally across hyperfine
manifolds. The pushout pulse maps any resonant oscillations onto an increase
in the survival probability. The centre of the feature is known to 1 kHz from
the Lorentzian fit and the width is 19(1) kHz. The width indicates magnetic
field noise of ∼ 8 mG, or 0.3 %.

Setting the frequency of the microwave source to resonance, in Fig. 4.6(b)
1Such as Minicircuits 141-1.5MSM+
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we demonstrate Rabi oscillations between the maximal-mf states (3, 3) and
(4′, 4′). We extract a Rabi frequency driven with the PCB antenna of
ΩR/2π = 6.3(1) kHz with a 1/e damping time of > 1 ms. Damping of
the oscillations is due to decoherence of the single-atom ensemble which can
be caused by effects such as magnetic field noise, differential Rabi frequen-
cies depending on the motional level [197] and spontaneous Raman scattering
(section 4.1.5). The contrast of the Rabi oscillations is less than the value
expected from the OP fidelity because of spontaneous Raman scattering from
the 938 nm tweezer occurring between the OP and microwave transfer stages.

We use the well-known frequency of the applied microwaves to calibrate the
N/S shim coils, as shown in Fig. 4.6(c). The frequency measurement of
the Cs (3, 3) → (4′, 4′) transition presented in subplot (a) is repeated as a
function of the voltage set-point applied to the bipolar current source driving
the N/S shim coils. The frequency measured is converted to a magnetic field
at the tweezers using the Breit-Rabi formula presented in Eq. (4.1). From
the fit, we determine that the coils produce 0.6068(2) G V−1 with a field
offset of −0.0784(1) G. We note that the bias and jump coils were similarly
characterised, although instead using Raman spectroscopy to measure the
splitting of the (3, 3) → (4′, 4′) transition (section 2.4).

4.1.5 Spontaneous Raman Scattering

Atoms confined in a far-detuned optical tweezer experience spontaneous pho-
ton scattering of the tweezer light. In this process, a tweezer photon is
absorbed, promoting the atom to a virtual excited state (black arrow in
Fig. 4.7(a)), before the atom decays and re-emits a photon. If the atom
decays to its original state, emitting a photon of the same energy as the ab-
sorbed photon, it is termed Rayleigh scattering (green arrow in Fig. 4.7(a)).
If instead the atom decays to a state of different f and/or mf quantum num-
ber, emitting a photon of different wavelength, it is termed Raman scattering
(red arrows). Photon recoil from both processes results in recoil heating. At
large detunings ∆ from any atomic resonance, Rayleigh scattering dominates
since it scales as 1/∆2 compared to Raman scattering, which scales as 1/∆4

[97, 204]. It is desirable to suppress Raman scattering because it effectively
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Figure 4.7: Photon scattering of a Cs atom prepared in the (3, 3) state.
Absorption of a photon (black arrow) causes excitation to a virtual level
(dotted line), and results in Rayleigh scattering back to the initial state
(green arrow) or Raman scattering to a different final state (f ′,m′

f ) (red
arrows).

reduces the state preparation fidelity, with a probability to change (f,mf )
that increases with the hold time in the tweezer.

When the laser is far-detuned with respect to the excited state hyperfine
splitting ∆HFS, spontaneous Raman scattering of an atom in an initial state
|f,mf⟩ to a final state |f ′,m′

f⟩ may occur via several pathways, so that the
transition amplitude must be summed over the intermediate excited states
|i⟩. The scattering rate summed over all pathways can be calculated using
the Kramers-Heisenberg formula2 [175, 204, 205]:

Γ|f,mf ⟩→|f ′,m′
f

⟩ = 1
cϵ0ℏ

I

µ2
ss

∣∣∣∣∣∣
∑

i=D1,D2

∑
q

√
Γi

⟨f ′,m′
f | d · σ̂q |i⟩ ⟨i| d · σ̂q=0 |f,mf⟩

∆i

∣∣∣∣∣∣
2

,

(4.3)
where ∆i is the tweezer detuning from the intermediate state, Γi is the radia-
tive linewidth of the intermediate state, and I is the laser intensity. The terms

2The Kramers-Heisenberg formula is an extension of Fermi’s Golden Rule to second-
order processes (i.e. 2-photon transitions), see ref. [205].
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⟨f,mf | d · σ̂q |f ′,m′
f⟩ are dipole matrix elements, with d the electric dipole

operator. σ̂q denotes the polarisation of light with respect to a magnetic bias
field, where q = 0,+1,−1 for linear, right circular and left circular polarisa-
tion respectively. q = 0 for the initial excitation, but must be summed over
for decays from the intermediate state. µss = ⟨3, 3| d · σ̂−1 |4, 4⟩ is the dipole
matrix element for the spin-stretched transition.

The total scattering rate of an atom prepared in an initial state |f,mf⟩
to any other state is obtained by summing Eq. (4.3) over all final states,
Γtot = ∑Γ|f,mf ⟩→|f ′,m′

f
⟩. The total scattering rate calculated in this way

agrees to within 0.5 % with the rate obtained using Eq. (3.7). The total
scattering rate is the sum of the Rayeigh and Raman scattering rates:

Γtot = ΓRayleigh + ΓRaman

= ΓRayleigh + (Γ∆f=0
Raman + Γ∆f ̸=0

Raman).
(4.4)

In the second line, the Raman scattering rate has been separated into the
fraction of Raman scattering events which result in a change in f , and the
remainder where only mf is changed. Decomposition of the spontaneous
Raman scattering rate is useful, because experimentally only changes in f

can be detected using the state-sensitive detection scheme described in sec-
tion 4.1.2. Spontaneous Raman scattering causing a change of f results in
so-called “spin-relaxation”, which is a time-dependent redistribution of the
ensemble’s hyperfine quantum number [206].

To calculate the Rayleigh or Raman scattering rates for an atom prepared in
(f,mf ), Eq. (3.7) is summed over all final states which fulfil the conditions
on f and mf . The decomposed rate is presented in table 4.2 for a Cs atom
in a 938 nm tweezer of measured waists {w938

x , w938
y } = {1.29(4), 1.06(2)} µm

and power of 1 mW. For an atom prepared in the maximal-mf state, it can
be seen that ≈ 10 % of events are Raman scattering, of which ≈ 90 % result
in a change in f . For an atom prepared in f = 3 but no specific mf , we
calculate the rates by averaging over an evenly-weighted mf distribution. In
this case, only the fraction of f -changing to f -preserving Raman transitions
is modified. Γ∆f ̸=0

Raman is highest for the maximal-mf states: the |mf | = 0, 1
contributions are much lower, therefore reducing the average rate.
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Table 4.2: Decomposition of the total calculated scattering rate into Rayleigh
and Raman scattering fractions, for Cs in a 938 nm tweezer. The Raman scat-
tering rate is further separated into rates for which f ′ = f and f ′ ̸= f . In the
first column, the rate is calculated for a Cs atom prepared in |f = 3,mf = 3⟩.
In the second, the average scattering rates for the f = 3 hyperfine manifold
are calculated by averaging the rates for each mf , assuming an equal weight-
ing. The errors are calculated using the measured uncertainties on the beam
waists.

Rate (Hz)
Scattering |f = 3,mf = 3⟩ f = 3
Γtot 8.9(5) 8.9(5)
ΓRayleigh 8.0(4) 8.0(4)
ΓRaman 0.93(5) 0.93(5)
Γ∆f=0

Raman 0.09(5) 0.23(1)
Γ∆f ̸=0

Raman 0.84(4) 0.70(3)

For detunings much larger than the fine and hyperfine splittings, the Raman
scattering amplitudes via the 62P1/2 and 62P3/2 states in Eq. (4.3) nearly
cancel, whereas the amplitudes of Rayleigh processes sum [175]. This results
in the respective 1/∆2 and 1/∆4 scalings of the Rayleigh and Raman scat-
tering. Increasing the tweezer detuning therefore reduces the recoil heating
rate and the spin-redistribution rate.

A measurement of the spin redistribution time for Cs confined in a 938 nm
tweezer is presented in Fig. 4.8(a). After optically pumping (section 4.1.2)
the ensemble to f = 3 (red squares) or to f = 4 (blue circles), the atom is
held for a variable time in the tweezer before a pushout pulse ejects atoms
in f = 4, preserving the f = 3 population. Spontaneous Raman scattering
from the optical tweezer results in decay of atoms from the initial hyperfine
manifold with an exponential dependence. At long hold times both curves,
which measure only the f = 3 population, are expected to saturate to 7/16 =
0.44 (dotted line) in the absence of background loss, which is estimated by
considering the ratio3 of mf levels in each hyperfine manifold. The average
of the fitted 1/e decay times (solid lines) is 0.5(1) s.

3There are (2f + 1) Zeeman sublevels (mf ) available per f manifold.
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(b)(a)

Figure 4.8: Spontaneous Raman scattering of Cs in a 938 nm optical tweezer
(a) Spin redistribution of Cs in a 938 nm tweezer. (b) Measured rate of
f -changing spontaneous Raman scattering as a function of tweezer power
(blue points). The dashed line shows the expected rate for atoms in (f =
3,mf = 3), where the shaded region is the error estimated using the error on
the tweezer waists. The dotted line shows the expected rate for an ensemble
pumped to f = 3 and equal population in each mf . Both theory lines are
adjusted to match the non-zero offset of the data.

We investigate the power-dependence of Γ∆f ̸=0
Raman in Fig. 4.8(b) by performing

the redistribution measurement of (a) for atoms pumped to f = 3 at multiple
tweezer powers. Γ∆f ̸=0

Raman is given by the inverse of the fitted 1/e lifetime and
exhibits a linear dependence on the power, with a gradient of 0.90(3) Hz per
mW (solid line). The zero-offset of 0.21(2) Hz may be due to the lifetime
of an atom in the tweezer and scattering of small quantities of light from
other beams. The dotted line shows the expected rate for f = 3 atoms
evenly distributed across mf states, calculated using Eq. (4.3). The dashed
line shows the expected rate for atoms prepared in the (f = 3,mf = ±3)
states. The better agreement with the latter expectation indicates a bias in
the hyperfine optical pumping to maximal-mf states, which is unsurprising
given that the 6 circularly polarised MOT beams were used to perform the
optical pumping.

While useful for species-selective loading, the relatively high spontaneous
Raman scattering in a 938 nm tweezer is problematic because it introduces
a time-dependent decay in the state preparation fidelity. Using Eq. (4.3),
we expect the Rayleigh and Raman scattering rates to be suppressed more
than 100-fold in a further red-detuned 1064 nm optical tweezer, due to
the favourable scaling of the rates with the detuning. In separate spin-
redistribution measurements using Cs in a 1064 nm tweezer we did not resolve
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state decay after a seconds-long hold time, with longer measurements limited
by the finite trap lifetime. To leverage this reduction in the Raman scattering
rate, we transfer Cs atoms from a 938 nm tweezer to a 1064 nm tweezer for
the Feshbach spectroscopy measurements presented in the following chapter.
We observed negligible spin redistribution for Rb in a 938 nm tweezer, since
it is much further detuned from the Rb D2 line.

4.2 Position Control of Tweezers & Arrays

While control and manipulation of a single atom is itself interesting, richer
physics and applications may be accessed by extending the techniques de-
scribed thus far to arrays of optical tweezers. Arrays of optical tweezers have
been produced experimentally via several routes [9], of which two are directly
relevant to this work.

Firstly, as used in this experiment, an acousto-optic deflector (AOD) may be
used to split a beam into several diffracted orders [51, 102, 107, 112, 207].
2D arrays may be achieved using a crossed pair of AODs [208–210], however
only square arrays may be produced, whose sites may not be independently
extinguished due to contributions from both AODs to a single tweezer. The
differential frequency shift of tweezers in such an array (≈ 10 MHz) can
introduce an additional dephasing mechanism to some quantum metrology
applications [211]. Despite these drawbacks, the short rise time (< 100 ns)
and position resolution afforded by AODs has made them the tool of choice
for single-particle transport [103, 114, 173, 212, 213].

Spatial light modulators (SLMs) provide an alternative route to the produc-
tion of truly arbitrary arrays. An SLM can imprint a phase pattern upon a
beam, such that upon Fourier transformation by the tweezer objective lens
[152], an arbitrary array of tweezers is formed at the focus. Several groups
use an SLM to produce arbitrary 2D arrays of optical tweezers [103, 214].
Furthermore, the incredible flexibility afforded by full control of the phase
profile can be used to correct aberrations and to increase the axial trap fre-
quency of the tweezers [215]. Production of 3D arrays has even been demon-
strated [104]. The principle drawback of using SLMs is their slow refresh
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rate (≈ 60 Hz), meaning that the arbitrary arrays may not be dynamically
adjusted in real time. To circumvent this issue, several groups use a hybrid
SLM / AOD scheme to shuttle atoms between SLM array sites [103, 216].

Other techniques have been used to produce arrays, such as using a digital
micromirror device (DMD) to apply binary holograms to a beam [217], which
achieves a similar effect to an SLM, and using a microlens array to produce
grids of thousands of tweezers [218].

In this section we discuss production of a modest 1D array using an acousto-
optic deflector driven by an arbitrary waveform generator. We discuss posi-
tional sweeps of the tweezers and demonstrate rearrangement of the array to
enhance the loading probability for a subset of array sites.

4.2.1 The Acousto-Optic Deflector

We achieve rapid steering of a single tweezer and production of arrays of
optical tweezers using an acousto-optic deflector (AOD). An AOD consists
of an acoustic crystal to which a piezo-electric transducer (PZT) is bonded,
as shown in Fig. 4.9(a). The transducer is driven at radio frequencies (RF) of
fRF ≈ 100 MHz to inject the crystal with an RF acoustic wave of wavelength
Λ. The longitudinal wave produces wavefronts of compression and rarefaction
within the crystal, resulting in a spatially modulated index of refraction [219].

An optical beam of wavelength λ is reflected from the successive acoustic
wavefronts. When the beam is aligned to the Bragg angle θB, the path length
between successive reflected rays is equal to an integer number of wavelengths
and the paths constructively interfere, described by the equation [220, 221]:

2Λ sin θB = nλ. (4.5)

The incident beam experiences Bragg diffraction into multiple orders n =
0,±1,±2, .... The AOD is angle-tuned to maximise power diffracted into
n = 1, and the n ̸= 1 orders are dumped. The fraction of optical power
diffracted into the first order is termed the diffraction efficiency (DE).

The deflection of the first order beam with respect to the undeflected zeroth
order beam, Θ, is twice the Bragg angle. It is typically small (∼ 20 mrad)



Chapter 4. Controlling Atoms in Tweezers 118

f1f0f0

f1+f22 f0

f2 fobj

≈ f2+fobj≈ f0+f1

Cell
Science

f1

f2Mexp = 

Relay Expansion

n = 0

n = 1

D

Λ

θB

θBθB

RF

ϴ1

ϴ2

Δx

(b)

(a)

AOD

938 nm

PZT

Figure 4.9: Deflection of a beam by an acousto-optic deflector. (a) Radio-
frequency acoustic waves coupled into the crystal by a piezo-electric trans-
ducer (PZT) cause Bragg deflection of a transmitted laser beam. (b) Change
in position of an optical tweezer caused by driving at two different RF tones
(solid lines). The difference in Bragg angle maps onto the spatial separation
of the tweezers ∆x in the science cell. The shaded region indicates the mod-
ification to the Gaussian beam profile due to the beam-shaping optics.

so can be written:
Θ ≈ λ

Λ = λ

vs

fRF, (4.6)

where in the second equality the acoustic wavelength is related to the applied
RF frequency by the speed of sound in the crystal vs. For small deflections,
Θ ∝ fRF so that the beam pointing of the first order may be controlled
dynamically tuning the frequency of the RF tone.

The angular deviation imparted by the AOD results in a displacement of
the optical tweezers in the focal plane ∆x, which can be understood from
Fig. 4.9(b). The red and blue rays indicate the path of the first order
diffracted beam at two different RF frequencies, resulting in a differential
deflection Θ2 − Θ1. The lenses with focal lengths f1 and f2 form a telescope
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which magnifies the deflected beam by Mexp = f2/f1; this expansion is re-
quired to fill the objective and produce tweezers with tight waists. The relay
telescope with a magnification Mrel = 1 downscales deviation from the opti-
cal axis of the angled beam incident on lens f1, thereby reducing aberration
from the lens curvature. ∆x can be derived using the ray transfer matrices
(see Appendix D), yielding:

∆x = λfobj

vsMexp
∆fRF, (4.7)

where ∆fRF is the frequency difference between adjacent RF tones.

Eq. (4.7) restricts the choice of AOD: λ is set by the atomic polarisabilities as
discussed in section 3.3.2, and Mexp and fobj are fixed by the objective lens.
The only flexibility is in vs - but how should this choice be made? A suitable
value may be determined by considering the long-term requirements of induc-
ing a dipole-dipole interaction between RbCs molecules prepared in adjacent
optical tweezers. In this future scenario, the tweezer spacing must be ≲ 1 µm
in order to achieve dipole-dipole interaction energies of ∼ h× 1 kHz between
neighbouring molecules [3]. This close spacing requires the AOD to be driven
with several tones close in frequency, which results in a frequency beat note
that modulates the trapping potential. If this modulation frequency is com-
parable to the trap frequencies, parametric heating of the trapped atoms or
molecules will occur [102], similarly to the parametric modulation measure-
ment described in section 3.5.4.

The AOD used in this experiment is an IntraAction ATD-1803DA2.850
longitudinal-mode4 AOD utilising a Tellerium Dioxide crystal (TeO2), for
which the speed of sound is vs = 4200 m s−1. This relatively high speed
of sound ensures that adjacent tweezers can be spaced ∼ 1 µm for a fre-
quency spacing of ∼ 3 MHz between the RF tones. This is sufficiently large
with respect to the trap frequencies (≲ 100 kHz) that parametric heating is
negligible (see section 4.2.5). The AOD has a nominal centre frequency of
180 MHz and a large frequency bandwidth5 of 90 MHz.

4AODs more commonly operate in the shear mode, whose lower speed of sound yields
higher deflections for lower ∆fRF. For precise control during merging, and to avoid beat-
ing, we desire small deflections for relatively high ∆fRF.

5The operational range of the AOD is nominally in the band 180 ± 45 MHz, beyond
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Figure 4.10: Positional control of a 938 nm optical tweezer. (a) The point-
spread function observed on the EMCCD by fluorescence imaging shift po-
sition with fRF. (b) Gaussian fits to the PSFs reveal a linear dependence on
fRF. The black line is expected dependence calculated using Eq. (4.7).

In Fig. 4.10, we demonstrate control of the tweezer position by tuning fRF

and verify Eq. (4.7). The position of the optical tweezer is determined by
fitting a Gaussian function to a fluorescence image of a Cs atom trapped in
the 938 nm tweezer, which shifts as a function of fRF, as shown in Fig. 4.10(a).
The fitted centres are plotted as a function of fRF in Fig. 4.10(b). The points
labelled (i-iii) correspond to the images in (a). The fitted dependence of the
tweezer displacement on the RF frequency is 0.322(1) µm MHz−1. This is
similar to the value of 0.315 µm MHz−1 expected from Eq. (4.7), indicated
by the solid line in Fig. 4.10(b). The slight discrepancy can be attributed to
uncertainty in Mexp arising from uncertainty in the spacing of the expansion
telescope.

The diffraction efficiency of the AOD varies with fRF, due to deviation from
the optimal Bragg angle as Θ is varied. Correspondingly, the tweezer depth
will also vary with fRF, leading to non-uniform arrays (section 4.2.3) and
intensity modulation during sweeps of the tweezer position (section 4.2.4).

which the diffraction efficiency quickly falls to zero.
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Figure 4.11: Diffraction efficiency (DE) correction of the AOD. (a) Uncor-
rected, the DE varies around ±10 % in the range 135 to 190 MHz. After
correction, the DE is matched to the value at 166 MHz (dotted value), which
is 77 % of the maximal value occurring at 142 MHz. In the range df the
corrected diffraction efficiency fluctuates ≈ ±1 %. (b) DE at 166 MHz with
waveform amplitude Vpk relative to the DE at 220 mV (dotted lines). Inset:
definition of the waveform amplitude Vpk.

Nominally this effect is corrected for by the design of the AOD crystal, which
is cut to produce a phased-array, so that the acoustic wavefronts are rotated
as fRF is varied [221]. However, it can be seen from Fig. 4.11(a) that in the
frequency range 135 to 190 MHz there is still variation of ±10 % about the
mean value, determined using a photodiode to measure the tweezer power
transmitted through the cell. Furthermore, it can be seen that the centre
frequency is offset from the expected value and is closer to f ′

c = 166 MHz.

Inhomogeneities in the diffraction efficiency profile are corrected by tuning
the amplitude of the waveform Vpk at discrete fRF, flattening the DE re-
sponse. Vpk is tuned at each point to match the diffraction efficiency at f ′

c

across the range 135 to 190 MHz. The diffraction efficiency at 166 MHz as
a function of Vpk is shown in Fig. 4.11(b), relative to the DE for an ampli-
tude of 220 mV, which corresponds to an absolute diffraction efficiency of
30 % (dotted lines). After correction the diffraction efficiency is significantly
improved, fluctuating by ≈ ±1% (red line, Fig. 4.11(a)). This process is
repeated for multiple absolute diffraction efficiencies, with the results com-
bined to create a 2D lookup table of Vpk for producing flattened DE curves
at each value. Intermediate Vpk are determined by interpolating between the
measured values.
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This method is effective for a single tweezer. However, when generating
several tweezers intermodulation can introduce new inhomogeneities across
the array [102], requiring further correction. Equalisation of tweezer arrays
is discussed in section 4.2.3, where the atom response is used to iteratively
tune the trap depths.

4.2.2 The Arbitrary Waveform Generator

The RF tones used to drive the AOD are produced using an arbitrary wave-
form generator (AWG). The AWG is used to produce time-varying waveforms
which are more complex than a simple sine wave.

We use a Spectrum Instrumentation model M4i.6622-x8 AWG which is in-
stalled in a PCIe-x8 slot on the Hardware computer. There are nc = 4
independently variable output channels, which may each output a digitally
constructed waveform with a sample rate of up to Sr = 6.25 × 108 samples/s
(equivalently, sampling once every 1.6 ns). This is sufficient to generate
frequencies near the AOD centre frequency of 180 MHz and within the op-
erational bandwidth6. At present, only a single channel is used, however in
future the remaining channels will be employed to drive AODs placed in the
814 nm and 1064 nm tweezer paths and to deflect a tweezer in two dimensions
using a crossed AOD configuration [103].

The AWG may be operated in one of several modes, however we exclusively
use “sequence replay” mode, which affords the most flexibility. In this mode,
the 4 Gb total internal memory across all channels is divided into Nseg equally
sized segments, where Nseg is restricted to be a power of 2. Each segment may
be programmed independently with a time-varying waveform, as illustrated
in Fig. 4.12(a). The full memory of any segment need not be used, and
unused memory will be ignored during playback. The maximum possible
segment duration in seconds is given by:

tmax = 4 × 109

2 × Sr ×Nseg × nc

. (4.8)

6From the Nyquist-Shannon sampling theorem [222], the sampling rate should be
greater than twice the desired frequency to avoid aliasing, which is indeed the case here.
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The factor of 2 arises because each sample occupies 2 bytes of memory. For a
typical number of segments, Nseg = 20, tmax = 160 ms and is not limiting. We
measure a linear dependence of the upload time to the AWG on the segment
duration, finding that it takes 3.83(7) ms time per ms segment length.

The waveforms assigned to each segment are generated in Python using a
home-written script hosted on the Hardware computer (see section 2.9). A
waveform is constructed in the time domain by assigning a voltage of up to
±2 V to each sample, with 16-bit resolution. For example, a sinusoidal wave
is digitally constructed from discrete samples which are assigned voltages
according to:

Vj(tj) = Vpk × sin (2πfRFtj + ϕ0) , (4.9)

where tj = nj/Sr is the discretised time step corresponding to the nj’th
sample, ϕ0 is a phase and Vpk is the peak voltage. More complex waveforms
are similarly generated in the time-domain, sampled at discrete times tj. In
the following discussion we omit the discrete sampling of the time steps for
simplicity and work in terms of a continuous time variable t.

For a simple sine wave, Vpk is related to the root-mean-squared (RMS) voltage
of the waveform by Vpk =

√
2 × VRMS. The power of the RF signal is related

to the RMS voltage by:
PW = V 2

RMS
R

, (4.10)

where R is the impedance. For the AWG, amplifier, AOD and cables, R =
50 Ω.

The signal from the AWG is passed to an amplifier7, which amplifies it by
35 dB (saturating at 34 dBm) before the signal is coupled into the AOD
crystal. All components are connected by SMA cables rated for good trans-
mission at frequencies up to several GHz. The AOD is rated for RF powers
up to 2.5 W, so to protect it from excess RF powers8 we limit the amplitude
of the waveform output by the AWG to VRMS = 200 mV.

In many experiments, controlled time-variation of the tweezer position
and/or power is desired, requiring sequential playback of the waveforms

7Opto-Electronics AMPA-B-34-20.425.
8A typical failure mode caused by overdriving AODs is detachment of the PZT from

the acoustic crystal.
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Figure 4.12: Programming of AWG segments and assembly of a waveform
sequence. (a) The AWG memory is subdivided into N segments which may
have different durations. The segments are independent and hold arbitrary
digital waveforms. (b) Waveform sequence output by AWG. Segments are
assigned to steps to form a sequence, and may be assigned to multiple steps.
This 8-step example sequence shows a sequence for transferring an atom from
a single tweezer into a different tweezer, not controlled by the AWG, and
then retrieving it. The red arrows indicate that the corresponding segment
is looped until a TTL signal is received by the AWG. (c) Position and power
of the optical tweezer as a function of time induced by applying the sequence
shown in (b) to the AOD.

stored in different segments. An AWG sequence is constructed by combining
segments together in a string of steps, as shown in Fig. 4.12(b). A sequence
may contain up to 4096 steps which may play back any of the N prede-
termined segments. The AWG will automatically move through the list of
steps, unless it is instructed to await a TTL trigger before proceeding. In
this case, the current step will be looped continuously until the TTL trigger
is received.

The sequence shown in Fig. 4.12(b) results in the tweezer position and power
variation sketched in Fig. 4.12(c). This sequence is an example of the merging
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sequence described in section 4.3.1. On receipt of a TTL trigger, the position
of a tweezer is swept from xa → xb by tuning the frequency of the RF tone,
and then the amplitude of the tone is ramped to zero, extinguishing the
tweezer. After a variable hold time which ends on a second TTL trigger, the
sequence is reversed.

4.2.3 Arrays of Optical Tweezers

A static array of optical tweezers can be produced by driving the AOD with
a multi-tone waveform composed of a sum of different-frequency sine waves.
Each sine wave results in diffraction into the first order at slightly different Θ.
The maximal possible spatial extent of the array is given by the product of the
AOD bandwidth and the measured ∆x/∆fRF, yielding 29 µm. The multitone
RF waveform may be written as the sum of individual tones indexed by i:

Ψ(t) =
∑

i

ψi(t) =
∑

i

ai sinϕi(t), (4.11)

where each tone has amplitude ai and ϕi(t) is its time-dependent phase. For a
static array the phase of each tone is simply given by ϕi(t) = (2πfRF,i)t+ϕ0,i,
where 0 < ϕ0,i < 2π is a constant phase offset.

We demonstrate production of 1D arrays of regularly-spaced optical tweezers
using the AOD in Fig. 4.13(a), which shows fluorescence images of confined
Cs atoms averaged over 200 experimental shots. In descending order we
increment the number of tones in the waveform, adding an additional tweezer
in each panel. The frequencies of the RF tones are spaced by 14 MHz, yielding
trap spacings of 4.5 µm.

When driving the AOD with a multitone waveform, the RF power must still
be set below the damage threshold of the AOD. For a complex sinusoid,
Vpk ̸=

√
2 × VRMS, however Eq. (4.10) still holds true. The RMS voltage of

a composite waveform is the sum of the RMS voltages of each tone. This
introduces a constraint on the diffraction efficiency per tweezer, since the
power of each tone must be divided by the number of tones to keep the
power of the composite waveform below the damage threshold. Furthermore
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Figure 4.13: 1D array of Cs atoms in optical tweezers. (a) Images of 1D
arrays of Cs atoms in optical tweezers averaged over 200 experimental shots.
In the first panel, the AOD is driven at a single tone. In successive panels,
a further tone is added to the composite waveform, introducing additional
trapping sites. (b) Simultaneous parametric trap frequency measurement of
an array of 5 iteratively balanced tweezers. Top-to-bottom correspond to the
sites left-to-right in the lower panel of (a). The annotation shows the trap
frequency extracted from the fit.

we set the phases of each tone to minimise the crest factor9 of the waveform,
reducing spikes in the instantaneous power [223, 224]. For the array of 5-
tweezers shown in Fig. 4.13(a), the diffraction efficiency per tweezer is limited
to 8 %. At present only five 938 nm tweezers can be produced using the AOD,
limited by the optical power produced by the diode laser. Nevertheless, the
trap depth of each array site is 0.35 mK which is sufficient to saturate the
loading probability to ≈ 50 %.

For many applications with a dependence on the tweezer trap frequencies
(such as RSC) it is important to equalise the powers of the tweezers in the ar-
ray. Variations in the diffraction efficiency were corrected for a single tweezer
in section 4.2.1. However, when producing multiple tweezers a second source
of inhomogeneities becomes apparent. The AOD may act as a frequency

9The crest factor is simply the ratio Vpk/VRMS, and quantifies the relative magnitude
of peaks in a waveform and gives a measure of its quality.
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mixer for the RF tones, producing sum and difference tones at fi ± fj, which
may mix again to produce subsequent higher-order tones [102, 112]. This
“intermodulation” phenomenon can cause interference with the amplitudes
of the principal tones. Intermodulation can reduce the homogeneity of an
array, and in extreme cases of many tweezers may result in full extinction of
trapping sites.

Site-dependent intensity variations may be corrected for by iteratively ad-
justing the RF amplitudes of each tweezer tone. While this can be done by
imaging the array onto a camera, a more accurate method is to optimise the
depths using a power-dependent atom-loss response such as the light shift
∆LS or the trap frequency ω of atoms confined at each site (see Chapter 3).
Since ∆LS ∝ P and ω ∝

√
P , one might expect the light shift to be the more

sensitive measurement. However, in the particular case of a 938 nm tweezer,
the wavelength is close to a magic trapping wavelength for the Cs10 D2 tran-
sition at 932 nm [170], where ∆LS → 0. Many shots would then be required
to distinguish small variations in ∆LS, so we instead equalise the tweezer
depths using the parametric modulation to measure trap frequencies.

Fig. 4.13(b) shows a simultaneous measurement of the radial trap frequencies
of sites in the 5-trap array shown in (a)(v). Parametric modulation with
amplitude 8 % is applied digitally by the AWG, beginning on receipt of a TTL
trigger and lasting 50 ms. The trap powers have been iteratively tuned three
times by adjusting the amplitudes of the RF tones corresponding to each site.
The values ωi shown are the trap frequencies measured at each site. The
quoted uncertainties are the least-squared fitting errors from the Gaussian
fits (solid lines). The mean trap frequency is 30.0(2) kHz, corresponding to a
standard deviation of 0.5 % in the tweezer powers after iterative equalisation.
This level of uniformity is expected to be sufficient for simultaneous RSC of
atoms in an array, which is we expect to be tolerant to fluctuations in the
trap frequency up to ≈ 10 % (see chapter 6).

As an interesting aside, rather than applying a composite waveform, it is
possible to rapidly cycle through the individual RF tones to produce a time-

10Although 938 nm is not close to a magic wavelength for Rb, we did not use Rb for
these experiments, because the polarisability is much lower than for Cs (see section 3.3.2),
so a 5-trap array would not be possible using the limited optical powers at present.
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averaged ‘painted potential’ [225–227]. A full cycle must occur faster than
a tweezer oscillation period, otherwise atom loss occurs while a given site is
pulsed off. The cycling frequency must also be greater than twice the trap
frequency to avoid parametric heating [190]. This limits the technique to a
small number of static traps due to the high radial trapping frequencies in
a tweezer. By square-modulating both channels of a MOGlabs XRF agile
synthesiser and combining the channels on a power splitter before applying
to the AOD, it was possible to generate an array of four tweezers. Loading of
Cs was observed for modulation frequencies ωmod from 40 MHz to as low as
400 kHz, dropping to zero as the cycling frequency approached a parametric
resonance.

4.2.4 Moving Tweezers

The position of a given tweezer in an array may be swept by tuning the
frequency of the corresponding AWG tone during an experimental cycle.
Experimentally, this occurs by progressing from an AWG segment containing
a static RF tone to a segment containing an RF tone with varying fRF.

The functional form of fRF(t) in the time domain determines the trajectory
of the tweezer x(t). A single RF tone is given in the time domain by ψ(t) =
a sinϕ(t). The angular frequency of the sinusoid is the time derivative of the
phase: dϕ(t)

dt
= 2πfRF. Therefore, ϕ(t) must vary as the integral of the desired

frequency sweep profile:

ψ(t) = a sinϕ(t)

= a sin
[
ϕ0 + 2π

∫ t

0
fRF(τ)dτ

]
.

(4.12)

It can easily be seen now why the phase for a static tweezer should be
ϕ(t) = 2πfRFt. An array of tweezers may be simultaneously swept by sum-
ming over tones i with arbitrary temporal profiles given by Eq. (4.12).

The simplest trajectory is a linear sweep xlin(t), where a tweezer is moved at
a constant velocity between two points, which can be achieved using a phase
ϕ(t) ∝ dfRF

dt
t2 (red in Fig. 4.14(a)). Although straightforward and functional,

a linear sweep is problematic because it can introduce heating through two
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technical effects.

Firstly, the large instantaneous acceleration at the start and end of a sweep
may cause an increase in the motional state n. This effect may be suppressed
by using a “minimum-jerk” (MJ) trajectory11, which is used in similar exper-
iments to minimise heating while sweeping the tweezer position [128]. For
a sweep over distance d in a total time τsw, the minimum-jerk trajectory
is plotted in blue in Fig. 4.14(a) and follows the temporal profile given by
[128, 228]:

xMJ(t) = d

[
10
(
t

τsw

)3
− 15

(
t

τsw

)4
+ 6

(
t

τsw

)5]
. (4.13)

The second potential source of heating arises due to the AOD crystal acting
as an acoustic etalon, which may result in parametric heating at certain sweep
speeds. The etalon has a free spectral range (FSR) νFSR = vs/2L, where L
is the length of the acoustic cavity [128]. The tweezer intensity is modulated
by ≈ 1 % as the RF frequency is scanned through successive etalon peaks
spaced by the FSR. As discussed in section 3.5.4, intensity modulation at
twice the trap frequency, 2νtrap, results in parametric heating. Parametric
heating will occur if:

dfRF

dt
= νFSR

T/2
= 2νFSRνtrap,

(4.14)

i.e. if fRF is swept by one FSR in a time T/2, where T = 1/νtrap is the
trap oscillation period. Both radial and axial resonances may be targeted,
as well as weaker resonances corresponding to other harmonics of the trap
frequency.

To estimate the position of parametric resonances to be avoided, we measure
the FSR of the acoustic cavity. The optical power diffracted into the first
order is measured as a function of fRF, which is swept by 1.05 MHz near the
centre frequency as shown in Fig. 4.14(b). The slow (approximately linear)
background variation in intensity caused by the variable diffraction efficiency
has been subtracted. From the sinusoidal fit we extract a FSR of 196 kHz,
which is consistent with vs = 4200 m s−1 and L ≈ 10 mm.

11Jerk is the time derivative of acceleration, j(t) = ȧ(t) = ...
x (t).
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Figure 4.14: Sweeping the position of an optical tweezer. (a) Linear to
minimum-jerk tweezer sweep trajectories. (b) An acoustic etalon formed in
the AOD crystal results in period modulation of the diffraction efficiency as
the drive frequency is swept, measured in units of milliVolts on a photodiode.
(c) Comparison of heating from sweeping a tweezer tone by 30 MHz follow-
ing linear (red) and minimum-jerk (blue) trajectories, as a function of the
sweep time. The green (pink) lines are the estimated positions of parametric
resonances at two (one) times the trap frequencies {νr1, νr2, νax}.

We examine the atom heating resulting from a linear trajectory compared
to a minimum-jerk trajectory in Fig. 4.14(c). The tweezer is swept 30 MHz
(9.7 µm) from its initial position in time τsw and then back in the same
time. Heating induced by the sweep is mapped onto atom loss using a 40 µs
release time, where the dotted line shows the background survival probability
when the tweezer is not swept. In this experiment, U/kB = 1 mK and the
trap frequencies were νtrap,i = {νr1, νr2, νax} = {77, 53, 11} kHz. For a linear
sweep (red), we observe significant heating at most sweep rates probed. The
vertical lines indicate the positions of resonances at 2 × νtrap,i (green) and
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lower harmonics resonant with 1×νtrap,i (pink), estimated using the measured
FSR. The densely-packed resonances make it difficult to select a suitable
sweep speed absent of heating. In contrast, no heating is apparent using a
minimum-jerk trajectory until the position is swept in times < 0.1 ms.

During a minimum-jerk sweep, the variable dfRF/dt means that some para-
metric resonances will likely be addressed. The lack of loss using a minimum-
jerk sweep therefore indicates that heating for a linear trajectory is domi-
nated by the instantaneous acceleration at the start and end of the sweep.
In an independent measurement we found that for a minimum-jerk sweep
in τsweep = 0.2 ms there was no heating for trap depths as low as 0.1 mK.
Furthermore, we have measured a negligible probability of atom loss during
a sweep of P < 1/3000. It was later found using the more precise method
of Raman sideband spectroscopy [125] that a Cs atom in a 938 nm tweezer
gains 0.02(2) quanta in both the axial and radial directions from a single
minimum-jerk sweep [229], which is below the detection resolution of, and
thus consistent with, the method presented here. Better control of the sweep
rate may be achieved by implementing a “hybrid-jerk” trajectory, which may
be constructed using the piecewise expression given by Liu et al. [128].

4.2.5 Tweezer Beating

We are now in a position to investigate the beating of RF tones which was
briefly mentioned in section 4.2.1. The RF tones of two tweezers in an array
will interfere if the tones are similar in frequency, beating at a frequency given
by their frequency difference ∆fRF. If ∆fRF is resonant with a harmonic of
a radial or axial trap frequency, parametric heating will occur (seen already
in sections 3.5.4 & 4.2.4). This effect sets a lower bound on the spacing of
tweezers in an array.

To probe beatnote heating, we prepare an atom in a tweezer and sweep
it to a variable separation ∆x from a second tweezer, where it is held for
30 ms. Heating is mapped onto loss using a 20 µs release time before probing
to detect the survival probability, shown in Fig. 4.15(a). The dotted line
indicates the background survival due to the release time, in the absence of a
sweep. The separations ∆x are scaled to the trap waist w0 = 1.26 µm of the



Chapter 4. Controlling Atoms in Tweezers 132

938 nm tweezer along the sweep axis. The high survival for ∆fRF > 1 MHz
indicates little heating at larger frequency separations. For ∆fRF < 250 kHz,
there is significant heating due to beating. At these frequencies loss occurs
due to parametric modulation at the closely-spaced radial and axial trap
frequencies. The vertical lines show the expected resonances at twice the
trap frequency 2νtrap,i (green), and at the trap frequency νtrap,i (pink), where
νtrap,i = {77, 52, 11} kHz.

The expected positions of the resonances are scaled according to Fig. 4.15(b),
which shows the variation in the trap frequency experienced by an atom as
the two tweezers begin to overlap. The trap frequency is calculated by fitting
the curvature of Gaussian double-well potentials as a function of the well
separation separation. At large separations (iii), the trap frequency is ω0,
when the tweezers are overlapped (i), the intensity at the atom is double,
so that the trap frequency is ω =

√
2ω0. The minimum observed when

the tweezers are spaced by one trap waist corresponds to a flat-bottomed
tweezer (ii). In our system, separations < 4 MHz correspond to the two
tweezers forming a single-well potential.

Interestingly, in Fig. 4.15(a) it can be seen that as ∆fRF → 0, the increased
survival indicates a reduction in the heating rate. This is because the tweezer
tones are nearly identical, so that the beatnote is low enough to avoid axial
parametric resonances. The additional feature at 0.56(2) MHz may occur due
to resonances with higher harmonics or to technical noise arising from e.g.
the AWG. From this measurement, we determine that separations ≥ 1 MHz
should be sufficient to mitigate beating. However, from Fig. 4.15(b) we
determine that two tweezers should be spaced by more than at least 1w0 to
yield distinct trapping sites. In fact, the tweezers should ideally be spaced
by at least 2w0 (8 MHz in our system) to saturate the trapping frequencies.

4.2.6 Rearrangement of Tweezer Arrays

Rearrangement is a commonly used technique to combat the stochastic load-
ing of a single optical tweezer [9]. The sites of a randomly loaded initial
array are moved to produce a target array. By loading more tweezers than
necessary, the correct initial conditions can be achieved in more experimental
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Figure 4.15: Measurement of beating between two tweezers. (a) Atom heat-
ing due to beating between two tweezers as a function of their spacing ∆fRF.
The vertical lines indicate resonances at νtrap,i (pink) and 2νtrap,i (green),
where νtrap,i = {ωr1, ωr2, ωax}/(2π). (b) The trap frequency ω as two tweezers
are brought into proximity. (i) When the traps are near-overlapped, the trap
frequency approaches

√
2ω0. (ii) A minimum in the trap frequency occurs

when the tweezers are separated by one trap waist ∆x = w0, corresponding
to a flat-bottomed tweezer. (iii) ω is normalised to the trap frequency ω0 at
large separations (dotted line).

shots, thus increasing the duty cycle of the experiment. Here we demonstrate
rearrangement of a 5-site array of Cs atoms using the AOD.

A timing diagram for a sequence incorporating rearrangement is shown in
Fig. 4.16(a). Rearrangement is encoded into the first 3 segments of a sequence
(grey and red in diagram). The initial array consisting of 5 sites is generated
by a looped AWG segment containing 5-tone waveform. After the array is
loaded from the MOT, fluorescence imaging (Image 0) is used to determine
the occupancy of each site, producing a binary string of occupancies, e.g.
00101. This information is used to select the multitone frequency sweeps
required to rearrange to the target array. The waveforms are selected from a
precalculated list of sweeps to eliminate the waveform generation time. Once
selected, the the sweep step (red block) is overwritten with the new segment
and the AWG is triggered to enact the rearrangement.

On receipt of the TTL, sites containing no atoms are extinguished. If more
than the target number of atoms is loaded, sites containing excess atoms
are extinguished. The frequencies of the remaining occupied sites are simul-
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Figure 4.16: Rearrangement of a 1D array of Cs atoms. (a) Rearrange-
ment timing diagram. The red block indicates the frequency sweep segment
responsible for rearranging the occupied tweezers. (b) Fluorescence images
before (blue) and after (purple) rearrangement. The atoms are shuttled from
right to left in the image (red arrows). (c) Occupation probability after re-
arrangement of a 5-site array (purple points). The dashed line shows the
expected probability, calculated using the cumulative binomial probability,
Eq. (4.15); the shaded area shows the uncertainty on the expectation. The
blue points show the loading probability of each site from the MOT.

taneously swept in a minimum jerk trajectory lasting 2 ms to produce the
target array, produced by a looping static segment. The atoms are reimaged
(Image 1) to verify successful rearrangement, and the experiment proceeds
as normal. The rearrangement segments (grey) can be combined with arbi-
trary AWG sequences (yellow), such that after array rearrangement using the
AWG, the tweezer positions may be swept again, e.g. for merging tweezers.
If the AOD is not required after the initial rearrangement, the final static
array may be looped instead until the end of the experimental sequence.

Fluorescence images showing a 5-site array before (blue) and after (purple)
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rearrangement are presented in Fig. 4.16(b) for the initial loading of 3 atoms.
Each site is assigned a region of interest which is used to calculate loading
probabilities (from Image 0) and survival probabilities (from Images 1 and
2).

Loading of two or three Cs atoms is required for the Feshbach resonance
study of Chapter 5. Without rearrangement, the probability to load two
atoms into two tweezers is ≈ 0.25, and the probability to load three atoms
into three tweezers is ≈ 0.125. Rearrangement significantly enhances these
probabilities, as shown in Fig. 4.16(c). The blue data points show the loading
probability per site, which has a mean value of 0.53(1). The purple data
points show the site occupation probability after rearrangement, measured
over 700 shots of the experiment. Here, any loaded atoms are shuttled to the
end of the array to fill empty sites with a lower index. For a mean loading
probability p across a tweezer array of n sites, the probability that no tweezer
is loaded is given by (1−p)n. By similar reasoning, the probability P that at
least m tweezers are loaded is given by the cumulative binomial probability:

Pn,m(p) =
n∑

j=m

Cn
j p

j(1 − p)n−j, (4.15)

where j is a summation index and Cn
j is the combinatorial of n and j. Pn,m(p)

can be improved either by increasing p, e.g. through optically-enhanced
loading techniques [181, 230], or else by increasing the size of the initial
array.

The measured probabilities are in excellent agreement with the binomial
expectation (dashed line). We measure a probability to load two atoms
of 0.84(2), and to load three atoms of 0.56(2). This constitutes a significant
improvement over the base loading probability, and will significantly expedite
the data collection rate by reducing the number of shots with insufficient
atoms. The probability to load two atoms is expected to exceed 0.95 for
n ≥ 7 array sites. At present, the number of sites is limited by the available
optical power. In future, the AOD bandwidth and imaging resolution could
pose a more fundamental limit of n ≈ 11, assuming the array sites are spaced
by two tweezer waists, 2w0 ≈ 3 µm.
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4.3 Merging Species-Selective Tweezers

Magnetoassociation to form a RbCs molecule requires exactly one Rb and
one Cs atom to be localised to the same optical tweezer. Similarly, a pair
of Cs atoms must be prepared in the same optical tweezer for the Feshbach
study of the next chapter. To this end, it is essential to develop robust
transfer of atoms between tweezers.

4.3.1 Transferring Rb and Cs into a Single Tweezer

Exactly one Rb and one Cs atom are prepared in the 938 nm tweezer by
merging the 938 nm tweezer (containing Cs) with the 814 nm tweezer (con-
taining Rb), and adiabatically ramping off the 814 nm tweezer, as illustrated
in Fig. 4.17(a). Merging during an experimental sequence is achieved by
sweeping the AOD to adjust the 938 nm tweezer position. For this process
to be efficient, the two tweezers (of volume ≈ 1 µm3) must be well-overlapped
in 3D for a specific AOD frequency when the 814 nm tweezer is ramped off.

Overlapping the 814 nm and 938 nm Tweezers

Overlap in the y radial direction is achieved using the 2-axis piezo-electric
mirror (PZM) in the 814 nm path (see Fig. 2.20). The PZM angle is ad-
justed by ratcheting a motor in discrete steps controlled by an open-loop
driver. Each voltage step increments the mirror angle by 0.14 arcseconds. In
the atom plane, the measured displacement of the tweezer is 1.34(7) µm per
1000 steps. To overlap the tweezers in the y direction, we exploit the repul-
sion of Cs by the 814 nm tweezer. After a Cs atom is loaded into the 938 nm
tweezer, the AOD is used to sweep the position of the 938 nm tweezer through
10 µm and back to the starting position in 40 ms, translating it through the
x-coordinate of the 814 nm tweezer. The PZM angle is varied so that the y po-
sition of the 814 nm tweezer is stepped through the scanning 938 nm tweezer.
By setting the tweezer powers such that |UCs(λ814)/kB| > |UCs(λ938)/kB|, we
ensure that the Cs atom in the 938 nm tweezer is expelled when the tweezers
overlap, as shown in Fig. 4.17(b). From this measurement, the PZM is set to
the optimal y overlap, which is known from the fit to within a 1σ uncertainty
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Figure 4.17: Overlap optimisation of a 814 nm and a 938 nm tweezer. (a)
Species-selective potentials experienced by Rb and Cs during the merging
sequence. The solid lines show the total potential experienced by each atom
from both tweezers. The vertical bars show the 814 nm (red) and 938 nm
(blue) tweezer positions. The dashed lines show the contribution from the
814 nm tweezer and the dotted lines show the contribution from the 938 nm
tweezers. (b) y overlap of the 814 nm tweezer with the 938 nm tweezer using
the PZM. Loss of a trapped Cs atom is induced by the repulsive 814 nm
potential. (c) Fitted depth of the loss feature in (b) as a function of the
814 nm axial displacement. The dotted line shows the starting axial position.
The arrow indicates the point corresponding to the plot in (b).

of 20 nm. Coarse overlap in the x radial direction is similarly achieved using
the PZM. We have observed an hour-scale drift in the radial overlap of less
than 150 nm, and a 200 nm drift over one month.

Overlap in the z direction is performed by repeating the measurement in
Fig. 4.17(b) for several axial displacements of the focus of the 814 nm tweezer.
When the axial overlap of the two tweezers is optimal, the depth of the loss
feature in Fig. 4.17(b) is maximised since the increase in 814 nm intensity
causes a stronger repulsion of the Cs atom. The fitted feature depth as a
function of the 814 nm axial displacement is shown in Fig. 4.17(c). The
Rayleigh range of the 814 nm tweezer is ≈ 3 µm, and the axial position of
the 814 nm tweezer can be set to within 0.5 µm of the 938 nm tweezer using
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Figure 4.18: Tweezer axial focus adjustment (a) The axial position of the
imaging system focus is modified by δzim when the object is displaced axially
by δobj. (b) Displacement of the 938 nm tweezer axial focus δzobj when the
expansion telescope spacing is varied.

this method.

The axial position of the focus of the 814 nm and 938 nm tweezers is set by
varying the spacing of the M = 25 expansion telescope in the corresponding
beam path (see Fig. 2.20). This modifies the beam divergence, which alters
the position of the focus. The second lens of each expansion telescope is
mounted in a threaded mount12 which allows the lens position to be trans-
lated axially along the beam path. We calibrate the tweezer displacement as
a function of the expansion telescope spacing by measuring the axial focus of
the imaging system (as in Fig. 3.7) as the telescope lens is varied. We then
infer the displacement of the tweezer using the longitudinal magnification
of the imaging system shown in Fig. 4.18(a). The longitudinal magnifica-
tion M gives the conversion from object plane to image plane displacement:
δzim = Mδzobj, where M = M2 = (fach/fobj)2 = 28.62.

In Fig. 4.18(b), we present the results of this calibration for a 938 nm tweezer.
The gradient of the straight line fit is −13.8(2) µm shift per 1 mm of lens
displacement. The resolution of the threaded mount is 80 turns per inch, so
that a single turn modifies the expansion telescope by 0.3 mm and displaces
the tweezer focus by ∼ 4 µm.

12Newport LP-2A-XYZ
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Merging Rb and Cs into a 938 nm Tweezer

With the tweezers aligned in the y and z axes, we perform merging of Rb
and Cs into the same tweezer along the x direction using the experimen-
tal sequence shown in Fig. 4.19(a). The tweezers are loaded and imaged to
check for atom occupancy (shaded region labelled Image 1). The AOD fre-
quency is set to 140 MHz and the 938 nm tweezer power is held at 3.13 mW.
The 814 nm tweezer is loaded at a power of 1.38 mW. For these powers,
the potential depths experienced by each species are: ŨCs(λ938) = 0.95 mK,
ŨCs(λ814) = −0.62 mK, ŨRb(λ814) = 0.92 mK and ŨRb(λ938) = 0.34 mK,
yielding combined trap depths of ŨCs,merged = 0.33 mK and ŨRb,merged =
1.26 mK. Crucially, for the 814 nm power used, the anti-trapping poten-
tial applied to Cs is insufficient to eject it from the 938 nm tweezer when
the tweezers are overlapped. The AOD frequency is then swept to a target
frequency in 10 ms, translating the x position of the 938 nm tweezer to a
distance ∆x from the 814 nm tweezer. The power of the 814 nm tweezer is
then adiabatically ramped to zero in 5 ms. If the overlap between the tweez-
ers is good, the Rb atom is transferred into the 938 nm tweezer; if there is
insufficient overlap, the Rb atom is lost and not recaptured into the 814 nm
tweezer.

After a time thold = 10 ms, the sequence is reversed and the occupancy of
each tweezer is probed again (shaded region labelled Image 2). Due to the
species-selectivity of each tweezer, when the tweezers are separated, each
atom returns to its original tweezer. In Fig. 4.19(b) we present the Cs and
Rb single atom survival probabilities as a function of ∆x. When the tweezers
are overlapped to within 2 µm along x, the Rb atom is retained with > 0.90
probability. At the optimal overlap, which occurs at an AOD frequency
of 163.3 MHz, the Cs survival probability is 0.99(+0.01)

(−0.02) and the Rb survival
probability is 1.00(+0.00)

(−0.01), yielding a combined merging and separation survival
probability of 0.99(+0.01)

(−0.02). The asymmetry of the survival probabilities about
∆x = 0 is due to the directionality of the tweezer sweep, which always
originates at −7.5 µm, so that for values ∆x > 0 the 938 nm tweezer is
swept twice through the 814 nm tweezer. The tweezer sweep speed is not kept
constant, so that intensity modulation from the crystal etalon (section 4.2.4)
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Figure 4.19: Merging Cs and Rb into a single optical tweezer. (a) Timing
diagram for the tweezer merging sequence. After both tweezers are checked
for atom occupancy (Image 1), the AOD frequency is ramped to overlap the
938 nm optical tweezer with the 814 nm tweezer (red-shaded region). The
814 nm tweezer is ramped off so that both atoms are confined in the 938 nm
tweezer (blue-shaded region). After a hold time, the sequence is reversed,
and the atom occupancy is again probed (Image 2). (b) Survival probability
of Cs in the 938 nm tweezer (blue)vand Rb in the 814 nm (red) tweezer after
the merging sequence in (a) for a variable ∆x and thold = 10 ms. For a range
−2 µm < ∆x < 2 µm there is good transfer of the Rb atom between the
tweezers.

may also contribute to loss.

Merging Non-Selective Tweezers

The merging protocol described thus far has dealt with species-selective
tweezers, which had two benefits. Firstly, both atoms experienced a deeper
potential in their starting tweezers, which suppressed atom heating by
“spilling” as the tweezers were merged. Secondly, the atoms could easily
be separated for imaging.

Preparation of homonuclear atom pairs and triplets in the same tweezer
is complicated by the fact that all atoms experience the same attractive
trapping potentials. This can result in additional heating during merging,
and makes imaging more challenging. As we shall see in the following chapter,
where we transfer up to three Cs atoms to the same tweezer, solutions to these
issues can be found by carefully balancing the tweezer depths.



Chapter 5

Two-Atom Collisions and
Feshbach Resonances

The preparation of pairs of atoms in a single optical tweezer provides a unique
platform for the study of ultracold collisions. Historically, collisions have
been studied in bulk gases, where attribution of loss to specific channels
can be challenging. The exact control of the number and internal state of
colliding participants in a tweezer can be leveraged to study 2-body and 3-
body processes explicitly. In this chapter, we present Feshbach spectroscopy
performed pairs of Cs atoms, and measurements of collisions between single
Rb and Cs atoms. We start with a review of ultracold scattering, before
proceeding to discuss the experiments performed.

5.1 Ultracold Scattering

Interatomic collisions will be detected through measurements of the loss of
pairs of atoms from the optical tweezers. We must therefore understand how
the underlying atom scattering properties map onto experimental observables
such as atom loss. In the following, we give an overview of the basics of
scattering theory which are relevant to understand the results of this chapter.
More thorough treatments and derivations can be found, for example, in
refs. [231–236].

141
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5.1.1 Scattering Theory

In an ultracold collision, we consider a plane wave incident along z which is
scattered by a potential to produce a spherical scattered wave. The collision
wavefunction is the sum of the incoming and outgoing waves, expressed in
terms of the internuclear separation r:

ψ(k, r, θ) ∼ eikz + f(k, θ)e
ikr

r
, (5.1)

where k =
√

2mE/ℏ is the scattering wavevector with collision energy E and
f(k, θ) is the scattering amplitude. The scattering amplitude quantifies the
amount of scattering into the direction θ. The total cross-section is the sum
of all scattering across a unit sphere, encapsulated by the integral:

σtot =
∫

sphere

|f(k, θ)|2dΩ, (5.2)

where dΩ is an infinitesimal solid angle. For a central potential1 the scattering
is spherically symmetric, so the wavefunction can be decomposed into a sum
of partial waves of angular momentum l:

ψ(k, r, θ) =
∞∑

l=0
Rl(k, r)Pl(cos θ). (5.3)

Each partial wave in the sum is the product of a radial part Rl(k, r) and
an angular part given by the Legendre polynomials Pl(cos θ). Since f(k, θ)
contains the angular scattering information, it too can be expressed as a sum
of Pl(cos θ). Performing the integral for σtot with f(k, θ) written as a sum of
Legendre polynomials yields the total cross section [233]:

σtot(k) = 4π
k2

∞∑
l=0

(2l + 1) sin2 δl(k). (5.4)

The sum is across partial waves of angular momentum l = 0, 1, 2, 3 . . ., which
are also referred to using the spectroscopic notation s-, p-, d-, f-wave and so
on. δl(k) is the phase shift of the partial wave l (induced by the scattering

1One where the potential is spherically symmetric, depending only on r.
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l=0

l=2180 μK

Vg(r)

Figure 5.1: 133Cs d-wave centrifugal barrier. The van der Waals contribution
−C6/r

6 is shown by the blue line. For l = 0 there is no barrier to s-wave
scattering. The dashed line indicates the centrifugal contribution for l = 2.
The solid red line shows the sum of the van der Waals and l = 2 centrifugal
term, resulting in a potential barrier with height E/kB = 180 µK.

potential) with respect to the incident wave.

The contribution of higher partial waves with l > 0 to σtot(k) can be neglected
as k → 0. The radial Schrödinger equation, which Rl(k, r) must satisfy,
contains the effective potential Vg(r). For two atoms in the ground state,
the long-range potential as a function of internuclear separation r is given by
[70]:

Vg(r) = −C6

r6 + ℏ2

2µ
l(l + 1)
r2 , (5.5)

where C6 is the van der Waals dispersion coefficient and µ is the reduced
mass. The left-hand term represents an attractive van der Waals interaction.
The right-hand term constitutes a centrifugal barrier term for partial waves
with l > 0 [237]. If a given partial wave has an energy much less than the
barrier height Eb/kB, its contribution to the scattering cross-section is small2.

For identical bosons, such as for the case of the Cs+Cs scattering discussed
in this chapter, only even-l partial waves contribute to the total cross section,
so that the lowest centrifugal barrier for Cs is d-wave. To see why, consider
interchanging the coordinates of the two indistinguishable colliding atoms

2This is true, except near a shape resonance [238], which can occur when the potential
formed by the centrifugal barrier supports a quasi-bound state. A shape resonance can
greatly enhance the contribution of higher partial waves, if the incident wave is close in
energy to the quasi-bound state [234, 239].
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r1 ↔ r2, which for a given partial wave is equivalent to:

Pl[cos(π − θ)] = (−1)lPl(cos θ). (5.6)

The wavefunction for identical bosons must be symmetric under interchange3,
which is only the case when l is even in the above expression. As a result, only
even-l partial waves can contribute to the cross-section. There is no l = 1
p-wave contribution for identical bosons, and hence the lowest centrifugal
barrier is d-wave.

The d-wave centrifugal barrier Vg(R) for collisions of identical Cs atoms is
shown in Fig. 5.1. For caesium, C6 = 6890 Eh a

6
0, where Eh is the Hartree

energy [240]. The centrifugal barrier maximum occurs at an interatomic
separation Rl

max where the barrier height is El
b, given respectively by [237]:

Rl
max =

(
6µC6

ℏ2l(l + 1)

) 1
4

, (5.7) El
b = ℏ2l(l + 1)

3µ(Rl
max)2 . (5.8)

For l = 2, the barrier height is Eb/kB = 180 µK. The barrier heights of
further partial waves are even higher since El

b ∝ l2. The Cs+Cs collisions
discussed in this chapter occur at energies E/kB < 2 µK, which is much less
than the d-wave barrier height. d-wave contributions are generally small for
E/kB < 50 µK [241], so we neglect scattering of partial waves with l > 0 and
consider just s-wave scattering4.

For collisions of non-identical bosons, such as the Rb+Cs collisions discussed
in this chapter, all partial waves contribute. The p- and d-wave barrier
heights in thermal units are Eb/kB = 54 µK and Eb/kB = 282 µK respec-
tively. The Rb+Cs collisions relevant in this chapter occur at collision ener-
gies E/kB < 5 µK. Again, we will neglect scattering of higher partial waves
and assume only s-wave scattering.

In the limit k → 0, scattering is parametrised by the s-wave scattering length
3For fermions, the wavefunction must be antisymmetric under interchange, requiring

that l be odd so that only odd-l partial waves contribute.
4A more complete theoretical treatment should still consider the relatively small con-

tribution of higher partial waves.
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a, which is defined as [234]:

a = − lim
k→0

tan δ0(k)
k

. (5.9)

Here, δ0(k) is the phase shift of the scattered s-wave relative to the incoming
wave. The scattering length can be interpreted as the zero-crossing of the
asymptotic scattered wavefunction. In a BEC, a negative scattering length
gives rise to attractive interactions within the condensate, and a positive
scattering length induces repulsive interactions [232]. Since we will deal with
thermal states in our study of collisional loss, we are instead interested in how
the value of a will impact the elastic and inelastic collision cross-sections.

The total s-wave cross-section for distinguishable particles is obtained by
substituting the effective range formula5 into Eq. (5.4) for l = 0. After
neglecting terms in re, the cross section is given by [233, 234]:

σs(k) = 4πa2

1 + k2a2 . (5.10)

There are two limiting cases to this equation. The first is the ultracold limit,
when k → 0 so that σs ∼ 4πa2. The second is the unitarity limit, when
a → ∞ so that the cross-section saturates to a temperature-limited value
σs(k) ∼ 4π/k2. This expression is correct for Rb+Cs collisions, however for
the case of identical bosons in Cs+Cs collisions, the factor of 4π is replaced
with 8π due to the indistinguishability of identical bosons6 [233, 236].

One can conclude from Eq. (5.10) that if a could be controlled, it would be
possible in turn to control the atomic scattering properties.

5.1.2 Feshbach Resonances

Feshbach resonances allow for the sign and magnitude of the scattering length
to be tuned. Briefly put, a Feshbach resonance occurs when a quasi-bound
state is tuned to the same energy as the scattering state. If there is cou-

5The effective range formula is k cot δ0(k) = − 1
a + 1

2 rek2, where re is the effective range,
and is valid for short-ranged potentials.

6For identical particles, quantum interference between the f(k, θ) and f(k, π − θ) am-
plitudes results in an extra factor of 2 compared to non-identical particles.
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Figure 5.2: Principle of a Feshbach resonance illustrated for two channels.
(a) The potentials Vbg and Vc of the open and closed channels as a function
of the atom separation R. The closed channel bound state can be tuned into
resonance with the open channel (ϵ → 0), inducing coupling. (b) Plot of the
equation described in the text. When the bound state lies above threshold
and ϵ > 0, the scattering length is negative. a grows sharply as the B field
is swept through the resonance at B0, and changes sign when ϵ < 0.

pling between the two, the scattering wavefunction is modified, altering the
zero-crossing of its asymptote and correspondingly modifying the scattering
length.

To understand how this works, consider a two-channel model shown in
Fig. 5.2(a). Two atoms approach each other with collision energy E, in-
dicated by the yellow arrow. The lower potential Vbg(R) supports the open
(or entrance) channel7, so-called because it lies below E, and therefore is
energetically accessible to the unbound atoms. The upper potential Vc(R)
is called the closed channel, because the atoms would require more than
their energy E to access it. Vc(R) supports bound states. The energy of
the least-bound state with respect to the atomic threshold is ϵ. If ϵ is small,
the colliding atoms can resonantly couple to the bound state. This coupling
occurs only when the selection rules of the coupling mechanism are satis-
fied. If there is coupling between the two states, the channels are mixed,
which alters the scattering wavefunction. As a result, the zero-crossing of
the asymptotic wavefunction, identified above as the scattering length, is
shifted. Experimentally, ϵ can be tuned by applying a magnetic field, pro-

7The atom states before and after the collision, including free-atom states and bound
states are referred to as channels in the context of scattering.
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vided that the open and closed channels have a differential magnetic moment
δµ = µatoms −µbound. The resulting differential Zeeman shift between the two
channels allows ϵ to be tuned to zero.

Near a Feshbach resonance, the scattering length as a function of magnetic
field is given by [242]:

a(B) = abg

(
1 + ∆

B −B0

)
. (5.11)

We plot this expression in Fig. 5.2(b). B0 is the position of the resonance pole
(vertical dotted line), corresponding to ϵ ≈ 0. ∆ is the resonance width, de-
fined as the difference between B0 and the position of the zero-crossing. The
width scales as: ∆ ∝ 1/δµ, and is also proportional to the coupling strength
of the free and bound states [236]. The horizontal dotted line indicates the
background scattering length abg which is the slowly-varying contribution of
all other off-resonant bound states. When the bound state is above thresh-
old, the scattering length is negative (right side of Fig. 5.2(b)). As ϵ → 0 and
the channels are tuned to resonance, the scattering length increase sharply
(with a pole as B → B0). The change in sign as the bound state moves be-
low threshold (left side of figure) corresponds to the addition of a new node
to the scattering wavefunction [232]. Pairs of atoms may be transferred to
the bound state if the magnetic field is adiabatically ramped through thresh-
old in a process termed magnetoassociation, which is discussed further in
section 6.2.3.

For real alkali atoms such as 133Cs, the resonance spectrum is more complex
than the two-channel model discussed above. A plethora of bound states
leads to a rich Feshbach spectrum as a function of magnetic field for Cs
polarised in a given (f,mf ). Feshbach resonances are labelled by the quan-
tum number of their associated bound state: n(f1f2)FL(MF ) [240]. n is the
molecular vibrational level, labelled with respect to the dissociation thresh-
old, with n = −1 being the least-bound state. f1 and f2 are the hyperfine
levels of each atom, which for Cs can be 3 or 4. F is the resultant of f1 and
f2, Mf = m1 +m2 and L is the rotational angular momentum of the bound
state.
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5.2 Cs + Cs Feshbach Resonances

Feshbach resonances are a valuable tool for controlling ultracold systems.
As such, there is interest in studying and characterising them. We give
an overview of some major developments to motivate our study, before dis-
cussing the Feshbach spectroscopy performed in this work. The results pre-
sented here follow work the discussion of ref. [243].

5.2.1 Motivation

Feshbach resonances are utilised in many modern experiments to exert con-
trol over cold atoms and molecules [79]. Magnetic Feshbach resonances enable
control of the atomic scattering length via an externally applied magnetic
field [244, 245]. In this way, the atomic intra- and inter-species scattering
properties can be tuned precisely in experiments, leading to many notable
results. The ability to tune the scattering length was instrumental in the
production of Bose-Einstein condensates (BECs) of 85Rb [73], 133Cs [74, 246]
and 39K [75]. Tuning the scattering length of fermionic species was used to
study the BEC-BCS crossover and create molecular BECs [247–249]. Further
manipulation of the BEC scattering length has allowed the study of bright-
matter solitons [250, 251]. Interesting BEC phenomena such as Bosenova
arise when the sign of the scattering length is quickly changed [252]. Tun-
ing of the scattering length in Cs allowed for the first observation of Efimov
physics [253] and identification of a minimum in the three-body recombina-
tion rate at ≈ 22 G [254], which is often used for evaporative cooling.

Furthermore, Feshbach resonances are necessary for the production of many
species of ultracold molecules. By sweeping a magnetic field through a Fes-
hbach resonance, pairs of atoms are made to follow an avoided crossing and
are magnetoassociated to form weakly-bound molecules [71]. Intra-species
resonances have been used to produce the homonuclear molecules including
133Cs2 [87], 87Rb2 [88], Na2 [255]. Inter-species resonances have been used
to produce the bialkali molecules 40K87Rb [82, 83], 23Na40K [84, 85], 23Na6Li
[86], 87Rb133Cs [89, 90] and 23Na87Rb [91]. Given the broad utility of Fesh-
bach resonances, there is considerable interest in studying them. Feshbach
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spectroscopy, the measurement of Feshbach resonances, can shed light on the
underlying molecular structure [240, 256].

Tightly-confining traps such as optical tweezers provide a new platform for
studying Feshbach resonances. Conveniently, the exact number of collision
participants is known, so that 2- or 3-body processes can be explicitly studied,
while avoiding complications from loss via extraneous pathways. Production
of Li2 molecules from fermionic 6Li in a tweezer was observed in a tight
microtrap [257]. Interspecies Feshbach resonances have been detected in a
tweezer using inelastic loss [111] and by the production of molecules via
magnetoassociation [110]. It has been proposed that a double-well tweezer
potential could be used as a tool to detect narrow Feshbach resonances and
precisely measure their strength [258]. The prospect of using three atoms
prepared in a tweezer to study Feshbach resonances has also been raised
[213]. The message is clear, as stated in Ref. [258]: resonance spectroscopy
of trapped isolated atoms is becoming the state of the art [for characterising
Feshbach resonances].

A great deal of work exists concerning the characterisation of Cs Feshbach
resonances, initially spurred by the quest for BEC. Early studies investigated
collisions and evaporative cooling in a magnetically trappable states of Cs
[259–263]. BEC was achieved using the (f = 3,mf = 3) state [74], after
limitations due to two- and three- body loss were overcome [254] by taking
advantage of an Efimov minimum in the three-body recombination rate [253].
Chin et al. measured and tabulated over 60 Cs resonances [256, 264] using
elastic, inelastic and radiative Feshbach spectroscopy. Berninger et al. fitted
Cs (3, 3) resonances for fields up to 1000 G to precisely determine the Cs2

singlet and triplet potentials [240]. At the time of writing, these are the most
up to date interaction potentials that have been calculated.

In the following sections, we use the apparatus described thus far to mea-
sure Cs+Cs Feshbach resonances. In future work, these searches could be
extended to other mf states of Cs [241] and interspecies resonances [111].
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Figure 5.3: Preparation of atom pairs and detection of loss. (i) Atoms are
loaded into 5 tweezers of wavelength 938 nm, with a mean probability of
0.53(1) per tweezer. (ii) Following tweezer rearrangement, pairs of Cs atoms
are prepared in 84(2) % of experimental runs. (iii) Cs pairs are merged into
a 1064 nm tweezer (red). (iv) The 1064 nm tweezer is down ramped to a
depth of 30 µK for a hold time at a magnetic bias field B, where inelastic
collisions induce loss. (v) The atoms are imaged by separating them into 3
traps with a final occupancy per site of 33 %.

5.2.2 Overview of Measurement Sequence

As in other experiments, the signature of a Feshbach resonance will be the
enhancement of 2-body loss from the tweezers. We will prepare exactly two
atoms, so that the loss will be observed as a minimum in the two-atom
survival probability. We study previously measured Cs Feshbach resonances
in the (f = 3,mf = −3) state using inelastic loss spectroscopy [264] and
resonances in (3, 3) using radiative loss spectroscopy [264, 265].

The experimental sequence used to detect Cs Feshbach resonances is shown
in Fig 5.3. We reliably prepare pairs of Cs atoms in 84(2) % of experimental
shots using the AOD to rearrange five 938 nm tweezers to 2 sites, discarding
excess atoms as explained in section 4.2.6. After optical pumping, both atoms
are simultaneously prepared in either (3,−3) or (3, 3) with a probability of
0.96(4), as explained in section 4.1.3. To suppress changes in f and mf from
spontaneous Raman scattering during the collision time, we merge the two
938 nm tweezers into a single 1064 nm “collision” tweezer (see section 4.1.5).
The collision tweezer is ramped down to a depth of U/kB = 30 µK in 5 ms
and the atoms are held for a time t, before being separated and probed for
loss. We now discuss these steps in more detail.
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5.2.3 Preparing Cs Atom Pairs Without Heating

The tweezers must be merged without heating the atoms, which requires
that the trap depths be similar. If there is an imbalance in the trap depths,
one atom is spilled along the merge direction into the deeper trap, gaining
energy in that direction approximately equal to the difference in trap depths
[213]. This heating mechanism was precluded for Rb+Cs by the choice of
species-selective potentials in Chapter 3.

Heating is undesirable because it results in a reduction of the atom density.
The pair density of a homonuclear atom pair in a single tweezer is given by:

n̄2 =
(
mω̄2

4πkBT

) 3
2

, (5.12)

where ω̄ is the mean trap frequency, m is the atomic mass and T is the mean
temperature of the pair. We derive this expression in Appendix E.

The heating caused by imbalanced tweezers is quantified in Fig. 5.4(a). An
atom is loaded into either a 938 nm tweezer (blue) or the 1064 nm tweezer
(red) at an initial temperature of 5 µK. The 1064 nm tweezer is ramped to
a variable depth, and the 938 nm tweezer is ramped to a depth of U/kB =
0.25 mK. Next, the AOD is used to merge the 938 nm tweezer into the
1064 nm tweezer in 2 ms before being adiabatically ramped off in 3 ms.
The atom energy E/kB after the merge sequence is probed by performing a
standard release and recapture measurement in the 1064 nm tweezer.

An atom loaded into the 938 nm tweezer is heated if the ratio of trap depths
U1064/U938 > 1 because it non-adiabatically spills into the deeper 1064 nm
tweezer and increases its motional level. If U1064/U938 < 1, its motional level
is unchanged. Similarly, an atom loaded into the static 1064 nm tweezer is
also heated if U1064/U938 < 1 because it first spills into the deeper 938 nm
tweezer before transferring back to the 1064 nm tweezer as the 938 nm tweezer
is ramped off.

In principle the energy gain is along the merge axis x, however in reality
misalignment of the tweezers results in some heating in the y and z axes.
As a result there is a degree of inaccuracy on the temperature fitted by
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Figure 5.4: Merging and separating Cs atom pairs. (a) Heating of an atom
prepared in the 1064 nm trap (red) or the 938 nm trap (blue) caused by a
trap depth imbalance when the 938 nm tweezer is merged into the 1064 nm
tweezer. The solid lines indicate the atom energy that would be expected
if heating occurred only along x. The dashed lines indicate the expected
energy assuming the energy gained is divided equally in all 3 axes. (b) Atom
splitting probability between tweezers C and B with trap depth ratio. The
tweezer depths are balanced where the curves cross. The dotted lines show
the ratio for which 33 % of atoms are split into trap C.

the release and recapture Monte Carlo simulation8, which assumes the atom
energies along all trap axes are in thermal equilibrium. The shaded regions
indicate the expected atom energy E/kB measured after merging due to an
imbalance in the trap depths, and is bounded by two extreme cases. The
upper bound shown (solid lines) assumes the energy is gained along a single
trap direction. The fitted temperature is overestimated because the release
and recapture measurement is sensitive to the axis with most kinetic energy.
The lower bound (dashed lines) assumes that energy gained is shared equally
across trap axes. The measured data lie in the shaded regions between these
two limiting cases.

Naturally, the 938 nm and 1064 nm tweezer depths are set equal during
merging (to U/kB = 560 µK) to avoid this heating effect. In the following
measurements, the two Cs atoms are prepared in the 938 nm tweezers at
temperatures of 6(1) µK and 8(1) µK respectively. They are transferred to

8Attempting to account for experimental imperfections in the simulation adds signifi-
cant complexity, and it is unclear if the result is any more reliable.
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the 1064 nm tweezer (without heating), which is then ramped to a depth of
U/kB = 30 µK. Since the harmonic oscillator energy scales as En ∝

√
U/kB,

the depth reduction results a mean atom temperature in the collision tweezer
of 1.7(3) µK. The trap frequencies νi=x,y,z in the shallow collision tweezer are
estimated by scaling the trap frequencies measured in a deeper 1064 nm
trap by the relation ν ∝

√
U , yielding {νx, νy, νz} = {7.4, 9.1, 1.3} kHz.

In the collision tweezer, we estimate a corresponding pair density of n̄2 =
5(2) × 1011 cm−3.

5.2.4 Imaging Homonuclear Atom Pairs

In the case of Rb+Cs, we were able separate the atoms back to their starting
tweezers by leveraging the species-selectivity of the tweezer potentials. This
is not possible for a homonuclear Cs pair, since both atoms experience the
same attractive potential. While it is possible to observe multiple particles
in the same optical tweezer [51, 266, 267], these methods are precluded in our
system due to rapid light-assisted collisions during imaging originating from
the tight waists of the optical tweezers9. As a result, we developed a splitting
method which expands on the detection technique discussed in ref. [114].

The principle of the imaging scheme is to repeatedly subdivide the collision
tweezer into several tweezers for imaging. After a hold time, the 938 nm
tweezer is ramped on and the 1064 nm collision tweezer is ramped off. Any
atoms are then confined in a tweezer, labelled B. The AOD is used to re-
peatedly subdivide tweezer B by splitting off a second tweezer and sweeping
its position. This process is repeated multiple times to produce a 1D “imag-
ing array” of N tweezers which are fluorescence imaged. The results of the
imaging procedure are binned according to whether 0, 1 or 2 atoms were
detected.

The probability of atom transfer, Psplit, is set using the AOD to tune the
relative depth of the two tweezers. We split into N = 3 imaging tweezers,
labelled A, B and C. First C is split off from B, and then A is split off. Psplit is
chosen in each splitting event so that the occupation probability of the sites

9Additionally, these methods were impractical to introduce in our experiment at the
time of measurement.
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(a) (b) (c)

Figure 5.5: Detection of a Cs+Cs Feshbach resonance using the resonance
feature at ∼ 118 G for Cs in (f = 3,mf = −3) as an example. (a) Proba-
bility of detecting no atoms after the hold time of 50 ms. (b) Probability of
detecting one atom. (c) Probability of detecting two atoms.

is ∼ 1/3. A measurement of the splitting probability between two tweezers
as a function of their relative depth is presented in Fig. 5.4(b).

For a tweezer split into N traps with equal final occupation, the probabil-
ity that both atoms will occupy the same final trap is 1/N . It is therefore
desirable to use higher N in order to reduce the probability that two atoms
occupy the same imaging tweezer, where they would be subject to light-
assisted loss. As we discuss in section 5.2.5, light-assisted collisions can in-
duce loss of one or both atoms from the tweezer and complicate the detection
process. Splitting is currently limited to N = 3 because Psplit depends on
the temperature-dependent diffraction efficiency response of the AOD. The
changing duty cycle of the AOD as the collision time is varied thus affects
the splitting probabilities, requiring rebalancing of the depths which becomes
burdensome as N is increased.

5.2.5 Detecting Two-Body Loss

During the collision time, the atom pairs are held in the 1064 nm tweezer
at a bias field B. The bias field is applied in the x direction, corresponding
to the N/S axis of the cell. The bias field is produced using a combination
of the N/S shim coils and the bias coils, and ramped up to the target value
during the merge step of the sequence.

Two-body collisions between atom pairs can result in pairwise loss. The cause
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of loss is the release of internal energy, which is converted to kinetic energy
that is shared between the atoms. Whether the atoms are lost from the
tweezer depends on the amount of energy released. Cs atoms prepared in the
lowest state (f = 3,mf = 3) cannot release energy through hyperfine or mf -
changing collisions, and so do not exhibit 2-body loss. For Cs pairs prepared
in f = 4, the energy released due to f -changing collisions is equal to the
ground state hyperfine splitting energy E/h = 9.19 GHz. In such collisions
the energy shared is vastly greater than the trap depth and both atoms are
lost. f -changing collisions do not occur for pairs prepared in f = 3, however
inelastic collisions can occur if the atoms are prepared in a Zeeman sublevel
(f = 3,mf ̸= 3). The energy released is related to the Zeeman shift induced
by the bias field E = ∆mf ×µBgfB, which was given previously in Eq. (2.2).
For ∆mf = 1, the energy released for Cs is dE/dB = 0.35 MHz G−1. The
shallow trap depth of U/kB = 30 µK (U/h ≈ 0.6 MHz) is chosen so that
mf -changing collisions are expected to cause pairwise loss even at low bias
fields.

When the magnetic field is tuned to a Feshbach resonance, the collision
rate is enhanced, leading to faster 2-body collision rate which is maximal
on resonance. For Cs optically pumped to (3,−3), in Fig 5.5 we present an
example Feshbach resonance near ∼ 118 G, measured using our detection
scheme. At 118 G, the energy released is ∼ 41 MHz, so that any collision is
expected to induce loss. In order to observe an unsaturated loss feature, we
tune the hold time in the tweezer, which for the measurement shown is 50 ms.
We are able to post-select experimental shots where zero, one or two atoms
were detected after the collision time, as shown in Fig. 5.5(a-c) respectively.
As expected, the probability of observing zero atoms after the hold time is
maximal on resonance, correlated with a minimum in the two-atom survival.
From this, we conclude that two-body collisions are indeed occurring.

Since collisions are expected to induce pairwise loss, the one-atom feature in
Fig. 5.5(b) is perhaps surprising. Two atoms are only detected when they
are trapped in separate imaging tweezers. In cases where two atoms end
in the same imaging tweezer, rapid light-assisted collisions during imaging
induce either 2 → 0 loss with probability P2→0, or 2 → 1 loss with probability
P2→1 = 1 − P2→0, contributing to the observed background in these detection
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channels. In independent measurements, we measured the probability of 2 →
1 and 2 → 0 loss during imaging, finding respectively P2→1 = 0.36(2) and
P2→0 = 0.64(2). In the remaining Feshbach spectroscopy, we use the zero-
atom feature to characterise the Feshbach resonances, because it is insensitive
to the complex 2 → 1 loss that arises during imaging.

5.2.6 Inelastic Feshbach Spectroscopy of (3,−3)

We measure five inelastic pair loss features for Cs optically pumped to (f =
3,mf = −3) using the methods outlined in the preceding sections. Fig. 5.6(a)
shows the (f = 3,mf = −3) scattering length as a function of magnetic field.
The scattering length data is obtained from ref. [241], which uses the most
recent Cs potentials [240] to calculate the resonance positions. The vertical
lines mark the fitted centres of the features shown in Fig. 5.6(b-f), which
show the probability of observing loss of both atoms. We fit the loss features
with a Lorentzian function to extract the feature centre and full-width at
half maximum (FWHM).

The doubly-peaked feature shown in (b) corresponds to two closely-spaced
resonances with fitted centres at 30.1(2) G and 34.1(8) G which are caused by
the threshold crossing of the 6d(−6) and 6d(−4) bound states respectively
[264]. The resonances presented in (d-f) correspond to the bound states
−7(4, 4)8d(−7), −7(4, 4)8d(−6) and −7(4, 4)8d(−5) [264]. The centres and
widths of the features, extracted from a least-squares fit, are presented in
table 5.1.

The measured loss features corresponding to resonances are shifted from the
poles in the scattering length shown in Fig. 5.6(a), which are calculated for
Ecoll → 0. This is because the position of the measured features depends on
the loss rate coefficients k2, which are dependent on Ecoll. The loss rates mea-
sured experimentally are related to k2 by Γ2 = n̄2k2. For these experiments,
Ecoll/kB is determined by a thermal distribution with T = 1.7(3) µK, reduced
from 5 µK by the adiabatic lowering of the collision tweezer to U/kB = 30 µK
depth, as described in section 5.2.3. For inelastic scattering, the s-wave con-
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(a)

(b) (c) (d) (e) (f)

Figure 5.6: Inelastic Feshbach spectroscopy of Cs atom pairs prepared in (f =
3,mf = −3). (a) Real part of the Cs s-wave scattering length with external
magnetic field for the (3,−3) state (Theory from [241]). The coloured lines
correspond to the features measured in (b)-(f). (b) Probability of observing
zero atoms after a hold time at B. Resonances at 30.1(2) G and 34.1(8) G.
(c) Loss feature arising from the zero in the scattering length at 88.0(3) G.
(d) Resonance at 101.4(1) G. (e) Resonance at 108.77(6) G. (f) Resonance
at 118.51(5) G. The uncertainties quoted are calculated from the fit and
calibration errors added in quadrature.

tribution to the k2 two-body loss coefficient is given by [241]:

k2 = 4πℏβ/µ
(1 + k2|a|2 + 2kβ) , (5.13)

where µ is the reduced mass, k =
√

2µEcoll/ℏ is the incoming wavevector
and a(k,B) = α(k,B)− iβ(k,B) is the complex energy-dependent scattering
length. The imaginary part of the scattering length β peaks at the position
of the resonance while the real part of the scattering length α exhibits a
dispersive pole through the resonance [235].

For k → 0, the denominator of Eq. (5.13) approaches unity and the peak in
the loss rate coincides with the position of the resonance. Experimentally,
the atom temperature is finite and k ̸= 0, so the a and β terms in the
denominator cause a suppression of k2. This suppression is observed as a
shift in the observed loss peaks from the maximum of β(B) to the zero of
α(B) as Ecoll is increased.

In Fig. 5.7 we compare the centres of the measured features to theoretical
k2 values. The loss rate curves shown were calculated by Matthew Frye and
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Table 5.1: Centres and widths extracted from Lorentzian fits of the observed
Cs (f = 3,mf = −3) loss features. The final entry shows the centre ex-
tracted for the zero in the scattering length. The reported width is a FWHM
extracted from the Fano-type fit.

Bound State Centre (G) Γ (G)
6d(−6) 30.1(2) 2.4(8)
6d(−4) 34.1(8) 9(3)

−7(4, 4)8d(−7) 101.4(1) 1.9(2)
−7(4, 4)8d(−6) 108.77(6) 0.7(1)
−7(4, 4)8d(−5) 118.51(5) 1.5(2)

— 88.0(3) 4.6(3)

Jeremy Hutson, as discussed in ref. [243]. Due to the relatively large d-
wave barrier for Cs discussed in section 5.1.1, only s-wave contributions are
included. Each line corresponds to a single collision energy, i.e. the thermal
distribution of the ensemble has been neglected. The solid lines correspond
to the Ecoll/kB listed in the legend. The dashed (dotted) lines of the same
colour correspond to two (five) times the collision energy listed (e.g. 1 nK,
2 nK, 5 nK). The subplots (b-c) show zoomed views of the main figure.

We first discuss the features corresponding to Feshbach resonances (Fig. 5.7(b)
& (d)). The measured position of the feature at 30.1 G is in line with the
expectation for a collision energy of 1 nK to 2 µK. In independent mea-
surements, we measured Γ2 near-resonance at 31 G and off-resonance at
21 G. Using the known n̄2, we estimate k2(31 G) = 8(3) × 10−11 cm3s−1 and
k2(21 G) = 8(3) × 10−12 cm3s−1, marked by the black circle and cross re-
spectively. These values both lie close to the line corresponding to T = 2 µK
(thick dashed green), which is most similar to the measured ensemble tem-
perature.

The vertical lines correspond to the feature centres extracted in Fig. 5.6,
where the shaded regions indicate the 1 σ error. The features at 30.1 G and
34.1 G are within error of the expected feature positions for an ensemble
temperature of ∼ 1 µK. The remaining features at 101.4 G and 108.77 G are
within error of the expectation for lower ensemble temperatures. We note
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(a) (b)

(c) (d)

Figure 5.8: Shift of loss features at finite temperatures from peaks in β to
zeroes in α for two example features. (a-b) Zooms of k2 from Fig. 5.7(a).
(c-d) Components of the complex scattering length a = α − iβ at limitingly
low energy. The vertical coloured lines correspond to resonances observed in
Fig. 5.6. See ref. [243] for a fuller treatment of all features.

that the strong shift in the feature at 101.4 G from the resonance position at
103 G is due to the zero in α which occurs at 101 G (see Fig. 5.8(d)). The
feature at 118.5 G is shifted from the expectation by ∼ 0.5 G, which may be
due to the uncertainty on the bias coil calibration of ∼ 0.5 mG per Gauss
applied. However, this is insufficient to fully explain the shift and suggests
another contribution to the field offset during these measurements.

We were not able to resolve a feature corresponding to the resonance at
12 G. From Fig. 5.7(a), it is clear that at the collision energies used in our
experiment, k2 is strongly suppressed. An ensemble temperature of ≲ 50 nK
would be required to observe the feature, which would be challenging to
achieve in a tweezer. We note that this suppression has also been observed
in other experiments [263].

Finally, the loss feature we have measured in Fig. 5.6(c) does not correspond
to the threshold-crossing of a bound state resonance. The feature corresponds
to a zero-crossing in the real part of the scattering length. At finite Ecoll,
k2 is more suppressed at neighbouring magnetic fields than at α ∼ 0, so a
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peak is observed. This can be better understood by considering Fig. 5.8,
which shows the real and imaginary parts of the complex scattering length
a = α − iβ, calculated at limitingly low energy. As discussed in ref. [243],
at limitingly low energy the observed loss features are expected to occur at
peaks in β. However, at our finite experimental energies, where k ̸= 0, if α or
β are greater than zero, they cause a suppression in k2, as seen from Eq. 5.13.
The value of k2 therefore tends to shift to zeros in α, where the suppression is
somewhat lifted. Notably, the feature at ∼ 88 G is shifted far from any peak
in β, and coincides with the zero-crossing of α, seen in Fig. 5.8(c). Other
features are similarly shifted towards zeros in α; for example the feature
measured at 101.4(1) G is shifted 1.5 G from the peak in β at ∼ 103 G.

The asymmetric feature corresponding to the zero in α is conveniently fit by a
function with the form of a generalised Fano profile, from which we extract a
centre of 88.0(3) G. Strikingly, k2 is several orders of magnitude less than for
the loss features attributed to Feshbach resonances. This is reflected in the
parameters of the measurement, which were adjusted to increase the effective
number of collisions measured by a factor of 30. A hold time of 250 ms was
used, which is a factor of five longer than for the other features. Furthermore,
we used a collision tweezer of depth ∼ 330 µK, which is a factor of 11 greater
than for the other measurements. Since n̄2 ∝ P 3/4, the density was increased
by a factor of six to ≈ 3 × 1012 cm−3.

5.2.7 Radiative Feshbach Spectroscopy of (3, 3)

The Cs ground state is (f = 3,mf = 3). Since there is no state of lower
energy, inelastic f - and mf -changing collisions do not occur, and so the two-
body inelastic loss spectroscopy presented above cannot be used to detect
resonances. Typically, resonances in the (3, 3) state are measured by de-
tecting three-body loss in a gas, or through thermalisation measurements
[269].

Alternatively, radiative loss spectroscopy can be used to observe Feshbach
resonances for Cs prepared in (3, 3) [79, 265, 270]. This technique exploits
the coupling of the scattering continuum to the bound state near a Feshbach
resonance, as illustrated in Fig 5.9. When the magnetic field is tuned near
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Figure 5.9: Radiative loss mechanism used to probe (f = 3,mf = 3) Fes-
hbach resonances. The magnetic field is tuned so that the free atom pairs
(blue) are coupled to a weakly-bound Feshbach state (red). A probe beam
is blue-detuned by a frequency ∆/2π = 47.2 GHz with respect to the Cs
D2 transition. The molecular population is excited by the probe beam to
a repulsive 1/r3 potential (purple), where it gains kinetic energy up to ℏ∆.
When the molecule photo-dissociates, the imparted kinetic energy is enough
to induce loss of both atoms from the U/kB = 30 µK tweezer.

to a Feshbach resonance, some of the atomic population is coupled into the
weakly-bound Feshbach state (red). The idea is to induce loss of the molecu-
lar population using a probe beam which is blue-detuned with respect to the
Cs D2 line. The probe beam couples the Feshbach molecules to a repulsive
excited-state potential with a 1/r3 dependence due to the dipole-dipole inter-
action (purple). Excitation to the excited state occurs at the Condon radius
RC, given by ℏ∆ ≈ C3/R

3
C [271], where C3 is the resonant dipole coefficient

[70], calculated in ref. [272]. The detuning is chosen so that excitation by the
probe beam occurs at extremely short interatomic distances, thereby affect-
ing only the molecular population and not the unbound atoms. The excited
molecules follow the repulsive potential and gain kinetic energy ≈ ℏ∆. When
the molecule photo-dissociates, the atoms are lost from the tweezer10.

We induce loss of the Feshbach molecules using a probe beam aligned to the
E/W axis of the cell, applied for the duration of the collision time. The
probe is blue-detuned ∆/2π = 47.2 GHz from the Cs D2 line, conferring
sufficient energy that both atoms are lost from the U/kB = 30 µK collision
tweezer. For Cs at this detuning, RC ≈ 60 Å. The probe beam is derived

10This is similar in concept to the enhanced loading of optical tweezers using blue-
detuned light [230].



Chapter 5. Two-Atom Collisions and Feshbach Resonances 163

(a)

(b) (c) (d) (e)

Figure 5.10: Radiative Feshbach spectroscopy of atom pairs prepared in the
state (f = 3,mf = 3). (a) Real part of the s-wave scattering length with
external magnetic field for the Cs atoms prepared in (3, 3). (Theory from
[241]) The coloured lines correspond to the loss features measured in (b)-(e).
(b) A beam blue-detuned by 47.2 GHz induces loss of molecules during a hold
time at B. The probability of observing zero atoms is plotted. Resonance at
14.52(5) G. (c) Resonance at 20.05(2) G. (d) Resonance at 47.98(2) G. (e)
Resonance at 53.58(2) G. The uncertainties quoted are calculated from the
fit and calibration errors added in quadrature.

from an interference filter external cavity diode laser (IFECDL) [273] that is
primarily used for RSC (section 6.2.2).

The resonances measured using this method are presented in Fig. 5.10. The
scattering length for the Cs (3, 3) state is shown in Fig. 5.10(a). Again, the
scattering length data is obtained from ref. [241]. The vertical lines indicate
the positions of the observed resonances, which are plotted in Fig. 5.10(b-
e). The features plotted use the probability of observing zero atoms after
the hold time. These resonances have previously been measured [264, 274],
yielding narrow widths < 15 mG which result from relatively weak higher-
order spin-orbit coupling [275].

The measured resonances are thermally broadened at the collision energy
used in these experiments. We fit the features using a Lorentzian function
to capture the feature centre and the FWHM. A more physically meaningful
fit would be a Boltzmann profile, representing the thermal distribution, con-
volved with a narrow Lorentzian, capturing the transition linewidth [70, 265].
However, we have found that it is not possible to extract a useful informa-
tion concerning the widths, since the Lorentzian and Boltzmann widths are
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Table 5.2: Centres and widths of the extracted from Lorentzian fits to the
observed Cs (f = 3,mf = 3) loss features.

Bound State Centre (G) Γ (G)
−2(33)4g(3) 14.52(5) 0.14(3)
−2(33)4g(4) 20.05(2) 0.13(6)
−2(33)4d(4) 47.98(2) 0.19(5)
x2g(2) 53.58(2) 0.10(3)

highly covariant.

The features presented in Fig. 5.10(b-e) correspond to the bound states
−2(33)4g(3), −2(33)4g(4), −2(33)4d(4) and x2g(2)11 [240]. We list the fitted
centres and widths in table 5.2. The fitted centres of the features are similar
to those previously measured [264], however as can be seen from Fig. 5.10(a),
they are significantly shifted from the theoretical zero-energy resonance po-
sitions. This shift can likely be attributed to the fact that the theoretical
resonance positions are not as accurately known for (3, 3) as for (3,−3), since
they are calculated using Cs potentials determined from measurements of the
(3,−3) state [240, 268].

5.2.8 Three-Body Collisions

A natural extension to the two-body measurements presented thus far is to
prepare three atoms in a single tweezer and search for evidence of three-body
collisions. Making use of the atom number-control in the tweezers, loss from
one-, two- and three-body processes can be individually resolved. Collisions
of three 85Rb atoms in a single optical tweezer have previously been investi-
gated by Reynolds et al [213]. Such a scheme could be used, for example, to
investigate Efimov physics [253, 276, 277]. Feshbach resonances of Cs in the
(3, 3) ground state are usually detected in a bulk gas by enhancement in the
three-body recombination rate [79].

Three-body recombination occurs when three atoms interact to produce a
11x denotes that this bound state is of mixed n(f1f2) character, see ref. [240]
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diatomic molecule and an atom. Near a Feshbach resonance, the three-
body recombination rate is enhanced, scaling as a4 [278]. The molecular
binding energy E is released as kinetic energy, which is shared amongst the
molecule and atom in the ratio E

3 : 2E
3 . The enhancement in the three-body

recombination rate can cause increased atomic loss near a resonance.

The energy released is dependent on the bound state formed in the recombi-
nation process, which depends on the scattering length. For recombination
at a > 0, the near-threshold binding energy of the weakly-bound s-wave
dimer formed is E = ℏ2/(µa2), where µ is the reduced mass and a is the
scattering length [279]. For a < 0, no weakly-bound state exists so that
only recombination to a deeply-bound molecular state may occur [280]. As
a result, the binding energy released is expected to be much larger than for
recombination when a > 0. Atom loss may occur if the energy imparted to
either recombination product is greater than the trap depth.

To investigate collisions of three atoms, we straightforwardly extend the
scheme presented in Fig. 5.2. We use rearrangement to prepare 3 atoms
in 56(2) % of experimental shots, which we merge into a single 1064 nm col-
lision tweezer of depth U/kB = 30 µK without significant heating from trap
imbalance. The tweezer subdivision imaging scheme remains the same. We
prepare 3 Cs atoms in the internal ground state (f = 3,mf = 3). In this
lowest-energy state, two-body collisions are suppressed, so that the presence
of three-body collisions should not be masked by extraneous loss processes.
Loss is probed by measuring the one-, two- and three-atom survival proba-
bilities as a function of the hold time in the collision tweezer.

We search for evidence of three-body loss at a magnetic field of 14.5 G, corre-
sponding to the position of the Feshbach resonance identified in Fig. 5.10(c).
Near 14.5 G, the background scattering length is negative, so that a deeply-
bound dimer is expected to form during three-body recombination with a
kinetic energy release much greater than the tweezer depth. We estimate
the binding energy of the deeply-bound state to be ∼ 100 MHz, using the
size of the below-threshold “bin” in which the molecular level lies [240]. A
recombination event is therefore expected to induce loss of all three atoms
from the shallow tweezer.



Chapter 5. Two-Atom Collisions and Feshbach Resonances 166

P0(t) P1(t) P2(t) P3(t)

P2→0

P2→1

(a) Preparation

(b) Hold 1/e loss Collisions

(c) Splitting

(d) Imaging

(e) Measured
Occupancy

Figure 5.11: Probability tree of measurement outcomes evaluated by the
Monte Carlo simulation. (a) The initial atom number is specified. (b) Atoms
are lost through collisions or 1/e decay. Collisions are assumed to eject all
atoms. (c) The atoms are split into the imaging array with many possible
outcomes. Each splitting outcome is weighted by a combinatorial factor.
(d) The imaging pulse induces light-assisted loss with probabilities P2→1 and
P2→0, mapping the true survival probability onto a detected survival. Three
atoms in the same tweezer may undergo consecutive light-assisted collisions,
starting with 2 → 1 loss. (e) The probabilities P0, P1, P2 and P2 are those
measured in the experiment.

The measurement is complicated by the probability for two or three atoms
to end in the same tweezer after they are split for imaging, similarly to
the discussion in section 5.2.5. Again, the effect of light-assisted collisions
during imaging, inducing 2 → 1 or 2 → 0 loss, must be accounted for.
For the case of three atoms split into the imaging array, there are many
more possible outcomes, which form a large probability tree. Due to this
complexity, we compare the measured time-dependent survival probabilities
to a Monte Carlo simulation.

A simplified probability tree of outcomes evaluated by the simulation is pre-
sented in Fig. 5.11. During the hold time in the collision tweezer, a collision
may occur (black arrows), which is assumed to eject all atoms. Loss may
also occur due to the finite atom 1/e lifetime τ1 (grey arrows). All atoms
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survive if there is no loss (purple arrows). When the tweezers are split, there
are several possible outcomes weighted by the factor which accounts for pos-
sible combinations. During imaging, if two or three atoms occupy the same
tweezer, 2 → 1 (green) or 2 → 0 (pink) loss may occur. A small amount of
1 → 0 imaging loss is also accounted for (not shown). The outputs of the
simulation P0, P1, P2 and P3 are compared against the experimentally mea-
sured survival probabilities for signs of collisional loss. Three-body loss is
expected to map onto a suppression in P3 due to transfer into other channels
in step (b).

Our ability to post-select the experimental data on the number of atoms
initially prepared is critical to this approach. By post-selecting for loading
of one or two atoms, which occurs in ∼ 50 % of experimental shots, we are
able to constrain the parameters of the three-atom Monte Carlo simulation,
allowing comparison to the three-atom data. Fig. 5.12 shows such a mea-
surement, illustrating post-selection on loading of one, two or three atoms in
subfigures (a-b), (c) and (d-e) respectively. We stress that the data presented
in Fig. 5.12 are all post-selected from a simultaneous measurement.

By post-selecting on shots where one atom was loaded, we directly measure
the splitting probability Psplit into each imaging tweezer A (squares), B (tri-
angles) and C (circles), as shown in Fig. 5.12(a). The splitting probability
is input to the two- and three-body simulations on a point-by-point basis.
This is necessary because the splitting probability exhibits a dependence on
the hold time, which we attribute to cooling of the AOD which changes the
diffraction efficiency. By post-selecting on the atom survival in any imag-
ing tweezer, we extract the single-atom survival probability P1(t) at discrete
hold times, as shown in Fig. 5.12(b). Here, the solid lines are the results
of the Monte Carlo simulation run 2000 times and the shaded regions show
the uncertainty on the simulation, which is computed using a functional ap-
proach12 [281]. We also measure a small amount of 1 → 0 imaging loss
P1→0 < 0.01. The measured splitting probabilities and single-atom survival
probability are used to constrain the Monte Carlo simulation for two- and
three- body collisions as we now discuss.

12The Monte Carlo simulation is a function of variables f(α, β, ...). In the functional
approach, the errors are computed by evaluating the simulation for f(α + ξα, β + ξβ , ...)
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(a)

(b)

(c)

(d)

(e)

A
B
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two

three

one

splitting

Figure 5.12: Preparation and post-selection of three atoms. The data points
show measured survival probabilities and the solid lines are a Monte Carlo
simulation with 2000 iterations. The shaded regions indicate the error in
the simulation, computed functionally. The data is post-selected on the
number of atoms initially loaded in the 3 starting tweezers. (a) One atom
loaded initially. The data is post-selected on the final tweezer occupied after
splitting, A (squares), B (triangles) or C (circles). (b) Post selection of shots
where one atom was loaded initially. (c) Post selection of shots where two
atoms were loaded initially. (d) Post-selection of shots where three atoms
were loaded initially. The dashed (dotted) lines are simulations for τ3 =
1000 ms (τ3 = 300 ms). (e) Residual of the data and Monte Carlo simulation
in (d).

In Fig. 5.12(c), the data is post-selected on shots where two atoms were
loaded. We expect Γ2 = n̄2k2 ∼ 0, since inelastic collisions are precluded in
the (3, 3) ground state. At short hold times, the zero offset of the two-atom
survival probability (red) is therefore attributed to light-assisted collisions
when two atoms occupying the same optical tweezer are fluorescence imaged.
The probability of 2 → 1 loss during imaging is determined from the one-
atom survival data at 10 ms to be P2→1 = 0.32(1). The solid lines are a
Monte Carlo simulation performed for two atoms, using the measured Psplit,

where ξi are the errors on the simulation parameters.
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P1 and P2→1, and setting Γ2 = 0. Aside from an outlier at 2000 ms, the
zero- (black), one- (blue) and two-atom (red) simulations are in agreement
with the measured survival probabilities, indicating negligible two-body loss
as expected. We note that the two-body survival P2 decays exponentially
with a 1/e time τ2 ≈ τ1/2, since the probability for neither atom to be lost
falls as P2 ∝ (exp −t/τ1)2. The two atom survival falls faster than τ1/2
because of the uneven Psplit at longer hold times, which is accounted for in
the simulation.

Finally, using the Psplit, P1 and P2 measured individually each hold time,
and the measured probabilities of imaging loss P1→0 and P2→1, we are able
to compare the measurement post-selected on loading of three atoms to the
Monte Carlo simulation. The three-atom survival is shown in Fig. 5.12(d)
(yellow) and the residual with the simulation is shown in Fig. 5.12(e). The
solid yellow line shows the simulation with the three-body loss rate Γ3 con-
strained to zero. The three-atom survival at short hold time P3 ∼ 0.20 is
consistent with the expected ∼ 6/27 probability to split all three atoms into
separate imaging tweezers. The exponential decay of P3 is due to the 1/e
three-atom lifetime of τ3 ≈ τ1/3, which is calculated from the one-atom data
presented in Fig. 5.12(b). As for P2, P3 decays faster than the expectation
based on τ1 because the splitting probabilities become uneven at longer hold
times. The simulation of P3 with Γ3 = 0 is qualitatively in line with the mea-
sured data, indicating that any recombination occurs on a timescale slower
than τ3. The residual shown in (e) does not exhibit obvious structure indicat-
ing loss. For comparison, the dotted and dashed green lines in Fig. 5.12(d)
show simulated decays for τ3 = 300 ms and τ3 = 1000 ms respectively.

There are several reasons which may explain why three-body loss was not
detected. The main limitation was the short timescale available to measure
three-body loss, since τ3 was reduced by the uneven splitting probabilities.
However, in the previous sections, we were able to perform Feshbach spec-
troscopy for hold times of ∼ 50 ms. It is therefore possible that other effects
limited Γ3.

Recombination heating could occur if the released energy is insufficient to
cause trap loss, so that the collision products remain in the trap with in-
creased kinetic energy [254]. However, the binding energy of the deeply-
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bound state formed is expected to be ∼ 100 MHz [240] which is 200 × U/h,
so we expect any collision to guarantee three-body loss. We probed recom-
bination heating by briefly extinguishing the tweezer (see section 3.5.2) to
map heating onto loss, however we observed no heating.

The measured three-body loss rate is given by the product Γ3 = ⟨n2⟩k3,
where ⟨n2⟩ is the mean-squared density and k3 is the three-body loss rate
coefficient [282]. The low Γ3 in the experiment is therefore likely due to the
combination of a low atomic density, or unfavourably low k3. We derive an
expression for ⟨n2⟩ in Appendix E. For the trap frequencies and temperatures
in the 30 µK collision tweezer, we estimate ⟨n2⟩ ∼ 1 × 1023 cm−6. At 14.5 G,
the scattering length is ∼ −150 a0, which allows us to estimate a (rather
low) value of k3 ∼ 1 × 10−28 cm6 s−1 from data presented in ref. [253]. The
implied loss rate is Γ3 ∼ 10−5 s−1, so the non-appearance of loss in the current
parameter regime is unsurprising.

Several improvements could be implemented in order to observe a three-body
loss signal in the collision tweezer. Firstly, since ⟨n2⟩ ∝ T−3, a reduction in
the atom energy would significantly increase the collision rate. Similarly,
enhancement could be gained using a deeper tweezer since ⟨n2⟩ ∝ ω̄6. We
estimate that in a tweezer of depth U/kB = 10 mK, where the energy of
the n = 0 motional state is E0 ≈ 0.3 µK, that Γ3 > 1 s−1, which may be
resolvable. We note that such improvements would be more comparable to
the parameter regime used in the experiments of ref. [213], in which three-
body loss was observed. Furthermore, an obvious improvement would be to
perform the measurement at larger scattering length, where we could expect
at least a 10-fold enhancement in k3 [253].
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5.3 Collisions of Rb + Cs Atom Pairs

Using the merging sequence established for the 814 nm and 938 nm tweezers
in section 4.3.1, we now investigate interspecies atomic collisions using our
system. This section is based on work published in ref. [173].

5.3.1 Interspecies Pair Density

We determine the pair overlap density for Rb and Cs in the 938 nm tweezer
after merging using the following expression [283, 284], which we derive in
Appendix E:

n̄2 =
(

1
2πkB

mRbω̄
2
Rb

(TCs/β2 + TRb)

) 3
2

. (5.14)

Here, mCsω
2
Cs = β2mRbω

2
Rb. We independently measure temperatures of

TCs = 10(3) µK and TRb = 15(5) µK in the 938 nm tweezer after optimised
merging. These are within error of the initial values indicating little heating
from the merging process. We also measure the trap frequencies for each
atom in the merged tweezer by parametric heating. The Cs trap frequencies
are {νx, νy, νz} = {54(5), 80(5), 12(1)} kHz and the Rb trap frequencies are
{νx, νy, νz} = {40(4), 59(3), 9(2)} kHz. For these parameters, we calculate a
pair density of nRb,Cs = 5(2) × 1012 cm−3. From independent measurements,
we estimate that the heating rate in the 938 nm optical tweezer following
merging is 3 µK s−1 for Rb and 8 µK s−1 for Cs. For a hold time of 500 ms,
the heating causes a 20 % reduction in nRb,Cs to ∼ 4 × 1012 cm−3, which is
within error of the initial value.

5.3.2 Hyperfine State-dependent Rb + Cs collisions

In contrast to the ground-state Cs+Cs collision measurements already dis-
cussed, here we investigate two-body loss resulting from hyperfine-changing
collisions between Cs and Rb in the 938 nm tweezer. The hyperfine en-
ergy splittings in the ground state of 87Rb and Cs are h × 6.8 GHz and
h × 9.2 GHz, respectively. If at least one atom is in the upper hyperfine
state, then hyperfine-changing collisions can convert this energy (equivalent
to > 100 mK, far in excess of the typical ∼ 1 mK trap depths) into kinetic
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energy shared between the two atoms [285], leading to loss of both atoms
from the tweezer.

We probe the rate of hyperfine-changing collisions by varying the time thold

for which the atoms are held together in the 938 nm tweezer before they
are separated. There are four possible scenarios when the experiment is
initialised: either zero atoms are loaded, one Rb is loaded, one Cs is loaded,
or one Rb and one Cs atom are loaded, occurring with probabilities P =
0.229(5), 0.224(5), 0.263(6), 0.284(6) respectively, measured over 6000 runs
of the experiment. We post-select experimental runs where one Rb and one
Cs atom were present in the first fluorescence image. Fig 5.13(a) shows
the pair loss for a Cs and Rb pair prepared in a mixture of hyperfine and
Zeeman states. Stray external magnetic fields are cancelled to < 0.1 G and
no bias field is applied, in order to measure a collision rate averaged over mf

states. Loss due to mf -changing collisions can be neglected since the energy
splitting of Zeeman substates is much smaller than the trap depth. The pair
survival probability decreases exponentially, with a commensurate increase
in the probability of observing no atoms after the tweezers are separated.
The non-zero probability of losing a single Cs atom is due to an artefact of
the Cs fluorescence imaging, as discussed in section 3.4.1. The red (blue)
dashed line indicates the expected probabilities of observing a single Rb (Cs)
atom due to the loss of Cs (Rb) during imaging.

We now examine the loss rates for optically pumped atom pairs. Hyperfine-
state optical pumping is achieved using the MOT beams to apply a 7 ms
pulse of either cooling or repump light to each atom before the tweezers are
merged. This allows the Cs atom to be prepared in either 62S1/2 fCs = 3 or
fCs = 4, and the Rb atom to be prepared in either 52S1/2 fRb = 1 or fRb = 2.
For optical pumping to both upper and lower hyperfine states, we measure
fidelities greater than 99% at short experimental hold times for both Rb and
Cs.

Optical pumping of both species gives rise to one of four possible hyperfine
combinations for the atom pair: {(fRb, fCs)} = {(2, 4); (2, 3); (1, 4); (1, 3)}.
We find that, for the hold times used in the experiment, spontaneous Ra-
man scattering [175, 204] due to the intense 938 nm tweezer light leads to
redistribution between the hyperfine states. We therefore analyse the loss of
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(b)(a)

Figure 5.13: Rb and Cs collisions in an optical tweezer. (a) Rb and Cs atoms
are merged into a single tweezer, without optical pumping, for a variable time
thold. The pair survival probability (purple) is post-selected for events when
a Rb and Cs atom are both loaded. The probability of measuring no atoms
after thold is shown in black. The probability of observing just Rb or Cs
is shown in red and blue respectively. The red (blue) dashed line is the
expected single-atom Rb (Cs) signal expected due to loss of Cs (Rb) during
imaging, extracted from experimental shots where only Cs (Rb) was loaded.
(b) Pair survival probability of optically pumped Rb and Cs atoms, post-
selected for pair loading events. Before the tweezers are merged, the atoms
are first optically pumped to the hyperfine combinations (fRb, fCs) = (2, 4)
(blue triangles), (2, 3) (green diamonds), (1, 4) (yellow squares) and (1, 3)
(red circles). The solid lines are fitted to a coupled rate model as described
in the text. The black dashed line is the expected pair survival for loss due
only to background gas collisions.

atom pairs using a coupled rate model,

d

dt



P24

P23
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,

(5.15)

where for example P24(t) is the survival probability of the (2, 4) atom pair
after a time t, and Γ24 is the pair loss rate. The loss rate Γ13 does not appear
because there are no hyperfine-changing collisions when both atoms are in
the lower ground-state manifold.

We include the fraction of spontaneous Raman scattering events which cause
a change of fRb or fCs in our model by the addition of the rates rRb and rCs.
We have independently measured these rates for Rb and Cs in the 938 nm
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Table 5.3: Two body loss rates for Rb and Cs collisions in a merged optical
tweezer. The experimental values are extracted from a rate equation fit to
measured data, from which k2 values are calculated using the effective pair
density. The theory values are obtained from coupled-channel calculations
as described in ref. [173].

(fRb, fCs) Γ/2π (s−1) k2(expt) (cm3 s−1) k2(theory) (cm3 s−1)
(2, 4) 4(1) 9(4) × 10−13 1.419 × 10−12

(2, 3) 12(1) 3(1) × 10−12 1.118 × 10−12

(1, 4) 14(1) 3(1) × 10−12 2.347 × 10−12

tweezer. At the trap power used we find rCs = 3.9(7) Hz and use this to
constrain the rate model. The spontaneous Raman scattering rate for Rb
is very low due to the greater detuning of the tweezer wavelength from the
atomic transitions. Our measurement of rRb is limited by the single-atom
lifetime, indicating an upper limit of rRb < 0.02 Hz. The true scattering
rate is expected to be negligible, so we set rRb = 0 in Eq. (5.15). We note
that calculations using the method of ref. [204] indicate that rCs could be
reduced by a factor of 100 if a (less species-selective) 1064 nm tweezer were
used instead.

The measured pair survival probability after a variable hold time in the
938 nm tweezer following merging is shown in Fig. 5.13(b) for each hyperfine-
pair combination. We fit Γ24, Γ23 and Γ14 simultaneously to Eq. (5.15),
obtaining the solid lines in Fig. 5.13(b). The extracted loss rates are sum-
marised in table 5.3 for each hyperfine combination. The corresponding
two-body loss rate constants, given by k2 = Γ/nRb,Cs, are also given. Our
measured k2 values are of a similar order of magnitude to those estimated
from other (non-tweezer based) experiments on Rb + Cs collisions [286, 287].
The black dashed line shows the pair survival probability expected for loss
due only to background gas collisions, using the experimental shots post-
selected for loading of a single Rb or Cs atom. The measured 1/e lifetimes
in this experiment are 26(5) s for Rb and 24(3) s for Cs. As noted above,
collisional loss of pairs prepared in (1, 3) is energetically forbidden. However
population can leak from this pair state by spontaneous Raman scattering
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Figure 5.14: Collisions of a Rb+Cs atom pair in a 1064 nm tweezer, prepared
in their internal ground states (fRb = 1,mf,Rb = 1) and (fCs = 3,mf,Cs = 3)
respectively.

to other pair combinations where hyperfine-changing collisions are allowed,
resulting in the slower observed pair loss rate from (1, 3). We independently
fit the (1, 3) combination, yielding a 1/e time of 0.5(1) s.

The final column in table 5.3 lists theory values of k2 determined by Jeremy
Hutson using coupled-channel scattering calculations as detailed in ref. [173].
The values listed are degeneracy-averaged rate coefficients for a collision en-
ergy E/kB = 20 µK. The calculations are approximately within the experi-
mental error bars for (fRb, fCs) = (2, 4) and (1,4), but rather outside them
for (2,3). This can probably be attributed to factors such as uncertainties in
the distribution of the initial population among mf,Rb and mf,Cs.

5.3.3 Maximal-mf Collisions in a 1064 nm Tweezer

We later repeated the above experiments after transferring the Rb and Cs
pair to a 1064 nm collision tweezer (similarly to the Cs+Cs measurements),
to reduce spontaneous Raman scattering. Furthermore, the Rb and Cs atoms
were prepared in their maximal-mf states (fRb = 1,mf,Rb = 1) and (fCs =
3,mf,Cs = 3) respectively, rather than a distribution of mf states.

The result of the collision measurement is plotted in Fig. 5.14. The pair
survival 1/e time (purple) is 4.1(9) s, which is a factor of 8 longer than the
mf -averaged case. Nevertheless, the presence of loss is surprising because
there are no loss channels in the maximal-mf configuration. This indicates
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the presence of further mf -changing processes, in spite of the greater tweezer
detuning: likely this is due to a scattering of light from other sources that
we were unable to eliminate.

We expect to perform magnetoassociation to form RbCs molecules from
atoms in (fRb = 1,mf,Rb = 1) and (fCs = 3,mf,Cs = 3) in less than 10 ms.
Since the 1/e pair decay time is a factor of ∼ 400 longer, we do not expect
spin relaxation to pose an obstacle to molecule formation.



Chapter 6

Conclusion and Outlook

In this thesis I have reported the preparation, control and collisions of 87Rb
and Cs atoms, using optical tweezers to prepare and detect the exact num-
ber of particles. The experiments described here constitute necessary steps
towards the preparation of a single ground-state 87Rb133Cs molecule in an
optical tweezer. The rich physics of interacting arrays of single molecules will
be accessed by building upon the results of this work.

6.1 Conclusion

The experiments reported were performed in apparatus built from scratch.
We described the design considerations and construction of the vacuum appa-
ratus, electrodes and magnetic field coils. The laser systems for laser cooling
and optical dipole trapping were presented and characterised. The need for
a high-numerical aperture lens was motivated and ex-situ characterisation
measurements were performed.

The apparatus was used to produce dual magneto-optical traps of Rb and
Cs in a science cell, which served as a reservoir of ≈ 1 × 106 cold (15 µK)
atoms. Atoms were loaded from the MOTs into optical tweezers of wave-
lengths 814 nm and 938 nm. We detailed constraints on the choice of tweezer
wavelengths and demonstrated their species-selectivity. We presented charac-
terisation measurements of the atom temperature, trap frequency, light shift
and tweezer waists. We reduced the tweezer waists by optimally aligning the

177
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objective and correcting for astigmatism.

Control and detection of the atomic hyperfine and Zeeman sublevels (f,mf )
was presented. We presented an optical pumping scheme for preparing a Cs
atom in the maximal-mf state (f = 3,mf = 3) with a fidelity of 0.99(1)
and demonstrated microwave transfer on the spin-stretched transition. We
discussed limitations due to spontaneous Raman scattering, finding excellent
agreement between experiment and theory which motivated use of a far-off
resonant 1064 nm tweezer.

We demonstrated positional control of Cs in a 938 nm tweezer using an
acousto-optic deflector. We characterised the AOD and detailed the reso-
lution of technical issues, such as the variable diffraction efficiency and fre-
quency beatnotes. We used this control to produce a 1D array of tweezers
which were simultaneously characterised and equalised to < 0.5 %. Im-
plementing array rearrangement, 2 Cs atoms were prepared with 0.84(2)
probability and 3 atoms with 0.56(2) probability. Minimum-jerk sweeps of
the tweezer were characterised and used to merge tweezers with no resolv-
able heating, preparing exactly one Rb and one Cs atom in the same optical
tweezer.

We measured collisions of Rb and Cs atoms in single optical tweezer. We ex-
tracted hyperfine-state-dependent loss rate coefficients and compared them
to theoretical results from coupled-channel calculations. Our results demon-
strate that the precise control inherent in optical tweezer experiments holds
great promise for the study of ultracold collisions of atoms and molecules.

Feshbach spectroscopy of Cs pairs prepared in (f = 3,mf = −3) was per-
formed at fields up to 125 G, enabling observation of five Feshbach resonances
and a zero in the scattering length. The extracted resonance positions and
centres were comparable to earlier experiments in bulk gases [263, 264]. Us-
ing radiative loss spectroscopy, we observed four Feshbach resonances for Cs
pairs prepared in mf = 3. This technique allowed the observation of reso-
nances using pairs of atoms in the lowest-energy channel, which are normally
detected via three-body loss in bulk gases.
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(a) (b)

Figure 6.1: 2D arrays of wavelength 1064 nm produced using a SLM. Each
image is an average of 500 fluorescence images of Cs atoms trapped in the
array. (a) Demonstration of 25 tweezers in a 5 × 5 array. (b) Truly arbitrary
geometries are possible: the Angel of the North is a local source of pride
located 1.637 × 1010 µm from the tweezer array.

6.2 Outlook

I leave the project at an exciting time. Building on the work of this thesis,
the experiment continues to expand and progress in new directions. Here we
discuss some ongoing research goals and give a flavour of what is to come.

6.2.1 2D Arrays of Rb and Cs

Production of arrays of molecules will require extension of the array tech-
niques described in Chapter 4 to Rb, and to two orthogonal axes.

The SLM installed in the 1064 nm tweezer path can be used to create ar-
bitrary arrays of tweezers with low off-resonant scattering rates. Fig. 6.1(a)
shows a 5 × 5 array of 1064 nm tweezers containing Cs, with trap depths
≈ 0.4 mK. As shown in Fig. 6.1(b), truly arbitrary arrays may also be re-
alised. The SLM may also be used to correct for optical aberrations and
modify the tweezer axial profile to increase the axial trapping frequency [215].

At the time of writing, a 2D crossed-AOD1 driven by a second AWG is being
characterised. This will be installed in the 814 nm tweezer path to realise 2D
arrays of Rb atoms. Rearrangement of 1D Rb arrays will be straightforwardly

1AA Opto-Electronics AA.DTS.XY-400
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Figure 6.2: Raman sideband cooling. (a) Diagram of the RSC scheme for
Rb and Cs. (b) Raman sideband spectroscopy of Cs in the radial x and y
directions before (circles) and after (pink triangles) Raman sideband cooling.
The suppressed peaks after RSC reveal that the ensemble has successfully
been cooled to the motional ground state.

achieved by extending the scheme demonstrated in Chapter 4 so that very
soon, arrays of both Rb and Cs atoms will be prepared with rearrangement-
enhanced loading probabilities [216]. Improved rearrangement of 938 nm
arrays and reduction of noise could easily be achieved by swapping the laser
source for a higher-power alternative. SLM and AOD techniques could be
combined to facilitate 2D rearrangement of an SLM array [103].

6.2.2 Dual-Species Raman Sideband Cooling

Raman sideband cooling (RSC) is a technique which can be applied to trans-
fer the Rb and Cs ensembles, initially distributed thermally across the mo-
tional states of the tweezer, to a single quantum state (with 3D motional
occupancy n = 0) [125–127, 198, 288, 289]. RSC is essential to the produc-
tion of a single 87RbCs molecule in optical tweezers, since the probability of
magnetoassociation depends on the overlap density of the atoms [79]. Fur-
thermore, the motional level of the molecule formed is inherited from that of
the initial atoms [110]. This allows the preparation of a molecule in a single
quantum state, making it an excellent candidate for quantum computation
schemes [6, 116, 117, 120].
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The principle of Raman sideband cooling is illustrated in Fig. 6.2(a). Two
Raman beams (purple arrows), detuned ∆R > 40 GHz from the excited
state and offset by the hyperfine ground state splitting address the spin-
stretched transition. The Raman beams are used to drive a two-photon
Raman transition, which reduces the motional level by n → n − 1. An
optical pumping pulse (red arrow) returns the atom to the initial hyperfine
manifold. Through many repetitions of this sequence using multiple Raman
beam pairs addressing both radial and axial trap axes, the atom motional
level is incrementally stepped to n = 0.

Raman sideband cooling of Rb and Cs has been developed in parallel to the
work of this thesis [229]. Fig. 6.2(b) shows Raman sideband spectroscopy
of a Cs ensemble before (circles) and after (pink triangles) Raman sideband
cooling. After sideband cooling, the right peaks corresponding to n → n− 1
transitions are greatly suppressed compared to the left peaks, which cor-
respond to driving n → n + 1 transitions. The probability to occupy the
ground state can be extracted from the ratio of the sideband amplitudes
Pn=0 = (1−ARSB/ABSB) [290]. Following RSC, Rb and Cs have been prepared
in the motional ground state with final PRb

n=0 = 0.85(4) and PCs
n=0 = 0.94(2).

Furthermore, they have been transferred to the same tweezer using the meth-
ods described in Chapter 4 with a final joint motional ground-state occupancy
of 0.81(3).

6.2.3 Magnetoassociation

With Rb and Cs atoms prepared in a single optical tweezer [173] (4.3.1)
and cooled the ground state [229], magnetoassociation across a Feshbach
resonance (section 5.1.2) may proceed [71, 79]. Magnetoassociation will be
performed using the established scheme for 87RbCs molecules demonstrated
for a bulk gas here in Durham [193, 291] and in Innsbruck [89], which uses
Rb and Cs atoms pumped to their absolute ground states (f = 1,mf = 1)
and (f = 3,mf = 3) respectively (section 4.1.3).

Magnetoassociation is performed by ramping a magnetic field through an
avoided crossing at B0, as shown in Fig. 6.3. The avoided crossing occurs near
a Feshbach resonance as the energies of the free and bound states are tuned
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Figure 6.3: Magneto-association of Rb and Cs to form a weakly-bound Fes-
hbach molecule using a Feshbach resonance at B0 (dotted line). The dashed
lines show the free (red) and bound (blue) states in the absence of coupling.
The external magnetic field is adiabatically ramped downwards through an
avoided crossing (purple lines) at the Feshbach resonance, converting the free
atoms to a weakly-bound pair.

into resonance. By ramping the field adiabatically through the resonance, the
atoms are made to follow the avoided crossing and are coupled into the bound
state. Magnetoassociation to form 87RbCs will be performed by sweeping
across the interspecies Feshbach resonance at 197 G, producing molecules
in a near-threshold state with a binding energy of ∼ 150 kHz [193]. The
molecules can be transferred to a more deeply bound state with a binding
energy of several MHz, by ramping the field further over a second resonance
at 181 G [292].

After optimisation, the reported conversion efficiency into RbCs molecules in
the bulk gas experiment in Durham is 2.5 %, yielding around 5000 optically
trapped molecules [193]. The conversion efficiency in bulk gases is normally
limited by the phase-space density [293] and is reduced by inelastic colli-
sions with the residual atomic population. Magnetoassociation in an optical
tweezer is expected to be far more efficient, circumventing these limitations
due to the tight confinement and number-control respectively. Magneto-
association of a NaCs molecule in an optical tweezer has been reported [110].
The reported conversion efficiency from thermal atoms to Feshbach molecules
was limited by the RSC fidelity to 47(1) %; the magnetoassociation sweep
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Figure 6.4: Feshbach molecules are transferred to the rovibrational ground
state using STIRAP. (a) Lambda-type system established for STIRAP. (b)
Time evolution of the pump and Stokes beams’ Rabi frequencies. The dashed
line shows the resulting variation in mixing angle θ. (c) Fractional population
distribution. Ideally the molecules are transferred from |F ⟩ to |G⟩ without
populating |E⟩.

was > 99 % efficient. Given our current RSC fidelity, we may therefore
expect a conversion efficiency of ∼ 80 % from thermal atoms to Feshbach
molecules.

6.2.4 STIRAP: Transfer to the Ground State

Finally, the weakly-bound 87RbCs Feshbach molecule must be transferred
to the rotational and vibrational (rovibrational) ground state. This will
be achieved using the technique of STImulated Raman Adiabatic Passage
(STIRAP) [294, 295], which too is well-established for bulk 87RbCs samples
[81, 90, 296].

The principle of STIRAP is to coherently transfer molecules in the Feshbach
state |F ⟩ to the rovibrational ground state |G⟩ via an intermediate excited
state |E⟩, forming the three-level lambda-type system shown in Fig. 6.4(a).
The three states are optically coupled: a “pump” beam couples |F ⟩ and |E⟩
with Rabi frequency ΩP and a “Stokes” beam couples |E⟩ and |G⟩ with Rabi
frequency ΩS. The beams are detuned from |E⟩ by ∆P and ∆S respectively.
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The three-level system has the Hamiltonian [294]:

Ĥ(t) = ℏ
2


0 ΩP(t) 0

ΩP(t) 2∆P ΩS(t)

0 ΩS(t) 2(∆P − ∆S)

 . (6.1)

The eigenstates of Ĥ(t) for the case of two-photon resonance, ∆P = ∆S = 0,
are given by the following linear combinations of |F ⟩, |E⟩ and |G⟩:

|a+⟩ = sin θ sinϕ |F ⟩ + cosϕ |E⟩ + cos θ sinϕ |G⟩ , (6.2a)

|a0⟩ = cos θ |F ⟩ − sin θ |G⟩ , (6.2b)

|a−⟩ = sin θ cosϕ |F ⟩ − sinϕ |E⟩ + cos θ cosϕ |G⟩ . (6.2c)

θ and ϕ are time-varying mixing angles, defined:

tan θ = ΩP

ΩS
, (6.3) tan 2ϕ =

√
Ω2

P + Ω2
S

∆P
. (6.4)

Transfer of population to |E⟩ is to be avoided, since subsequent spontaneous
emission would leak population to optically unaddressed states. The eigen-
state of interest is therefore |a0⟩ which is a dark state with no |E⟩ component.
Since the population is prepared in |F ⟩ after magnetoassociation, if the mix-
ing angle θ could be swept from 0 to π/2, it would be possible to transfer
the molecular population from |F ⟩ to |G⟩ with no accumulation in |E⟩. The
temporal profile of the Rabi frequencies ΩS(t) and ΩP(t) which produce this
behaviour are shown in Fig. 6.4(b). ΩS is ramped on first so that all popula-
tion is initialised in the dark state, since |a0⟩ will be the only eigenstate with
a non-zero |F ⟩ component. The Stokes beam is ramped off as the pump beam
is ramped on, yielding the correct evolution of θ, shown by the dashed line.
The idealised transfer of population which results is plotted in Fig. 6.4(c).

Using this technique, a one-way transfer efficiency for a bulk RbCs sample
of 92 % [81] has been reported in Durham. The efficiency is limited by
the adiabaticity of the dark state evolution as θ is tuned. Experimentally,
decoherence of the pump and Stokes beams and the finite transfer time result
in some population coupling to |E⟩, where it is lost by spontaneous decay
[295].
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We expect STIRAP to be readily applicable to a single 87RbCs Feshbach
molecule in an optical tweezer. Transfer to the ground state using STIRAP
has already been demonstrated for 40KRb molecules confined to an optical
lattice [297]. More recently, an array of NaCs molecules in an optical tweezer
array was transferred to the ground state with 82 % efficiency, via Raman
transfer instead of STIRAP [112, 113]. We estimate, using our RSC efficiency
and expected magnetoassociation and STIRAP efficiencies, that the total
conversion efficiency from thermal atoms to ground-state molecules will be
around 70 %. Extension of magnetoassociation and STIRAP to an array
of tweezers is expected to be relatively straightforward, requiring a power-
equalised array like the one realised in section 4.2.3.

6.2.5 New Horizons: a Hybrid Quantum System

An exciting new research direction for the project will be to interface ground-
state polar molecules with rubidium Rydberg atoms [109] also confined in
optical tweezers. The hybrid system will be take advantage of the long ro-
tational coherence times of ultracold molecules and the large interaction en-
ergies of Rydberg atoms. Such a scheme could be used for non-destructive
readout of the molecular state [122, 123]. Alternatively, a Rydberg atom
could be used to mediate fast quantum gates operations between molecules
[298]. Research will also focus on the production of Giant Polyatomic Ry-
dberg Molecules (GPRyM), which are triatomic bound states formed by a
Rydberg atom and an ultracold polar molecule interacting via the charge-
dipole interaction [299, 300].

6.3 Concluding Remarks

The techniques demonstrated in this thesis have enabled the control and
study of collisions of individual Rb and Cs atoms. Production of single
87RbCs atoms will soon be realised using trusted methods, opening up a
myriad of applications in quantum science. It truly is an exciting time for
atomic and molecular physics: the full and exquisite control of microscopic
quantum systems of atoms and molecules is now within our grasp.



Appendix A

Magnetic Field Coil Data

Here we present more detailed information on the characterisation of the
magnetic field coils discussed in section 2.4.

A magnetic field coil of radius R with N turns carrying current I may be
treated as a single coil carrying currentNI by assuming the differing positions
of each coil turn can be ignored:

B(z) = µ0NIR
2

2
(
R2 + z2

)3/2 , (A.1)

where µ0 is the permeability of free space and z is the axial coordinate. The
field produced by multiple coils is additive. If two coils of identical radius
and current are separated by a distance S, the axial field is:

B(z) = µ0NIR
2

2

 1(
R2 +

(
z + S

2

)2)3/2 ± 1(
R2 +

(
z − S

2

)2)3/2

. (A.2)

If the current in each coil is driven in the same-sense, the plus is taken since
the fields add. In the opposite-sense configuration, the minus is taken since
the fields cancel each other. The field gradient is obtained by taking the
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derivative of Eq. (A.2):

∂B(z)
∂z

= −3µ0NIR
2

2

 z + S
2(

R2 +
(
z + S

2

)2)5/2 ±
z − S

2(
R2 +

(
z − S

2

)2)5/2

. (A.3)

Again, the plus sign is taken if the coil currents are same-sense, in which
case the magnetic field gradient at the centre of the coils is zero. The field
curvature ∂2B/∂z2 at this position can be non-zero however. The curvature
can be minimised to zero in the Helmholtz configuration, which occurs for
S = R.

Alternatively the coil currents can be driven in an opposite-sense configu-
ration to produce a magnetic field gradient. In this case, the minus sign is
taken and the field gradient Eq. (A.3) is non-zero. The configuration result-
ing in the most uniform field gradient is called the anti-Helmholtz configura-
tion. Here, the second derivative of the gradient (i.e. the third derivative of
Eq. (A.2)) is set to zero and evaluated. One finds that the anti-Helmholtz
configuration occurs when S =

√
3R [301].

The six coil pairs used in the experiment were discussed in Chapter 2. Five
of the pairs are same-sense: shim coil pairs, the jump coils and the bias
coils. Additionally, the jump and bias coils are arranged in the Helmholtz
configuration. The quadrupole field coils are run opposite sense and are
arranged in the anti-Helmholtz configuration. The shim coils are labelled
either with respect to the lab, or with respect to the more convenient tweezer
coordinate system, with the mappings N/S↔ x, E/W↔ y and U/D↔ z

The coils were characterised using an axial Hall probe (Hirst Magnetics GM08
Gaussmeter), which was used to measure the axial magnetic field along the
central axis of the coils. By least-squares fitting the measured field profile, it
is possible to extract the Gauss per Amp and Gauss per Amp per centimetre
values of the coil pairs. This is more simply accomplished by working in terms
of ‘equivalent coils’, which treats each coil as having infinitesimal thickness
and a single turn, N = 1 in Eq. (A.2) [302]. Fitting with S and R as free
parameters yields the radius and separation of the equivalent coils Req and
Seq respectively.

All the coils are made from insulated copper wire. The MOT, Feshbach and
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(a) (b)

Figure A.1: Photographs of the coil assembly before installation in the final
position. (a) Photograph from the front corner of magnetic field coil assem-
bly. (b) Side view of the coil assembly.

jump coils are made from square 3.5 × 3.5 mm wire with a hole through the
core of diameter 2 mm for water-cooling. The MOT, Feshbach and jump
coils are all water-cooled due to the power dissipated through them. The
shim coil wire is circular with 1 mm diameter and is not water-cooled.

For each coil we now list useful values and present measurements of their field
profiles through their axis of symmetry, from which equivalent coil values are
determined.
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A.1 Quadrupole (MOT) coils

The MOT coils are used to generate the quadrupole field required for
magneto-optical trapping of rubidium and caesium vapours, which is the
first stage of the experiment.
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Figure A.3: Axial field of the MOT coils at a current of 20.00(1) A. The
solid line is an equivalent coil fit to the data. Errorbars estimated due to
noise are ± 0.15 G and too small to be seen.

Equivalent coil value Value Error (±)
Req (cm) 2.77 0.01
Seq (cm) 7.47 0.01
Field (G A−1) 0.000 0.001
Gradient (G A−1 cm−1) 0.2992 0.0006
Wire gauge (mm) 3.5×3.5 -
Resistance per coil pair (mΩ) 3.76 0.05
Nturns 3×2 -

Table A.1: Equivalent coil parameters and associated errors obtained from
fitting the measured data with Eq. (A.3).
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A.2 Bias Coils

The Bias coils are used to generate a magnetic bias field of ∼ 200 G, which
is sufficient for magnetoassociation of 87Rb and 133Cs into a weakly-bound
Feshbach molecule.
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Figure A.4: Axial field of the Feshbach coils at a current of 20.00(1) A. The
solid line is an equivalent coil fit to the data. Errorbars estimated due to
noise are ± 0.15 G and too small to be seen. We note the asymmetry not
captured by the fit, which is due to differences in the winding of each coil
and is particularly noticeable due to the low winding number.

Equivalent coil value Value Error (±)
Req (cm) 7.29 0.09
Seq (cm) 8.07 0.04
Field (G A−1) 1.3702 0.0004
Curvature (G A−1 cm−2) 0.059 0.007
Wire gauge (mm) 3.5×3.5 -
Resistance per coil pair (mΩ) 20.16 0.05
Nturns 3×4 -

Table A.2: Equivalent coil parameters and associated errors obtained from
fitting measured data with Eq. (A.2).
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A.3 Jump Coils

The jump coils are allow for for rapid changes in the bias field due to their
fewer turns compared to the bias coils.
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Figure A.5: Axial field of the jump coils at a current of 20.00(1) A. The solid
line is an equivalent coil fit to the data. Errorbars estimated due to noise are
± 0.15 G and too small to be seen.

Equivalent coil value Value Error (±)
Req (cm) 8.9 0.3
Seq (cm) 9.0 0.1
Field (G A−1) 0.2101 0.0001
Curvature (G A−1 cm−2) 0.0063 0.0009
Wire gauge (mm) 3.5×3.5 -
Resistance per coil pair(mΩ) 3.89 0.05
Nturns 1×2 -

Table A.3: Equivalent coil parameters and associated errors obtained from
fitting measured data with Eq. A.2.
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A.4 U/D (z) Shim Coils
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Figure A.6: Axial field of the U/D-shim coils at a current of (3.011(1)) A.
The solid line is an equivalent coil fit to the data. Errorbars estimated due
to noise are ± 0.15 G and too small to be seen.

Equivalent coil value Value Error (±)
Req (cm) 4.33 0.01
Seq (cm) 19.03 0.05
Field (G A−1) 0.927 0.004
Curvature (G A−1 cm−2) 0.025 0.003
Wire gauge (mm) 1×1 -
Resistance per coil pair(mΩ) 471.12 0.05
Nturns 7×6 -

Table A.4: Equivalent coil parameters and associated errors obtained from
fitting measured data with Eq. A.2.
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A.5 E/W (y) Shim Coils
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Figure A.7: Axial field of the E/W-shim coils at a current of 3.103(1) A.
The solid line is an equivalent coil fit to the data. Errorbars estimated due
to noise are ± 0.15 G and too small to be seen.

Equivalent coil value Value Error (±)
Req (cm) 4.74 0.01
Seq (cm) 19.24 0.02
Field (G A−1) 0.939 0.003
Curvature (G A−1 cm−2) 0.0 0.4
Wire gauge (mm) 1×1 -
Resistance per coil pair (mΩ) 541.90 0.05
Nturns 7×6 -

Table A.5: Equivalent coil parameters and associated errors obtained from
fitting measured data with Eq. (A.2).
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A.6 N/S (x) Shim Coils
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Figure A.8: Axial field of the N/S-shim coils at a current of 3.103(1) A. The
solid line is an equivalent coil fit to the data. Errorbars estimated due to
noise are ± 0.15 G and too small to be seen.

Equivalent coil value Value Error (±)
Req (cm) 4.05 0.01
Seq (cm) 10.20 0.02
Field (G A−1) 1.246 0.004
Curvature (G A−1 cm−2) 0.09 0.02
Wire gauge (mm) 1×1 -
Resistance per coil pair (mΩ) 172.03 0.05
Nturns 4×4 -

Table A.6: Equivalent coil parameters and associated errors obtained from
fitting measured data with Eq. (A.2).



Appendix B

Absorption Imaging

In the early stages of the experiment, the Cs MOT was characterised using
absorption imaging. In this technique, a weak near-resonant probe beam is
shone through the atom cloud onto a camera. Absorption of laser light by
the atoms reduces the intensity incident on the camera, so that the ‘shadow’
cast by the cloud is imaged. The extent of the shadow can be used to infer
the cloud 1/e width σ, and the amount of absorption can be used to infer
the atom number. Experimentally, the absorption imaging probe beam was
aligned along the +x axis (outcoupled from the OP fibre, see Fig. 2.19), so
that information on the y and z directions was inferred.

Three camera exposures of identical length are taken to generate each ab-
sorption image. The first exposure proceeds as described above, with the
probe beam shining through the atoms. The second image is taken with
the probe beam on after the atoms have dispersed, and serves as a reference
image. The final image is a dark image with no illumination and is used in
background subtraction. The three images Iatoms, Iref and Idark are combined
using the following expression to calculate the optical depth (OD) for a given
camera pixel [303]:

OD = ln
(
Iref − Idark

Iatoms − Idark

)
. (B.1)

Using the effectiv epixel size, one can infer the cloud extent from the image.
By summing over pixels in the image, the optical depth can be used calculate
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the atom number with the expression [303]:

N = A

ζ

∑
y,z

OD(y, z), (B.2)

where A is the effective pixel size and ζ is the atomic absorption cross section.



Appendix C

Quantum Harmonic Oscillator
Relations

An atom confined near the lowest-energy motional state of an optical tweezer
is a quantum harmonic oscillator (QHO). The motional levels n are equally
spaced by an energy corresponding to the trap frequency, ℏω. The energy of
motional level n is:

En = ℏω
(
n+ 1

2

)
. (C.1)

We would like to know: given an ensemble temperature T , what is the prob-
ability to occupy the nth motional level, and what is the mean motional
occupancy n̄? The answer may be derived using statistical mechanics. We
follow the derivations presented in refs. [304, 305].

From the Boltzmann distribution, the probability to occupy any motional
level Pn is proportional1 to the Boltzmann factor for level n, which is energy-
dependent:

Pn ∝ e−En/kBT = e−βEn , (C.2)

where kB is the Boltzmann constant and β =̇ 1
kBT

. The probability to be in
state n is then given by:

Pn = e−βEn∑
n
e−βEn

= 1
Z
e−βEn , (C.3)

1The density of states may be neglected because a motional level n has no sublevels.
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where the partition function Z has been defined as the sum of all Boltzmann
factors, assuming there are many motional states (→ ∞) and which serves
to as a normalisation factor to give Pn. Substituting Eq. (C.1):

Pn = e−ℏωβ(n+ 1
2 )∑

n
e−ℏωβ(n+ 1

2 )

= e−ℏωβ(n+ 1
2 )

e−ℏωβ/2∑
n

(e−ℏωβ)n

= e−ℏωβn(1 − e−βℏω),

(C.4)

where in the third line, the known result for the geometric series
∞∑

n=0
(e−x)n =

1/(1 − e−) has been used.
The mean value of n is given by n̄ = ∑

np(n), which we compute as follows.
Setting x =̇ e−βℏω, we have:

n̄ = (1 − x)
∞∑

n=0
nxn

= x

(1 − x) ,
(C.5)

where the known result for the power series
∞∑

n=0
nxn = x/(1 − x)2 was used

in the second line. Finally, we recover the mean motional level presented in
Eq. (3.9):

n̄ = e−βℏω

1 − e−βℏω
= 1
eℏω/kBT − 1 . (3.9 revisited)

Using this definition, Pn can be rewritten in terms of n̄ to recover Eq. (3.10):

Pn(n̄) = n̄n

(1 + n̄)n+1 , (3.10 revisited)

by rearranging xn(1 − x) to the form ( x
1−x

)n(1 − x)n+1.



Appendix D

Ray Transfer Matrices

The ray transfer (or ABCD) matrices are a powerful tool for estimating the
propagation of laser through an optical system [306]. The effect of optical
elements on the waist and divergence of a Gaussian beam can be estimated,
as well as changes to the beam pointing in a ray picture. The ABCD matrices
were used in this thesis for calculating the cylindircal lens required to correct
for astigmatism (Chapter 3) and for calculating the conversion from the AOD
deflection angle to a tweezer displacement (Chapter 4).

A Gaussian beam of wavelength λ may be defined by the complex beam
parameter q, which encapsulates the radius of curvature R and waist w0 of
the beam:

1
q

= −i λ

πw2
0

+ 1
R
. (D.1)

The net effect of a linear optical system on the beam is given by the ABCD
matrix of the system [307]:

M =

A B

C D

 = MnMn−1...M2M1, (D.2)

where the total optical system M is the matrix product of each optical el-
ement Mi. Successive optical elements modify R and w0, so that the final
complex beam parameter is related to the initial q by:

q′ = Aq +B

Cq +D
. (D.3)
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Optical elements may be represented by a 2 × 2 matrix. q′ may therefore be
calculated by determining the parameters A, B, C and D through matrix
multiplication. Eq. (D.3) can then be rearranged to yield R′ and w′

0.

A thin lens is described by the matrix:

Mthin =

 1 0

−1/f 1

 , (D.4)

where f is the focal length. Propagation in free space over a distance d is
represented by the matrix:

Md =

1 d

0 1

 . (D.5)

As a simple example, focussing of a Gaussian beam by the objective to form
an optical tweezer would be given by the following ABCD matrix:

M =

A B

C D

 =

1 fobj

0 1


 1 0

−1/fobj 1

 . (D.6)

M can instead be applied to a ray vector v which is described by the position
r and the angle θ of the ray with respect to the propagation axis, to yield
the final ray vector v′ of the beam:

v′ = Mv = M

r
θ

 . (D.7)

The results of the ABCD matrices assume Gaussian optics and do not de-
scribe diffraction-limited beams. It is good practice to verify ABCD cal-
culations using a more sophisticated ray-tracing software package such as
Zemax.



Appendix E

Atom Density in a Tweezer

The collision measurements performed in this thesis depend on the density
of atom pairs prepared in a single optical tweezer. The atom densities are a
function of the tweezer trap frequencies and the atom energy. The expressions
for the pair density derived here are suitable for homo- and hetero-nuclear
atom pairs where each atom may possess a different energy.

E.1 One-Atom Density

In a harmonic potential, the density profile of a single atom follows a Gaussian
distribution in each of the trap axes. The 3D density profile is given by the
product of the distribution in the separate axes [97]:

n1(x, y, z) = n0
∏

i=x,y,z

exp
(

−mi2ω2
i

2kBT

)
, (E.1)

where n0 is the peak density at the centre of the tweezer and ω/2π is the
trap frequency along an axis of the trap i = x, y, z. n0 can be calculated
by integrating Eq. (E.1) across all space and setting equal to the number of
atoms in the tweezer N :

n0

∫
all space

∏
i=x,y,z

exp
(

−mi2ω2
i

2kBT

)
di = N. (E.2)
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This expression can be evaluated using the known result of the Gaussian
integral,

∫
exp(−ax2)dx =

√
π/a, yielding:

n0 = N

(
mω̄2

2πkBT

) 3
2

, (E.3)

where the geometric mean trap frequency ω̄ = 3
√
ωxωyωz has been introduced.

For a single atom in a tweezer, N = 1. In the following two-atom density
derivation, n0 will be used as a normalisation factor.

E.2 Two-Atom Density

The relevant parameter for the case of two atoms in a single tweezer is the
mean overlap density n2, which quantifies the probability to find two atoms in
the same space [192]. It is not equivalent to setting N = 2 in Eq. (E.3). The
pair loss rate for homonuclear atoms Γ2 is related to the k2 loss coefficient
by [282]:

Ṅ = −k2

∞∫
−∞

n2
1(r)dr3 = −k2n̄2. (E.4)

The overlap is given more generally for a heteronuclear atom pair with masses
m1 and m2, trap frequencies ωi,1 and ωi,2 and temperatures T1 and T2 by the
integral:

n̄2 =
∫
n1(r)n2(r)dr3 = n0,1n0,2

∫ ∏
i=x,y,z

exp
(

−
m1i

2ω2
i,1

2kBT1

)
exp

(
−
m2i

2ω2
i,2

2kBT2

)
dr3.

(E.5)

Here, the normalisation constants for each atom n0,1 and n0,2 are given by
Eq. (E.3). Defining m2ω

2
2 = β2m1ω

2
1 [283] and again using the Gaussian inte-

gral to evaluate, the following expression for the overlap density is obtained
[283, 284]:

n̄2 =
(

1
2πkB

m1ω̄
2
1

(T2/β2 + T1)

) 3
2

. (5.14 revisited)

For a homonuclear pair as in the Feshbach resonance study of Chapter 5,
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this expression simplifies to:

n̄2 =
(
mω̄2

4πkBT

) 3
2

, (5.12 revisited)

where T is the mean temperature of the atom pair. From this equation it
can be seen that the pair density scales with the tweezer power as n̄2 ∝ P 3/4,
since ω̄ and T are both proportional to

√
P .

E.3 Three-Atom Density

The three body loss rate for collisions in an optical tweezer, assuming all
collision participants are lost, is given by the product Γ3 = ⟨n2⟩k3 [282],
where k3 is the three-body loss rate coefficient with unit cm6 s−1. The mean-
squared density ⟨n2⟩ can be calculated using [282]:

⟨n2⟩ =
∫
n1(r)n2(r)n3(r)dr3. (E.6)

For a homonuclear triplet of the same temperature, we find that:

⟨n2⟩ =
(

m2ω̄4

12π2k2
BT

2

) 3
2

. (E.7)

Dimensional analysis shows the units of this expression are inverse length to
the sixth power, in line with expectation.
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