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Abstract

This thesis presents all-atom molecular dynamics simulations and the development of

coarse-grained models for various classes of liquid crystals. The overall aim was to param-

etrise chemically specific models, propagating information between different resolutions

through multiscale modelling approaches, to investigate hierarchical self-assembly in soft

matter systems. Common coarse-graining methods were assessed in terms of their rep-

resentability and transferability for applications involving thermotropic calamitic and dis-

cotic mesogens, and lyotropic chromonic liquid crystals.

Extensive all-atom simulations were performed on: bent liquid crystal dimers, such as

CB7CB; ionic cyanine dyes in aqueous solution (PIC, PCYN, TTBC and BIC); a chromon-

ic perylene bisimide dye (PER); and its thermotropic discotic analogue (PEROEG). These

serve as references to parametrise/validate lower resolution models and to provide insights

into these systems at the molecular level. For CB7CB, the twist-bend nematic (NTB) phase

is observed and characterised. The self-assembly of cyanine dyes and chromonic meso-

gens was studied by calculating∆Gassoc,∆Hassoc and∆Sassoc for the association ofn-mers

(where n = 2, 3 or 4). Structures of H-aggregate stacks, with shift and Y junction defects,

and J-aggregates with a brickwork arrangement were detected.

Coarse-graining approaches including iterative Boltzmann inversion (IBI), multiscale

coarse-graining (MS-CG) in the form of hybrid force matching (FM) and the Martini 3

force field were utilised for the aforementioned systems. A FM model of CB7CB demon-

strates high representability and transferability; the NTB phase is captured and the full

phase diagram can be explored via heating or cooling. An optimised Martini model

correctly exhibits the chromonic nematic and hexagonal phases for PER at the expected

concentrations. For PEROEG, an IBI model was found to be superior in modelling the

columnar-hexagonal phase. This thesis discusses, in detail, the successes and failures of

the various coarse-graining strategies. While successful coarse-graining of liquid crys-

tals remains a challenge, this thesis demonstrates that, with the right choice of method,

high-quality coarse-grained models can be developed for both thermotropic and lyotropic

systems.

ii



Declaration

The material contained within this thesis has not previously been submitted for a degree

at Durham University or any other university. The research reported within this thesis has

been conducted by the author unless indicated otherwise.

The copyright of this thesis rests with the author. No quotation from it should be

published without the author’s prior written consent and information derived from it should

be acknowledged.

iii



Acknowledgements

Principally I would like to thank my supervisor, Prof. Mark Wilson. His enthusiasm and

support over the years have been instrumental to my studies, and it has been my privilege

to have worked with him. I would also like to thank Dr Martin Walker for his guidance

and insightful discussions.

I am grateful to everyone from CG200X for creating a fun, interesting and unique work

environment. My time there was truly enjoyable and full of entertaining moments.

I would like to thank the Advanced Research Computing services at Durham University

for providing the resources necessary to complete my research.

Finally, I want to express my appreciation to my family and friends for their support

during my PhD.

iv



List of Acronyms

N Nematic
Sm Smectic
NTB Twist-bend nematic
Colh Columnar-hexagonal
M Chromonic hexagonal
CB7CB 1,7-bis-4-(4′-cyanobiphenyl) heptane
PIC Pseudoisocyanine chloride
PCYN Pinacyanol chloride
TTBC 5,5′,6,6′-tetrachloro-1,1′,3,3′-tetraethylbenzimidazolylcarbocyanine chloride
BIC 1,1′-disulfopropyl-3,3′-diethyl- 5,5′,6,6′-tetrachlorobenzimidazolylcarbocyanine
sodium salt
PER bis-(N,N-diethylaminoethyl)perylene-3,4,9,10-tetracarboxylic diimide dihydroch-
loride
AA All-atom
CG Coarse-grained
PMF Potential of Mean Force
RB Ryckaert–Bellemans
LINCS Linear Constraint Solver
PME Particle Mesh Ewald
LJ Lennard-Jones
MD Molecular Dynamics
SD Stochastic Dynamics
COM Centre of Mass
RDF Radial Distribution Function
IBI Iterative Boltzmann Inversion
MS-CG Multiscale Coarse-graining
FM (hybrid) Force Matching
CB Cyanobiphenyl
GAFF General Amber Force Field
FWHM Full Width at Half Maximum
DFT Density Functional Theory
DPD Dissipative Particle Dynamics
REMD Replica Exchange Molecular Dynamics
GB Gay–Berne

v



Contents

1 Introduction 1
1.1 Self-assembly in soft matter . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Liquid crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Chromonic liquid crystals . . . . . . . . . . . . . . . . . . . . . 6

1.2 Molecular simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Atomistic simulation and molecular dynamics . . . . . . . . . . . 9
1.2.2 Coarse-grained modelling . . . . . . . . . . . . . . . . . . . . . 11

1.3 Scope of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Computer Simulation and Coarse-Graining Methods 18
2.1 Force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Molecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Analysis techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Coarse-grained mapping . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Iterative Boltzmann inversion . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6 Multiscale coarse-graining / Force matching . . . . . . . . . . . . . . . . 30
2.7 Martini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.8 Application of methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3 Systematic Coarse-graining of Soft Matter 34
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3.1 Benzonitrile-heptane systems . . . . . . . . . . . . . . . . . . . 40
3.3.1.1 Coarse-grained potentials . . . . . . . . . . . . . . . . 40
3.3.1.2 Structural accuracy . . . . . . . . . . . . . . . . . . . 43
3.3.1.3 Thermodynamic properties . . . . . . . . . . . . . . . 46

3.3.2 Bent liquid crystal dimers and the twist-bend nematic phase . . . 48
3.3.2.1 Atomistic simulation . . . . . . . . . . . . . . . . . . . 49
3.3.2.2 Coarse-grained modelling . . . . . . . . . . . . . . . . 59

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

vi



4 Atomistic Simulations of Ionic Cyanine Dyes 70
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3.1 Force field optimisation . . . . . . . . . . . . . . . . . . . . . . 75
4.3.2 Thermodynamic analysis . . . . . . . . . . . . . . . . . . . . . . 76
4.3.3 Self-assembly in aqueous solution . . . . . . . . . . . . . . . . . 82

4.3.3.1 Formation of H-aggregate stacks . . . . . . . . . . . . 82
4.3.3.2 Formation of J-aggregate brickwork structures . . . . . 87

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5 Coarse-graining and Multiscale Modelling of Cyanine Dyes 92
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.3.1 Comparison of mapping schemes using IBI . . . . . . . . . . . . 95
5.3.2 Force matching . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.3 Martini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3.4 Toy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3.5 Hybrid AA/CG models . . . . . . . . . . . . . . . . . . . . . . . 116

5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6 Approaches to Coarse-graining a Chromonic Perylene Dye 121
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.3.1 Atomistic simulation . . . . . . . . . . . . . . . . . . . . . . . . 128
6.3.2 Force matching . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.3.3 Martini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.3.4 Combined models . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.3.5 Simulating chromonic liquid crystal phases . . . . . . . . . . . . 140
6.3.6 Thermotropic analogue . . . . . . . . . . . . . . . . . . . . . . . 143

6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

7 Conclusions 155

References 163

vii





Chapter 1

Introduction

1.1 Self-assembly in soft matter

1.1.1 Liquid crystals

Liquid crystals are a class of matter with properties that are intermediate between those of

a liquid and those of a crystal.1 The molecules within a liquid crystal sample can exhibit

various degrees of order which manifests in a vast assortment of possible mesophases,

each with distinct optical, physical and mechanical properties. The first liquid crystals

to be discovered were derivatives of cholesterol, initially examined by botanist Friedrich

Reinitzer in 1888.2 Reinitzer corresponded with physicist Otto Lehmann stating in a let-

ter “The substance exhibits two melting points, if one may say so. At 145.5 ◦C it melts

to a turbid but absolutely fluid liquid which becomes suddenly clear not until 178.8 ◦C.

On cooling, violet and blue colours appear which quickly vanish with the sample leaving

lactescently turbid but fluid. On further cooling the violet and blue colours reappear but

very soon the sample solidifies forming a white crystalline mass.” After systematically

studying these substances, Lehmann presented the paper ‘On Flowing Crystals’, laying

the foundation for research into liquid crystals.3 Subsequently, advances in the field were

made by numerous scientists, with de Gennes receiving the 1991 Nobel prize in Physics

for discovering that “methods developed for studying order phenomena in simple systems

can be generalised to more complex forms of matter, in particular to liquid crystals and

polymers.”4

The molecule or component of a liquid crystal responsible for its structure is known

1



Chapter 1. Introduction 2

as a mesogen. Mesogenic molecules are generally composed of a rigid core and flexible

parts. The rigid component of a mesogen promotes alignment of molecules resulting in

the formation of liquid crystal phases, whereas the flexible part provides mobility between

molecules and maintains fluidity in the phase. The shape of the mesogen is an important

factor in determining the structure of the phase with examples such as rod, disc and bent-

core based mesogens.

There are two classes of liquid crystal phases, thermotropic and lyotropic, which are

defined by how their phase transitions are controlled. Thermotropic liquid crystals exist

in the absence of a solvent and display changes in phase behaviour depending on tem-

perature and pressure. At high temperatures, liquid crystals will adopt an isotropic liquid

phase (a phase that appears the same when viewed from any direction) and at low tem-

peratures, will adopt a conventional crystalline or amorphous solid phase.5 The typical

thermotropic phases formed by calamitic (rod-like) mesogens are the nematic and smectic

phases (see Figure 1.1). In a nematic (N) phase, molecules have no positional ordering

but there is long-range orientational order. These mesophases are highly dependent on

the molecular geometry of the mesogens. Smectic (Sm) phases display more order than

nematic phases by forming well-defined layers perpendicular to the director, in the smectic

A (SmA) phase, or at a tilted angle relative to the director, known as the smectic C (SmC)

phase. Lyotropic liquid crystals exist in solvents and their phase behaviour is dependent

on both concentration of the components and temperature. Molecules which exhibit ly-

otropic behaviour tend to be amphiphilic, possessing both hydrophilic and hydrophobic

components within the molecule. Lyotropic liquid crystals exhibit structures such as mi-

celles, hexagonal columnar phases, lamellar phases and inverse micellar phases depending

on the concentration of the amphiphile.

Figure 1.1: Schematic of thermotropic liquid crystal phases formed by calamitic meso-
gens: (a) isotropic, (b) nematic and (c) smectic.
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The simplest model for the isotropic–nematic transition was introduced by Onsager.6

This theory models mesogens as infinitely long hard rods and explores the effect of re-

pulsion/excluded volume on the free energy of the two phases. As the centres of mass for

two idealised cylinders approach, their orientations will determine the amount of excluded

volume between them. Thus, an increase in orientational entropy results in a decrease of

positional entropy. In the low density regime, maximising orientational entropy results

in orientational freedom and an isotropic phase. At a higher density, the balance of posi-

tional and orientational entropy leads to parallel arrangements of cylinders being preferred.

Therefore, it is predicted that at a sufficiently high density there will be a phase transition

from a disordered state to an ordered arrangement due to a change in the dominant com-

ponent of the entropy at that density.

The nematic phase is characterised by the orientational alignment of molecules in a

preferred direction and by low positional order. Beyond the uniaxial classification, ne-

matic phases can also be biaxial, where in addition to the primary director, there is also

orientational order along a secondary axis.7 The chiral nematic (N*) phase features a he-

lical structure where there is a periodic variation of the direction of the nematic director

axis through space, and the period in which a full 360 ◦ rotation is completed is known as

the pitch (see Figure 1.2).1 The helices acquire a handedness depending on the enantiomer

responsible for the direction of twist. Principally, the N* phase is achieved in two ways:

including chirality in the mesogens or induced from a nematic phase through the addition

of a chiral dopant.8 Similar to nematic phases, chiral smectic phases exist. In the chiral

smectic C phase, the helix is formed by a precession of the tilt director of each succes-

sive layer around the normal director axis of the phase.9 Other chiral liquid crystal phases

reported are the blue phases and twist grain boundary phases.10–12

Figure 1.2: Schematic of a chiral nematic phase (left) and splay, twist and bend deforma-
tions (right).
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The application of an external field to a liquid crystal can be used to align molecules

into a phase. When the strength of the electric or magnetic field reaches a threshold, an

undistorted nematic liquid crystal will undergo deformation in splay, twist or bend ge-

ometries, where this effect is labelled the Fréedericksz transition.13,14 The three curvature

strains of a nematic liquid crystal can be described by the Frank–Oseen free energy density

Felastic =
1

2

[
k11(∇ · n)2 + k22(n · ∇ × n)2 + k33(n ×∇× n)2

]
, (1.1)

where k11, k22 and k33 are the splay, twist and bend elastic constants, respectively, and n

is the director.15,16 The high sensitivity of nematics to electric fields was first exploited in

liquid crystal display devices using the twisted nematic field effect.17 A pixel in its off-state

consists of a twisted nematic sandwiched between two polarising filters, with its molecules

aligned parallel to the substrates. Light which passes through the first polariser is rotated by

the helical configuration such that it properly passes through the second polariser, resulting

in a transparent image. In the on-state, an electric field is applied which reorients the

molecules such that they are perpendicular to the substrates. When light is passed through

the liquid crystal, it is no longer correctly oriented to pass through the second polariser and

the image appears opaque. Nowadays, displays based on vertical alignment18 and in-plane

switching19 modes are more common. Chiral nematic liquid crystals whose pitch varies

with temperature can be used as rudimentary thermometers, as the colour of the reflected

light corresponds to the wavelength of the pitch.20

The formation of chiral liquid crystal phases from achiral mesogens was predicted

by Dozov, who proposed that bent-shaped molecules could cause symmetry breaking in

the nematic phase through splay-bend or twist-bend deformations.21 This was later sup-

ported by simulations of achiral banana-shaped molecules in which a helical superstruc-

ture was observed.22 Subsequently, the twist-bend nematic (NTB) phase was reported in

cyanobiphenyl dimers with a hydrocarbon spacer of odd parity.23–26 The NTB phase ex-

hibits periodic twist and bend deformations forming a helical structure with no layering,

and occurs at temperatures below the N phase. Bent-core molecules, which have a rigid

V-shaped core with flexible chains, can also form unique liquid crystal phases.27 One such

phase, the helical nanofilament phase (HNF), is comprised of twisted bundles of filaments

that are constructed from twisted layers.28 Each layer exhibits strong saddle-splay defor-

mation and curvature which drive the formation of thin, twisted filaments. The rolling of
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layers results in heliconical-layered nanocylinders which can further organise into a hier-

archy of complex structures.29,30 The emergent chirality exhibited by achiral mesogens can

be rationalised through simulation studies, where distributions of a chirality order param-

eter demonstrate statistical achirality of bent-core molecules.31–33 The presence of instan-

taneous highly chiral conformers was found, with large helical twisting powers, which are

able to template regions of chiral order within a bulk phase.

Discotic mesogens are composed of a flat aromatic core with peripherally-attached

flexible chains. The least ordered liquid crystal phase formed by these disc-like molecules

is the discotic-nematic (ND) phase, in which molecules have low translational and rota-

tional order around the disc normal but are oriented along a director.34 The strong π–π

interactions between the cores can result in periodic stacking of molecules into columns,

which can act as rod-like units for further mesophase organisation (see Figure 1.3). The

simplest phase of this category is the columnar-nematic (Ncol) phase, where the long axis of

the stacks are oriented along a director. Higher order columnar phases can be distinguished

by the arrangement of columns on a 2D lattice.35 The columnar-hexagonal (Colh) phase

is defined as having untilted columns packed on a hexagonal lattice with six-fold symme-

try. Further columnar phases of a different symmetry are the columnar-rectangular (Colr)

phases or a hexagonal phase with tilted columns, termed the columnar-oblique (Colob)

phase.35

Figure 1.3: Schematic of thermotropic liquid crystal phases formed by discotic mesogens:
(a) discotic-isotropic, (b) discotic-nematic, (c) columnar-isotropic, (d) columnar-nematic
and (e) columnar-hexagonal.
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1.1.2 Chromonic liquid crystals

Amphiphilic compounds can form lyotropic phases upon aggregation of the molecules in

a solvent. In water, this is attributed to the hydrophobic effect. It is argued that this effect is

largely entropic in origin.36 Hydrophobic residues disrupt the hydrogen bonding network

in water resulting in an unfavourable structuring of water in solvation shells. Aggregation

of hydrophobic residues results in reduced surface area exposed to water allowing for min-

imisation of disruption to the hydrogen bonding network and an increase in entropy from

the liberation of water. Amphiphilic compounds forming lyotropic liquid crystals are more

commonly referred to as surfactants which, upon sufficient concentration, aggregate into

spherical micelles in aqueous media; these are characterised by the favourable solvation of

hydrophilic head groups and the shielding of hydrophobic tails from water (see Figure 1.4).

The concentration at which surfactant molecules favour aggregation into micelles over ex-

isting as monomers in solution is known as the critical micelle concentration (CMC). Fur-

ther increase in concentration of surfactant results in ordering of self-assembled structures

such as bilayers and lamellar phases.

Figure 1.4: Schematic of lyotropic self-assembly: (a) an amphiphile, (b) micelle and (c)
bilayer.

An unusual class of lyotropic systems are chromonic liquid crystals. Chromonic meso-

gens generally consist of a hydrophobic aromatic core with flexible, hydrophilic groups on

the periphery for solubility. These molecules aggregate into stacks through face-to-face in-

teractions between the π systems where these stacks can further organise into nematic (N)

or hexagonal (M) phases, akin to thermotropic discotic phases.37 Unlike typical lyotropics,

self-assembly into stacks can occur at very low concentrations (without a specific concen-

tration for aggregation like a CMC) and aggregation is unconstrained; aggregation occurs

over all concentrations and the aggregation number can greatly vary from low to very
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high values.38 Chromonic self-assembly is considered isodesmic; the addition of a new

molecule to a stack provides more or less the same free energy increment, independent of

the size of the aggregate.39–41 The aggregation of molecules into stacks is largely enthalpic

in origin rather than entropic, and the association is driven by attractive interactions. Typ-

ical association free energies extracted from experimental studies of chromonic systems

are in the range of 7 to 14 kBT .42–46 These free energies of association are also consistent

with those calculated via atomistic simulation (Sunset Yellow:47 7 kBT , TP6EO2M:48 12

kBT , a thiacyanine dye:49 14 kBT and a series of cyanine dyes:50 8 to 15 kBT ).

The association of aromatic cores in chromonic mesogens gives rise to distinct opti-

cal properties which are determined by the angle between adjacent molecular planes.51–55

Direct face-to-face stacking results in a hypsochromic shift whereas offset staggered stack-

ing is attributed to a bathochromic shift, where these are termed H- and J-aggregates, re-

spectively (see Figure 1.5(a)). J-aggregates exhibit a narrow red-shifted absorption band,

compared to the monomer band, which was first observed in a pseudoisocyanine dye.56,57

The corresponding blue-shift, in H-aggregates, has been observed for similar dyes.58 From

these two association motifs, further complexity can be found for long ranged structures,

with suggestions such as layered phases, double-width columns, hollow chimneys and

brickwork models.59,60

Figure 1.5: Schematic of chromonic self-assembly: (a) arrangement of molecules in H-
and J-aggregates, (b) a H-aggregate stack and (c) a brickwork structure in a layered ar-
rangement.

The properties of chromonic mesophases can be exploited for many uses, where these

can be from the direct involvement of phases or the use of chromonic phases in preparing

materials.37 In principle, aligned films of chromonic phases can be produced by drying.

When an isotropic solution of chromonic mesogens is deposited on a substrate with mi-

crofeatures and evaporated, highly ordered ribbons can be obtained.61 A layer of a pho-

toresponsive polymer on a substrate can be used to align a chromonic N phase. When irra-



Chapter 1. Introduction 8

diated, the polymer layer reorients which can direct the alignment of the chromonic phase

and maintain this orientation during the drying process.62 Thin films of dried chromonic

phases can be used as polarising filters, where limitations in the range of absorption wave-

lengths can be improved by mixtures of two dyes.63 A N phase with a chiral dopant can

act as a compensator in a twisted nematic display cell, addressing the common greyscale

inversion and viewing angle problems.64 Supramolecular assemblies of extended aromatic

dyes, in general, have desirable electronic transport properties which make them useful in

organic electronics.65 A photovoltaic device can be constructed by depositing chromonic

columns on a layer of fullerenes, where the electron-accepting properties and high con-

ductivity of the stacks can be useful for light-harvesting purposes.66 Other applications of

chromonics include their use in controllable assembly of gold nanorods67 and in biosen-

sors68,69.

1.2 Molecular simulation

Computer simulation methods are powerful tools for the study of problems in soft matter

chemistry. Molecular simulation can reinforce or even offer new understanding into exper-

imental studies by providing detailed molecular level insights into a chemical system and

allowing for exploration of these systems with a level of freedom unattainable to experi-

ment. For a given phenomenon to be investigated by simulation, a balance must be struck

between the level of theory appropriate and its associated computational cost (see Figure

1.6). The use of quantum chemical methods, such as density functional theory70, can be

used to study the electronic structure of single molecules. A classical mechanics approach

with atomistic resolution models can allow for study of relatively sizeable systems using

molecular dynamics.71 However, conventional atomistic simulation becomes intractable

for the study of phenomena requiring many hundreds or thousands of molecules. In order

to access larger length and longer time scales, a coarse-grained simulation approach may

be used, where multiple atomistic sites can be combined into a single interaction site.72

The aim of this approach is to develop models of lower resolution with a reduced number

of degrees of freedom, whilst retaining the key chemistry and physics required to study

the relevant phenomena. At even longer length and time scales, mesoscale methods can be

employed73, with techniques such as dissipative particle dynamics74 and lattice Boltzmann
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methods75.

Figure 1.6: Different resolutions for molecular simulation, as a function of accessible
length and time scale.

1.2.1 Atomistic simulation and molecular dynamics

Bill Bryson wrote “Protons give an atom its identity, electrons its personality.” in his book

‘A Short History of Nearly Everything’. This sentiment forms the basis for quantum chemi-

cal methods which model nuclei and electrons independently and explicitly, where the aim

is to attempt to solve the Schrödinger equation with the molecular Hamiltonian. The deter-

mination of the electronic structure of a system allows for various molecular properties to

be calculated with high accuracy. However, this comes at a large computational cost and

is limited to small systems and short timescales. Alternatively, many molecular systems

can be modelled using a classical mechanics approach which avoids the complexity of

computing electronic motions, and allows for significantly larger systems to be simulated.

In molecular mechanics at an all-atom resolution, the nucleus and electrons for an atom

are unified into a single particle. Interactions between atoms, arising from electronic ef-

fects, are represented by potentials. Generally, an atom will have an associated partial

charge, to represent its electron density, which is invariant in simulation. Instantaneous

effects and interactions originating from shifts in electron density, termed van der Waals

interactions, are typically modelled by a Lennard-Jones 12:6 potential. The molecular ge-
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ometry (bond stretching, angle bending and torsional profiles) can be treated as springs

with a harmonic oscillator. Overall, these components are combined into a set of func-

tions/parameters to calculate the potential energy of a system and is colloquially known as

a molecular force field. Further details can be found in section 2.1.

The parameters for the defined functions within a force field determine the behaviour of

an atom with typical values required being partial charges and Lennard-Jones parameters.

For groups of atoms, equilibrium bond lengths, angles and dihedrals and their associated

force constants will need to be defined. Parameter sets can be obtained from experimen-

tal data or quantum chemical calculations. Equilibrium values for intramolecular terms

can be extracted from X-ray diffraction or crystallography data, and their force constants

from vibrational spectra. The parameters for intermolecular terms are more difficult to de-

termine and can be gained through an iterative protocol that aims to reproduce the target

data. Furthermore, force field parameters as a whole may need to be optimised to repro-

duce the target data. The purpose of the force field introduces several considerations into

its parametrisation: i) is the goal maximum accuracy for a specific type of system or to have

a wide coverage of chemical space?, ii) what are the target properties the force field aims to

reproduce and how do they pertain to its intended use? and iii) how transferable is the force

field across thermodynamic state points? To this effect, many force fields exist which differ

in the set of data used for parametrisation, functional forms of its terms and compounds for

which it specialises in. Examples of popular force fields are AMBER76,77, CHARMM78,

GROMOS79–81 and OPLS82,83 whose parametrisations commonly target properties such as

heats of vaporization and densities in the condensed phase. A modification can be made

to all-atom force fields where hydrogen atoms on hydrocarbons, for example, are treated

implicitly in an united-atom approach, increasing the computational efficiency of the force

field.80,84,85

The treatment of electrostatics in force fields by fixed point charges has limitations in

capturing the response of charge distribution to the environment. Polarisable force fields

have been developed to address this issue.86 The Drude oscillator model uses a massless

virtual particle that carries a partial charge which is attached to an atom with a harmonic

spring.87 The change in position and orientation of this site in response to a change in elec-

trostatic environment mimics an induced dipole. Polarisability can also be modelled by a

multipole representation, as presented in the AMOEBA force field.88 In this framework,
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each atom has a permanent multipole moment consisting of a monopole/partial charge, a

dipole vector and a quadrupole tensor. The interaction of permanent multipoles produces

induced dipoles at each site, which can further induce dipoles themselves.

For a given configuration of a system, the potential energy can be calculated with its

force field. The aim of simulation is to sample an ensemble of configurations which can be

analysed. By concatenating the positions of all the sites in a system to a 3N dimensional

vector R, we can define a point in configuration space which describes the instantaneous

configuration of the system, from which the potential energy V (R) can be determined.

Similarly, the collective momenta of each particle in the system can be represented by

a point in momentum space. Combined together, this is referred to as phase space and

simulation methods allow for the exploration of this. Molecular dynamics simulations

involve the calculation of forces through F = −∇V (R). Newton’s second law, F = ma,

then gives the acceleration of a particle which is the second derivative of the position with

respect to time, and velocity is the time derivative of position. Hence, solving this equation

provides a method to advance the positions of atoms as a function of time (described in

greater detail in section 2.2). Alternatively, Monte Carlo methods can be used to sample

configuration space through the Metropolis–Hastings algorithm.89,90 In this method, a trial

move involving a change in conformation, orientation or position of the molecules is made.

If the new configuration has a lower potential energy than the previous one, the move is

accepted. If the potential energy of the new configuration is higher, the move is accepted

or rejected by comparing a random number to the acceptance probability (according to its

Boltzmann factor).

1.2.2 Coarse-grained modelling

A coarse-grained modelling approach, where groups of atoms are represented as single in-

teraction sites, facilitates molecular dynamics investigations into soft matter systems well

beyond the time and length scales available for all-atom simulations.72 There are a number

of ways by which coarse-grained models allow for a speed-up in simulation time or an in-

crease in system size: i) the number of particles representing the system is reduced, ii) the

potential energy surface of the system is smoother, iii) the interaction potentials are often

simplified and iv) a larger time step can be employed. The first reason is straightforward

in its effect; a reduced number of particles per molecule allows for more molecules to be
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present in the system for the same total number of particles in an all-atom system. The

second reason arises from the mapping of an all-atom model to a lower resolution coarse-

grained model. The coarse-grained model will be defined by the slow, relevant degrees

of freedom of the atomistic model whereas the fast degrees of freedom are removed or

averaged into the coarse-grained model. The loss of degrees of freedom removes their

explicit entropic contributions which are compensated for in the enthalpic contributions.

Overall, this results in a flattening of the all-atom potential energy surface into a smoother

landscape which improves the efficiency at which configuration space is sampled. The

third reason arises from a neglect of contributions to the interaction potentials which often

simplifies their form. This can simply be a neglect of electrostatic forces in the resulting

model, where their contributions are usually implicit in the coarse-grained potentials. A

more fundamental approximation to the interaction potentials is their implementation in

coarse-grained simulations as effective pair potentials in order to limit computational ex-

pense. The effective nature of a potential refers to the amalgamation of multiple effects into

a single potential which allows a given problem to be decomposed to fewer dimensions.

The fourth reason is related to a combination of the removal of fast degrees of freedom

and the use of more simplified potentials, which enables a larger time step to be used in

molecular dynamics.

The partition function for an all-atom (AA) system can be expressed as

QAA = c

∫
dR

∫
dr e−UAA(R,r)/kBT, (1.2)

where c is a constant, UAA is the all-atom interaction potential, kB is the Boltzmann con-

stant and T is the temperature.72 R and r denote ‘slow’ and ‘fast’ degrees of freedom,

respectively. A multibody potential of mean force can be obtained by integration and is

defined by

Ueff(R) = −kBT ln

[
c
∫
dr e−UAA(R,r)/kBT

]
. (1.3)

This can be regarded as the free energy for the removed degrees of freedom of a coarse-

grained (CG) configuration and it follows that

QAA = QCG =

∫
dR e−Ueff(R)/kBT. (1.4)
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While this basic formulation is thermodynamically consistent, the multibody nature of this

potential makes it difficult to evaluate and implement practically in computer simulations.

Thus, most coarse-graining procedures will employ the use of pair potentials to simplify

the nature of the interactions; however, this comes at the cost of thermodynamic consis-

tency and the loss or averaging of multibody contributions to the potential energy of a

coarse-grained configuration.

The aforementioned origins for the acceleration of molecular dynamics simulations

in a coarse-grained framework may seem practical and beneficial, but they often come at

a cost of accuracy. The development of coarse-grained potentials is a key challenge in

computational chemistry and there is considerable interest in the systematic generation of

potentials, given a defined mapping scheme, which are representative in terms of structure

prediction and sufficiently transferable over a range of thermodynamic conditions. There

are two classes of systematic coarse-graining procedures which differ in the type of data

used in the parametrisation process. A bottom-up approach aims to construct potentials

which reproduce microscopic properties obtained from an atomistic level simulation. On

the other hand, a top-down approach attempts to parametrise potentials based on macro-

scopic quantities such as thermodynamic data from an experiment.

A bottom-up coarse-graining approach constructs lower resolution models on the basis

of a more detailed (fine-grained) system. In principle, these methods derive coarse-grained

potentials that reproduce target quantities, commonly obtained from an all-atom simula-

tion, that describe the effective interactions between coarse-grained sites. The many-body

potential of mean force (PMF) can be completely specified as91

W (R) = −kBT ln

[∫
dr e−U(r)/kBTδ(M(r)− R)

]
, (1.5)

where W (R) is the many-body PMF, U(r) is the potential for the atomistic model and

M(r) is a mapping operator. Thus, the many-body PMF is entirely defined by the atomistic

model and the mapping operator. Here, the Dirac delta function δ(M(r)−R) selects all the

atomistic configurations, r, which map to a given coarse-grained configuration, R. W (R) is

a measure of the weight of each coarse-grained configuration according to the Boltzmann

weight of the atomistic configurations mapped to it. Therefore, this function can be used to

evaluate a distribution of coarse-grained configurations that is equivalent to the atomistic

model for a given a mapping scheme. The many-body PMF is considered a configuration-
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dependent free energy, where its gradient corresponds to the conditional average of the

atomistic forces and, as a function of R, V and T, can be used to reconstruct structural

and thermodynamic properties of the all-atom model.91 However, the dependence of this

many-body PMF on the coordinates of all coarse-grained configurations results in a prob-

lem too difficult to solve or too complex for use in simulation. It is the goal of bottom-up

coarse-graining strategies to approximate W (R) and determine potentials that are tractable

for use yet accurate in recreating atomistic behaviour in further simulations.

As defined by Brini et al., bottom-up coarse-graining strategies can be grouped into

two categories.72 In parametrised methods, the aim is to construct potentials that will re-

produce target properties or distributions calculated by atomistic simulation. These can

be structure based with methods such as iterative Boltzmann inversion92 (see section 2.5),

inverse Monte Carlo (IMC)93 and relative entropy (RE)94,95, where these methods target

reproduction of radial distribution functions through different implementations. For IMC,

cross correlations within and between interactions are computed for the update of poten-

tials, with the update itself being based in statistical mechanics. The RE method seeks to

minimise the relative entropy, a quantity which describes the extent of phase space overlap

between a coarse-grained and an atomistic system in terms of probability density distri-

butions. Another approach is to match force distributions from the underlying atoms to

the forces acting between their coarse-grained sites, known as force matching or multi-

scale coarse-graining (see section 2.6).96–98 The second category of methods are termed

derived methods, where the potentials are directly calculated from the atomistic model.

This includes methods such as using the pair potential of mean force99, effective force

coarse-graining100 and the conditional reversible work method101.

A top-down coarse-grained model is, generally, developed from experimental thermo-

dynamic data that is observed at or above the length scale of the coarse-grained model.

The natural question that arises is the chemical specificity of top-down models, in dis-

parity from bottom-up models for which chemical specificity is innate. In principle, a

top-down model can reproduce a given experimental property without any relation to

the fine-grained system, but this can be addressed by constructing models with the aim

of capturing particular properties of the system of interest. The Martini force field (see

section 2.7) is a popular top-down coarse-graining framework which provides a library

of bead types to construct models with.102–106 The interactions between these beads are
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parametrised against partitioning behaviour between aqueous–hydrophobic environments

with the goals of high transferability and wide coverage of chemical space. Using statisti-

cal associating fluid theory (SAFT), coarse-grained potentials can be obtained through an

algebraic link between thermodynamic data and a molecular bead model.107–109 In SAFT-γ

Mie theory, parameters for Mie potentials for a tangentially-connected chain of beads are

fitted to reproduce thermodynamic data over a series of experimental reference points.

Machine learning techniques have emerged as powerful tools to study large datase-

ts, and have recently been exploited in analysing data from molecular simulation and in

parametrising coarse-grained force fields.110,111 One use of coarse-grained models is to

generate equilibrated configurations of complex or large systems, and then backmap to

a fine-grained atomistic representation for further analysis. The challenge is backmap-

ping to an accurate physical structure, where a machine learning approach has been pro-

posed.112 Neural networks and unsupervised learning methods have been used as analysis

tools to distinguish local structures in single-particle model colloidal or glass former sys-

tems.113–115 From a bottom-up perspective, neural networks can be trained on all-atom

simulations to learn the many-body PMF and extract the free energy surface at a coarse-

grained resolution.116 By formulating force matching as a supervised machine learning

problem, in a deep learning117 or graph neural network118 approach, coarse-grained mod-

els have been developed which inherently capture multibody effects. The application of

machine learning has also been used to parametrise coarse-grained water models using an

extensive training set of properties derived from atomistic simulations and supplemented

by experimental data.119

In coarse-grained modelling, there are two big issues that can arise: the representability

and transferability problems. Representability is concerned with the ability of the coarse-

grained model to reproduce and represent properties at the thermodynamic state point at

which it is parametrised.120 Transferability is concerned with the ability of the model to

be predictive at different state points that it was not parametrised at.72 The origins of these

problems can be traced to the state point dependence of the effective pair potentials.121

Coarse-graining changes the balance of enthalpic and entropic contributions to the free

energy, which can lead to drastically different behaviour in the coarse-grained system.

However, the correct phase behaviour may be observed if free energy changes are rep-

resented well. Another problem is the unrealistic pressures obtained in coarse-grained
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simulations, where structure based methods can greatly overestimate the pressure of water

at ambient conditions.122 Moreover, a set of potentials that provide an exact reproduc-

tion of structure may not result in correct thermodynamic properties being reproduced, as

a coarse-grained potential parametrised to one observable may not be able to reproduce

other observables at the same thermodynamic state point.123

1.3 Scope of Thesis

The aim of this thesis is to investigate hierarchical self-assembly in soft matter systems

by molecular dynamics simulations using models at various resolutions, with a focus on

propagating information between different resolutions through multiscale modelling ap-

proaches. There are two classes of systems of interest which both self-assemble into or-

dered structures or phases, and constitute a comprehensive range of liquid crystals to study

the effectiveness of coarse-graining here. This includes thermotropic liquid crystals of

calamitic and discotic mesogens such as the cyanobiphenyl dimer CB7CB, which forms

the twist-bend nematic phase, and a discotic perylene dye with oligoether substituents.

Progress in the molecular simulation of liquid crystals has been reviewed.124,125 The main

focus in this work is on lyotropic systems of ionic dyes, containing an extended aromatic

core, in aqueous solution, which aggregate into columns or complex stacked structures

and can further organise into liquid crystal phases. This classification encompasses com-

pounds such as chromonic liquid crystals which have been extensively studied using all-

atom molecular dynamics simulations.47–50,126–135 Using atomistic models, insights into

the thermodynamics of self-assembly, local molecular ordering and interplay between

structures have been gained. Since the study of mesophases and complex large-scale ag-

gregates of these compounds requires simulation on time and length scales inaccessible

to all-atom models, coarse-grained simulation approaches are indispensable in facilitat-

ing further investigation. However, the coarse-graining of chromonic systems is highly

challenging as a subtle balance between hydrophilic and hydrophobic interactions within

the molecule must be achieved. Numerous studies on the coarse-graining of chromon-

ics were focused on the non-ionic mesogen TP6EO2M.136–139 This thesis continues the

pursuit in developing coarse-grained methodologies to study hierarchical self-assembly

across a range of liquid crystals through the application, assessment and improvement of
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systematic approaches to induce a paradigm shift in coarse-graining soft matter systems.

The organisation of this thesis is as follows. This first and current chapter presents a

comprehensive background into liquid crystals and the unusual class of lyotropic systems

known as chromonic liquid crystals. The field of molecular simulation is then generally

introduced, covering the various levels of computational chemistry.

Chapter 2 provides a more in-depth background into the theory and methods of com-

puter simulation used in this work. The theoretical details, accompanied with a review of

the literature, for the coarse-graining methods utilised are presented.

Chapter 3 presents coarse-graining results on a thermotropic nematic liquid crystal

based on the cyanobiphenyl moiety, CB7CB. The aim of this work is to study the effect of

coarse-graining on this nematogen and venture toward simulating the twist-bend nematic

phase. Molecular liquids for fragments of this mesogen, benzonitrile and heptane, and

their miscible mixture are investigated. This serves as a prelude to further coarse-graining

of more complex compounds in aqueous solution.

Chapter 4 focuses on all-atom molecular dynamics simulations of a series of four ionic

cyanine dyes: PIC, PCYN, TTBC and BIC. The atomistic models were used to study

the thermodynamics of self-assembly of the dyes and demonstrate their association into

two classes of structures, where these observations allow for increased insight into these

systems and validation of subsequent coarse-grained models.

Chapter 5 looks into the performance of different coarse-grained mappings and meth-

ods on models for cyanine dyes. Firstly, the aim is to assess and compare unmodified

approaches for a single system. Secondly, approaches to improve the representability of

coarse-grained models for cyanine dyes are tested.

Chapter 6 details all-atom simulations and the development of coarse-grained models

for a chromonic perylene dye. While thematically similar to the cyanine dyes, this mesogen

features a number of structural and behavioural differences that should render it more

conducive to coarse-graining. Furthermore, a thermotropic analogue is studied under the

hypothesis that the absence of an aqueous nature will diminish the difficulty of coarse-

graining compared to a chromonic mesogen.

Finally, chapter 7 will summarise the research presented in this thesis.



Chapter 2

Computer Simulation and

Coarse-Graining Methods

2.1 Force fields

In classical molecular simulations, a force field is used to determine the potential energy

of the system and is comprised of a set of potential energy functions which represent

the various contributions to the total energy. These can be categorised into two sets of

contributions given by

Utot = Ubonded + Unonbonded, (2.1)

where each term is composed of a number of subterms which describe more detailed com-

ponents of the system. The general formulation used is

Ubonded =
∑

Ubond +
∑

Uangle +
∑

Udihedral (2.2)

Unonbonded =
∑

Uelectrostatic +
∑

Uvan der Waals, (2.3)

where each component is a summation of the interactions of that class present in the system

and can assume a variety of functional forms.

18
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Bonded interactions

The intramolecular bonded terms of the force field determine the molecular geometry and

structure of the molecules. The first term represents bond stretching and is defined between

pairs of connected sites. This is generally modelled using harmonic potentials of the form

Ubond =
1

2
kr(r − r0)

2, (2.4)

where kr is the force constant, r is the bond length and r0 is the equilibrium bond length.

The force constant of the bond is proportional to the vibrational frequency of the motion.

According to Nyquist’s theorem140, a caveat is introduced such that the time step for sim-

ulation must be less than half the period of the fastest vibration. The use of a harmonic

potential to approximate bond stretching is reasonably accurate close to the equilibrium

bond length, but may require the use of an asymmetric Morse potential141 to better repre-

sent bond stretching for a wider range of distances.

The angle bending term is defined between three connected sites and is commonly

described by a harmonic potential

Uangle =
1

2
kθ(θ − θ0)

2, (2.5)

where kθ is the force constant, θ is the angle and θ0 is the equilibrium angle. Compared to

bond stretching, a deviation from the equilibrium value causes an increase in energy but

on a much smaller scale.

For a group of four sites i, j, k and l, a dihedral angle can be defined between the planes

formed by sites ijk and jkl. This may be simply represented by the potential

Udihedral = kϕ(1 + cos(nϕ− ϕ0)), (2.6)

where kϕ is the force constant, n is the periodicity, ϕ is the dihedral angle and ϕ0 is the

equilibrium value. If the sites (i, j, k and l) within a dihedral are connected consecutively,

this is known as a proper dihedral whereas other cases are known as improper. Generally,

proper dihedrals determine the flexibility around its central bond and improper dihedrals

may be used to ensure planarity within a molecule. Another commonly used form for

dihedrals is the Ryckaert–Bellemans (RB) function142,143
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Udihedral =
5∑

n=0

Cn(cos(ψ))
n, (2.7)

where Cn are coefficients and ψ = ϕ− 180◦.

Constraints

The explicit modelling of bond vibrations in MD simulations limits the size of the time

step and increases the computational cost. Constraints can be used to replace bonds and

allow for a larger time step to be used. One of the most efficient constraint algorithms is

the Linear Constraint Solver (LINCS) method.144 This algorithm uses two steps. Firstly,

an updated bond is projected onto the old bond and then, secondly, a correction is applied

to satisfy the specified length.

Non-bonded interactions

The non-bonded terms in the force field describe intermolecular interactions in the system

and are the most computationally intensive terms. These can also apply within a molecule

if sites are separated by more than three bonds, generally. In most classical force fields,

a given atomic site will have an associated partial charge to represent its electron density.

Within a defined cutoff, the energy arising from electrostatic interactions can be calculated

from a Coulomb potential

Uelectrostatic =
qiqj

4πϵ0ϵrrij
, (2.8)

where rij is the intersite distance, ϵ0 is the vacuum permittivity, ϵr is a dielectric constant

and qi and qj are point charges on sites i and j, respectively. Long-range electrostatics

may be handled by the reaction-field method145 which assumes a constant dielectric en-

vironment, ϵrf , beyond the cutoff. A more complex and commonly used approach is the

particle-mesh Ewald (PME) method.146 Short-range electrostatics are calculated by the

Coulomb potential in direct space, but the long-range contributions are summed in recip-

rocal space using a Fourier transformed grid of the charge distribution.

The interactions between sites not attributed to electrostatics are termed van der Waals

interactions and encompass the dispersion, repulsion and induction effects. This is typi-

cally represented by the r−6 term in the Lennard-Jones (LJ) potential
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Uvan der Waals = 4ϵ

[(σ
r

)12

−
(σ
r

)6
]
, (2.9)

where ϵ is the well depth and σ is the distance at which ULJ = 0. The distance at which

ULJ = −ϵ is given by rmin = 21/6σ and is the distance where the strongest interaction

between two particles occurs. At distances shorter than this, there is a repulsive slope

(controlled by the r−12 term) which prevents overlap of particles and at distances larger

than rmin, there is an attractive region where the energy decays to zero. Other analytical

forms that are used are the generalised version of the Lennard-Jones potential, referred to

as Mie potentials (where the exponent terms are not fixed to n = 12 andm = 6), or Morse

potentials, where both these functions allow for greater freedom in controlling features

of the potential. For coarse-grained force fields, it is often beneficial to adopt numerical

potentials, which are tabulated, and do not assume a fixed functional form. In practice,

interactions between particles at large distances is negligible and a cutoff is employed,

such that the potential is shifted by a constant so that UvdW = 0 at rcut and interactions are

not calculated beyond this.

2.2 Molecular dynamics

The potential energy functions defined in the force field can be used to calculate the force,

Fi, on any atom i in the system. Forces are the negative derivatives of a potential energy

function, V (ri), and are given specifically in this case as

Fi = −∂V (ri)
∂ri

. (2.10)

Molecular dynamics (MD) simulations solve Newton’s equations of motion for a system

of N interacting atoms where the equations are given by

Fi = mi
∂2ri
∂t2

; vi =
∂ri
∂t

; Fi = mi
∂vi
∂t

, for i = 1 ... N . (2.11)

These equations can be solved in appropriate time steps to move atoms in a simulation

using a leap-frog algorithm for integration.147 The algorithm requires positions ri at time t

and velocities vi at time t− 1
2
∆t. Positions and velocities in the system are updated using

the forces Fi(t) determined by positions at time t through the relations
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vi(t+
1

2
∆t) = vi(t−

1

2
∆t) +

∆t

mi

Fi(t) (2.12)

ri(t+∆t) = ri(t) + ∆tvi(t+
1

2
∆t). (2.13)

A suitable time step, ∆t, must be carefully selected so that the fastest motions in the system

are captured yet still allowing the simulation to run efficiently. Other integration methods,

such as the velocity Verlet algorithm, are available.148

Stochastic dynamics

Stochastic dynamics (SD) add a noise and friction term into Newton’s equations of mo-

tion. This integrator can be used for single molecule simulations in a vacuum to imitate the

presence of a solvent (via the friction term) so that a representative distribution of confor-

mations, corresponding to the sampling of a condensed phase with molecular dynamics,

can be obtained. The resultant equation is given by

mi
∂2ri
∂t2

= Fi −miγi
∂ri
∂t

+ Ri. (2.14)

The first term is the total force without modification, the second term is a frictional force

(where γi is a friction constant) and the third term is a random force representing a noise

process which adds randomness to motion.

Periodic boundary conditions

Finite systems are subject to boundary effects when simulating a bulk liquid. Instead

of simulating a very large system, periodic boundary conditions can be applied.149 This

involves a small unit cell which is replicated in three dimensions which effectively removes

any boundaries. The minimum image convention is also used, where only the nearest

image of a particle is used for interactions.

Thermodynamic ensembles, thermostats and barostats

A particular set of conditions may be held constant in simulation, where these conditions

within statistical thermodynamics are known as the ensemble. There are two commonly
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used ensembles for MD simulation: the constant NVT (canonical) ensemble and the con-

stant NPT ensemble, where N is the number of particles, V is the volume, T is the temper-

ature and P is the pressure. In the NVT ensemble, the dimensions of the box are fixed to

keep the volume constant, whereas in the NPT ensemble, the box size is allowed to vary

in order to maintain a constant average pressure.

The temperature in a simulation is proportional to the squared velocities of the particles

in the system. A simple way to control temperature, therefore, is to alter the velocities. The

Berendsen thermostat controls the temperature of the system by weakly coupling it to an

external heat bath to scale the velocities by a factor.150 For a given reference temperature

T0,

dT

dt
=
T0 − T

τ
, (2.15)

where τ is a time constant. The weakness of this approach is that since the same scal-

ing factor is applied to all velocities, a proper canonical ensemble is not generated and

fluctuations of the kinetic energy are suppressed. To sample within a correct Boltzmann

distribution of velocities, the velocity rescaling thermostat can be used, where the Berend-

sen thermostat is modified with an additional stochastic term.151 Alternatively, the Nosé–

Hoover thermostat can be employed.152,153 This adds a friction term and a thermal reservoir

into the equations of motion so that the contributions to the energy and coupling to the heat

bath are solved deterministically.

The pressure in a MD simulation can be calculated according to the virial pressure

equation

P =
NkBT

V
+

1

3V

N∑
i

ri · Fi, (2.16)

where pressure is inversely proportional to the volume of the box. In a similar fashion to

thermostats, scaling the box size allows for control of pressure. The Berendsen barostat

scales the box dimensions and coordinates, which acts as a first-order kinetic relaxation

towards the reference pressure.150 For production runs, a Parrinello–Rahman barostat is

typically used, which allows for pressure fluctuations to be captured better and for inde-

pendent scaling of box vectors.154
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2.3 Analysis techniques

Free energy of association

The free energy of association for a system can be evaluated from a potential of mean force

(PMF) along a reaction coordinate. If the reaction coordinate is a separation distance, then

the PMF describes the work done to pull two species apart. This PMF can be obtained by

a series of simulations where the molecules are constrained at specified points over a sep-

aration distance. The PMF, UPMF, is then calculated by integrating the average constraint

force, ⟨fc⟩s, over the separation distance, s, according to the equation

UPMF(r) =

∫ rmax

r

[
⟨fc⟩s +

2kBT

s

]
ds, (2.17)

where r is the distance, rmax is the maximum distance and 2kBT/s is a kinetic entropy term

which accounts for the increase in rotational volume at larger separation distances.155–157

Free energy of hydration

The Bennett acceptance ratio (BAR) method can be used to calculate the free energy dif-

ference (∆FBA) between two states, A and B.158 Multiple intermediate states are defined

by a coupling parameter, λ, and a Hamiltonian, H , is calculated for each state. The free

energy difference between states i and j can then be evaluated according to

∆Fji = kBT ln
⟨f(Hi − Hj + C)⟩j

⟨f(Hj − Hi + C)⟩i
+ C, (2.18)

where

f(x) =
1

1 + exp(x/kBT)
. (2.19)

The value of the constant,C, is numerically determined to fulfil ⟨f(Hi−Hj+C)⟩j = ⟨f(Hj−

Hi +C)⟩i. The total free energy difference is calculated as the sum of all intermediate free

energy differences

∆FBA =
n-1∑
i=1

∆Fi+1,i. (2.20)

When decoupling interactions, particles may get very close to each other (near the end
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points when the interactions are weak) and cause large fluctuations in the potential energy.

This problem can be circumvented by using soft-core potentials given by

USC(r) = (1− λ)UA(rA) + λUB(rB) (2.21)

rA = (ασ6
Aλ

p + r6)
1
6 (2.22)

rB = (ασ6
B(1− λ)p + r6)

1
6 , (2.23)

where α is the soft-core parameter (0.5), σ is the radius of the interaction and p is a positive

integer (1).

Orientational order parameter

For a liquid crystalline system, the orientational order parameter, S2, is a measure of the

orientational order present in a system and is given by

S2 =

〈
3cos2θi − 1

2

〉
, (2.24)

where θi is the angle between a defined molecular vector, ûi for molecule i, and the director

of the system, n̂, and the angular brackets denote an ensemble average. This can be used

to discern the identity of a liquid crystal mesophase, where a value of S2 ≈ 0 indicates

an isotropic phase and S2 = 1 indicates a completely aligned system. The unit vector,

ûi, of the molecular long axis for a molecule i can be defined by selecting a pair of sites

or, more rigorously, as the eigenvector corresponding to the lowest eigenvalue found by

diagonalising the moment of inertia tensor for a molecule

Iαβ =
∑
i

mi(s2i δαβ − siαsiβ), (2.25)

wheremi is the mass of atom i, si is the vector between an atom i and the molecular centre

of mass (COM) and α, β is the cartesian axis. For discotic or chromonic mesogens, this

vector can be defined as the vector perpendicular to the plane of the core calculated from

three sites (j, k and l) by
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ui = ujk × ukl. (2.26)

In practice, the orientational order parameter can be determined from diagonalisation of

the order tensor

Qαβ =
1

N

N∑
i=1

1

2
(3uiαuiβ − δαβ), (2.27)

whereN is the number of molecules and δαβ is the Kronecker delta. The largest eigenvalue

provides the value of S2 and its associated eigenvector is the director, n̂, of the system.

Stacking distances and twist angles

In a stacked structure, the spacing between the molecular planes of adjacent molecules

can be determined in addition to the COM distances. The stacking distance, d, is defined

as the projection of the COM distance between two molecules along the average vector

normal to their cores according to

d = di · rij, (2.28)

where di is the vector defining the normal to the molecular plane and rij is the vector

between the COMs of molecules i and j. The twist angle between adjacent molecules in

a stack can be defined by

θ = cos−1 (v̂i . v̂j) , (2.29)

where v̂n is the unit vector obtained from vn as defined by

vn = Ln × dn. (2.30)

θ is the twist angle and Ln is the direction vector for molecule n.

2.4 Coarse-grained mapping

The first, and perhaps the most important, choice in coarse-graining is the mapping scheme

for the model. A coarse-grained model can only reproduce observables that are compat-
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ible with the resolution of the model and do not crucially depend on removed degrees of

freedom from the fine-grained system, noting that expressions for calculating observables

may also differ in the coarse-grained system due to a neglect in contributions from elim-

inated variables.120 Therefore, a mapping scheme must be carefully selected so that there

is a speed up in simulation but adequate chemical information is retained to exhibit re-

alistic behaviour (such as the flexibility of alkyl chains). It is typical for the mapping of

a coarse-grained model to be designed by hand where the user’s chemical intuition and

knowledge of the molecule allows for selection of what chemical information is contained

within a coarse-grained site. However, automated procedures for mapping and parametri-

sation with the Martini force field have been successful in the high-throughput screening of

molecules to calculate partition coefficients.159,160 In this thesis, the mapping schemes for

all the coarse-grained models presented were determined by chemical intuition. The inter-

action site for a coarse-grained bead can be defined by the centre of mass of its constituent

atoms as follows

RI = MI(rI) =
n∑
i

rimi
n∑
i

mi

, (2.31)

where RI is the position of coarse-grained bead I, ri and mi is the position and mass of an

atom i, respectively, and n is the number of atoms contained in the coarse-grained bead.

MI(rI) is a mapping operator which maps a coarse-grained configuration as a function of

an underlying configuration rI. Most coarse-grained studies will utilise a mapping of 2–

4 heavy atoms per coarse-grained bead, although this can be greater if appropriate for a

relevant observable or varied to allow for symmetry in the resulting model. For a given

number of site types in a coarse-grained model, the total number of pairwise interactions,

N , is

N =
n(n+ 1)

2
, (2.32)

where n is the total number of coarse-grained bead types present in the system.
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2.5 Iterative Boltzmann inversion

The structure of a system may be described by a radial distribution function (RDF) which

represents the probability of finding a given particle type located at a distance from a

reference particle, relative to an ideal gas. The expression for a RDF is given by

g(r) =
1

4πr2Nρ

N∑
i

N∑
j ̸=i

⟨δ(r − rij)⟩, (2.33)

where N is the number of particles, ρ is the number density and ⟨δ(r − rij)⟩ is the av-

erage number of particles in a shell of width δr at a distance r. This is also given by

g(r) = ⟨ρ(r)⟩/ρ, where this represents the ratio of the local density for particles at a

given distance compared to the bulk density. The peaks present in the RDF provide de-

tails into the structure of the system, and the shape of the function also allows for the state

(solid/crystal, liquid or gas) of the system to be distinguished.

For a pair of site types, we can define a potential of mean force from its RDF through

Boltzmann inversion

U(r) = −kBT ln g(r). (2.34)

From this relation, we can introduce an iterative procedure to parametrise coarse-grained

potentials which reproduce the pairwise structure in a reference system as described by

its RDFs. The iterative Boltzmann inversion (IBI) method92 refines an initial potential by

applying a change proportional to the difference between the coarse-grained and reference

RDFs according to

Un+1(r) = Un(r) + αkBT ln
gn(r)

gtarget(r)
, (2.35)

where U(r) here is the interaction potential, n is the step number and α is a scaling factor.

At each step, a short simulation is run with the current set of potentials to evaluate the

RDFs before the update to the potentials. This method is subject to the Henderson unique-

ness theorem which states that a given RDF only has one pair potential that will exactly

reproduce it.161 It is noted that, in practice, a number of potentials can reproduce a RDF

within an acceptable degree of error.

As the pressure in bottom-up coarse-grained models is often overestimated, a linear
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pressure correction92,162 can be incorporated into the IBI procedure as follows

∆U(r) = A

(
1− r

rcut

)
, (2.36)

where

A = sgn(∆P)0.1kBT min(1, |f∆P|) . (2.37)

In these equations, rcut is the cutoff distance, ∆P is the difference in pressure between the

reference and coarse-grained system and f is a scaling factor.

The IBI method is popular due to its straightforwardness and general applicability to

construct bonded and non-bonded potentials for a system. While this method does pro-

vide good structural representability, it usually struggles in producing potentials which

are transferable due to the heavy state point dependence of structural features in many sys-

tems. Nonetheless, the IBI method has been applied to a liquid crystal, 8AB8, where the

resulting coarse-grained models captured the phase behaviour with varying temperature

and density.163,164 IBI has also been used to develop coarse-grained models for a range

of polymer systems165–167, and these are relatively transferable between temperatures and

molecular weights for homopolymer systems.168 However, systems with many types of in-

teraction sites or where chemical environment changes with temperature/concentration be-

come problematic for transferability. A multistate extension (MS-IBI) has been proposed

which produces more transferable potentials through inclusion of target data from multiple

state points.169 The transferability of several coarse-graining methods has been assessed for

an octane-benzene system, where the application of the MS-IBI scheme clearly improves

transferability of the model (compared to IBI) but comes at the expense of representabil-

ity.170 The representability of models constructed through IBI can also be improved by

targeting the reproduction of Kirkwood–Buff integrals, which are calculated from RDFs

by

G = 4π

∫ ∞

0

[g(r)− 1] r2dr. (2.38)

This approach has been shown to better capture the solution behaviour of benzene-water

and urea-water systems, and can be implemented in an iterative scheme as direct targets

or as a correction to the potentials.123,171
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2.6 Multiscale coarse-graining / Force matching

Instead of matching structural properties for constructing coarse-grained potentials, a force

based approach can be used. The idea behind force-based methods is to match force dis-

tributions obtained from the atomistic reference to forces acting between coarse-grained

sites. The force matching method was first reported to calculate classical potentials from

first principles methods.96 This was extended into the framework of coarse-graining in the

multiscale coarse-graining (MS-CG) method.97,98 The MS-CG method utilises effective

pair potentials to approximate the many-body PMF for the system. The theoretical basis

from statistical mechanics has, subsequently, been derived and reported.172,173 Similar to

IBI, a function can be evaluated which is based on the difference between the PMFs of

the coarse-grained and all-atom systems. Minimisation of this function allows the true

effective many-body PMF to be approached. The variational principle derived is given by

χ2 =
1

3LN

L∑
l=1

N∑
i=1

∣∣F AA
il − F CG

il (x1, ..., xM)
∣∣2 , (2.39)

whereχ2 is the objective function be minimised,L andN are the total number of snapshots

and particles, respectively, F CG
il is the force on bead i in snapshot l for the coarse-grained

system, and x1, ..., xM are coefficients for fitting. F AA
il is the total force obtained by sum-

ming the forces from the underlying atoms which map to coarse-grained bead i in snapshot

l.

The MS-CG method has been used to develop a coarse-grained model of an ionic liq-

uid, for which resulting coarse-grained simulations show satisfactory structural and ther-

modynamic accuracy.174 A hybrid force matching procedure was adopted in this study,

where different coarse-graining methods can be applied to the same system.175,176 In partic-

ular, the intramolecular bonded interactions are obtained via Boltzmann inversion whereas

the intermolecular non-bonded interactions are developed using the MS-CG method. This

can have the advantages that the bonded potentials are easily obtained and it removes any

issues from a lack of sampling in the reference. Systems for which MS-CG models have

been developed range from molecular liquids98,162,170 to peptides177,178 and lipid bilay-

ers97,179. It has been shown that MS-CG can be used as an analysis tool by approximating

the many-body PMF of the atomistic system with respect to coarse-grained coordinates.180

A number of improvements have been implemented for the MS-CG method over the
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years. By adopting a mapping operator based on the centre of charge of the underlying

atoms in a CG site, it is found that structural correlations for polar compounds are bet-

ter captured.181 The use of improved basis functions can reduce problems associated with

statistical sampling errors and noise in the atomistic reference.182,183 In order to address

inaccuracy in the pressure of systems for MS-CG models, a volume-dependent term can

be introduced in the potential energy function which allows for correct volume fluctua-

tions in the NPT ensemble to be generated.184 This was further implemented in a self-

consistent pressure matching algorithm to determine volume-dependent potentials, where

an extended ensemble approach improves upon the transferability and accuracy of coarse-

grained potentials for heptane-toluene mixtures.185,186 A pressure correction can also be

applied by incorporating a virial constraint to the MS-CG procedure, and improved density

transferability can be achieved by including a density-dependent term.187 The addition of

three-body contributions into the force field as explicit potentials can increase its accuracy

compared to the two-body approximation alone, especially where changes in chemical

environment and concentration affect the behaviour.188,189 Multi-body effects can also be

incorporated by the use of local density potentials, which can be adapted from volume

potentials190 or parametrised concurrently with the pair potentials191.

2.7 Martini

The most popular and widely used coarse-grained modelling method is based on the Mar-

tini force field, a top-down model where building blocks are parametrised to reproduce

partitioning behaviour between aqueous–hydrophobic environments. It was originally

produced for biomolecular simulation, but has been extended to a range of other sys-

tems.102–105 The Martini force field consists of a library of coarse-grained beads whose

potentials have been extensively calibrated against thermodynamic data (to describe hy-

drophobic, van der Waals and electrostatic interactions) with the aim of high transferability.

Thus, the resulting beads can be used in a broad range of systems at various thermodynamic

state points without the need to reparametrise each time. The thermodynamic properties

used in the parametrisation of the Martini 2 force field were the free energies of hydra-

tion, enthalpies of vaporization and partition coefficients between water and an assort-

ment of organic solvents (hexadecane, choroform, ether and octanol). While intermolecu-
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lar interactions are largely determined by reference to experimental thermodynamic data,

the intramolecular interactions can be obtained with a bottom-up approach as mentioned

before. This incorporation of bottom-up aspects into this top-down model improves the

chemical specificity and accuracy compared to an exclusively top-down approach. Within

the framework of Martini 2, the models are based on a four-to-one mapping (except for

ring structures which require a finer mapping) and there are four main bead types: po-

lar (P), nonpolar (N), apolar (C) and charged (Q). Each bead type also has a number of

subtypes describing the polarity (from 1–5 with increasing polarity) or hydrogen bonding

capabilities. These particles interact via Lennard-Jones 12:6 potentials. The Martini force

field has been applied to vast range of systems such as polymers192,193, surfactants194–196,

nanoparticles197,198, lipids199,200 and protein–membrane interplay201–203.

One of the biggest problems associated with Martini 2 is the instability of P4 particles,

representing a mapping of four water molecules to a bead, compared to real water and its

tendency to freeze, even at 300 K and particularly when in contact with interfaces. The

standard solution to this problem is to introduce antifreeze particles, which are denoted

BP4, into the system. BP4 beads interact with solute particles in the same way as P4, but

have a larger effective radius when interacting with normal water sites so as to disrupt

the uniform lattice packing. The steep repulsive profile of the 12:6 potential seems to be

the source of the freezing issue, which leads to another solution of using a Morse poten-

tial for the water model.204 This has been exploited in a study on polyethylene glycol, in

conjunction with potentials derived using IBI, in bulk solution and at a water/air interface

which show that the combination produces good agreement on the polymer properties and

is transferable between the two environments.205 There is a neglect in electrostatic prop-

erties in Martini, where water as a solvent has no dipole moment or dielectric constant,

which results in a lack of explicit screening and instantaneous responses to charges, and

requires the use of a higher background dielectric constant. The desired effects can be

incorporated into Martini through the use of a polarisable water model which is modelled

in a three-site representation and allows for a lower dielectric constant to be used; in this

model, a central bead holds the LJ interaction and two oppositely charged sites constrained

to the centre can freely rotate to mimic a responsive dipole moment.206 Parameters for this

polarisable Martini approach have since been refined.207,208

A pitfall of the Martini framework is apparent by the presence of artificial energy bar-
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riers in dimerisation profiles when beads with a mismatch in size are used without size-

dependent cross interactions.209 Recently, the Martini 3 force field was formally published

with new bead types and improved interactions presented.106 This formulation now in-

cludes different bead sizes denoted S (small) and T (tiny) for three- and two-to-one map-

pings, respectively. Interactions within a defined block (organic, ion and solvent) have

been refined and expanded in terms of the number of interaction levels available to in-

crease coverage of chemical space. Each block also features specific cross interactions

between bead types and sizes. The need for antifreeze particles is discontinued with the

introduction of a new bead type for water.

2.8 Application of methods

Thus far, this chapter detailed various methods for computer simulation and coarse-grain-

ing, and this section will discuss the application of these methods in this thesis. Through-

out this work, molecular dynamics simulations using classical force fields were utilised

to study a range of systems. All coarse-grained models in this work (in chapters 3, 5 and

6) were mapped from an all-atom representation according to Equation 2.31 with vari-

ous numbers of underlying atoms contained within the beads. Coarse-grained potentials,

in the same chapters, were systematically developed using IBI, MS-CG/FM and Martini

methods, informed by fine-grained atomistic simulations as references or as validation tar-

gets. For liquid crystalline systems, analysis of the order parameter, as a function of time

or as an average, is indispensable in determining the extent of order present (in chapters

3 and 6). Similarly, the stacked structures observed in all-atom simulations in chapter 4

can be analysed in terms of stacking distances and twist angles. RDFs are employed as

part of IBI in the relevant chapters, but also to assess structural accuracy of the models

in chapter 3. The ubiquitous quantities used to evaluate models in this work are thermo-

dynamic properties: the free energy of association (in chapters 4, 5 and 6) and the free

energy of solvation/hydration (in chapters 3, 4, 5 and 6). Further methods and details for

the simulation and development of models will be presented in the relevant chapters.



Chapter 3

Systematic Coarse-graining of Soft

Matter

3.1 Introduction

Systematic coarse-graining methods can be used to develop chemically specific CG mod-

els of molecular liquids, which facilitate studies at length and time scales inaccessible to

all-atom simulations for the investigation of self-assembly in soft matter. The aim of sys-

tematic methods is to automate the parametrisation of CG potentials for a system, given a

mapping scheme, based on an underlying all-atom reference and/or experimental data. The

key challenge is to generate a set of potentials for a CG model that are able to reproduce

structural and thermodynamic properties at the state point at which it is parametrised, and

to be predictive at different state points that it was not parametrised at. These are known

as the representability120 and transferability72 problems, respectively.

Numerous studies on the development, assessment and comparison of coarse-graining

methods applied to molecular liquids have been conducted.72 Due to its ubiquity as a sol-

vent, water has been extensively coarse-grained with various mappings and parametrisa-

tion strategies.210,211 Generally, the systems selected for comparing coarse-graining meth-

ods are homogeneous single-component liquids.162,175,212 These studies typically map mol-

ecules to single sites, and rely on the simplicity of the systems to investigate the effective-

ness of the methods. However, the use of simple test systems to assess coarse-graining

methods does not allow for the evaluation of their ability to handle more complex scenar-

ios. Systems for which coarse-graining would be beneficial often have internal molecular

34
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structure and are inhomogeneous in nature, thus requiring multiple diverse interactions to

represent the system. Examples of comparative studies which feature more complex sys-

tems have utilised benzene-octane mixtures170, methanol-water mixtures212, urea-water

mixtures123,171 and a conjugated polymer system213.

Coarse-graining approaches have been applied to liquid crystals with the intention of

simulating systems beyond the reach of atomistic simulations.124 The simplest models are

idealised systems based on rigid hard particles, with molecular shapes such as ellipsoids214

or spherocylinders215. Subsequent models of chains of hard spheres containing rigid and

flexible segments show the N, SmA and SmC phases.216 Bottom-up coarse-graining meth-

ods were first utilised to develop a chemically specific CG model of an azobenzene-based

mesogen, 8AB8, via the application of IBI on its molecular fragments.163 However, the re-

sulting model was found to be unsatisfactory in capturing the correct phase behaviour. By

employing the IBI method to a supercooled isotropic liquid of 8AB8 at a temperature just

below the isotropic–smectic transition, the CG model is capable of capturing the SmA

phase and the phase transition within a reasonable margin.164 The choice of thermody-

namic state point for the reference is interesting as it is suggested that directly parametris-

ing to the SmA phase would introduce undesirable periodicity and long-range effects into

the potentials; therefore, a system with local nematic order that is overall isotropic and

is at the target temperature/density was selected. Similarly, the IBI method has been ap-

plied to the alkyl-cyanobiphenyl-based mesogen, 5CB. Here, the CG model incorrectly

exhibits a smectic phase but the nematic phase can be captured by artificially scaling up

certain interactions.217 The fragment-based approach (using IBI on isotropic liquids) was

re-examined to construct a CG model for 5CB, which included additional targets of the

density and structural features of the nematic phase in its parametrisation.218 This study

was successful in capturing the nematic phase and its properties. The transferability of

the aforementioned CG force field was tested for nCB homologues, where the expected

smectic phases are observed.219

This chapter starts with the coarse-graining of benzonitrile-heptane systems. These

consist of the pure liquids of benzonitrile (xPhCN = 1) and heptane (xPhCN = 0), and

their miscible mixture (xPhCN = 0.5). Common coarse-graining methods are applied

to these systems in order to assess the effectiveness of the approaches on a moderately

complex system of molecules with differing molecular structures and aromatic–aliphatic
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cross-interactions. The methods used are the bottom-up IBI and MS-CG methods, and

the top-down Martini 3 force field. In essence, this comparative study is similar to that

performed by Potter et al. on benzene-octane mixtures.170 In the current study, the aim is

to investigate the representability of the CG models constructed by various methods prior

to the coarse-graining of more complex systems, such as thermotropic and chromonic

liquid crystals. The assessment criteria for the structural accuracy of the models are the

RDFs of the various components, whereas the thermodynamic properties to be considered

are the enthalpy of vaporization and free energy of solvation.

The second section of this chapter focuses on the simulation of thermotropic alkyl-

cyanobiphenyl-based mesogens, for which benzonitrile and heptane are molecular frag-

ments. This is concentrated on CB7CB (see Figure 3.1(b)), which forms the twist-bend

nematic phase.23–26 Firstly, CB7CB will be studied at an all-atom resolution in terms of its

conformational chirality and phase behaviour. Using single-molecule simulations in the

gas phase, the scope of the investigation is expanded to the dimer series CBnCB (where

n = 6, 7, 8 or 9) and CBX(CH2)5Y CB (where X/Y = CH2, O or S). The effect of the

spacer length and heteroatom linkages are discussed in terms of the conformational distri-

butions of the bend angle and their molecular chirality. The NTB phase, from simulations of

CB7CB, was used as the AA reference to develop several CG models (via the IBI, MS-CG

and Martini methods) which will be compared and discussed.

Figure 3.1: (a) Molecular stuctures of (a) PhCN (left), heptane (right) and (b) the liquid
crystal dimer CB7CB.
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3.2 Computational details

Force fields

The General AMBER Force Field (GAFF) was used for all atomistic simulations (see Sec-

tion 2.1).220 The Antechamber package from AmberTools18221 was employed to obtain

Lennard-Jones potentials and partial charges for the force field, with the atomic charges

being determined via the AM1-BCC method.222 The resulting GAFF topologies were con-

verted into the appropriate input files for GROMACS using the ACPYPE script.223

Parametrisation of coarse-grained models

Bonded parameters for the PhCN, heptane and CB7CB CG models were determined by

calculating probability distributions from liquid-phase MD simulations, and defining equi-

librium values for the parameters based on the values of maximum probability in the distri-

butions. The mapping schemes and bonded parameters used for each model in this chapter

will be detailed in their relevant sections.

The non-bonded CG potentials can be obtained via the IBI method (see section 2.5)

and this procedure was performed with the VOTCA-CSG package, version 1.4.1.162,175,212

RDFs for this method were obtained from AA reference trajectories of 1000 snapshots.

A linear pressure correction was applied (see Equations 2.36 and 2.37) so that the system

exhibited a pressure of 1 bar at the correct density.

The MS-CG method (see section 2.6) was utilised to parametrise FM CG models,

in the hybrid force matching scheme.175,176 This was carried out in the BOCS (Bottom-up

Open-source Coarse-graining Software) package.224 Reference trajectories for this method

contained 1000 frames. The linear pressure correction (see Equations 2.36 and 2.37) was

employed to ensure that a pressure of 1 bar is exhibited at the correct density.

The Martini 3 force field is composed of a substantial library of bead types, based on

LJ potentials, which can be used to develop CG models (see section 2.7).106 It is noted

that this study was conducted prior to the formal publication of Martini 3, and so uses the

parameters released in the open beta version, unless otherwise stated.225
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Simulation details

Atomistic MD simulations were carried out using the GROMACS 2018.7 molecular dy-

namics simulation package for PhCN-heptane systems with a total of 1000 molecules.226 A

cutoff of 1.2 nm was used for all short-range interactions, where long-range electrostatics

were treated with the PME method.146 After minimisation, a 100 ps pre-equilibration run

in the NVT ensemble was carried out using the Berendsen thermostat followed by a 100 ps

pre-equilibration in the NPT ensemble with the addition of the Berendsen barostat.150 An

equilibration run of 200 ps and a subsequent production simulation for 100 ns employed

the Nosé–Hoover thermostat152,153 to maintain a constant temperature of 300 K, and the

Parrinello–Rahman barostat154 to maintain a constant pressure of 1 bar. Time constants of

1 ps and 5 ps were used for the thermostat and barostat, respectively. A leap-frog algorithm

was used with a time step of 1 fs for equilibrations with an increase to 2 fs for production

simulations, where constraints were applied using the LINCS method.144 A further 100 ns

MD simulation was carried out for each system to collect data.

All-atom MD simulations for CB7CB were performed using GROMACS 2021.1 for

systems of 512 molecules, but the simulation protocol is largely identical to the PhCN-

heptane systems. Simulations for the liquid crystal system used semi-isotropic pressure

coupling, such that the x/y and z dimensions can vary independently.

CG simulations were performed using a 2 fs time step for equilibrations and 5 fs for

production runs, where the length of each simulation stage follows their atomistic counter-

parts. The simulation parameters for the IBI and FM CG models are also identical to the

atomistic models, unless otherwise stated. No constraints were applied for CG simulations.

Time constants of 1 ps and 8 ps were used for the thermostat and barostat, respectively.

The Martini 3 models used a reduced cutoff of 1.1 nm for all interactions and a dielectric

constant of ϵr = 15.227 These models also used the velocity rescaling thermostat151 and

the reaction-field method for electrostatics145, where ϵrf = ∞ beyond the cutoff.

Free energy calculations

The enthalpy of vaporization, ∆Hvap, is calculated by

∆Hvap = ⟨Epot(g)⟩ −
⟨Epot(l)⟩

nmol

+ kBT, (3.1)
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where Epot(g) and Epot(l) are the potential energies in the gas and liquid phases, respec-

tively, and nmol is the number of molecules in the liquid phase. Epot(g), which represents

the intramolecular energy in the ideal gas, is determined by a 100 ns single-molecule sim-

ulation in a vacuum using the stochastic dynamics integrator.

Free energies of solvation, ∆Gsolv, were calculated by decoupling the intermolecular

interactions of a single molecule from its surroundings, where the solvation of the species

is the reverse of this process (see section 2.3). Coulombic interactions were first decou-

pled linearly before the van der Waals interactions, with a total number of 41 states of λ

between 0 and 1, with a spacing of 0.05. Simulations for each λ state consisted of a 1

ns equilibration followed by a 5 ns production run for data collection using the stochastic

dynamics integrator. Calculations for the CG models only consisted of 21 states, as there

are no partial charges present.

Chirality order parameter

Ferrarini et al. developed a surface chirality model to determine a chirality order parame-

ter, χ, based on a molecular isosurface which describes the coupling between the surface

chirality and orientational order of the molecule.228–231 The value of χ is positive for right-

handed conformers and negative for left-handed ones. Here, molecular isosurfaces were

generated using the Simple Invariant Molecular Surface (SIMS) method developed by

Vorobjev and Hermans.232 This utilised a rolling sphere algorithm where a spherical probe

with a diameter of 5 Å produced a corresponding van der Waals surface of a molecule with

a point resolution of 10 dots per Å2. Three tensors are obtained from the isosurface for the

calculation of χ: the surface tensor (T), the helicity tensor (Q) and the ordering matrix (S).

Numerical integration of the normal vectors over the surface points yields the surface ten-

sor, T, whereas integration over the molecular surface produces the helicity tensor, Q. The

ordering matrix, S, is calculated by integration of an orientational distribution function

involving an orienting potential describing the orientation of the solute molecule within a

liquid crystal phase.233 Finally, the chirality order parameter is calculated by

χ = −
(
2

3

) 1
2

(QxxSxx +QyySyy +QzzSzz) (3.2)

where Sii are the diagonal elements of the ordering matrix (S) and Qii are the diagonal
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elements of the helicity tensor (Q). Both these components are expressed in the principal

axis system of the surface tensor, T, which defines the molecular principal axes (Txx, Tyy
and Tzz) when diagonalised and describes the tendency for the axes to align with the rigid

part of the mesogen.

3.3 Results and discussion

3.3.1 Benzonitrile-heptane systems

3.3.1.1 Coarse-grained potentials

The mapping schemes used for PhCN and heptane are shown in Figure 3.2. For PhCN,

the cyano group is mapped to a single site and the phenyl ring is mapped in a 3:1 ratio.

Mapping schemes for benzene-based systems reported in the literature range from ultra-

coarse-grained (6:1) models123,234,235 to 3:1218,219 and 2:1102,170 representations, where a

3:1 mapping is favoured in CG models of phenyl-based liquid crystals. Since this chapter

will present work on a cyanobiphenyl-based mesogen, the phenyl group in PhCN was

mapped in the same way as the CB7CB CG model. The CG model of heptane uses a 2:1

mapping for the outer carbons and a 3:1 mapping for the central group. This mapping for

heptane allows for the flexibility of the molecule to be captured in the CG model. Overall,

the mappings give rise to 2 bead types in PhCN and 1 bead type for heptane, where the CG

beads are assumed to be of the same type and differ in mass only. CG potentials obtained

from IBI and MS-CG are presented in Figures 3.3, 3.4 and 3.5 for the PhCN, heptane

systems, and their 1:1 mixture, respectively. For the Martini 3 models, bead types of N =

TC6, C = SC4 and O = TC1 were used (where the central O bead in heptane is defined as

SC1).
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a) b)

N

C

O

Figure 3.2: Coarse-grained mapping schemes for (a) PhCN and (b) heptane.
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Figure 3.3: Coarse-grained potentials for the IBI and FM models of PhCN.
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Figure 3.4: Coarse-grained potential (OO) for the IBI and FM models of heptane.
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Figure 3.5: Coarse-grained potentials for the IBI and FM models of the PhCN-heptane
mixture.
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3.3.1.2 Structural accuracy

The representability of the CG models parametrised through the various methods is first

assessed for their structural accuracy via RDFs between the bead types present in the sys-

tems. The RDFs for the systems are shown in Figures 3.6, 3.7 and 3.9. A simulation

snapshot of the IBI CG model for the PhCN-heptane mixture is shown in Figure 3.8. As

expected, the IBI CG model exactly reproduces the AA RDFs due to their use as targets in

the parametrisation. The FM CG models similarly perform well in reproducing the local

structure as the force profiles used in the MS-CG method implicitly contain information

on the structure. For the Martini 3 models, it is found that their ability to capture the cor-

rect RDFs is not as good, compared to IBI and MS-CG, with the RDFs typically having a

more prominent peak at slightly shorter distances. This over-structuring likely arises due

to two reasons. The first is the CG bead types all have favourable LJ interactions between

them that are not offset by interactions with a solvent here. In contrast, the NN interaction

potentials (in the IBI and FM models) are largely repulsive in nature and the other interac-

tions are fairly weak. The second reason is the limited number of bead sizes for Martini 3

which, in this case, do not fully represent the sizes of the underlying chemical groups. On

the other hand, the IBI and MS-CG methods will produce CG potentials with interaction

distances matching the AA system, and determine customised cross-interactions between

the CG sites. It is noted that the nature of the Martini 3 force field allows for CG models

to be developed quickly and for the MD simulations to be more computationally efficient

compared to the IBI and FM models. This offers several advantages in cases where the CG

model is only intended to be qualitative or if the feasibility of applying the IBI/MS-CG

method is low due to a high number of interactions (or for a complex system). The use of

the Martini 3 framework also does not require the simulation of an AA reference.
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Figure 3.6: Radial distribution functions for the IBI, FM and Martini 3 models of PhCN.
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Figure 3.8: Simulation snapshot of the IBI CG model for the PhCN-heptane mixture.
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Figure 3.9: Radial distribution functions for the IBI, FM and Martini 3 models of the
PhCN-heptane mixture.
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3.3.1.3 Thermodynamic properties

Following on from structural accuracy, the CG models are now assessed in terms of cap-

turing the thermodynamic properties. The enthalpies of vaporization, ∆Hvap, and free

energies of solvation, ∆Gsolv, are summarised in Table 3.1. For ∆Hvap, the AA values

calculated here compare favourably (within 6 %) to experimental values of 55.5 kJ mol−1

and 36.4 kJ mol−1 for PhCN236 and heptane237, respectively. The values of ∆Hvap, for

PhCN and heptane, determined for the IBI models are about half that of the reference val-

ues. Similarly, the FM models produce ∆Hvap values that are too low but to a greater

extent than for the IBI models. This demonstrates the focus of these methods in repro-

ducing structural features rather than thermodynamic properties. In contrast, the Martini

3 force field which is parametrised to experimental thermodynamic data performs well in

capturing ∆Hvap for the systems. It is noted that refinement of the Martini 3 models to

better reproduce thermodynamic properties is readily achieved by selecting different bead

types to weaken/strengthen interactions or shift the balance between them.

Table 3.1: Enthalpies of vaporization (∆Hvap / kJ mol−1) and free energies of solvation
(∆Gsolv / kJ mol−1) for the IBI, FM and Martini 3 CG models of systems with number
fractions xPhCN = 1, xPhCN = 0.5 and xPhCN = 0.

Property AA IBI FM Martini 3

∆Hvap(PhCN) 52.3 ± 0.4 25.2 ± 0.4 13.5 ± 0.5 47.5 ± 0.4
∆Hvap(heptane) 38.5 ± 0.5 16.9 ± 0.6 6.2 ± 0.5 38.7 ± 0.4

∆Gsolv(PhCN, xPhCN = 1) -38.40 ± 0.10 -8.30 ± 0.02 -3.7 ± 0.4 -31.91 ± 0.06
∆Gsolv(heptane, xPhCN = 0) -19.81 ± 0.14 -9.42 ± 0.03 -9.50 ± 0.04 -27.4 ± 0.2
∆Gsolv(PhCN, xPhCN = 0.5) -32.9 ± 0.3 -8.37 ± 0.03 -5.6 ± 0.5 -30.49 ± 0.07
∆Gsolv(heptane, xPhCN = 0.5) -22.5 ± 0.2 -9.17 ± 0.07 -8.21 ± 0.12 -26.91 ± 0.08

Generally,∆Gsolv is captured well with the Martini 3 models but to a lesser extent com-

pared to ∆Hvap. This, once again, shows the strength of the Martini framework in terms of

representing the thermodynamics. The IBI and FM models are weaker in this area, where

the solvation free energies for these models are much lower than the AA values. The act

of coarse-graining causes a shift in balance between entropic and enthalpic contributions,

which can manifest as weaker interactions in the CG model.72 The removal of degrees of

freedom in the CG model decreases the entropic contribution to the free energy, and the

enthalpic term is reduced to compensate for this (accroding to G = H − TS). It is found

that∆Gsolv for heptane, in the pure liquid and the mixture, are slightly more agreeable with
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the target values than for PhCN. This could indicate that the incorporation of polarisability

effects of the cyano or phenyl groups into the CG potentials is poorer than required, and

could be addressed by placing partial charges on the CG beads, resulting in a rudimentary

dipole, or using a charged virtual site to mimic a quadrupole. However, it is unlikely that

these approaches would improve ∆Gsolv for heptane as it is nonpolar. While all the ther-

modynamic properties are underestimated for the bottom-up CG models, the FM models

fare worse than the IBI models. This is also observed in benzene-octane systems, where

the FM models overestimate ∆Gsolv but the IBI models are fairly accurate.170 Here, dif-

ferences could arise from how effectively the true nature of the interactions is captured in

the target distribution functions, particularly those of a pairwise definition. Considering

the cyano groups (NN interactions), it is possible that coarse-graining processes approxi-

mate its interaction as wholly repulsive, but there may be electrostatic effects which result

in spontaneous structure at the local level. For this interaction, IBI reproduces the RDF

which shows some ordering of the cyano groups, whereas the MS-CG method interprets

this interaction as completely repulsive due to the forces between the cyano groups. Thus,

the attractions within the IBI model are higher than that of the FM model resulting in the

lower ∆Hvap and ∆Gsolv observed for the FM models. This may, however, be an issue at

the atomistic level, where a polarisable force field could better capture the system proper-

ties and behaviour prior to bottom-up coarse-graining. At the CG level, three-body effects

and local density potentials could be employed to improve the representability.188–191

The IBI and FM CG models both produce density values in good agreement with the

AA systems, as the pressure correction ensures that a pressure of 1 bar is obtained at the

target AA volume/density. The densities calculated are 895 kg m−3, 670 kg m−3 and

810 kg m−3 for the AA systems of PhCN, heptane and the 1:1 mixture, respectively. The

Martini 3 models were found to overestimate the density in all cases with values of 1057 kg

m−3, 819 kg m−3 and 850 kg m−3 for PhCN, heptane and the mixture, respectively. This

discrepancy in the Martini 3 models originates in the bead sizes (where the volume of the

box is smaller as the molecules pack closer) and from the stronger attractions between the

CG sites, which are approximately double that of the IBI and FM interaction strengths.

Overall, no one coarse-graining approach is found to satisfy all the assessment crite-

ria for the representability of the PhCN-heptane systems. While the bottom-up (IBI and

MS-CG) methods display excellent structural accuracy in their resultant CG models, the
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performance in reproducing thermodynamic properties is poor. The opposite is true of

the Martini 3 models, although the structural accuracy is reasonable. Thus, it could be

suggested that the simplest route to developing CG models, that are highly representative

in all respects, is to optimise Martini 3 models to reproduce appropriate observables.

To test this approach, preliminary work was carried out using the ForceBalance238

software package to systematically optimise a CG model of Martini 3 water. Using a

Newton–Raphson algorithm, the LJ parameter set was optimised to produce several mod-

els: the first model exactly captured the density of water at 300 K, a second model repro-

duced both the density and ∆Hvap at a single state point and a third model that showed the

correct densities across a range of five temperatures.

3.3.2 Bent liquid crystal dimers and the twist-bend nematic phase

Introduction

Independently, Meyer239 and Dozov21 predicted that liquid crystal phases with local chi-

rality could be exhibited by bent achiral mesogens and was, later, supported by Mem-

mer22 in computer simulations. It was proposed that a pure uniform bend in space, arising

from the packing of bent molecules, is impossible and, thus, twist or splay deformations

of the local director must accompany the spontaneous bend. In the twist-bend nematic

(NTB) phase, a heliconical structure is formed in which the director is tilted with respect to

the helical axis, where there are equal numbers of degenerate domains of opposite hand-

edness. The NTB phase was first discovered for the dimer 1,7-bis-4-(4′-cyanobiphenyl)

heptane, CB7CB.23–26 Other dimer-based species,240–249 bent-core mesogens,250,251 and

supramolecular hydrogen-bonded systems252–255 have been reported to manifest the NTB

phase. Despite the wide assortment of materials studied, a general structure-property rela-

tionship for the NTB phase has not been established; however, it is found that a spatially uni-

form curvature is necessary irrespective of the underlying chemical groups.256,257 Possible

applications utilising the NTB phase such as optical devices,258–261 gels,262 photoswitchable

adhesives,263 and photoalignment technology264 have been reported.

The study of the emergent chirality in achiral liquid crystals has been facilitated by

molecular simulation including: the calculation of molecular chirality and helical twisting

powers;265–270 predictions of the dark conglomerate phase;271 and investigations of bent-

core mesogens29–33 An early CG model for a liquid crystal dimer represented the rigid
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mesogenic segments with anisotropic Gay–Berne units which were connected by a flex-

ible LJ chain.272 Simulations using this model demonstrated the spontaneous growth of

smectic phases from the isotropic liquid. At the same resolution, a similar model has been

used to study the Nx phase, where it was assigned as the polar-twisted nematic phase.273

Idealised models, such as a crescent-shaped model of connected hard spheres274 or curved

spherocylinders,275–277 have been found to form the NTB phase. At the all-atom level, con-

formational distributions23,248 and the NTB phase25 have been investigated in conjunction

with experiments.

In this section, all-atom simulations of bent liquid crystal dimers are presented. The

dimer CB7CB is investigated in its phase behaviour, where the NTB phase is characterised.

The conformational distributions of the bend angle and chirality order parameter are cal-

culated for the N and NTB phases. Using single-molecule simulations in the gas phase, the

scope of the investigation is expanded to the dimer series CBnCB (where n = 6, 7, 8 or 9)

and CBX(CH2)5Y CB (where X/Y = CH2, O or S). The all-atom results presented herein

is published in the paper278 “All-atom simulations of bent liquid crystal dimers: the twist-

bend nematic phase and insights into conformational chirality.” It is reproduced from Ref.

278 [G. Yu and M. R. Wilson, Soft Matter, 2022, 18, 3087–3096] with permission from

the Royal Society of Chemistry. Finally, various coarse-graining approaches are applied

to the CB7CB system in order to develop CG models that can be utilised to study the NTB

phase.

3.3.2.1 Atomistic simulation

Phase behaviour

A pseudo-nematic starting configuration was set up by randomly inserting 512 molecules

of CB7CB into a box (with dimensions of 8 nm x 8 nm x 16 nm), where the molecular

long axes were all aligned with the z axis of the box. Initially, an additional improper di-

hedral potential (with an equilibrium angle of 180◦ and force constant of 25 kJ mol−1) was

applied across each molecule, between the terminal nitrogen atoms and the linking carbon

of the mesogenic units with the alkyl spacer, and the corresponding atoms on the other

cyanobiphenyl segment in order to enforce an all-trans configuration of the heptane chain.

After a steepest-descent minimisation, a 100 ps pre-equilibration run in the NVT ensem-

ble was carried out using the Berendsen thermostat followed by a 100 ps pre-equilibration
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in the NPT ensemble with the addition of the Berendsen barostat. Simulations were per-

formed using semi-isotropic pressure coupling which allows for the x/y and z dimensions

of the system to vary independently. The system was compressed with a pressure of 100

bar for 1 ns, before an equilibration run of 500 ps was carried out using the Nosé–Hoover

thermostat to maintain a constant temperature of 370 K, and the Parrinello–Rahman baro-

stat to keep the pressure constant at 1 bar. At this point, the system exhibited a nematic

phase which acted as an ideal starting configuration. A final equilibration of 1 ns was ex-

ecuted without the additional biasing potential to allow for equilibration of the molecular

conformations and for the heliconical structure to start developing. Finally, a produc-

tion simulation of 1 µs was performed. MD simulations were carried out on the new N8

CIR supercomputer Bede, housed at Durham University, using one NVIDIA V100 GPU,

achieving a performance of 180 ns/day on a ∼30000 atom system.

Even after 100 ns, the system at 370K exhibited a heliconical structure which was

allowed to fully equilibrate over a long simulation. A snapshot of this simulated phase is

shown in Figure 3.10(a) in which molecules are coloured in blue, purple or red according

to their azimuth angle (ϕ) in the range -180◦ ≤ ϕ < -60◦, -60◦ ≤ ϕ < 60◦ and 60◦ ≤ ϕ ≤

180◦, respectively. The angle ϕ was calculated for the unit vector â which corresponds to

the molecular long axis of the molecule. A second unit vector b̂ can be defined as the unit

vector which bisects the two vectors between a terminal nitrogen atom and the COM of the

molecule. A schematic for these unit vectors is shown in Figure 3.11(c). In the final system,

a helical structure in which molecules are tilted with respect to the helical axis (which

coincides with the z axis) is clearly distinguished by visual inspection. Experimentally, it

is expected that there are equal numbers of domains with opposite handedness, but only

a left-handed helix is observed here. The resolution of the globally achiral NTB phase

into its chiral counterpart, the N*
TB phase, which only has domains of one handedness

can be achieved by introducing a chiral centre into the mesogen.279 Here it may be that

as the initial nematic phase resolves into a heliconical structure, one or more clusters of

a specific handedness form randomly and template the formation of the NTB phase with

one handedness only. Repeated simulations starting from the pseudo-nematic phase may

show that the NTB phase with the other handedness can also arise, and that the probability

of a either handedness being adopted is equal.
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a) b)

Figure 3.10: Simulation snapshots of a 512-molecule system of CB7CB showing the (a)
NTB phase at 370K and the (b) N phase at 440 K.

The defined unit vectors were utilised in the characterisation of the system. An orienta-

tional correlation function, Sbb, can be determined as a function of intermolecular distance

along the helical axis, r∥, by280

Sbb(r∥) =
N∑
i

N∑
j ̸=i

cij(b̂i · b̂j), (3.3)

where

cij = δ(|zij| − r∥)/
N∑
i

N∑
j ̸=i

δ(|zij| − r∥). (3.4)

Sbb(r∥) describes the polar correlations throughout the system, zij is the distance with

respect to the z components for the COMs of molecules i and j, and N is the number of

molecules. From the results in Figure 3.11(a), it can be seen that b̂ precesses about the

helical axis as expected for the NTB phase. This behaviour has been found for simulated
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phases previously.273,274 The minima/maxima occur at distances (n+1/2)p, where n is 0,

1/2 and 1, and the pitch of this simulated phase is 8.35 nm. The measured pitch is in good

agreement with those found experimentally in the NTB phase for CB7CB of ∼8 nm.25,26
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Figure 3.11: (a) Orientational correlation (Sbb) as a function of the helical axis, r∥, and the
(b) distribution for the conical tilt angle, θ, for the NTB phase at 370K. (c) A schematic for
the unit vectors â and b̂.

The conical tilt angle, θ, is defined as the angle between the unit vector â and the heli-

cal axis. A histogram of θ values calculated for the system is presented in Figure 3.11(b),

which shows that the molecules in the simulated phase are tilted with the most proba-

ble conical tilt angle measured to be 29◦. This is slightly higher than the ∼25◦ reported

experimentally.25,281,282
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The concluding system at 370 K was used as the starting point for a cooling/heating

sequence. In the temperature range of 350–470 K, simulations were performed at 10 K

intervals for 200 ns each. The average orientational order parameter, ⟨S2⟩, was determined

for unit vectors â and b̂ at each temperature. The resulting phase diagram is presented in

Figure 3.12 in which the stability range of the NTB, N and I phases are indicated. The NTB–

N phase transition is defined as the temperature at which helical ordering is lost (⟨S2⟩b ≈

0) and the I phase is identified when, additionally, ⟨S2⟩a ≈ 0.1. It is noted that, via visual

inspection, the system at 430 K appears nematic but does not satisfy the aforementioned

criteria for the N phase. A simulation snapshot of the N phase for CB7CB at 440 K is

shown in Figure 3.10(b). The value of ⟨S2⟩b is ∼0.15 in the NTB phase and decreases

slightly as the system is heated which is expected as the helix unwinds upon its approach

into the N phase.281 The value of ⟨S2⟩a increases as the system is heated (i.e. there is an

increase in nematic-like ordering) through the NTB phase until the phase transition into

the N phase. This trend is observed in X-ray and polarised Raman scattering experiments

and the measured values for ⟨S2⟩a of ∼0.35 in the NTB phase compare favourably.282,283

However, the phase transitions in the AA model, TNTB−N = 435 K and TN−I = 460 K,

occur at temperatures higher than experiment26 where TNTB−N = 376 K and TN−I = 389

K. Thus, it is found that this force field for CB7CB is likely too stiff. Since ∆Hvap for

the molecular fragments (PhCN and heptane) are in good agreement with experimental
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values, it is probably the torsional potentials which require optimisation. This has been

demonstrated for GAFF in studies of liquid crystals, where the representation of structural

and phase properties were improved.33,50,271,284

Conformational distributions and molecular chirality

The conformational properties of bent liquid crystal dimers can be described by the bend

angle between the mesogenic units. The bend angle can be defined as the angle between

the unit vectors representing the para axes of the cyanobiphenyl units (i.e. the vector cal-

culated between the nitrogen atom and the carbon atom connecting the cyanobiphenyl unit

to the spacer). Figure 3.13 shows probability distributions of the bend angle calculated for

CB7CB for molecules in the N and NTB phases. In both phases, the most probable bend

angle obtained is 127◦. This is somewhat higher than the value of ∼120◦ determined by

Monte Carlo sampling of a single molecule23,248 but in line with a bulk-phase MD simu-

lation25 value of 133◦. It is found that the bend angle distribution does not change signifi-

cantly between molecules in the N and NTB phases, but the broadness of the peak in the N

phase increases as expected for the higher temperature. The histograms also show a mi-

nor peak at 20◦ corresponding to hairpin conformers. NMR experiments suggest that the

conformational distribution for CB7CB does not change significantly between the N and

NTB phases and that the chirality of the NTB phase is a consequence of the bent molecular

shape.285

The chirality order parameter, χ, was calculated for molecules in the N and NTB phase.

These distributions are presented in Figure 3.14(a). The plots demonstrate that CB7CB is

statistically achiral (as the peaks are centred at χ = 0) but can adopt chiral conformers with

equal probability of left- or right-handedness (as the peaks are symmetric). This behaviour

has been observed in the PnOPIMB series of bent-core mesogens.32,33 The aforementioned

studies found values of |χ|max to be ∼800 and greater whereas in this work, |χ|max is

estimated to be ∼200 for CB7CB. If it is supposed that the extent of chirality of a mesogen

is related to the chirality of its mesophases, then this could be a factor in accounting for why

P8OPIMB can form the highly twisted B4 phase which consists of helical nanofilaments.28

The ability of achiral bent-core mesogens31,32 and CB7CB286,287 to decrease the pitch of a

N* phase can be hypothesised to be a result of the presence of chiral conformers with high

helical twisting powers.32,33 Interestingly, the distributions of χ are unchanged between
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the N and NTB phases, which indicates that there is no change in the molecular chirality of

the conformations even as the phase gains chirality. This is in line with analogous findings

for the conformational distributions.285 An alternative method to sample conformers is

to perform simulations of a single molecule in the gas phase with a stochastic dynamics

integrator. The distribution of χ values obtained via this method is very similar to that

from the liquid phases with the exception that the peak is broader. This is expected as

there is greater freedom for the molecule to sample a wider range of conformers in the gas

phase, noting that the temperature of the gas phase simulations is still 370 K.
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Figure 3.13: Distribution functions for the bend angle between the mesogenic units in the
N and NTB phases at 440 K and 370 K, respectively.

Since the conformational sampling provided by single-molecule simulations in the gas

phase produces χ distributions that are approximate to those calculated from liquid crystal

phases, this offers a route to high-throughput analysis of liquid crystal dimers in terms of

the bend angle and conformational chirality. Here, the investigation focuses on the series

of bent dimers CBnCB (where n = 6, 7, 8 or 9) and CBX(CH2)5Y CB (whereX/Y = CH2,

O or S). The first series of mesogens allows for the odd-even effect and the effect of the

spacer length on the conformations/chirality of the molecule to be studied. The second

series consists of bent dimers all with 7 heavy atoms in the spacer and considers the effect

of heteroatoms in the linking chain.
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Figure 3.14: (a) Distribution functions of the chirality order parameter, χ, for a single
molecule in the gas phase and for molecules in the N (440 K) and NTB (370 K) phases. (b)
A conformer of CB7CB with its molecular isosurface shown.
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Figure 3.15: Distribution functions of the (a) bend angle and (b) chirality order parameter,
χ, for CBnCB where n = 6, 7, 8 or 9.

The odd-even effect of the spacer on the phase behaviour has been studied extensively,



Chapter 3. Systematic Coarse-graining of Soft Matter 57

where the NTB phase is only observed in odd-membered mesogenic dimers.288–290 In an

all-trans configuration, dimers with a spacer of odd parity will have a bent molecular shape

whereas an even spacer will result in a linear shape. Moreover, the sensitivity of TNTB−N

to the bend angle has been demonstrated by a generalised Maier–Saupe theory.291 Bend

angle distributions for the CBnCB series are shown in Figure 3.15(a). Most probable bend

angles of 165◦, 110◦, 172◦ and 99◦ for n = 6, 7, 8 and 9, respectively, are obtained. Values

of 166◦ for CB6CB,25 111-120◦ for CB7CB,23,248,292 and 102◦ for CB9CB293 have been

reported. The measured values are, overall, in good agreement with previous work and

the correct trend is observed. The bend angle for CB7CB in the gas phase is lower than

for the N and NTB phases, which suggests that the effect of a nematic environment on the

conformational distribution is significant. This suggests that single-molecule calculations,

regardless of the level of theory, are not fully representative of the actual behaviour within

a mesophase. This is expected as the constraints arising from the packing of molecules

in the N phase will affect the conformers adopted by the mesogens as well as promote a

more linear shape of the molecules.294,295 For the even-membered dimers, the prevalent

conformers are those with linear configurations, but the presence of bent conformers with

bend angles of 85◦ and 130◦ for CB6CB and CB8CB, respectively, is found. This indicates

that the analysis of a single conformer is not sufficient and, also, that these bent conformers

are likely to be suppressed in the N phase.

The χ distributions for the CBnCB series are shown in Figure 3.15(b) and all indi-

cate that the mesogens are statistically achiral but can adopt chiral conformers of opposite

handedness with equal probability. The histograms for CB6CB and CB8CB are narrower

than those for the dimers with odd spacers, which demonstrates that the more linear shape

of the even-membered dimers results in a lower tendency to exhibit instantaneous chiral

conformations with high helical twisting powers. For n = 6, 7 and 8, |χ|max ≈ 200 but is

∼250 for CB9CB. There is a slight increase in |χ|max as the length of the spacer increases

regardless of the odd/even parity of the chain. Thus, this confirms that the ability to form

the NTB phase for dimers with a spacer of odd parity, or only exhibit the N phase for dimers

with a spacer of even parity, is dependent on the molecular shape of the mesogen and not

its potential to assume chiral conformers.296
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Figure 3.16: Distribution functions of the (a) bend angle and (b) chirality order parameter,
χ, for CBX(CH2)5Y CB whereX/Y = CH2, O or S. The inset shows a focused view of the
plot near |χ|max.

In the CBX(CH2)5Y CB (whereX/Y = CH2, O or S), the NTB phase is observed for all

combinations.248,292,297–299 While it is generally considered that CBOnOCB homologues

mainly form the N phase, the NTB phase is indicated for CBO5OCB by changes in the

optical texture upon supercooling.300,301 Since this series of dimers all have spacer lengths

of 7 heavy atoms, any differences will mostly arise from the flexibility and local bond

angle afforded by the heteroatom linkage. Here, bend angles (see Figure 3.16(a)) of 116◦

for CB6OCB, 110◦ for CB6SCB, 120◦ for CBO5OCB, 100◦ for CBS5SCB and 112◦ for

CBS5OCB are measured. Conformational sampling provides a reported value of ∼120◦

for CB6OCB248 and from optimised geometries of dimers with an all-trans configuration

of the spacer,292 bend angles of 143◦ for CBO5OCB, 94◦ for CBS5SCB and 119◦ for

CBS5OCB are found. The results compare favourably with the exception of CBO5OCB.

It is noted the literature value was obtained from a single conformer, albeit the minimum

energy geometry, which neglects the flexibility of the molecule.

The distributions of χ are presented in Figure 3.16(b). It is observed that the distribu-

tions get broader and |χ|max increases for bent dimers in the order CBO5OCB, CB6OCB,

CBS5OCB, CB6SCB to CBS5SCB. This is also the sequence of dimers going from the

highest to lowest bend angle measured here. Thus, the trend where a lower bend angle

results in a higher degree of conformational chirality is obtained. Experimentally, the

effect of the bend angle on TNTB−N is unclear, where the sulfur-linked dimers unexpect-

edly exhibit a lower TNTB−N than the methylene versions despite having a smaller bend

angle.292,300 As |χ|max is commensurate with the bend angle, there seems to be no corre-

lation between the extent of the conformational chirality and the stability of the NTB phase
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or transition temperatures. The full width at half maximum of the peaks for the bend angle

(which is a measure of the flexibility) is ∼50◦ for CB7CB and all the CBX(CH2)5Y CB

dimers, and so it cannot be said that there is a strong link between the flexibility and

TNTB−N.

3.3.2.2 Coarse-grained modelling

Following on from the coarse-graining of benzonitrile-heptane systems, this section fo-

cuses on CB7CB, where benzonitrile and heptane are molecular fragments of this meso-

gen. Thus, the mapping scheme (see Figure 3.17) used is identical to that used in Section

3.3.1 and results in a 13-site CG model. This consists of 3 bead types and a total of 6

pairwise interactions to parametrise. The choice of a 3:1 mapping for the carbons of the

phenyl groups allows for the rod-like shape of the mesogenic units to be retained. It is

noted that, perhaps, a 2:1 mapping would be more accurate but may introduce increased

unnecessary complexity into the CG model. The CG potentials obtained via the bottom-up

coarse-graining approaches are presented in Figure 3.18. The Martini 3 model follows the

same bead types used for the chemical groups as the PhCN-heptane systems. In a com-

parison of the IBI/FM interactions of CB7CB and the PhCN-heptane mixture, a shift in

the balance of interactions strengths can be seen, as the ordering of molecules within the

liquid crystal mesophase will result in certain interactions being more favoured and others

becoming less favourable, in comparison to an isotropic liquid.

N

C

O

Figure 3.17: Coarse-grained mapping scheme for CB7CB.
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Figure 3.18: Coarse-grained potentials for the IBI and FM models of CB7CB.

The bonded parameters for the CG models are summarised in Tables 3.2, 3.3 and 3.4.

These were employed for all CG models of CB7CB in harmonic potentials. Equilibrium

values for the parameters were obtained from probability distributions calculated from the

AA system of the NTB phase at 370 K. The initial CG model (in single-molecule simula-

tions) did not capture the correct bend angle and its χ distribution (which is closely linked

to the conformational distribution) showed a strong bias towards right-handed conformers.

Thus, the values for angles/dihedrals and their force constants were systematically varied

until the χ distribution was reproduced and an average bend angle of 127◦ was captured

(see Figure 3.20). It is noted that the resulting CG model has a full width at half maximum

(FWHM) for the bend angle distribution of 15◦, compared to 40◦ for the AA model, which



Chapter 3. Systematic Coarse-graining of Soft Matter 61

indicates a lower flexibility and a smaller tendency to sample a wide range of conformers

beyond the equilibrium geometry. The stiffness of the bonds and angles for the mesogenic

units also necessitates the use of a lower time step.

Table 3.2: Bond parameters for the CG models of CB7CB.

Atoms Length / nm kr / kJ mol−1 nm−2

N C 0.25 15000
C C 0.22 15000
C O 0.24 10000
O O 0.32 10000

Table 3.3: Angle parameters for the CG models of CB7CB.

Atoms Angle / deg kθ / kJ mol−1 deg−2

N C C′ 180 5000
C C′ C′′ 180 5000
C C′ O 170 750
C O O′ 170 750
O O′ O′′ 170 750

Table 3.4: Proper dihedral parameters for the CG models of CB7CB.

Atoms Dihedral / deg kϕ / kJ mol−1

C C′ O O′ 180 25
C O O′ O′′ 180 25

Starting from a mapped configuration of the NTB phase from the AA system at 370

K, MD simulations of 200 ns were performed for the three CG models of CB7CB. The

IBI/FM models utilised the stochastic dynamics integrator as a thermostat (with a time

constant of 2 ps) in the NVT ensemble and a time step of 2 fs. The Martini 3 model was

simulated with the usual settings. Simulation snapshots are presented in Figure 3.19. From

visual inspection, the FM and IBI CG models appear to exhibit the NTB phase, where the

mesogens form a heliconical structure. The Martini 3 model, on the other hand, forms a

more crystalline phase.
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FM MartiniIBI

Figure 3.19: Simulation snapshots, with colouring by orientation (top) and bead type (bot-
tom), for the FM, IBI and Martini 3 CG models of CB7CB.

Using the same analyses from the characterisation of the AA systems, the representabi-

lity of the CG models can be compared quantitatively. The order parameter ⟨S2⟩a measures

the nematic ordering of the molecular long axes â, whereas ⟨S2⟩b is a measure of the order

between the short axes b̂ (i.e. ‘polar’ correlations or smectic-like ordering normal to the

long axes). The helical pitch, p, and conical tilt angle, θ, are also determined. The various

structural properties calculated are summarised in Table 3.5.
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Table 3.5: The order parameters (⟨S2⟩a and ⟨S2⟩b), helical pitch (p) and conical tilt angle
(θ) for the CG models of CB7CB at 370 K.

Model ⟨S2⟩a ⟨S2⟩b p / nm θ / ◦

AA 0.36 0.16 8.35 29
FM 0.44 0.18 8.35 32
IBI 0.51 0.28 8.42 31

Martini 0.49 0.30 ∼8.5 32

Firstly, the two bottom-up CG models will be compared. For both models, ⟨S2⟩a is

higher than the AA value, with the FM model performing slightly better than the IBI

model. It is likely that the lower flexibility of the CG models (in combination with the

larger/fewer interaction sites) results in this increased ordering as there is less conforma-

tional disorder. For ⟨S2⟩b, the value for the FM model is in very good agreement with

the AA system and the IBI value is too high. This shows that the FM model produces

a more nematic-like structure (i.e. low positional order) than the IBI model, which has

higher local ordering between the mesogens. This effect can be explained by comparing

the interaction potentials, where the IBI model has attractive interactions between all bead

types which promote a degree of microphase separation. In particular, the OO interaction

in the FM model is repulsive, but the corresponding potential in the IBI model has an in-

teraction strength of 0.24 kJ mol−1. This allows for the spacers (and the overall molecule)

of adjacent molecules to align directly, in contrast to the preference in the FM model for an

offset configuration. The pitch for both models is in agreement with the AA value, but this

is partly pre-configured as the CG simulations are performed at constant volume and, thus,

the helical structure must be commensurate (with the pitch being approximately half the

length of the z-axis). Finally, the conical tilt angle is slightly higher than the AA model for

both CG models and this could, again, be attributed to the narrower conformational distri-

bution, which eliminates the presence of hairpin conformers and promotes better packing

of molecules.

The Martini 3 model forms an almost crystalline phase with smectic layering observed

within the system. In this CG model, the initial phase resolves into a structure with high

order between the molecular short axes, forming layers where the director for each block

precesses through the system in a helical fashion. The local ordering in this phase is akin

to the segregation of mesogens into ferroelectric domains.302–306 The phase organisation

observed here is similar to the twist-bend smectic phase reported in dimers with a terminal
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alkyl chain.307–309 As expected, the order parameters for this model are higher than for the

AA system. However, the pitch and conical tilt angle are only slightly higher than the

target values. The use of the formal Martini 3 force field (where N = TN4a, C = TC5 and

O = SC1) results in identical behaviour to the model shown here. The behaviour observed

in the Martini 3 model is largely due to microphase separation. Within the Martini 3

framework, the like interactions are highly favourable, but the cross interactions are only

equally or less favourable. In order to promote nematic ordering and destabilise smectic-

like order, the cross-interactions must generally be equal to or greater in strength than the

like interactions. For colloidal particles, the destabilisation of a smectic phase can also be

achieved with polydispersity of particle sizes or curvature of the molecules.275 In principle,

this could be made possible here by using models with a wider conformational distribution

(i.e. a greater polydispersity of conformations with various curvatures).

By employing lower force constants for the angle/dihedral potentials, the FWHM of

the bend angle distribution can be increased. Here, it was found that a decrease to 125 kJ

mol−1 deg−2 and 10 kJ mol−1 for the angle and dihedral force constants, respectively, of the

relevant potentials involving the spacer results in a FWHM of 40◦. MD simulations using

these bonded parameters for the Martini 3 model still produces a smectic phase, although

this phase is more liquid-like (as expected from the increased molecular flexibility). When

these bonded parameters are applied to the FM and IBI models, the NTB phase is lost and

an isotropic phase is exhibited. It is also noted that the increased flexibility broadens the

χ distribution such that it does not match that obtained for the AA system.

The role of the cyano group in these CG models is of special importance. In nemato-

gens, it is found that the polar cyano group leads to dipolar correlations, which result

in a preference for molecular association in an antiparallel or offset (parallel) fashion be-

tween adjacent molecules.310–313 This assists in stabilising the nematic phase over a smectic

phase. The NN interaction (which corresponds to the self-interaction of the cyano groups)

for the FM model is completely repulsive. Additionally, the NC interaction is greater than

the CC interaction. The combination of these potentials results in a preference for offset

and antiparallel configurations between adjacent molecules in the FM model and promotes

the nematic ordering observed. In contrast, the IBI model has an attractive NN interaction

(with an interaction strength of 0.8 kJ mol−1) which leads to a higher preference for direct

parallel associations compared to the FM model. This is observed in the higher order pa-
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rameters calculated in the IBI system. In the Martini 3 model, the interaction strength of

the TC6–TC6 interaction is 1.7 kJ mol−1. This contributes greatly in the dominance of a

parallel arrangement of mesogens and results in the smectic ordering observed.
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Figure 3.20: Distribution functions of the (a) bend angle and (b) chirality order parameter,
χ, for the FM CG model of CB7CB.

As the FM model has been assessed to be the best of the three CG models for CB7CB,

it was selected for a heating sequence to produce a full phase diagram. Here, its transfer-

ability to different temperatures is tested to see whether it can capture the N or I phases

and to estimate the transition temperatures. Starting from the system at 370 K, the system

was heated at intervals of 10 K for 200 ns at each temperature with a NVT simulation.

The order parameters, ⟨S2⟩a and ⟨S2⟩b, are determined for each point as per the AA phase

diagram. The CG phase diagram for the FM model is presented in Figure 3.21 in which

the stability range of the NTB, N and I phases are indicated. Remarkably, it is found that

the FM CG model successfully captures the phase transitions into the N and I phases. The

temperature for the NTB–N phase transition is ∼445 K, which is about 10 K higher than

the AA value, and TN−I ≈ 465 K. The FM model demonstrates excellent transferability

as the N and I phases are able to be observed in a CG model that was not parametrised at

those thermodynamic state points, and the transition temperatures are in good agreement

with the AA model. However, it is noted that the AA values are too high compared to

experiment and this is carried forward into the bottom-up CG model. This suggests that

improvements to this coarse-graining approach should first be aimed at obtaining atom-

istic force fields that correctly capture the phase transitions. The increase in TNTB−N for the

CG model likely arises from the lower flexibility as discussed previously. The fact that this

transferability is displayed in the FM models indicates that the MS-CG method faithfully
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captures the forces/interactions between the chemical groups of the underlying molecule.

Unlike the AA model and in experiments, an increase in ⟨S2⟩a with temperature is not

observed in the CG model. Once again, this probably arises from the minimal broadening

of the conformational distribution with temperature and the fixing of the volume in these

simulations. However, the decrease in ⟨S2⟩b with temperature (and its change to ∼0 in the

N phase) is observed.

0

0.1

0.2

0.3

0.4

0.5

360 380 400 420 440 460 480

<
S

2
>

T / K

<S2>a

<S2>b

NTB

N I

Figure 3.21: Average orientational order parameter, ⟨S2⟩, for unit vectors â and b̂ as a
function of temperature for the FM CG model upon heating.

A second challenge of the transferability of the FM CG model is to see whether the N

and NTB phases can be spontaneously grown from cooling the I phase. Starting from the

I phase at 470 K, the system was gradually cooled at 20 K intervals (with 400 ns simula-

tions at 450 K and 430 K, and a decrease to 200 ns for subsequent temperatures) to 370 K.

The phase diagram from this cooling sequence is presented in Figure 3.22(d). The phase

transition into the N phase and, subsequently, the NTB phase upon cooling is observed

with TI−N and TN−NTB
being identical to values obtained from heating the system. It is

likely that the ability to form the N phase, from an isotropic liquid, on these timescales

arises from the accelerated exploration of phase space afforded to CG models. Simula-

tion snapshots of the I, N and NTB phases, obtained via cooling, are shown in Figure 3.22.

This further demonstrates the transferability of this FM CG model for use across differ-

ent temperatures. Moreover, characterisation of the simulated NTB phase shows the high
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representability of this CG model. Overall, it can be concluded that the FM CG model

can inherently exhibit the NTB phase and that it is not biased towards this phase due to the

seeded configuration which the simulations were initialised from.
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Figure 3.22: Simulation snapshots of the FM CG model, obtained via cooling, showing
the initial (a) I phase at 470 K, the (b) N phase at 450 K and the (c) NTB phase at 370 K.
(d) Average orientational order parameter, ⟨S2⟩, for unit vectors â and b̂ from the cooling
of the I phase between 470–370 K.

As the motivation behind coarse-graining is to simulate systems beyond the length and

time scales accessible to AA MD, the FM CG model was used for a larger simulation of

4096 molecules at 370 K. The AA system was replicated twice in each dimension and

mapped to a CG resolution to act as the starting point. A 200 ns simulation was performed

on this system. On the same computer architectures, the CG model demonstrates a 12x

speed up compared to the AA model, and retains the structural accuracy of the underlying
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system. Simulation snapshots and analyses are presented in Figure 3.23. The charac-

terisation of the phase shows that the helical pitch and conical tilt angle (and calculated

order parameters of ⟨S2⟩a = 0.44 and ⟨S2⟩b = 0.18) are in good agreement with the smaller

512-molecule system of the FM model and the AA reference.
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Figure 3.23: Simulation snapshots from a 4096-molecule system of the FM CG model,
with (a) orientational and (b) bead type colourings. (c) Orientational correlation (Sbb) as
a function of the helical axis, r||, and the (d) distribution for the conical tilt angle, θ.

3.4 Summary

In conclusion, this chapter presented results on the coarse-graining of benzonitrile-heptane

systems, all-atom simulations of bent liquid crystal dimers and coarse-grained models of

CB7CB. The IBI, MS-CG and Martini 3 coarse-graining approaches were applied to pure

liquids of PhCN and heptane, and their mixture. The resulting CG models were assessed

in terms of their structural accuracy and thermodynamic properties. It was found that the

bottom-up IBI and FM models reproduce the AA RDFs very well, but severely underesti-

mate ∆Hvap and ∆Gsolv. In contrast, the Martini 3 models perform slightly worse in their

structural accuracy, but better for thermodynamic properties compared to the bottom-up

models. It is suggested that a viable route to developing highly representative and trans-
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ferable CG models is to optimise Martini 3 parameters to reproduce target observables.

Secondly, extensive AA MD simulations are presented for bent liquid crystal dimers

with a particular focus on CB7CB. The NTB phase is observed for CB7CB which has

structural features that are in good agreement with experiment. A full phase diagram was

obtained by heating the initial system and the phase transitions into the N and I phases are

captured. Distributions for the bend angle between the mesogenic units and the chirality

order parameter, χ, were calculated. It is found that CB7CB is statistically achiral, but can

adopt chiral conformers with no preference for a specific handedness. Furthermore, there

is no change in the extent of conformational chirality between the molecules in the NTB

and N phases. Using single-molecule simulations in the gas phase, the investigation was

expanded to the dimer series CBnCB (where n = 6, 7, 8 or 9) and CBX(CH2)5Y CB (where

X/Y = CH2, O or S). It is confirmed that the ability for a dimer to exhibit the NTB phase is

dependent on the bent molecular shape and not its potential to assume chiral conformers.

For CBX(CH2)5Y CB, it is found that |χ|max increases as the bend angle decreases, but the

flexibility of the dimer remains largely unchanged.

Finally, systematic approaches to coarse-graining CB7CB are explored. The IBI and

MS-CG methods were utilised to parametrise bottom-up CG models based on the AA

system of the NTB phase. Additionally, a top-down Martini 3 model was constructed. The

IBI and FM models appear to exhibit the NTB phase, whereas the Martini 3 model forms a

more crystalline phase. The origins of these differences is discussed in terms of the balance

between the interactions present, particularly between the cyano groups, where the IBI and

Martini models show microphase separation. Upon heating, the FM CG model captures

the phase transitions into the N and I phases and, also, the spontaneous growth of the N and

NTB phases from cooling of the I phase. This demonstrates an excellent transferability of

this CG model across different temperatures which, coupled with the good representability

of the NTB phase, proves the suitability of this approach for thermotropic liquid crystals.



Chapter 4

Atomistic Simulations of Ionic Cyanine

Dyes

4.1 Introduction

The self-assembly of cyanine dyes into supramolecular aggregates is recognised to be an

auspicious approach to construct functional materials, where molecular assemblies spon-

taneously form in various environments.314 These dyes are known to form large-scale ag-

gregates in aqueous solution which exhibit a blue- or red-shift of the monomer absorption

band, attributed to H- and J-aggregation, respectively.51–53,56–58 Such systems are charac-

terised by the intermolecular association of aromatic cores into stacked structures, where

the direction of the spectral shift is determined by the angle between adjacent molecular

planes.54,55 Despite the small size of the mesogenic cores, the cationic aromatic systems

have high polarisability due to the delocalisation of π-electron density across the poly-

methine chain. This results in strong attractive interactions governing association and the

cationic charge affords good solubility to these compounds. The unique properties of cya-

nine J-aggregates can be exploited in devices as spectral sensitisers and synthetic light

harvesting systems315,316, owing to the ease of alignment and adsorption of the dyes to

surfaces.317–319 Further applications such as electronic energy transport wires320, fast all-

optical switches321,322 and as fluorophores for biological imaging323,324 have been reported.

The morphologies of supramolecular structures formed by cyanine dyes have been inves-

tigated using electron microscopy techniques, revealing the common formation of tubular

architectures which can form networks of fibres.135,325–329 Nevertheless, the molecular level

70
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arrangements within these aggregates remain a question for which there is no unequivocal

answer.

In this study, four cyanine dyes (see Figure 4.1) have been investigated: pseudoiso-

cyanine chloride (PIC)56,57, pinacyanol chloride (PCYN)328,330–334, 5,5′,6,6′-tetrachloro-

1,1′,3,3′-tetraethylbenzimidazolylcarbocyanine chloride (TTBC)135,335,336 and 1,1′-disulf-

opropyl-3,3′-diethyl-5,5′,6,6′-tetrachloro-benzimidazolylcarbocyanine sodium salt

(BIC)329,337–340. These can be categorised into two classes. PIC and PCYN are almost

identical, only differing by an ethylene unit separating the quinoline groups. TTBC and

BIC share a common mesogenic core; however, BIC has additional mesylate groups on

two of the peripheral alkyl chains which render the overall molecule anionic.

Figure 4.1: Molecular structures of the cyanine dyes: (a) PIC, (b) PCYN, (c) TTBC and
(d) BIC with their counterions.

PIC, as the first J-aggregate to be discovered, has been extensively studied. In its ab-

sorption spectrum, a J-band is clearly exhibited along with what is suggested to be a broad

H-band overlapping with the monomeric vibronic progression.341,342 The presence of blue-

shifted bands, in the initial stages of aggregation, which diminish as the J-band emerges

is observed.343,344 This is concurrent with the onset of fibres, where individual fibres are

estimated to have an average width of 2.3–2.89 nm.325,326 This corresponds to an average

aggregation number of ∼3000 based on geometric packing models coupled with spectro-

scopic arguments. In one of the earliest models for the molecular arrangement, Scheibe

and Kandler proposed a pile-of-coins structure with the long axis of the monomers ly-
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ing perpendicular to the aggregate axis345, but this model is not consistent with the dis-

placement of transition dipole moments theorised by Kasha.55 Further models of offset

monomers with the molecular long axes aligned parallel to the aggregate axis have been

suggested;346 for example, a brickwork arrangement347, threaded double-string models348

and rods composed of single strands packed in a herringbone arrangement325.

PCYN is found to form tubular aggregates with the absorption spectrum showing a

pronounced H-band.328 These aggregates are observed to transform into J-aggregates over

the timescale of weeks. It is proposed that these nanotubes are single-walled with the dyes

aligned parallel to the tube axis. Chromonic phases formed from these nanotubes have

been reported for the acetate salt.332

TTBC exhibits an assortment of optical spectra and aggregate structures, with three

main types observed. The chloride salt exhibits an absorption spectrum composed of both

a strong H-band and a weak J-band (type I spectrum), and cryo-TEM reveals fibrous net-

works of tubes with unimolecular thickness.335 This type of spectrum is, generally, at-

tributed to Davydov splitting and is expected to have two molecules in the unit cell of

the crystal structure.349 Initially, a 2D herringbone model was proposed for this type of

J-aggregate336, but it has been suggested that a rolled up herringbone arrangement is more

probable335. Two crystal structures for TTBC solvates have been reported: a herringbone

arrangement with two molecules per unit cell (DYEM) and a brickwork arrangement with

one molecule per unit cell (DYEA).350 The brickwork model for DYEA has been observed

for air-dried TTBC aggregates on a mica surface, which exhibit an absorption spectrum of

a weak J-band (type II spectrum).335 The iodide salt displays both a type I spectrum and

type III spectrum (J-band with a monomer band), depending on the solvent pH.335 The

molecular arrangement in type III structures is indicated to contain linearly-stacked dye

molecules in a tubular shape with the molecular long axes aligned parallel to the tube axis.

The morphology of BIC J-aggregates is revealed to be mainly spherical with a particle

diameter of 20–100 nm.329,339

In this chapter, atomistic molecular dynamics simulations have been applied to four

ionic cyanine dyes. Similar studies have previously been conducted.49,133–135 This work,

in particular, focuses on elucidating the finer details of the aggregation of these dyes by

studying the thermodynamics of association and the self-assembly in a low concentration

regime. Such results provide insight into these systems and can serve as data for validation
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in the development of coarse-grained models. The work presented herein is published in

the paper50 “Atomistic simulation studies of ionic cyanine dyes: self-assembly and aggre-

gate formation in aqueous solution.” It is reproduced from Ref. 50 [G. Yu, M. Walker and

M. R. Wilson, Phys. Chem. Chem. Phys., 2021, 23, 6408–6421] with permission from

the PCCP Owner Societies.

4.2 Computational details

Force fields

The General Amber Force Field (GAFF) was selected as the force field in this work (see

section 2.1).220 The Antechamber package from AmberTools18 was used to produce ap-

propriate parameters for the force field for a given chemical structure.221 The generated

topologies were converted into the necessary input files for GROMACS using the ACPYPE

script.223 All simulations used the TIP3P water model351, unless otherwise stated, which

is compatible in combination with GAFF.352

For the cyanine dyes, GAFF was modified in two ways. Firstly, the dihedral poten-

tials for the polymethine chain were optimised to better capture their torsional profiles,

according to the methodology employed by Boyd and Wilson.271,284 The data for fitting

was obtained using density functional theory (DFT) by incrementing the selected dihedral

by 6◦ over a range of 180◦, optimising the geometry and calculating the potential energy

at each step. The resulting DFT potential was fitted to a Ryckaert–Bellemans (RB) func-

tion with the determination of new coefficients via minimisation of a squared difference,

χ2. The second modification replaced the atomic charges with ones obtained using the

CHELPG method, which fits charges to reproduce the electrostatic potential around the

molecule.353 The data used to implement the two modifications was acquired from calcu-

lations using the B3LYP functional and the 6-31+G* basis set, and performed in Gaussian

09.354

Simulation details

All MD simulations were carried out in GROMACS 2018.2.226 Initial systems were set

up by randomly inserting a number of dye molecules in a box and then solvated with
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water and counterions to the desired concentration. Long-range electrostatic interactions

were handled by the PME method146, with a cutoff of 1.2 nm for both electrostatic and LJ

interactions. After a steepest descent energy minimisation, systems were pre-equilibrated

in the NVT ensemble using the Berendsen thermostat for 100 ps before a pre-equilibration

in the NPT ensemble for 200–500 ps in conjunction with the Berendsen barostat.150 A

final equilibration for 100 ps and subsequent production runs employed the Nosé–Hoover

thermostat152,153 to keep the temperature constant at 300 K, and the Parrinello–Rahman

barostat154 to maintain a pressure of 1 bar. Time constants of 1 ps and 5 ps were used for the

thermostat and barostat, respectively. Using a leap-frog integrator for MD, a time step of 1

fs for equilibration was used, with an increase to 2 fs for production runs, where constraints

were applied to all bonds using the LINCS algorithm.144 Production simulations were

typically performed for 500 ns.

Free energy calculations

Potentials of mean force (PMFs) were calculated for n-mers (where n = 2, 3 or 4) at a

concentration of 1 wt% and at various temperatures. This dilute concentration is required

in order to accommodate the pulling apart of the initial configuration while avoiding self-

interaction due to periodic boundary conditions. A pull was applied between the centres

of mass (COMs) of each species at a pull rate of 0.001 nm ps−1. Where n > 2, the pull

was applied between the COM of a monomer and the COM of the remaining molecules

(stack), where adjacent pairs within the stack were constrained at the favoured distance

for a dimer. This results in a shift of the PMFs compared to the dimer and ensures that

the stack remains intact throughout the simulations. Configurations of specific distance

were extracted from the pull with neighbouring points varying from 0.02–0.1 nm between

windows. Each window was equilibrated for 1 ns and then simulated for 20 ns to sample

a range of configurations with the intermolecular distances of the COMs constrained. A

total of 1×106 force values were output for each point of the separation distance and used

to calculate the average constraint force before integration to obtain the PMF. The free

energy of association, ∆Gassoc, is defined as the maximum well depth of the PMF.

Free energies of hydration, ∆Ghydr, were calculated by decoupling the intermolecular

interactions of a single molecule from the solvent at a concentration of 0.5 wt%, where the

hydration of the species is the reverse of this process. Coulombic interactions were first
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decoupled linearly before the van der Waals interactions, with a total number of 41 states

of λ between 0 and 1, with a spacing of 0.05. Simulations for each λ state consisted of a 1

ns equilibration followed by a 5 ns production run for data collection using the stochastic

dynamics integrator.

4.3 Results and discussion

4.3.1 Force field optimisation

The automatically generated force field allowed for free rotation about the central poly-

methine bridge for all four dyes. However, it has been shown that PIC exhibits a twist

between the quinoline units within the mesogenic core with an angle of ∼27◦ away from

planarity.133 Therefore, a dihedral optimisation procedure was applied to improve repre-

sentation of key dihedrals within the molecules. For PIC, there is one dihedral to optimise

whereas PCYN has two dihedrals for improvement. Both TTBC and BIC share a common

mesogenic core; therefore, dihedral potential potentials were calculated for TTBC with the

assumption that any parameters would be transferable. Figure 4.2 shows the calculated di-

hedral potentials and their fitted Ryckaert–Bellemans potentials.

Figure 4.2: Calculated potentials (DFT, B3LYP/6-31+G*) for the key dihedral(s) with
their fitted Ryckaerts–Bellemans (RB) potentials in (a) PIC and (b) PCYN. (c) Dihedral
potentials (DFT, B3LYP/6-31+G*) for TTBC.
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The dihedral potential for PIC has two minima: a global minimum at 156◦ and a local

minimum at 45◦. This results in twisted conformations between the planar rings. For

PCYN, the corresponding dihedral has a global minimum at 12◦ and a local minimum at

150◦, and the second dihedral (ϕ2) has a global minimum at 180◦ and a local minimum at

18◦. This manifests as a twist between the rings, but of a smaller magnitude than PIC. The

dihedral potentials calculated for TTBC have global minima at 180◦ with reasonably high

energy barriers present. Thus, the original RB potentials were used for these dihedrals

(which have minima at 0/180◦) with modifications made only to the magnitude of the

barrier height. As a result, TTBC/BIC mesogens are planar with respect to the aromatic

rings.

Table 4.1: Optimised Ryckaert–Bellemans coefficients, Cn (kJ mol−1), obtained from fit-
ting to DFT data for PIC.

Dihedral C0 C1 C2 C3 C4 C5

ϕ 42 -26 -74 16 57 -11

Table 4.2: Optimised Ryckaert–Bellemans coefficients, Cn (kJ mol−1), obtained from fit-
ting to DFT data for PCYN.

Dihedral C0 C1 C2 C3 C4 C5

ϕ1 58 16 -116 -21 74 21
ϕ2 88 28 -158 -60 82 23

The initial atomic charges obtained via the AM1-BCC method222 localised the positive

charge on a single aromatic unit as opposed to its delocalisation across the π system. Thus,

the atomic charges were recalculated using the CHELPG method proceeding a geometry

optimisation by DFT. The resultant atomic charges produced a symmetric charge distribu-

tion for the molecule, where corresponding atoms on each aromatic system are identical

within 2 significant figures.

4.3.2 Thermodynamic analysis

The free energy of association can be evaluated from a PMF describing the pulling apart

of a species. Figure 4.3 shows PMFs for a dimer of PIC solvated in TIP3P, TIP4P355 and
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TIP5P356 water. These models differ in the placement of partial charges on zero, one or

two dummy atoms, respectively, attached to the oxygen centre. In the PMF profiles ob-

tained, their general form is invariant to the water model used but differ in the depth of

the minimum. The global minimum is at an intermolecular COM distance of 0.43 nm

with ∆Gassoc values of 8.0 kBT , 9.3 kBT and 11.2 kBT for TIP3P, TIP4P and TIP5P, re-

spectively. The increase in ∆Gassoc across the water models could be a result of a larger

hydrophobic effect exhibited by the more ordered water structure in TIP5P compared to

the TIP3P model.357 A comparison of rigid non-polarisable water models has been re-

ported where it is found that TIP4P performs better than TIP5P and TIP3P.358 In all three

combinations, the lowest energy configurations for the dimer correspond to H-aggregation

of the molecules. This configuration provides maximum overlap of the cores and is ther-

modynamically favourable. Moreover, each PMF has a plateau after the global minimum

centred at ∼ 0.8 nm. Configurations corresponding to this region represent J-aggregation

and are characterised by overlap of only one of the quinoline units for each molecule.
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Figure 4.3: (a) PMFs for a dimer of PIC solvated in three different water models at 300 K
with snapshots of structures (b) along the reaction coordinate.
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Table 4.3: Free energies of association (∆Gassoc) and the favoured intermolecular COM
distance of a dimer, trimer and tetramer (rassoc) for the cyanine dyes.

Molecule ∆Gassoc / kBT rassoc / nm

Dimer

PIC 8.0 ± 0.6 0.43
PCYN 13.9 ± 0.3 0.42
TTBC 14.4 ± 0.4 0.42
BIC 15.3 ± 0.3 0.45

Trimer

PIC 6.1 ± 0.4 0.65
PCYN 11.2 ± 0.1 0.59
TTBC 12.7 ± 0.8 0.60
BIC 10.3 ± 0.6 0.69

Tetramer

PIC 5.5 ± 0.5 0.84
PCYN 11.7 ± 0.2 0.76
TTBC 10.6 ± 0.2 0.79
BIC 9.1 ± 0.3 0.94

The free energies of association, ∆Gassoc, evaluated from the PMFs of the four cyanine

dyes are summarised in table 4.3 and their PMF profiles are shown in Figure 4.4. The error

on ∆Gassoc is estimated by propagation of the errors for each data point in the PMF. It is

observed that the ∆Gassoc values for dimerisation determined for all four cyanine dyes are

in the range of 8 to 15 kBT which is typical of values calculated for chromonic systems.

Reported values359–361 of ∼5.3 kBT , from experimental measurements for the dimerisa-

tion constant of PIC, compare favourably with the results; however, the trimer/tetramer

values for ∆Gassoc are in even closer agreement. Similarly, experimentally obtained bind-

ing energies for the dimer of PCYN362, 8.3 kBT , and its acetate salt363, 10.3 kBT , are in

good agreement, but the experimental values are closer to the trimer/tetramer values.

In PIC and PCYN, it is observed that the trimer/tetramer binding energies are lower

than that for the dimer. The self-assembly in chromonic systems is generally considered

isodesmic, where the addition of a new molecule to a stack provides more or less the same

free energy increment, independent of the size of the aggregate.39–41 It is found that the

association here is “quasi-isodesmic”, a property observed in simulations of chromonics

previously.47,48,136 This effect is indicated to be entropic in origin; the molecules in the

middle of a stack experience a restriction in orientational freedom and, thus, dimers are

slightly preferred over small aggregates.48
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Figure 4.4: PMFs for a dimer, trimer and tetramer of (a) PIC, (b) PCYN, (c) TTBC and (d)
BIC in TIP3P water at 300K, with example structures of dimers exhibited in the minimum
of the PMFs.

The free energies of association calculated for PCYN are higher than that for PIC. This

could arise from the differences in the twist between the aromatic halves of each species.

The longer central bridge in PCYN allows the aromatic rings to adopt a small twist of 12◦,

compared to the greater twist in PIC of 24◦. This greater divergence from planarity affects

the overlap of the molecules in the dimeric state and leads to a lower binding constant.336

Moreover, it is found that the tendency to form aggregates increases with the size of the

core and length of the polymethine segment.314,327,364

TTBC and BIC share a mesogenic core and so it is expected that their binding energies

would be similar, with any differences arising from the additional anionic groups on BIC.

The ∆Gassoc values obtained are slightly greater than those for PIC/PCYN and the dimer

structures exhibited by both TTBC and BIC are subtly offset so as to minimise overlap

of the peripheral chlorine groups. With regards to “quasi-isodesmic” behaviour, a slight

decrease in binding energy is observed in the trimer and tetramer for both dyes. However,

this seems to be more of a systematic decrease in binding energies going from trimerisation

to tetramerisation and is particularly apparent in TTBC. These results for TTBC and BIC
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indicate a possible shift away from H-aggregation, or from the configurations observed in

the PMFs, as the number of molecules in the aggregate increases.

The free energy of association can be decomposed into its enthalpic and entropic con-

tributions to gain further insight into the driving forces of the aggregation. Here, the bind-

ing energies, ∆Gassoc, of a dimer and trimer of PIC and PCYN were calculated at five

temperatures in the range of 280–320 K. Using

∆Gassoc

kBT
=

∆Hassoc

kBT
− ∆Sassoc

kB
, (4.1)

plots of (∆Gassoc / kBT ) vs (1 / T ) were fitted via linear regression and the association

enthalpy, ∆Hassoc, and entropy, T∆Sassoc, contributions to ∆Gassoc estimated from the

gradient and intercept, respectively. The resulting linear plots are shown in Figure 4.5.

The enthalpic and entropic contributions to ∆Gassoc are summarised in Table 4.4, with

errors determined by propagation of the errors for each ∆Gassoc value and the fit itself. It

is noted that small changes in the gradient of the fit can strongly affect the results obtained.

However, they still provide for a good semi-quantitative comparison between the systems

studied here.
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Figure 4.5: Free energy of association, ∆Gassoc, for a dimer and trimer of (a) PIC, (b)
PCYN, (c) TTBC and (d) BIC as a function of temperature. Dashed lines represent the
fitted linear functions.
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Table 4.4: Association enthalpy, ∆Hassoc, and entropy contributions, −T∆Sassoc (where
T = 300 K), for dimerisation and trimerisation.

Molecule ∆Hassoc / kJ mol−1 −T∆Sassoc / kJ mol−1

Dimer

PIC -17 ± 3 -3.5 ± 1.7
PCYN -37 ± 6 2.6 ± 0.9
TTBC -51 ± 12 13 ± 9
BIC -54 ± 5 16 ± 5

Trimer

PIC -40 ± 8 26 ± 5
PCYN -36 ± 2 7 ± 2
TTBC -37 ± 9 5 ± 2
BIC -33 ± 10 6 ± 4

It is found that the enthalpic term is much higher than the entropic contribution in the

dimerisation of PIC and PCYN. This indicates that the association of monomers is driven

by favourable attractive forces rather than a strong hydrophobic effect. In contrast, it has

been shown that the aggregation of the non-ionic chromonic molecule, TP6EO2M, has a

larger entropic contribution, which is up to 1.5 times larger than the enthalpic term.42,48

This suggests that the ionic nature of these cyanine dyes shifts the driving forces of associ-

ation. Simulations of an anionic perylene bisimide dye showed that the enthalpic compo-

nent was also greater than the entropic term, and the latter was unfavourable with respect

to association.131

For PCYN, the entropic component to ∆Gassoc is small and unfavourable for both

dimerisation and trimerisation, while the enthalpic contribution is very similar for both

processes. This indicates that the “quasi-isodesmic” aggregation observed for PCYN

arises from the entropic change between dimer and trimer association. Steady-state ab-

sorption spectroscopy experiments provide approximate values for the enthalpy and en-

tropy changes for the dimerisation of PCYN of -28 ± 3 kJ mol−1 and -0.1 ± 0.1 kJ mol−1,

respectively.331 The predicted association enthalpy is similar in magnitude compared to

our result, but the entropic contribution we obtain is larger. PIC, on the other hand, shows

an entropic contribution that is strongly unfavourable for trimerisation. However, this sys-

tem shows compensation between the terms with the enthalpic component increasing for

trimers. The dimer-trimer difference likely arises from the higher orientational freedom

of the dimeric species in solution compared to trimeric state.

TTBC and BIC display similar values for the enthalpic and entropic components of
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the binding energy. Their association enthalpies are greater than the entropic contribution

for dimerisation. Interestingly, it seems the presence of the additional ionic groups in BIC

does not affect the ratio of enthalpy/entropy in the free energy of association compared to

TTBC, indicating that the chemical identity of the core is the key aspect in the binding of

these dyes. For trimerisation, a decrease in both the enthalpic and entropic components

is seen, compared to the dimer, for both TTBC and BIC. This differs from PCYN, where

only the entropic contribution changed and shows that the “quasi-isodesmic” behaviour

observed for TTBC and BIC is due to an overall weakening of ∆Hassoc.

Table 4.5: Free energies of hydration (∆Ghydr) for the cyanine dyes

Molecule PIC PCYN TTBC BIC

∆Ghydr / kJ mol−1 -92.7 ± 0.3 -78.3 ± 0.3 -119.9 ± 0.4 -228.8 ± 1.2

Table 4.5 presents the free energies of hydration calculated for each of the cyanine

dyes. A notable observation is that all four mesogens are highly soluble in water. For

comparison, the hydration free energy for quinoline365 is -24 kJ mol−1 and, thus, it is

expected that PIC and PCYN (whose mesogenic cores are cationic dimers of quinoline)

will have higher solubility. The trend across the dyes is also as anticipated. TTBC and

BIC are more soluble than PIC and PCYN due to the presence of multiple chlorine atoms

on the periphery of the core. Furthermore, BIC is more soluble than TTBC as it has two

additional anionic sulfonate groups.

4.3.3 Self-assembly in aqueous solution

4.3.3.1 Formation of H-aggregate stacks

In order to study the self-assembly of the cyanine dyes, initial MD simulations of 15

molecules at 10 wt% concentration were performed. All simulations were carried out

at 300 K and started from randomly dispersed molecules in solution.

The aggregation of PIC into stacks occurs rapidly within several nanoseconds. In the

proceeding several hundred nanoseconds, the system exhibits a range of structures from

small stacks to assemblies which span the periodic box. Stacks for this dye are relatively

unstable and it is observed that they break and reform throughout the course of the simu-
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lation. Larger simulations of this species show the presence of stacks of various sizes. It

is observed that H-aggregation is dominant in these systems regardless of the system size

or concentration. The COM distance between neighbouring molecules in a stack is 0.43

nm (see Figure 4.6(c)) as predicted in the PMF of the dimer. The intermolecular stacking

distance is 0.36 nm, which is concordant with the interlayer distance determined for anal-

ogous systems.47–49 The second peak in the distributions correspond to the next neighbour

of a molecule in a stack. This second peak in the stacking distances is broader than the

first peak and indicates that the stacks bend, as a slight offset in the stacking causes a shift

of the stacking distance to a greater value.
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Figure 4.6: Simulation snapshot of PIC for a 10 wt% system of 15 molecules (a) and
structures extracted from a simulation of 90 molecules (b) showing a shift junction (left)
and a Y junction (right). (c) Histograms of the intermolecular stacking and COM distances
for PIC, with the inset highlighting the atoms used to defined the molecular plane.

The dynamic nature of these assemblies can give rise to defects when smaller stacks

merge together. In chromonic systems, such as Sunset Yellow (SSY), it is proposed that

such aggregates contain stacking faults, which complicate their structure beyond that of

simple rods. This explains the discrepancy that the persistence length of SSY aggregates

is too low to produce the orientational order that it exhibits.44 This allows for two spatial

scales to be defined; a short scale where stacking is correlated (described by a persistence
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length) and a long scale comprising the whole aggregate, where correlation is lost due to

defects. These defects can manifest as a molecular lateral shift (shift junction) or a 3-fold

Y junction, which causes the splitting of the column into branches. These Y junctions have

previously been observed in a variety of soft matter systems such as block copolymers and

worm-like micelles.366–368 Here, the presence of these defects in aggregates of PIC chloride

is observed, disrupting the H-type stacking and incorporating J-aggregate motifs into the

structures (see Figure 4.6(b)). The propensity for H-aggregation is explained in the PMFs

attained, and the possibility of J-aggregation behaviour is also predicted. Furthermore,

the tendency for the stacks to be dynamic, rather than form one stable structure, can be

attributed to the weak binding energy between the molecules. For the self-assembly of

neutral monomers in solution, an expression for the average aggregation number, ⟨n⟩, has

been determined in previous work369,370 as follows

⟨n⟩ =
√
ϕ exp

E
2kBT

, (4.2)

where E is the scission energy (the energy required to split an aggregate into two) and ϕ

is the volume fraction of the solute. Where the aggregates are more transient in nature

than rigid, ⟨n⟩ can be inferred to be ∼ L/d (where L is the persistence length and d is

the interlayer stacking distance). Thus, it follows that the aggregate size is highly depen-

dent on the binding energy (and concentration/temperature), where the magnitude of the

binding energy also relates to the flexibility of the aggregates. The ionic nature of the dyes

here warrants a modification to Eq. 4.2 as like-charged monomers experience a weakening

of association due to electrostatic repulsion. Therefore, we can substitute E = E1 − Ee

into Eq. 4.2, where E is the effective binding energy (as defined previously), E1 is the

‘true’ binding energy and Ee is a correction for the electrostatic repulsion.44,371 The cor-

rection is defined as Ee = lBwτ̃
2kBT/2

√
ϕ, where lB is the Bjerrum length, w is the

width of the monomer and τ̃ is the effective charge of the rod (τ̃ e ∼ e/lB). As concentra-

tion increases, the electrostatic correction decreases as counterions dispersed in solution

are packed nearer to the stacks, which increases their screening effect on the monomers.

This also implies that ionic additives will have a significant effect on the character of the

aggregates.

For PIC chloride, application of Eq. 4.2 yields an average aggregation number of

∼ 16, where E is taken to be the free energy of association for dimerisation. The use of
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the binding energy asE is reasonable as the PMFs should effectively contain contributions

due to the electrostatics/concentration. The volume fraction is estimated from the solvent

accessible surface area372 of the solute (using a standard probe radius of 0.14 nm), and

calculating its internal volume, which provides a value of ϕ = 0.09. It is noted that the

binding energy used here corresponds to a more dilute concentration, on which its depen-

dence is expected to have a minor effect on the magnitude. The “quasi-isodesmic” nature

observed here suggests that the trimer/tetramer binding energy is a better approximation

for the scission energy. This returns a value of ⟨n⟩ ≈ 6 for E = 6.1 kBT . This value

appears to be a more appropriate prediction based on the structures observed in the sim-

ulations, where defects occur between rigid sections of 4–8 molecules. This also implies

that the reduction in binding energy for a trimer/tetramer could be an effect of increased

electrostatic repulsion between the monomers as the stack size increases. The relatively

low persistence length associated with the estimated value of ⟨n⟩ (L ≈ 2.2 nm) explains

the propensity for the defects observed and the flexibility of the aggregates here.

In the simulation results presented for PIC, we only observe straightforward stacks of

H-aggregate character, in contrast to the J-aggregates reported in the literature. While the

J-aggregate motif is present in these assemblies, it is not abundant or dominant enough to

account for the experimental observations. The existence of a M ⇀↽ H ⇀↽ J equilibrium

here suggests that the simulations correspond to a regime of competition between the dif-

ferent modes of self-assembly, preceding the emergence of large-scale J-aggregation. It is

noted that previous AA MD simulation work has been reported on PIC chloride which, de-

spite significant differences between the force fields, match the structures obtained here.134

Aggregates of PCYN show no defects and forms stable stacks of H-aggregate character

(Figure 4.7) in contrast to PIC. Compared to PIC, the stacks formed here are much more

rigid and tend not to break apart as readily, yet they retain some flexibility and bending

behaviour. These assemblies are continuous over the periodic boundaries which suggests

that the true extent of aggregation exceeds that captured here in a 15 molecule system.

Analysis of the stacks (Figure 4.7(c)) reveals a stacking distance of 0.36 nm, and a COM

distance of 0.42 nm (matching the PMF for the dimer) similar to PIC. The second peak

(at 0.72 nm) in the stacking distances lies at exactly double that of the first peak; this

demonstrates the rigid nature of the stacks and shows that the stacking occurs with a regular

periodicity. From equation 4.2, the average aggregation number is estimated to be ⟨n⟩ ≈
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76, where ϕ = 0.08 and E = 11.2 kBT , and the persistence length is estimated to be

L ≈ 27 nm. These estimated quantities are beyond the length scale studied here but

highlights the effect of a higher binding energy on the behaviour of the stacked structures.

The simulations here show extensive aggregation into H-aggregate stacks, as observed

experimentally, but do not indicate organisation into tubular structures. However, there are

a number of possible modes of evolution into nanotubes that can be suggested based on

the simulation results: an end-to-end wrapping of a stack into ringed subunits to form the

basis of a tube, a helical curling of a long stack to form a continuous tube, or a side-by-side

alignment of stacks into a tube. Experimentally, it is observed that the formation of elon-

gated tube structures precedes the organisation into chromonic phases.325,328,332 Similar to

PIC, it seems the simulations here capture a regime prior to large-scale aggregation.
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Figure 4.7: Simulation snapshots of PCYN. A 10 wt% system of 15 molecules (a) with
a periodic image (shown with a semi-transparent representation) and a side view (b) of a
stack. (c) Histograms of the intermolecular stacking and COM distances for PCYN, with
the inset highlighting the atoms used to defined the molecular plane.



Chapter 4. Atomistic Simulations of Ionic Cyanine Dyes 87

4.3.3.2 Formation of J-aggregate brickwork structures

The next two cyanine dyes, TTBC and BIC, have vastly different self-assembly behaviour

to that observed in the previous section. For TTBC, a single-molecule thick, layered struc-

ture emerges (see Figure 4.9) and remains stable for hundreds of nanoseconds. Within

this structure, the J-aggregation motif is dominant and produces a brickwork arrangement

which is continuous across the periodic box. Unusually, this mode of ordering is not di-

rectly predicted in the PMFs, where the minimum energy configuration corresponds to a

H-dimer. This suggests that the increased presence of other TTBC molecules drives the

transformation into J-aggregates, and that this is an emergent phenomenon. A histogram

of the interlayer stacking distances (see Figure 4.9(c)) shows two peaks at 0.36 nm and 0.72

nm corresponding to the nearest and next row of molecules in the sheet, respectively, and

only a single peak in the COM distances at 0.85 nm, arising from the offset arrangement

between a molecule and its adjacent molecule in the next row. The evolution of the average

COM distance over the initial stages of self-assembly for neighbouring molecules (Figure

4.8) shows two stages of association before the J-aggregate structure stabilises. Firstly,

small H-aggregates form in the first 5 ns (giving an average COM distance of ∼0.52 nm).

Secondly, this transitions to a coexistence between H- and J-aggregate motifs when the

small H-aggregates combine and resolve into the J-aggregate (with an average COM dis-

tance of ∼0.75 nm between 10–35 ns). Finally, only the J-aggregation motif is present

from 40 ns, with an average COM distance of ∼0.85 nm. Simulation snapshots of each of

these stages of self-assembly are shown in Figure 4.8(b).
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Figure 4.8: (a) Evolution of the average COM distance over the first 50 ns of simulation.
(b) Simulation snapshots of TTBC at various points in the initial stages of self-assembly.
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Figure 4.9: Simulation snapshots of TTBC for a 10 wt% system of 15 molecules. (a)
A top-down view of the aggregate sheet structure and (b) a side view with the solvent
removed. (c) Histograms of the intermolecular stacking and COM distances for TTBC,
with the inset highlighting the atoms used to defined the plane.

The structure observed here is strikingly similar to the proposed smectic chromonic

mesophase previously observed in cyanine dyes.54,60,373 This mesophase consists of sheets,

with a brickwork arrangement of molecules within, which are in equilibrium with other

sheets in solution akin to a lamellar phase.60 XRD measurements indicate that the sheets

are one molecule thick54, the interlayer separation is ∼0.35 nm373 and that the molecular

long axis lies parallel to the layer plane.60 In this work, the J-aggregate sheet structure,

composed of a brickwork arrangement of molecules and is of unimolecular thickness, ob-

served is fully substantiated by the aforementioned experimental findings. In comparison

to the general experimental observations for TTBC, the brickwork model is accounted for.

However, there is no propensity for the herringbone arrangement despite its ubiquity in

reported work. The brickwork model accounts for the type II and type III J-aggregates

and, supposing the nanotubes are formed by rolling of these layers, supports the sugges-

tion that the results correspond to an intermediate state approaching large-scale aggregate

formation.

The sodium salt of BIC shares a mesogenic core with TTBC but has additional mesy-

late groups. This results in the molecule being anionic and less symmetric compared to

TTBC. Despite these differences, BIC also forms a single-molecule thick layered struc-

ture of a brickwork arrangement (see Figure 4.10). J-aggregation is the dominant mode of
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organisation observed and the structure is continuous over the periodic boundaries. This

self-assembled structure differs from that displayed by TTBC in two ways. Firstly, the

orientations of molecules within the structure have a slight tilting of the molecules such

that the molecular long axes are not completely parallel with the layer axis. Secondly, a

preference for antiparallel orientations between adjacent molecules is seen, allowing for

the charged groups to lie on the opposite side for the next molecule up in a stack. Analysis

of the twist angle between neighbouring molecules (see Figure 4.10(c)) shows a minor

peak at ∼15◦, corresponding to a parallel orientation, whereas the major peak at ∼175◦

corresponds to an antiparallel arrangement. Here, a neighbouring molecule is defined as

a molecule within a set cutoff of 1 nm. Similar to TTBC, the brickwork model structure

obtained corresponds to the smectic chromonic phase and the absorption spectrum for this

species shows a single, sharp J-band329,339 which further suggests a brickwork arrange-

ment. It is experimentally observed that BIC J-aggregates form spherical particles329,339,

but this is not observed here. It could be suggested that the simulated structures are the

basis for larger aggregates due to their proclivity for extensive aggregation across the pe-

riodic boundaries.
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Figure 4.10: Simulation snapshots of BIC. (a) A top-down view of the aggregate sheet
structure and (b) a side view. Dashed lines represent the periodic boundaries. (c) His-
togram of the twist angle between neighbouring molecules for BIC, with the inset high-
lighting the atoms used to defined the vector.

Overall, two different classes of aggregates are observed here. PIC and PCYN form

H-aggregates, whereas TTBC and BIC form J-aggregates. The fundamental difference

between these pairs of cyanine dyes is the structure of the mesogenic core. The length of

the polymethine chain or the presence of heteroatoms significantly alters the charge distri-

bution across the aromatic core, which can affect both the binding strength as well as the

orientations of a neighbouring molecule to accommodate preferences from electrostatic
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interactions. For TTBC and BIC, it is indicated that the peripheral chlorine groups influ-

ence an offest between adjacent molecules. Another factor behind the differences is the

molecular shape. PIC and PCYN are elongated disks but feature a small twist within the

core. This affects the overlap of adjacent molecules and, potentially, limits the number of

possible approaches for molecules to associate. In contrast, TTBC and BIC have a V-like

shape and a planar core which allows for a range of slippage angles to be accessed between

molecules in an aggregate.

4.4 Summary

In summary, this chapter presented all-atom molecular dynamics simulations of four ionic

cyanine dyes: PIC, PCYN, TTBC and BIC. Firstly, the force field for each mesogen was

optimised in terms of representing key dihedrals and atomic charges. Potentials of mean

force were calculated for dimers, trimers and tetramers, from which the free energy of

association can be obtained. It was found that the range of binding energies was 8–15

kBT , with a trend to higher binding strengths in species with longer polymethine chains

and higher polarisability in the cationic core. Dimer configurations exhibited in the global

minimum and second minimum in the PMFs correspond to H- and J-aggregation, respec-

tively. The aggregation was observed to be quasi-isodesmic in nature, where the binding

energy for dimerisation is higher than that for the trimer and tetramer. Decomposition

of the association free energy into its enthalpic and entropic contributions reveals that at-

tractive interactions between the aromatic cores drives aggregation for the ioninc cyanine

dyes, in contrast to entropic component dominating for non-ionic chromonics. The free

energies of hydration obtained show that all four dyes are quite soluble in water.

For the self-assembly of these cyanine dyes in aqueous solution, two classes of struc-

tures are observed. PIC forms H-aggregate stacks with shift and Y junction defects, which

serve to incorporate the J-aggregation motif into the assemblies. PCYN also forms H-

aggregate stacks, but its aggregates are of a more rigid character with the absence of de-

fects. TTBC exhibits a J-aggregate sheet structure of unimolecular thickness with a brick-

work arrangement of molecules within. Similarly, BIC organises into the same J-aggregate

structure but with a preference for antiparallel arrangement of adjacent molecules such that

the charged sulfonate groups lie on opposite sides. It is found that the self-assembly into
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the various structures is an emergent phenomenon, where the presence of other mesogens

is imperative in promoting the exhibited long-range order. While the experimentally ob-

served tubular architectures are not realised in the simulations, insights into the origins of

such structures are gained from exploring the molecular association at a smaller scale.



Chapter 5

Coarse-graining and Multiscale

Modelling of Cyanine Dyes

5.1 Introduction

The previous chapter introduced a series of four ionic cyanine dyes and presented all-

atom molecular dynamics simulations demonstrating their self-assembly in aqueous solu-

tion. This allowed for insight into the organisation of the mesogens at a molecular level

and for the characterisation of the thermodynamics of association. However, the time and

length scales accessible to atomistic simulation is limited; so a coarse-grained simulation

approach would prove instrumental in exploring the large-scale aggregation of these sys-

tems. This chapter focuses on the development and assessment of various coarse-graining

methods and mapping schemes for the cyanine dyes.

Firstly, three mapping schemes of different resolutions are compared for coarse-grained

(CG) models of PIC. These were parametrised using the bottom-up iterative Boltzmann in-

version (IBI) method, using the same atomistic reference. Secondly, the multiscale coarse-

graining (MS-CG) method is used to develop a CG model for PCYN in the hybrid force

matching (FM) approach. Thirdly, top-down Martini 3 CG models are also constructed

and tested on PCYN. All the aforementioned CG models fail to produce the correct self-

assembly behaviour. The challenges associated with coarse-graining these dyes will be

discussed, where it is found that the mapping of the mesogens to a lower resolution model

contributes significantly towards the difficulty in coarse-graining here. Finally, approaches

to address these issues and develop satisfactory CG models are introduced. A toy model,

92
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defined here as a model which seeks to reproduce a given observable of the real system but

is overall generalised, was constructed for TTBC in a non-systematic manner. This model

successfully exhibits the J-aggregate brickwork structure observed in atomistic simulation.

A hybrid all-atom/coarse-grained (AA/CG) framework is proposed, where the cyanine dye

is represented atomistically, the solvent is at a coarse-grained level and the two resolutions

are coupled via virtual sites. When this multiscale modelling framework is applied to

PCYN and TTBC, the correct self-assembly is observed and allows for an increase in

computational efficiency without sacrificing structural accuracy.

5.2 Computational details

Parametrisation of coarse-grained models

The first step in developing the CG models was the mapping from a fine-grained AA model.

Bonded parameters for the CG models are obtained from probability distributions calcu-

lated from a single molecule MD simulation in water. The mapping schemes and bonded

parameters used for each model in this chapter will be detailed in their relevant sections.

For the non-bonded CG potentials, the IBI scheme (see section 2.5) was used to param-

etrise three CG models of PIC with different mapping schemes. This procedure was car-

ried out in the VOTCA-CSG package, version 1.4.1.162,175,212 RDFs for this method were

calculated from the same reference trajectory: a 90-molecule system at 30 wt% and 300

K. The three models are a 5-site (3 bead types), 7-site (4 bead types) and a 13-site (6 bead

types) model which give rise to a total of 15, 21 and 36 pairwise interactions, respectively,

when the solvent and counterions are considered. All models here are neutral, where elec-

trostatic effects are effectively captured in the potentials. It is noted that none of the three

CG models achieved full convergence of the RDFs, and so the potentials from the iteration

with the highest match were chosen for each model. The interdependence of the potentials

for the RDFs combined with the high number of interactions proves too difficult for the

algorithm to handle. Furthermore, no pressure correction was applied. The three IBI CG

models capture all the general features of the RDFs and, thus, provide qualitative insights

into these systems and commentary on the methods, but may not be reliable in predicting

aggregate structures.

The MS-CG method (see section 2.6) was applied to develop FM CG models, in the hy-
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brid force matching scheme.175,176 This was performed with the BOCS (Bottom-up Open-

source Coarse-graining Software) package.224 Reference trajectories for this method con-

tained 1000 snapshots. The linear pressure correction (see Equations 2.36 and 2.37) was

employed to ensure that a pressure of 1 bar is exhibited at the correct density.

The Martini 3 force field consists of an extensive library of bead types, based on

Lennard-Jones potentials, from which CG models can be constructed from (see section

2.7).106 It is noted that this study was conducted prior to the formal publication of Martini

3, and so uses the parameters released in the open beta version.225

Simulation details

CG simulations for the IBI models were performed in the NVT ensemble with a cutoff

of 1.6 nm for short-range interactions. After minimisation, equilibration runs with the

Berendsen thermostat150 for 100 ps and, then, the Nosé–Hoover thermostat152,153 for 500

ps were carried out with a 2 fs time step. Production simulations used the Nosé–Hoover

thermostat and a 5 fs time step.

The FM CG models were simulated, with a cutoff of 1.2 nm, in the NPT ensemble.

A pre-equilibration run used the Berendsen thermostat in the NVT ensemble before an

equilibration in the NPT ensemble with the addition of the Berendsen barostat. A fi-

nal equilibration, and subsequent production run, were carried out with the Nosé–Hoover

thermostat and Parrinello–Rahman barostat154. Time constants of 1 ps and 8 ps were used

for the thermostat and barostat, respectively.

The Martini 3 models used a reduced cutoff of 1.1 nm for all interactions and a dielec-

tric constant of ϵr = 15.227 These models also used the velocity rescaling thermostat151

and the reaction-field method for electrostatics145, where ϵrf = ∞ beyond the cutoff.

Free energy calculations

Potentials of mean force (PMFs) were calculated at a concentration of 1 wt%. A pull was

applied between the centres of mass (COMs) of each species at a pull rate of 0.001 nm

ps−1. Configurations of specific distance were extracted from the pull with neighbouring

points varying from 0.02–0.1 nm between windows. Each window was equilibrated for 1

ns and then simulated for 20 ns to sample a range of configurations with the intermolecular

distances of the COMs constrained. A total of 1 × 106 force values were output for each
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point of the separation distance and used to calculate the average constraint force before

integration to obtain the PMF. The free energy of association, ∆Gassoc, is defined as the

maximum well depth of the PMF.

Free energies of hydration, ∆Ghydr, were calculated by decoupling the intermolecular

interactions of a single molecule from the solvent at a concentration of 0.5 wt%, where the

hydration of the species is the reverse of this process. Coulombic interactions were first

decoupled linearly before the van der Waals interactions, with a total number of 41 states

of λ between 0 and 1, with a spacing of 0.05. Simulations for each λ state consisted of a 1

ns equilibration followed by a 5 ns production run for data collection using the stochastic

dynamics integrator.

5.3 Results and discussion

5.3.1 Comparison of mapping schemes using IBI

Given that the goal of developing CG models of the cyanine dyes in this work is explore the

structure of their aggregates, a structure-based coarse-graining method appears to be an

appropriate starting point. Three mapping schemes, of different resolution, were assessed

for IBI CG models of PIC to determine the necessary amount of detail required for CG

models.

IBI-1 IBI-2

IBI-3

A

B

C

A B

C

D

A

B

C

D E

F

Figure 5.1: Coarse-grained mapping schemes for the three IBI models of PIC, denoted as
IBI-1 (5-site), IBI-2 (7-site) and IBI-M3 (13-site). Water and chloride ions are mapped in
a 1:1 fashion.
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Figure 5.1 presents the mapping schemes and labels for the bead types used. Water

and chloride ions are mapped in a 1:1 fashion. The first and lowest resolution model, IBI-

1, maps the entirety of a quinoline unit to a single CG site whereas IBI-2 maps it to two

different CG sites. The third model, IBI-3, uses a more standard mapping of 2 aromatic

carbons to a single site. All three models use a single site for the ethyl group and the

connecting methylene unit. The interconnected nature and stiffness of the bonds within

these models proved problematic when using bonded potentials obtained via Boltzmann

inversion, limiting MD simulations to a 1 fs time step. Thus, harmonic potentials were used

in their place. The various bonded parameters for the three CG models are summarised

below.

Table 5.1: Bond parameters for IBI-1.

Atoms Length / nm kr / kJ mol−1 nm−2

A B 0.41 10000
A C 0.36 10000

Table 5.2: Angle parameters for IBI-1.

Atoms Angle / deg kθ / kJ mol−1 deg−2

A B A′ 136 500
C A B 52 500

Table 5.3: Proper and improper dihedral parameters for IBI-1.

Atoms Dihedral / deg kϕ / kJ mol−1

C A B A′ 0 25

Table 5.4: Bond parameters for IBI-2.

Atoms Length / nm kr / kJ mol−1 nm−2

A B 0.30 10000
B C 0.27 10000
B F 0.34 10000
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Table 5.5: Angle parameters for IBI-2.

Atoms Angle / deg kθ / kJ mol−1 deg−2

A B C 147 500
A B D 85 500
D B C 63 500
B C B′ 116 500

Table 5.6: Proper and improper dihedral parameters for IBI-2.

Atoms Dihedral / deg kϕ / kJ mol−1

A B C B′ 23 25
D B C B′ 0 25

Table 5.7: Bond parameters for IBI-3, where * refers to the diagonal pair.

Atoms Length / nm kr / kJ mol−1 nm−2

A A 0.22 10000
A B 0.22 10000
A C 0.39 10000
A D 0.39 10000
A D* 0.45 10000
C D 0.22 10000
D E 0.20 10000
D F 0.24 10000

Table 5.8: Angle parameters for IBI-3, where * refers to a diagonal set of atoms.

Atoms Angle / deg kθ / kJ mol−1 deg−2

A B C 116 500
A B D 119 500
A B C* 177 500
A B D* 178 500
B D F 104 500
C D F 156 500
B D E 159 500
C D E 99 500
D E D′ 155 500
F D E 93 500
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Table 5.9: Proper and improper dihedral parameters for IBI-3.

Atoms Dihedral / deg kϕ / kJ mol−1

C D E D′ 157 25
B D E D′ 157 25
A A′ C D 0 25
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Figure 5.2: Coarse-grained potentials for the IBI-1 model, where W and S are the bead
types for water and chloride ions, respectively.
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Figure 5.3: Coarse-grained potentials for the IBI-2 model, where W and S are the bead
types for water and chloride ions, respectively.
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Figure 5.4: Coarse-grained potentials for the IBI-3 model, where W and S are the bead
types for water and chloride ions, respectively.

The CG potentials obtained via IBI for the three models are presented in Figures 5.2,

5.3 and 5.4. It is noted that the IBI-3 model uses a 1.2 nm cutoff. To assess the various

models, the free energies of association (and the preferred COM distance for a dimer) and

hydration free energies are determined. It is noted that these free energies are Helmholtz

free energies as they are calculated in the NVT ensemble. These are summarised in Table

5.10 and the PMFs are shown in Figure 5.5(a).
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Table 5.10: Free energies of association (∆Eassoc), the favoured intermolecular COM dis-
tance of a dimer (rassoc) and free energies of hydration (∆Ehydr) for the three IBI CG
models.

Model ∆Eassoc / kJ mol−1 rassoc / nm ∆Ehydr / kJ mol−1

AA -20.0 ± 1.5 0.43 -92.7 ± 0.3
IBI-1 -30 ± 2 0.38 +67.2 ± 0.4
IBI-2 -47 ± 3 0.38 +98.6 ± 0.5
IBI-3 -154 ± 5 0.41 +94.3 ± 0.5
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Figure 5.5: (a) PMFs, with the IBI-3 profile shown in the inset, and (b) example dimer
configurations for the IBI CG models.

It is found that all three CG models overestimate the binding energy, with this value

increasing along with the number of sites the model has. Despite this, rassoc is in good

agreement with the atomistic value and the observed dimer configurations correspond to

that found for the AA system (see Figure 5.5(b)). The hydration free energies calculated

for the CG models are of the wrong sign and indicate insolubility in water. Overall, it can

be seen that the IBI CG models reproduce the structure well, as expected for the method,

but do not capture the thermodynamic properties correctly.

To study the self-assembly of these three IBI CG models, systems of 720 molecules at

30 wt% were simulated for 1 µs. The initial system was set up from the same AA system

of 90 molecules which was mapped to the different resolutions. This mapped system was

replicated twice in each dimension to create the starting configuration. Thus, the three

simulations were conducted at the correct AA density in the NVT ensemble. Snapshots

of the simulations are presented in Figure 5.6. For IBI-1, the self-assembly into hollow

cylinders is observed. These cylinders are rigid and span the periodic box, and do not
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contain any water in the cavity. It is noted that these structures align with the diagonal of

the box and the snapshot of the system has been rotated for higher visual clarity, which

results in the appearance of a higher density of water in the centre of the box. It can be seen

that the arrangement of molecules in the cylinder is quite random, although some stacking

is present, and has walls of a single-molecule thickness. Furthermore, a preference for

the A CG beads (representing the quinoline unit) interacting with water is seen, with the

C CG beads (representing the ethyl groups) being shielded. This behaviour is akin to

cylindrical micelles formed by surfactants.374 The hollow cylinders further organise into

a 2D rectangular array, which is the so-called rectangular phase observed in potassium

oleate/water systems.375,376

a)

IBI-1

b)

IBI-2

c)

IBI-3

Figure 5.6: Simulation snapshots of a 30 wt% system of 720 molecules for the (a) IBI-1,
(b) IBI-2 and (c) IBI-3 models. For IBI-1, the red dots represent water and focused views
of the cylindrical structures are shown to the right of the IBI-1 and IBI-2 systems with
individual molecules coloured differently.

The IBI-2 system also forms cylindrical structures, but of a different character to those

seen for IBI-1. In terms of similarities, the cylinders are also one-molecule thick and do

not contain any water. The main difference is that the molecules stack extensively with
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the wall with a slight tilt. However, the cylinders do not seem to have any positional order

between them and are quite transient in nature compared to the IBI-1 model. As before,

there is a preference for the core CG beads to interact with water over the alkyl CG beads.

The increased stacking can be suggested to arise from the higher binding energy found

for the IBI-2 model, compared to IBI-1, in combination with the increased number of CG

sites to direct the structure. The IBI-3 model self-assembles in a contrasting manner to the

previous models. The molecules form ribbons, with single-molecule and two-molecule

cross-sections at different points, which intertwine throughout the box. The dominant

mode of organisation between the molecules is stacking and the structures are very rigid,

as indicated by the high association free energy. It can also be suggested that the higher

resolution of this CG model facilitates the stacking mode through directed interactions

between pairs of sites. Similar to the AA system, there is no observed preference for a

specific component of the molecule to interact with water.

These CG models allow for a qualitative perspective into the aggregation of PIC and,

more importantly, a comparison of the mapping schemes within the IBI framework. As

expected, there is an increase in the degree of stacking as the resolution of the model in-

creases. It is interesting to note that all three models produce the same dimer structure in

the PMFs (in good agreement with the AA system), but differ in the self-assembly of a

larger system, likely due to the variation in the number and nature of the interaction sites.

Despite the insolubility predicted by the free energies of hydration, all three models dis-

play lyotropic behaviour. It can be seen that the IBI-2 and IBI-3 models exhibit some mi-

crophase separation with micellar-like structures forming. This surfactant-like behaviour

is irregular as the cyanine dye is not a conventional amphiphile, and can be rationalised as

an imbalance between the potentials which seek to reproduce structural features seen in

the RDFs rather than the underlying interactions. The preference for cylindrical structures

to form may be due to the mapping of the IBI-1 and IBI-2 models, where the CG beads are

slightly too large to represent aromatic units. The spherically symmetric nature of the in-

teractions in combination with this results in aggregation in the ‘vertical’ and ‘horizontal’

directions, instead of only in the stacking (vertical) mode observed in the AA system. This

is supported by the higher resolution IBI-3 model, which does not form cylindrical struc-

tures but does show stacking. It seems that there is no particular trend in the free energy

of hydration as a function of a finer mapping, although there is a slight increase for the
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IBI-2 and IBI-3 models compared to IBI-1. Overall, the great difficulty in parametrising

CG models with the IBI method means that it cannot be recommended as an approach for

the development of CG models for cyanine dyes in aqueous solution.

5.3.2 Force matching

Using the insights from the previous section, another bottom-up coarse-graining method

was tested. In this section, the MS-CG method was used to develop FM CG models for the

cyanine dye, PCYN. For the mapping of this molecule, 2 aromatic atoms were incorporated

into a CG bead resulting in 5 sites representing a quinoline unit. The choice of a 2:1

mapping promotes stacking better compared to a coarser mapping.106 The propene linker

and the ethyl groups were mapped to single sites. Water and chloride ions are also mapped

in a 1:1 fashion. In terms of bead types, the CG beads containing aromatic carbons only

were assumed to be a single bead type to reduce the total number of unique bead types to

4 for the mesogen and 6 in total (including the solvent). This leads to a total of 21 pairwise

interaction potentials to parametrise. Here, the electrostatic contributions to the forces are

subtracted prior to force matching, such that partial charges can be used in the CG model

and treated explicitly with the PME method in simulations.139 The partial charges for a

CG bead are obtained by summing up the atomic charges from the underlying atoms. The

reference trajectory for this model is a 50 ns simulation of a 15 molecule system at 10 wt%

and 300 K. The mapping scheme is shown in Figure 5.7 and the bonded parameters are

summarised in Tables 5.11, 5.12 and 5.13.

A (+0.074 e) C (-0.236 e)

B (+0.102 e)

D (+0.22 e)

Figure 5.7: Coarse-grained mapping scheme for the FM model of PCYN.
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Table 5.11: Bond parameters for the FM model.

Atoms Length / nm kr / kJ mol−1 nm−2

A A 0.22 10000
A B 0.22 10000
B C 0.32 10000
B D 0.23 10000

Table 5.12: Angle parameters for the FM model.

Atoms Angle / deg kθ / kJ mol−1 deg−2

A A′ A′′ 60 500
A B A′ 60 500
B C B′ 170 500
A B D 160 500

Table 5.13: Proper and improper dihedral parameters for the FM model.

Atoms Dihedral / deg kϕ / kJ mol−1

A B C B′ 97 25
A A′ A′′ B 0 5
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Figure 5.8: Coarse-grained potentials for the FM model of PCYN, where W and S are the
bead types for water and chloride ions, respectively.

Figure 5.8 presents the CG potentials for the FM model of PCYN parametrised via the

MS-CG method. The free energy of association (see Figure 5.9(a) for the PMF) calculated

for this model is -140 ± 2 kJ mol−1 at a favoured COM distance of 0.43 nm. While this

binding energy is greatly overestimated, the value of rassoc is in good agreement with the

AA system. The free energy of hydration obtained is +65.3± 0.4 kJ mol−1. This reinforces

the idea that structure-based coarse-graining methods, even one such as MS-CG which is

based on reconstructing structure through the forces, focus on reproducing the observed

structure at the cost of thermodynamics. In this case, this is the downfall of the FM model

as the high binding energy in combination with the insolubility leads to a strong phase

separation of the dye from water. A simulation snapshot of the system is shown in Figure

5.9(b). In this 15-molecule system, some stacking can be discerned but a single aggregate
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prevails here over the self-assembly observed in the AA reference. The underlying factors

are further explored and discussed in Chapter 6.
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Figure 5.9: (a) PMF for a dimer of the FM model. (b) A simulation snapshot of the FM
CG system for PCYN, where the purple beads represent water.

In contrast to the IBI models (albeit these were for a different cyanine dye), the FM

model shows a lack of long-range order in the resulting system. Overall, all the bottom-up

CG models show overestimation of the association free energy and insolubility, but this

does not seem to hinder the self-assembly in the IBI models as much as the FM model.

Thus, the difference is in the balance of the interactions achieved by each method. It seems

that reproducing the local structure of water around a CG bead type, which is iteratively

refined in the IBI scheme, is a better approach to gaining long-range order over the MS-

CG method (which simply translates the force profile to an interaction potential). It is

likely that the forces between components of the mesogen and water do not accurately

reflect the actual strength of the interactions and structure at the AA level, a shortcoming

which is carried forward into the CG models by the MS-CG method. Furthermore, if the

strong attractive interactions between the aromatic sections of the mesogens is not offset

by good solubility, then the model will aggregate too strongly. Compared to IBI, the MS-

CG method offers a much easier and computationally inexpensive route to parametrising

CG models. In IBI, the feasibility of converging the RDFs significantly decreases with an

increasing number of potentials (either not being possible or requiring many iterations).

This is not an issue for MS-CG as the potentials are determined in a single processing of

the reference trajectory, regardless of the number of interactions. This suggests that MS-

CG and FM CG models are a promising route to developing models for modelling self-



Chapter 5. Coarse-graining and Multiscale Modelling of Cyanine Dyes 109

assembly in aqueous solution, but require further work to address their current limitations.

5.3.3 Martini

The next CG model to be considered is a top-down Martini 3 (see section 2.7) model of

PCYN. The high transferability of the Martini force field for aqueous–hydrophobic envi-

ronments makes it a suitable candidate for modelling cyanine dyes. The bead types used

to represent the mesogen are A = TC4, B = TC6, C = SC4, D = TC3, W = WN and S =

TQ1 (see Figure 5.7 for the bead labels). It is noted that water in this framework is mapped

in a 4:1 manner. To approximate the delocalised nature of the cationic charge, the TC6

beads carry a partial charge of +0.62 e and the SC4 bead has a -0.24 e partial charge. This

also avoids the need to have one CG site within the core having a full integer charge, which

could overly disrupt the association of the molecules. Furthermore, the SC4 and TC6 bead

types have increased interaction strengths with water (doubled and tripled, respectively)

to reflect the higher solubility of charged beads. The bonded parameters for this Martini

3 model are the same as those used for the FM model (see Tables 5.11, 5.12 and 5.13).
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Figure 5.10: (a) PMF for a dimer of the Martini 3 model. (b) A simulation snapshot of the
Martini 3 CG system for PCYN.

The free energy of association obtained for the Martini 3 model is -28.2± 0.5 kJ mol−1

with a value for rassoc of 0.39 nm. Both these quantities are only slightly underestimated

compared to the AA system, and shows an immense improvement over the FM model.

The hydration free energy calculated is -54.3 ± 0.11 kJ mol−1. Overall, it can be seen that

Martini 3 captures the thermodynamic properties well, and this indicates that the model

will exhibit correct behaviour in aqueous solution. A 500 ns simulation of a 15 molecule

system at 10 wt% and 300 K was performed (see Figure 5.10(b)). The system shows self-
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assembly into stacks, but these stacks additionally aggregate along the molecular long axes.

This is not observed in the AA system, where there were only stacks of a single-molecule

cross-section. However, it seems that the molecules in the CG system are soluble and there

is little to no microphase separation present.

Despite achieving a favourable balance between the association strength and solubility,

the Martini 3 model does not quite exhibit the correct self-assembly. It could be suggested

that there are two potential limitations. Firstly, the local interactions within the mesogen do

not possess precisely the correct balance of hydrophilicity/hydrophobicity. Secondly, the

mapping of the model results in too much of a loss of anisotropic character (i.e. disc-like

shape) where, atomistically, the face-to-face association is clearly favoured. The latter is a

fundamental issue as the CG model cannot be made finer than the current mapping scheme

without sacrificing the benefits of coarse-graining. This could potentially be addressed by

representing the aromatic segments as biaxial ellipsoids with anisotropic interaction po-

tentials.377–380 The former has been discussed previously170, and shall be further explored

here. Two simple models, based on a perylene (see Chapter 6) and a quinoline core, are

investigated via MD simulation using a 15-molecule system. The models consist of 8 and

5 TC4 beads for the core, with two charged Qp beads on the periphery (see Figure 5.11(a)).

A parameter sweep for the TC4–TC4 and WN–TC4 interactions is conducted from ϵ in-

creasing up to 2ϵ, and the largest stacked species in the simulated system is recorded. This

allows for the effect of the balance of the core–core and core–water interaction strengths

on the propensity for chromonic stacking to be investigated.

Initially, the M1 and M2 models were tested without the charged beads. Both models

form a single aggregate in solution, due to the absence of the solubilising groups to stabilise

stacks. For the full M1 and M2 models, it can be seen that using the normal Martini 3

values of ϵ results in only monomers present in the system, either the binding of the cores

is too low or its solubility is too high. At the upper limit of 2ϵ for both interactions, stacks

are prevalent for the M1 and M2 models. It can be seen that as the core–core interaction

strength increases, the extent of stacking also increases but this decreases as the solubility

of the core increases. In summary, the stronger the binding of the cores is, the larger the

area of parameter space which allows for self-assembly into stacks is. For the M1 model,

the largest stacks found contain 10 molecules whereas the M2 model only forms stacks of 4

molecules. This highlights the effect of the core size on the self-assembly, where the extent
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of stacking increases with the number of sites. Furthermore, the M1 model has a much

larger area of parameter space which results in stacks of dimer size and above compared

to the M2 model. There are two key findings of note here. The first is that the presence

of explicit solubilising groups assists greatly in the promotion of stacking in water. The

second is that the number of combination of parameters which allow for stacking is lower

for a smaller core size. This suggests that the incorrect self-assembly behaviour found for

CG models of cyanine dyes is due to limitations in the mapping, where the mesogens lack

explicit solubilising components and have relatively small core sizes.

a)

b)

TC4
Qp

M1 M2

Figure 5.11: (a) Structures of the M1 and M2 test models with 10 (left) and 7 (right) sites.
(b) Plots of the size of stacks observed in simulations of the M1 (left) and M2 (right)
models for a parameter sweep of the TC4–TC4 and WN–TC4 interaction strengths.

5.3.4 Toy model

Moving away from chemically specific CG models, a toy model for TTBC was developed.

A toy model is a minimalistic CG model that describes the general features of the sys-

tem and qualitatively captures the phenomena under study with a simple parameter set.

Such models have been of great value in studying self-assembly in many biological sys-

tems.381,382 For TTBC, the MS-CG method was first used to parametrise a CG model but

this only formed a single aggregate in solution as for PCYN. Similarly, a Martini 3 model
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produced the same aggregation behaviour as the FM model. Due to the failure here to

develop a more refined CG model of TTBC based on the underlying system, a toy model

approach is tested here. This CG model aims to reproduce the J-aggregate association

motif in a brickwork arrangement, as observed in the AA system, through a small number

of specific interactions. A similar concept has been used to study smectic A phases with

DPD models, where the local antiparallel association is controlled through directed inter-

actions.383 Other targets for the CG model of TTBC is the unimolecular cross-section of

the structure. While only the self-assembly behaviour is targeted, this should implicitly

achieve a good balance between the association strength and solubility for the model.

A
B

C

D

Figure 5.12: Coarse-grained mapping scheme for TTBC.

Table 5.14: Bond parameters for the toy model.

Atoms Length / nm kr / kJ mol−1 nm−2

A A 0.28 5000
A B 0.33 5000
B C 0.32 5000
B D 0.3 5000
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Table 5.15: Angle parameters for the toy model.

Atoms Angle / deg kθ / kJ mol−1 deg−2

A A′ B 65 500
A B B′ 155 500
B B′ C 172 500
B C B′ 164 500
B B′ D 95 500
C B D 77 500

Table 5.16: Proper and improper dihedral parameters for the toy model.

Atoms Dihedral / deg kϕ / kJ mol−1

A A′ B B′ 0 25
A B B′ D 167 25
B B′ C B′′ 0 25

Figure 5.12 shows the mapping scheme used in this CG model, which follows the

general 2/3 to 1 mapping for aromatic sites. The bonded parameters for the harmonic po-

tentials are summarised in Tables 5.14, 5.15 and 5.16. Water and chloride ions are mapped

in a 4:1 ratio and 1:1 ratio, respectively. The non-bonded interactions are represented by

Lennard-Jones potentials. The interaction distances, σ, are obtained by calculating the

corresponding intersite distances (where σ = rmin/2
1/6) from a mapped reference of the

brickwork structure with the J-aggregate motif. Interaction distances for solute–solvent

and solvent–solvent potentials are generic. Initially, all values of ϵ were set to 1 kJ mol−1.

In order to bias an offset configuration for adjacent molecules, ϵ for the AB and AC cross-

interactions are increased. The AW and DW interaction strengths are also increased to

reflect the solubility of the cyanine dye and promote a single-molecule cross-section for

the structure. The final parameters were determined by scanning through ϵ values across

a range from the initial guess. The final interaction matrix for the σ and ϵ LJ parameters

are summarised in Table 5.17.
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Table 5.17: Interaction matrix for the LJ σ (nm)/ϵ (kJ mol−1) parameters of the toy CG
model, where W and S refer to water and chloride ions, respectively.

Bead type A B C D W S

A 0.48/3.5 0.45/3.5 0.34/3.5 0.45/1.0 0.41/1.75 0.41/1.0

B – 0.33/3.5 0.42/1.0 0.49/1.0 0.41/1.0 0.41/1.0

C – – 0.71/1.0 0.58/1.0 0.41/1.0 0.41/1.0

D – – – 0.46/1.0 0.41/5.25 0.41/1.0

W – – – – 0.47/3.5 0.41/3.5

S – – – – – 0.41/1.0

For the thermodynamic properties, the association free energy is calculated to be -18.1

± 0.3 kJ mol−1 (see Figure 5.13(a) for the PMF) at a favoured COM distance of 0.84 nm,

and the hydration free energy obtained is -98.5± 0.2 kJ mol−1. The dimer configuration in

the minimum of the PMF corresponds to the J-aggregate motif, which has a COM distance

of 0.84 nm in agreement with the self-assembled structure in the AA system. This is

contrasting behaviour to that seen in the AA PMF, where the preferred configuration is

a H-dimer. The free energy of hydration is slightly underestimated, but shows that the

model has good solubility. Overall, the thermodynamic quantities are qualitatively in line

with the AA values despite not being the targets of the parametrisation. A short 100 ns

simulation (see Figure 5.13(b)) of this toy model for a 15 molecule system (at 10 wt% and

300 K) shows the formation of the target brickwork structure of unimolecular thickness. It

is noted that the biasing of the model to adopt the J-aggregate motif results in an absence

of any H-aggregation, even in the initial stages of self-assembly.
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Figure 5.13: (a) PMF for a dimer of the toy model. Simulation snapshots of a (b) 15-
molecule and a (c) 405-molecule system. (d) A focused view showing the local arrange-
ment between molecules, where individual molecules are coloured differently.

This toy model was then used for a larger simulation of a 405-molecule system at 10

wt% and 300 K for 4 µs. Figure 5.13(c) shows a simulation snapshot of the resulting sys-

tem. The system self-assembles in a large single aggregate, consisting of a local brickwork

arrangement between molecules and is one molecule wide, which shows some significant

curvature. It could be suggested that in the absence of periodic boundary conditions, the

sheet structure would curve and interact with itself to form a cylindrical structure (as ob-

served in experiment335). Figure 5.13(d) shows a focused view of the structure in which

two packing motifs can be discerned. The first is the brickwork arrangement which was the

target in parametrising this model. The second is a partial herringbone-like arrangement.

Both these packing arrangements have been reported in crystal structures350 and aggre-

gates in aqueous solution335. It is likely that the herringbone-like ordering found here is
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a result of segments of the structure ‘zipping up’. Here, a complete rearrangement could

be difficult as it would require a significant number of molecules to be released from the

structure.

Looking at the LJ parameters for this model, it can be seen that the specific ratio of

bead sizes and interaction strengths that produce the correct self-assembly would be im-

possible to achieve with the bead types available in Martini 3. While not explored here,

it could be that there is an appreciably sized area of parameter space that produces the

target behaviour. It is also unlikely that the correct balance of interactions can be obtained

with the MS-CG method, although this would provide a good estimation of the interaction

lengths. A methodology based on using initial CG potentials from MS-CG, which are then

scaled in terms of interaction strengths by the user to produce the correct self-assembly

could be useful in developing similar models. In terms of the current approach used to

develop the toy model of TTBC, the LJ parameters could be further optimised to exactly

reproduce the free energies of association and hydration to create a chemically specific

CG model.

5.3.5 Hybrid AA/CG models

As discussed previously, it is likely that the mapping of cyanine dyes to a lower resolution

makes it difficult to obtain a parameter set which produces the correct self-assembly. The

loss of molecular detail within the mesogen at the CG level leads to the bottom-up and top-

down models failing to show the expected aggregation behaviour in aqueous solution, even

if the binding strength and solubility are captured well. A multiscale modelling approach

could address this issue, where the region of interest is described in atomistic detail and

the remainder of the system is modelled at the CG level within a MD simulation.384–389

When Martini is used to represent the CG level, the two resolutions can be coupled via

virtual sites.390–392 These studies demonstrate that this hybrid AA/CG approach allows for

structural and thermodynamic accuracy comparable to the all-atom systems.

In this section, hybrid AA/CG models for PCYN and TTBC are developed through the

combination of the GAFF and Martini force fields. Virtual sites are defined at the COM

of the underlying atoms of a CG bead (see Figure 5.7 and 5.12). The cyanine dyes, at an

all-atom resolution, can interact with themselves but not with the solvent. Solute–solvent

interactions are handled through the interactions of the virtual sites with the solvent, where
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the virtual sites are excluded from interacting with the AA model. The solvent is repre-

sented as proper CG beads which also do not interact with the AA force field. The solvent–

solvent and solute–solvent interactions are described using the Martini framework. Here,

chloride counterions are counted as part of the solvent subsystem. Simulation parameters

used for these models are the same as those used for the Martini force field, except for the

use of a time step of 2 fs.
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Figure 5.14: (a) PMFs for a dimer of the hybrid AA/CG models. Simulation snapshots
of a 15 molecule system at 10 wt% for the hybrid AA/CG models for (b) PCYN and (c)
TTBC, where the purple and yellow beads represent water and chloride ions, respectively.

The PMFs for the hybrid AA/CG models are shown in Figure 5.14(a) and the results

of the free energy calculations are summarised in Table 5.18. An initial model was con-

structed for PCYN using the Martini 3 force field for the CG solvent. It was found that the

binding energy is slightly too high and its hydration free energy is of the wrong sign. A sec-

ond model for PCYN was developed using the polarisable refPOL/refION207,208 Martini

force field. This methodology requires explicit electrostatic coupling between the solute

and solvent.390,391 The refPOL Martini water has partial charges that are tuned so that the
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dipole moment and bulk dielectric constant of water is reproduced. Simulations using this

force field were performed using the PME method for electrostatics and with ϵr = 2.5. The

use of polarisable CG water in the hybrid framework allows for the AA atomic charges to

explicitly interact with and be screened by the solvent, which results in the PCYN (refPOL)

hybrid model exhibiting good solubility. It is noted that the additional sites present in the

refPOL water model and the use of the PME method means that its use is computationally

more expensive than Martini 3 water. The hybrid AA/CG model for TTBC also used ref-

POL water. For Martini 3, solute–solvent interactions were represented by the TC4 bead

types, whereas the polarisable refPOL model used the SC5 bead type for the virtual sites.

The self-assembly of the hybrid AA/CG models (see Figure 5.14(b) and (c)) matches that

observed in the AA systems. It is noted that the self-assembly of the Martini 3 and refPOL

hybrid models for PCYN is similar, but it is likely that this is driven by phase separation in

the Martini 3 version with the atomistic detail allowing the local structure to be exhibited.

Thus, this framework allows for the cyanine dyes to be simulated with good structural ac-

curacy, but with a speed up in simulation time due to the reduction of the number of sites

present and faster dynamics.

Table 5.18: Free energy of association (∆Gassoc), the favoured intermolecular COM dis-
tance of a dimer (rassoc) and the free energy of hydration (∆Ghydr) for the hybrid AA/CG
models.

Model ∆Gassoc / kJ mol−1 rassoc / nm ∆Ghydr/ kJ mol−1

PCYN (Martini 3) -45 ± 2 0.40 +59.2 ± 0.13
PCYN (refPOL) -20 ± 3 0.40 -100.3 ± 0.6
TTBC (refPOL) -36.7 ± 0.8 0.40 -141.5 ± 0.7

The hybrid AA/CG models (using refPOL water) for PCYN and TTBC were used for

larger simulations for 1 µs of a 500 molecule system. These systems are shown, with the

atomistic regions only, in Figure 5.15. The system for PCYN displays self-assembly be-

haviour identical to the AA model, where long stacks of a single-molecule cross-section

form. However, there is no inclination towards the formation of nanotubes despite the

larger system size. It is possible that an increase in concentration could result in a transi-

tion to a nanotube structure through a closer packing of the columns, where there is lateral

association in addition to stacking.328,332 However, moving to higher concentrations may

be detrimental to the self-assembly as the extent of stacking and stack sizes will decrease
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as the volume of the system decreases. Stacks will form readily, but the closer packing

between stacks may result in lower long-range order as they have less freedom to reori-

ent. For TTBC, the J-aggregate brickwork structure is observed. This is similar to the

behaviour found for the toy model (see Figure 5.13), but the hybrid model does not show

the herringbone-like arrangement. This suggests that the herringbone motif observed is

a feature exclusive to that model, rather than being intrinsic to the atomistic model (if it

is assumed that the AA model is more accurate). Once again, the structure favours inter-

action across the periodic boundaries as a semi-infinite sheet over rolling up into a tube.

Future simulations could be designed to discourage this behaviour. Overall, the hybrid

AA/CG approach is effective in allowing a scaling up of the system size while retaining

good structural accuracy with better computational efficiency.

a) b)

Figure 5.15: Simulation snapshots of a 500 molecule system at 10 wt% for the hybrid
AA/CG models of (a) PCYN and (b) TTBC.

5.4 Summary

In summary, various coarse-graining approaches and a multiscale modelling framework

have been applied to cyanine dyes. The IBI method was used to parametrise CG mod-

els for PIC, employing mapping schemes of different resolutions. It was found that all

three models exhibit the same dimer structure in the PMFs, but the free energy of associ-

ation is overestimated. Furthermore, the hydration free energies indicate that the models

are insoluble, highlighting that this structure-based coarse-graining approach focuses on

reproducing structure at the expense of thermodynamics. The two lower resolution IBI
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models form cylindrical micelles, where the extent of stacking in the tube walls increases

with a finer mapping of the mesogen. The most fine-grained IBI model forms long stacks

of one- and two-molecule cross-sections which intertwine through the system.

The bottom-up MS-CG method was used to develop a FM CG model of PCYN. A

number of issues, such as the insolubility, cause the incorrect self-assembly behaviour

to be found for this system and a single aggregate forms instead. A top-down Martini 3

model for PCYN similarly displays this unfavourable aggregation behaviour, despite the

thermodynamic properties related to the binding and solubility being represented well.

This suggests that the correct self-assembly is being hindered by another factor, such as

the mapping itself. Two simple models, representing different aromatic cores, were inves-

tigated through a parameter sweep of the core–core and core–water interactions to iden-

tify the parameter combinations that result in chromonic self-assembly. It is found that

the presence of explicit solubilising groups assists in promoting stacking and that the cor-

rect balance of interactions, which allows for stacking, is more difficult to achieve with a

smaller core size.

A minimalistic toy model for TTBC was constructed to reproduce the self-assembly

behaviour found in the AA system. This CG model exhibits the correct J-aggregate brick-

work arrangement on a large scale, but does not show the formation of a tubular structure.

It is also found that the thermodynamic quantities are in good agreement with the AA

model and that reproducing the correct self-assembly behaviour implicitly achieves the

correct balance of these interactions.

Finally, a multiscale modelling approach using hybrid AA/CG models allows for the

simulation of these systems with good structural accuracy but with higher computational

efficiency. This is indicated to be a promising strategy in cases where a successful CG

model cannot be easily developed, such as the cyanine dyes in this work. Moreover, future

work utilising this framework would benefit from multiple-time-step algorithms, where a

computational speed up is achieved by employing different time steps for the AA and CG

degrees of freedom within the same MD simulation.393



Chapter 6

Approaches to Coarse-graining a

Chromonic Perylene Dye

6.1 Introduction

Perylene tetracarboxylic acid bisimides are compounds that show intense visible light ab-

sorption, and have been widely used as stable dyes in industrial applications.394 As such,

the syntheses and functionalisation of perylene dyes, their applications in organic photo-

voltaic materials and a plethora of supramolecular architectures with numerous modes of

organisation have been extensively reported in the literature.65,395–397 Subsequently, pery-

lene dyes have been designed and investigated for various applications in aqueous media as

chromonic liquid crystals.63,398–402 In this work, simulation studies were conducted on one

chromonic perylene mesogen, bis-(N,N-diethylaminoethyl)perylene-3,4,9,10-tetracarbo-

xylic diimide dihydrochloride, henceforth referred to as PER (see Figure 6.1).

Figure 6.1: Molecular structure of PER with its counterions.

Experimental studies on PER reveal the formation of H-aggregate stacks which organ-

121
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ise into a chromonic nematic (N) phase, with a hexagonal (M) phase at higher concen-

trations, at room temperature.403,404 Small-angle X-ray diffraction measurements show a

peak corresponding to an intracolumnar spacing of 0.3–0.4 nm, where its broadness indi-

cates disordered stacking.403 The columns are suggested to have a single-molecule cross-

section, assemble in an isodesmic fashion and have a free energy change of 16–20 kBT for

the removal of a molecule from a stack.405 The thermodynamics of association have also

been characterised for various derivatives of PER by simulation and experiment, with the

effects of solvent, temperature and substituents explored.130–132

The development of coarse-grained models for chromonic liquid crystals has largely

been focused on the non-ionic mesogen TP6EO2M.136–139 Using a model of a simplified

representation in a dissipative particle dynamics (DPD) framework, an exponential dis-

tribution of stack sizes in the isotropic phase has been observed, with the chromonic N

and M phases forming at higher concentrations.136 Variants of this DPD model predict

an array of novel structures and phases with complex stacks of two and three molecule

cross-sections.137 The application of systematic coarse-graining methods to obtain more

chemically specific models for TP6EO2M reveals a wealth of subtle complexities and chal-

lenges.138,139 A precise balance of hydrophobic-hydrophilic interactions within the meso-

gen and between the mesogen and solvent must be achieved for chromonic self-assembly

to occur, as well as considerations in the mapping of the model.

Following on from previous work, bottom-up (FM) and top-down (Martini) coarse-

graining approaches are applied to PER. In contrast to the ionic cyanine dyes (chapters 4

and 5), this chromonic dye should be more conducive to coarse-graining for a variety of

reasons. PER features a mesogenic core of a larger surface area with an increased number

of aromatic units. It has been found that a minimum core size is required for chromonic

aggregation.406 The cationic charges are localised on alkylammonium groups on the pe-

ripheral chains rather than embedded within the core. This allows for a more independent

charged bead type to be defined, instead of demanding that the bead types in the mesogenic

core represent a complex combination of interactions alone. The expected self-assembly

behaviour (H-aggregate stacks organised into a chromonic N phase) is also much sim-

pler than the complex aggregates suggested for the cyanine dyes. Overall, these structural

and behavioural properties should be more favourable in facilitating the development of

coarse-grained models compared to cyanine dyes.
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This chapter commences with all-atom molecular dynamics simulations of PER to

observe its self-assembly in aqueous solution and to calculate the free energies of asso-

ciation and hydration. These observations and quantities serve as validation targets for

the coarse-grained models developed using systematic approaches. Firstly, coarse-grained

models parametrised by the multiscale coarse-graining method, in the form of hybrid force

matching (FM), are presented, where multiple strategies are explored but none result in an

adequate model. Secondly, a model utilising the Martini 3 force field is found to be suitable

in producing chromonic self-assembly, and a simple optimisation is applied such that the

relevant thermodynamic properties are also exactly reproduced. Thirdly, an implementa-

tion of the FM potentials in a combined framework with Martini allows for the recovery

of the correct self-assembly behaviour. Finally, the coarse-graining of a thermotropic dis-

cotic analogue, with oligoether chains on the periphery of the perylene bisimide core,

is explored. The work presented herein is published in the paper407 “Molecular simu-

lation studies of self-assembly for a chromonic perylene dye: All-atom studies and new

approaches to coarse-graining,” and is reproduced from Ref. 407 [G. Yu and M. R. Wil-

son, J. Mol. Liq., 2022, 345, 118210] with permission from Elsevier.

6.2 Computational details

Force fields

The General AMBER Force Field (GAFF) was employed for all atomistic simulations.220

The Antechamber package from AmberTools18221 was used to generate Lennard-Jones

potentials and partial charges for the force field, with the latter employing the AM1-BCC

method.222 The resulting GAFF topologies were converted into the necessary input files for

GROMACS using the ACPYPE script.223 All simulations used the TIP3P water model351,

which is compatible in conjunction with GAFF.352

Coarse-grained mapping

A single mapping scheme was used for all coarse-grained models of PER. Beads for the

aromatic core contained 2/3 carbon atoms (CC, CM and CO for central, middle and outer

beads, respectively), 5 heavy atoms for the imide group (N), 2 carbon atoms for the con-
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necting ethyl group (O) and 5 heavy atoms for the terminal diethylammonium group (Q);

see Figure 6.2 for the mapping scheme. All coarse-grained beads include the associated

hydrogens on heavy atoms. This CG mapping allows for each distinct chemical environ-

ment in the molecule to be represented by its own bead type. The FM models used a 1:1

mapping for water and chloride ions, whereas Martini 3 used the standard 4:1 mapping for

water. This leads to an overall total of 6 bead types and 21 pairwise non-bonded interaction

potentials to be parametrised.

Figure 6.2: Coarse-grained mapping scheme for PER.

A single molecule all-atom molecular dynamics trajectory of PER in TIP3P water at

300 K was used to generate probability distributions for the bonded parameters. Equi-

librium bond lengths, angles and dihedrals were defined as the value of the maximum

probability from each distribution. These were implemented as harmonic potentials with

appropriate force constants chosen. Improper dihedral potentials were applied to the aro-

matic core to ensure planarity. All coarse-grained models in this work employed the same

set of bonded parameters (see Tables 6.1, 6.2 and 6.3).

Table 6.1: Bond parameters for the coarse-grained models.

Atoms Length / nm kr / kJ mol−1 nm−2

CC CC 0.24 10000
CC CM 0.24 10000
CC CO 0.27 10000
CM CO 0.21 10000
CM N 0.33 10000
N O 0.22 10000
O Q 0.28 10000
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Table 6.2: Angle parameters for the coarse-grained models.

Atoms Angle / deg kθ / kJ mol−1 deg−2

CO CC CO′ 140 500
CO CC CM 50 500
CO CM CO′ 160 500
CC CM CC′ 60 500
CM CC CM′ 120 500
CC CM N 150 500
CO CM N 80 500
CM N O 160 500
N O Q 105 500

Table 6.3: Proper and improper dihedral parameters for the coarse-grained models.

Atoms Dihedral / deg kϕ / kJ mol−1

CM N O Q 80 100
CO CO′ CO′′ CO′′′ 0 100
CO CC CC′ CO′ 0 100
N CO CM CC 0 100

Multiscale coarse-graining

The multiscale coarse-graining (MS-CG) method97 matches force distributions obtained

from the reference atomistic model to forces acting between coarse-grained sites (see sec-

tion 2.6). Here, the hybrid force matching approach has been used, where bonded po-

tentials are obtained separately to the non-bonded potentials.175,176 An extension of this

is used here to separate out the electrostatic contributions so that they may be explicitly

treated in the simulation. This was achieved by an additional step in which coarse-grained

electrostatic forces, from the mapped atomistic charges, were subtracted from the effec-

tive, mapped reference trajectory before the MS-CG method was applied.139 Charges for

each bead are obtained by summing up the atomic charges of its constituent atoms.

MS-CG was carried out using the BOCS (Bottom-up Open-source Coarse-graining

Software) package.224 Reference trajectories were composed of 1000 snapshots from a 10

wt% system of 15 molecules, for which intramolecular forces were excluded. Two refer-

ence trajectories were used to parametrise three coarse-grained models: i) an uncharged

model using a 10 ns simulation of a self-assembled system containing stacks of tetramer

size and above, ii) a model utilising the same atomistic reference but with the explicit



Chapter 6. Approaches to Coarse-graining a Chromonic Perylene Dye 126

treatment of electrostatics and iii) a charged model parametrised from a 100 ns simulation

which captures self-assembly from a dispersed system of monomers into dimers and then

tetramers. All FM pair pair potentials were tabulated (see Figure 6.5).

Coarse-grained potentials constructed with this methodology overestimate the pressure

of the system and, thus, require a pressure correction to allow for simulation in the NPT en-

semble at 1 bar with the correct density. Here, an approach that has been applied previously

to FM potentials139,170 is adopted via the VOTCA-CSG (Versatile Object-oriented Toolkit

for Coarse-graining Applications) package, version 1.4.1.162,175,212 A linear pressure cor-

rection was applied, in an iterative manner, to all the potentials simultaneously according

to Equations 2.36 and 2.37. It should be noted that this correction does not strictly ad-

dress the state-point dependence of the potentials, which requires additional terms in the

coarse-graining procedure relating to volume/density dependent components.184,186,190

Martini 3

The Martini 3 force field consists of an extensive library of bead types, based on Lennard-

Jones potentials, from which coarse-grained models can be constructed from (see section

2.7).106 It is noted that this study was conducted prior to the formal publication of Martini

3, and so uses the parameters released in the open beta version.225

Simulation details

All MD simulations were carried out using the GROMACS 2018.7 molecular dynam-

ics simulation package.226 Long-range electrostatics were treated using the PME method

with a cutoff of 1.2 nm for all short-range interactions. After minimisation, a 100 ps

pre-equilibration run in the NVT ensemble was carried out using the Berendsen thermo-

stat followed by a 100 ps pre-equilibration in the NPT ensemble with the addition of the

Berendsen barostat.150 An equilibration run of 200 ps and a subsequent production sim-

ulation for 500 ns utilised the Nosé–Hoover thermostat152,153 to maintain a constant tem-

perature of 300 K, and the Parrinello–Rahman barostat154 to keep the pressure constant

at 1 bar. Time constants of 1 ps and 5 ps were used for the thermostat and barostat, re-

spectively. A leap-frog algorithm was employed with a time step of 1 fs for equilibration

with an increase to 2 fs for production runs, where constraints were implemented using

the LINCS method.144
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Coarse-grained simulations were performed using a 2 fs time step for equilibrations

and 5 fs for production runs, where the length of each simulation stage follows the atom-

istic conditions, as stated above. No constraints were used for coarse-grained simulations

and all potentials are shifted such that U = 0 at the cutoff. For all FM models, the same

thermostats, barostats and cutoffs were used in coarse-grained simulations as in the atom-

istic simulations. Time constants of 1 ps and 8 ps were used for the thermostat and barostat,

respectively. The Martini 3 models used a reduced cutoff of 1.1 nm for all interactions and

a dielectric constant of ϵr = 15.227 These models also used the velocity rescaling ther-

mostat151 and the reaction-field method for electrostatics145, where ϵrf = ∞ beyond the

cutoff.

Free energy calculations

Potentials of mean force (PMFs) were calculated at a concentration of 1 wt%. A pull was

applied between the centres of mass (COMs) of each species at a pull rate of 0.001 nm

ps−1. Configurations of specific distance were extracted from the pull with neighbouring

points varying from 0.02–0.1 nm between windows. Each window was equilibrated for 1

ns and then simulated for 20 ns to sample a range of configurations with the intermolecular

distances of the COMs constrained. A total of 1 × 106 force values were output for each

point of the separation distance and used to calculate the average constraint force before

integration to obtain the PMF. The free energy of association, ∆Gassoc, is defined as the

maximum well depth of the PMF.

Free energies of hydration, ∆Ghydr, were calculated by decoupling the intermolecular

interactions of a single molecule from the solvent at a concentration of 0.5 wt%, where the

hydration of the species is the reverse of this process. Coulombic interactions were first

decoupled linearly before the van der Waals interactions, with a total number of 41 states

of λ between 0 and 1, with a spacing of 0.05. Simulations for each λ state consisted of a 1

ns equilibration followed by a 5 ns production run for data collection using the stochastic

dynamics integrator.
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6.3 Results and discussion

6.3.1 Atomistic simulation

All-atom molecular dynamics (AA MD) simulations were carried out on a 15-molecule

system of PER at 10 wt% and 300K. These were initiated from a random configuration

of solvated dye molecules and allowed for observation of the self-assembly in aqueous

solution. At the atomistic level, structural and thermodynamic properties were calculated

to inform and validate the coarse-grained (CG) models developed in this work.
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Figure 6.3: (a) PMF for a dimer of PER in TIP3P water at 300K with a (b) top-down view
of a dimer configuration showing an interlayer twist. (c) A simulation snapshot of a 10-
molecule stack of PER extracted from a 10 wt% system of 15 molecules. (d) Histogram
of the twist angle between neighbouring molecules.

Table 6.4: Free energy of association (∆Gassoc), the favoured intermolecular COM dis-
tance of a dimer (rassoc) and the free energy of hydration (∆Ghydr) for PER.

∆Gassoc / kJ mol−1 rassoc / nm ∆Ghydr/ kJ mol−1

-47 ± 3 0.39 -133 ± 1.0
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Figure 6.3(a) shows the PMF profile for a dimer of PER and Table 6.4 summarises

the thermodynamic quantities obtained for this dye. Errors in ∆Gassoc are calculated by

propagation from each data point used in the PMF calculation and the error for ∆Ghydr

is estimated from block averaging. The binding energy of 18.7 kBT for PER is apprecia-

bly higher than previously calculated values for chromonics (7–15 kBT 47–50) due to PER

containing a more extended aromatic core than systems studied so far. However, the cal-

culated value is within the range determined experimentally for this dye (16–20 kBT ).405

Figure 6.3(b) shows a dimer configuration extracted from the minimum of the PMF, and

displays H-aggregate character with an interlayer twist between the molecules to reduce

steric/electrostatic repulsion between the bulky, charged terminal groups. The di-cationic

nature of this dye indicates that PER is highly soluble and the free energy of hydration

calculated confirms this (for comparison with other ionic dyes, see Table 4.5).

From dispersed monomers in solution, self-assembly into stacks of trimer size and

above occurs within 50 ns. It is found that, over several hundred nanoseconds, larger

stacks form and break apart as observed previously in ionic cyanine dyes.50 Figure 6.3(c)

shows a typical stack which displays a single-molecule cross-section, as observed in exper-

iment65, an interlayer twist between adjacent molecules as predicted in the PMF. However,

a periodic twist in a single direction along the stack is not found, and so this interlayer an-

gular offset does not impart chirality upon the column. Analysis of this twist angle (Figure

6.3(d)) between adjacent molecules within a stack reveals a preference for rotations of 6◦,

24◦, 156◦ and 174◦.

6.3.2 Force matching

Three CG models were parametrised using the MS-CG method in the formulation of hy-

brid force matching. A fully neutral CG model (FM-N) was developed first, where all

electrostatic contributions are incorporated into the effective pair potentials. Thus, no par-

tial charges are present on any of the CG sites, including the counterions. The principal

FM CG model (FM1) utilises partial charges on CG beads, arising from the AA model,

and treats long-range electrostatics explicitly via the PME method. Here, the chloride ions

hold a -1 charge. This methodology was expected to improve the representability of the

ionic nature of the dye compared to a neutral version. The aforementioned FM models

both used the same AA reference trajectory for parametrisation; a 15-molecule system at
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10 wt% and 300 K which dynamically contained two or three stacks which varied in ag-

gregation number. A second charged model (FM2) was constructed with a longer AA ref-

erence trajectory which captures the self-assembly of 15 dispersed monomers into dimers

and trimers. A schematic for the mapping in the FM CG models is shown in Figure 6.4(a),

where it is noted that partial charges for C beads are only present on the four outer (CO)

beads.
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Figure 6.4: (a) Schematic diagram showing the mapping used for the FM CG models, with
the definition of bead types and their partial charges. (b) PMFs for a dimer of each FM
CG model.

Table 6.5: Free energies of association (∆Gassoc) and hydration (∆Ghydr) for the various
FM models.

Model FM-N FM1 FM2

∆Gassoc / kJ mol−1 -131 ± 3 -195 ± 2 -84 ± 4
∆Ghydr / kJ mol−1 +85.8 ± 0.6 +130.2 ± 0.18 -79.9 ± 0.4

The free energies of association and hydration for each model are summarised in Table

6.5 and PMF profiles are shown in Figure 6.4(b). For all three FM CG models, the binding

energies are much greater than value obtained for the AA model, a trait observed previously

for CG models of chromonics developed by force matching.139 The PMF profiles appear to

have indistinct wells, with respect to the lack of a steep repulsive slope at short distances,

which indicates that configurations of the dimer throughout the reaction coordinate are

relatively favourable. The minimum of the PMFs occur at a COM distance of 0.35 ns,

which is noticeably shorter than for the AA model. This may arise due to a number of

reasons: i) the FM potentials are not of a fixed form and are generally softer than typical

12:6 LJ potentials, which allows for a greater degree of overlap, ii) imbalances between

interactions on the peripheral beads could result in increased torsions manifesting as a
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distortion in the dimer configuration (where it is noted that the orientation of the end groups

affects the COM of molecule) and iii) the high attraction/hydrophobicity of the model

results in close configurations to be preferred, even if they are strained. With the exception

of the FM2 model, the free energies of hydration obtained are of the wrong sign which

suggests an insolubility of the CG models in water. The association strength of a dimer

can be said to depend on two factors: the attractive interactions between the molecules and

the extent of solubility of the monomers. Thus, we can rationalise the trend in association

free energies across the models with the magnitude/sign of the hydration free energies. As

the solubility of the model decreases, the binding energy increases through the range.
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Figure 6.5: Coarse-grained potentials for the FM CG models, where W and S are the bead
types for water and chloride ions, respectively.

MD simulations of all three FM CG models produced identical self-assembly be-

haviour. Within the first few nanoseconds, the system of dispersed monomers aggregates

to form a single, dense cluster which does not fragment over the course of the result-

ing simulation, although some stacking of molecules can be discerned. Furthermore, the

counterions condense around this aggregate rather than being dispersed in solution. Snap-

shots of this aggregate structure are presented in Figure 6.6 for the FM1 model, noting that

the other models form aggregates that are visually indistinguishable. This unfavourable

self-assembly can be rationalised from the poor balance between the large attractive inter-

actions and insolubility observed in the free energies obtained. This combination results

in a drive towards phase separation in lieu of chromonic self-assembly. The influence of

cross interactions between components of the chromonic species and water on the mor-

phology of aggregates has been discussed previously by Potter and co-workers.138 The

authors report that a subtle balance of interactions is required to obtain chromonic be-

haviour: if the association strength is too low, no chromonic stacks are seen; if the as-

sociation strength is too high insoluble aggregates form; if there is an incorrect balance

of hydrophilic-hydrophobic interactions between parts of the molecule and water, then

aggregates form readily but without chromonic stacking.
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a)

b)

Figure 6.6: (a) A simulation snapshot from a 10 wt% system of 15 molecules for the FM1
model, where the purple and green beads represent water and chloride ions, respectively.
(b) A focused view of the aggregate with individual molecules coloured differently and
the solvent removed for visual clarity.

The FM-N model can be considered the vanilla model where any short-range electro-

static contributions are assumed to be effectively captured in the CG potentials and any

long-range electrostatic effects are assumed to be screened out. However, this standard

approach averages the electrostatic forces over all the beads and neglects the ionic nature

of the dye. In contrast, the FM1 and FM2 models have partial charges which can explic-

itly interact and influence attraction/repulsion between beads. Regardless of charge treat-

ment, the FM models have two interaction potentials that dominate their behaviour: the

CC and CW interactions, although other pair interactions do contribute to a lesser extent

to the molecular association. Between the FM-N and FM1 models, the CC interactions

have identical well positions but differ in their interaction strength, where the FM1 CC

interaction is 1.5 kJ mol−1 greater than for FM-N. The CW potentials are almost identi-

cal between these two models, as the separation of electrostatics from the FM potentials

should have minimal effect on neutral beads. Therefore, we expect the FM1 model to have

a greater association strength than FM-N, and this is indeed the case. It can be suggested

that the failure to reproduce the atomistically observed self-assembly originates from the

poor representation of the solubility, and this itself arises from i) a lack of screening effects

from the fully neutral CG water, ii) solute–solvent interactions which are not favourable

enough and iii) an emphasis on reproducing structure in the MS-CG procedure rather than

thermodynamic properties.

The FM2 model was parametrised with a different reference trajectory, on the assump-
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tion that a reference system containing only large stacks will produce CG potentials that

solely seek to reproduce this behaviour, neglecting the existence of smaller species and

the solubility of monomers. This second AA reference captures the full self-assembly

process of monomers into small stacks and provides a richer ensemble of configurations.

In essence, this is similar to a multistate approach to coarse-graining which employs an

ensemble of references at different state points to improve the transferability of the result-

ing model.186,224,408 Despite this alternate approach, the correct aggregation behaviour is

not exhibited, as mentioned previously. The FM2 model shows increased solute–water

interaction strengths and weaker/similar solute–solute interaction strengths compared to

the FM1 model. It is noted that the FM2 model does not produce the double-well potential

typically seen for CG water210, whereas the FM-N and FM1 models do. This may arise

from the dynamic nature of the solutes in the FM2 reference disrupting the longer range

water-water interactions. The higher overall hydrophilicity of this model originates from

the aromatic region of the molecules experiencing a solvated environment for a significant

period in the reference trajectory before being shielded by the formation of stacks. Over

the range of assessment criteria, the FM2 model demonstrates an improvement and even

shows solubility in water. However, the model does not produce chromonic self-assembly

and so cannot be deemed successful. It seems that there is a fundamental issue in repre-

senting the correct aqueous behaviour in FM CG models, which limits their ability to form

discrete, soluble stacks. A potential approach to address this may be by the application of

local density potentials190,235,409,410, which could allow for the local density of water to be

captured around a given bead depending on the status of the molecule as a monomer, or

its position in the centre/end of a stack.

A third FM CG model was developed, but shall only be discussed briefly here. Using

the extended ensemble approach, multiple references can be used in the parametrisation

of CG potentials in order to improve their transferability.186,224,408 Here, the FM3 model

was parametrised based on two reference trajectories, where each reference was weighted

equally. The first reference system contained monomers and some dimers, and the second

reference consisted of large stacks. In principle, this is similar to the approach used for the

FM2 model, but an explicit multistate framework would allow for the inclusion of more

reference states and higher control over the contribution of each reference (i.e. configu-

rations/stack sizes or temperature) to the CG potentials. The free energies of association
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and hydration calculated for this model were -143 ± 4 kJ mol−1 and +95 ± 2 kJ mol−1,

respectively. Compared to the FM1 model, an improvement is seen in both these quantities

but the correct chromonic self-assembly is still not observed.

6.3.3 Martini

The first top-down CG model to be presented here was developed using the Martini 2

framework, which has shown aptitude towards simulating chromonic self-assembly.138

Specifically, the refined polarisable (refPOL and refION) Martini 2 force field was used

here, which is designed for used with the PME method for long-range electrostatics.207,208

a) b)

SC5

P3

SC3

Qd (+1 e) 

Figure 6.7: (a) Schematic for the Martini 2 model and (b) a simulation snapshot from a 10
wt% system of 15 molecules.

Figure 6.7 shows the Martini bead types selected for this CG model and a simulation

snapshot. It is noted that the chloride ions are also used and carry an overall -1 charge.

The association free energy of this model is -71 ± 2 kJ mol−1 at a COM distance of

0.5 nm, and its hydration free energy is -426 ± 4 kJ mol−1. Both these thermodynamic

quantities are overestimated, probably arising from the lack of specific parametrisation for

aromatic beads, in this formulation, leading to an inaccurate representation of the parti-

tioning behaviour of the core beads between the hydrophobic/aqueous environments. The

structure obtained via MD simulation shows the stacking of molecules, but also displays

unfavourable aggregation of molecules to the side of the stack. The large intermolecular

spacing between adjacent molecules in the stack arises from the scarcity of bead sizes in

Martini 2 (particularly for aromatic segments to exhibit π stacking) to represent chemical
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groups of various sizes.

The new Martini 3 force field is updated with a wider choice of bead sizes and in-

teraction levels, in addition to a reparametrisation of the bead types to better reproduce

partitioning behaviour. An initial Martini 3 CG model (M3) was developed using the rec-

ommended bead types to represent the various chemical groups (see Figure 6.8(a)). The

self-assembly observed for this out-of-the-box model is in good agreement with the AA

system, with the formation of stacks in solution. The free energy of association and hy-

dration were calculated to be -22 ± 2 kJ mol−1 (at a favoured COM distance of 0.39 nm)

and -101.8 ± 0.5 kJ mol−1, respectively. While the binding energy is approximately half

of the target AA value and the hydration free energy is slightly lower, a favourable balance

of hydrophobic-hydrophilic interactions is attained and this is evidenced by the observed

chromonic self-assembly. Furthermore, the COM distance for the stacked configuration

exactly matches that of the atomistic system, demonstrating the efficacy of the bead sizes

available in this formulation. A degree of control can be exerted on Martini CG models to

improve their representation of thermodynamic properties. For the free energy of associ-

ation, this can be achieved by varying the polarity of the bead types, where it is noted that

this concurrently affects the free energy of hydration. Figure 6.8(b) summarises the effect

of varying the two bead types representing the mesogenic core from n = 1 to 5 for both

TCn and Pn. As expected, increasing the hydrophilicity of the core results in a weakening

of the molecular association by way of increasing the solubility of the model.
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Figure 6.8: (a) Schematic diagram for the Martini 3 model (M3) showing the bead types
used. Water is modelled using the WN bead type and chloride ions are represented by
TQ1 beads. (b) ∆Gassoc as a function of varying bead types for the core. TCn, in the key,
refers to the inner core beads and Pn, on the x-axis, denotes the outer core beads.

Using the insights from Figure 6.8(b), we can obtain even finer control on the thermo-
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dynamic properties by tuning the Martini 3 LJ interactions for the core–water and core–

core beads. A simple optimisation procedure was applied as follows. Firstly, the TC4–WN

interaction is optimised to reproduce the AA free energy of hydration. Secondly, the TC4–

TC4 interaction is optimised to reproduce the AA free energy of association. By only using

one pair potential to optimise each thermodynamic property, a linear relationship between

the LJ well depth and the magnitude of the respective free energy is obtained. Thus, a

custom bead type was developed for the M3 model which is denoted TCp, where ϵ(TCp–

WN) = 1.945 kJ mol−1 and ϵ(TCp–TCp) = 2.998 kJ mol−1, and σ for both potentials is

unchanged. For reference, the original parameters were ϵ(TC4–WN) = 1.19 kJ mol−1 and

ϵ(TC4–TC4) = 1.45 kJ mol−1. The optimised M3 model exhibits the correct chromonic

self-assembly (see Figure 6.9(b)), also captured by the initial M3 model, but the optimised

version exactly reproduces the target thermodynamic properties. Figure 6.9(a) shows the

PMF profiles for a dimer, trimer and tetramer of the optimised M3 model. It is found that

aggregation here is isodesmic due to the binding energies of a dimer, trimer and tetramer

being approximately the same, although it is noted that the dimer binding energy is slightly

higher than for trimer/tetramers which could be attributed to quasi-isodesmic aggregation.
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Figure 6.9: (a) PMFs for a dimer, trimer and tetramer of the optimised M3 model, where
the dashed curve corresponds to the initial M3 model. (b) A simulation snapshot from a
10 wt% system of 15 molecules.

6.3.4 Combined models

It was demonstrated that FM CG models exhibit the incorrect behaviour in aqueous so-

lution, owing to its insolubility with high values for ∆Gassoc. This section presents a

proof-of-concept approach which combines CG potentials from force matching and Mar-
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tini. The hypothesis here is to examine whether FM potentials can inherently reproduce the

reference structures and if this is being hindered by the observed insolubility. Thus, com-

bined models can be developed in which the interactions between chromonic mesogens are

described by FM potentials, but solute–solvent and solvent–solvent interactions are repre-

sented using Martini, which was shown to correctly capture chromonic self-assembly in

aqueous solution. Similar approaches have been reported to mix atomistic solutes with

Martini solvent using virtual sites390–392 and combining bottom-up CG potentials with

Martini water.205 This model, FM-M3, utilises FM potentials from the FM1 model for

solute–solute interactions and all other interactions are described using Martini 3, as sum-

marised in the interaction matrix (Table 6.6). CG sites for the chromonic dye possess

partial charges which are treated explicitly with the reaction-field method. All other sim-

ulation parameters for this model were the same as those used for the Martini 3 model

and the thermodynamic state points for the simulations are unchanged, noting that the CG

water here uses a 4:1 mapping. All CG potentials were tabulated so that FM potentials

have a cutoff of 1.2 nm, whereas all Martini 3 potentials have the usual cutoff of 1.1 nm.

Table 6.6: Interaction matrix for the combined force matching/Martini model (FM-M3).
Bold entries denote potentials obtained from force matching (see Figure 6.4(a) for bead
definitions), whereas normal entries correspond to Martini 3 interactions.

Bead type C N O Q W S

C CC CN CO CQ TC4/WN TC4/TQ1
N – NN NO NQ P3/WN P3/TQ1
O – – OO OQ TC3/WN TC3/TQ1
Q – – – QQ Qp/WN Qp/TQ1
W – – – – WN/WN WN/TQ1
S – – – – – TQ1/TQ1

The free energy of association obtained for the FM-M3 model is -115 ± 3 kJ mol−1 at

a COM distance of 0.36 nm (see Figure 6.10(a) for the PMF). While this binding energy is

still much higher than the target AA value, it shows an improvement compared to the FM

models. The free energy of hydration for this model is -149 ± 2 kJ mol−1, which shows

an immense improvement to the FM models and is comparable to the AA value. This

indicates that this model should be appropriately soluble. The self-assembly of this shows

the formation of chromonic stacks in good agreement with AA system and M3 model (see
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Figure 6.10(b)). The recovery of the correct self-assembly using the new combined model

demonstrates that it is the solute–solvent interactions that are the major weakness in the

FM CG models, and that the FM potentials for the chromonic mesogen can intrinsically

exhibit the correct structures and self-assembly behaviour. Obtaining the correct aggrega-

tion behaviour for chromonic systems in a CG model is highly sensitive to the controlling

thermodynamics, particularly its solubility, more so than structural properties.

a) b)

Figure 6.10: (a) PMF for a dimer of the FM-M3 model and (b) a simulation snapshot
from a 10 wt% system of 15 molecules with individual molecules coloured differently for
clarity.

The optimisation procedure applied to the Martini 3 model can, in principle, be applied

to the combined model. This can be done in two ways by tuning the core–water interac-

tion or simply changing the bead type. This approach is limited for the combined model

as the FM potentials cannot be modified without reparametrisation, and so both ∆Gassoc

and ∆Ghydr would have to be optimised through the variation of the solute–solvent in-

teractions alone. It is found that a reduction in the binding energy can be achieved by

changing the Martini bead types to more hydrophilic/polar definitions (such as TN0 or

TP4), but this concurrently increases the hydration free energy. Thus, the resulting sys-

tems have a poorer balance between these properties and the self-assembly of monomers

into stacks is disrupted, resulting in dimers/trimers being the largest species observed in

MD simulations.
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6.3.5 Simulating chromonic liquid crystal phases

An optimised Martini 3 CG model, which reproduces all the relevant structural and ther-

modynamic properties, for PER was presented in the previous section. This model was

selected for the simulation of chromonic liquid crystal phases. MD simulations of systems

containing 1000 molecules (starting from a random configuration in solution) of PER were

performed at two concentrations, 10 wt% and 30 wt%, for 5 µs at 300 K. Figure 6.11 shows

snapshots from these simulations, where organisation into the chromonic N phase is not

observed. Instead, large flexible stacks form which can be continuous over the periodic

boundaries. It seems that the higher concentration of 30 wt% does not assist the formation

of a phase, but does result in more rigid stacks which are packed more closely. It could

be suggested that reproduction of target properties at a small scale does not necessarily

translate into the correct behaviour being observed at a larger scale.

a) b)

Figure 6.11: Simulation snapshots from a system of 1000 molecules at (a) 10 wt% and (b)
30 wt%, where core and chain beads are coloured in blue and red, respectively.

It has been found that chromonic mesogens favour the formation of linear columns,

with no long range order, in MD simulations.136,139 The lack of self-assembly into phases

seems to arise from the preference of aggregates to interact across the periodic boundaries,

resulting in a difficulty in dynamically reorienting in solution. In the first study136, a mag-

netic field was applied to promote alignment of molecules to equilibrate phases, whereas

the second study139 initiated simulations from seeded columns oriented in a common di-

rection. The latter approach was tested here. An initial box was set up with 9 columns,

each containing 15 molecules with adjacent molecules having a 60◦ rotation, oriented in
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the z direction. This lattice was solvated with water and counterions to produce three sys-

tems at 10 wt%, 30 wt% and 50 wt%. An initial equilibration run was performed with

position restraints on the chromonic mesogens to first equilibrate the solvent without dis-

rupting the seeded arrangement, prior to a 50 ns equilibration using production simulation

conditions and semi-isotropic pressure coupling, to allow the x/y and z box dimensions to

vary independently. This system was then replicated twice in each dimension (resulting

in a 1080 molecule system of 36 columns containing 30 molecules each) and a 500 ns

simulation was performed.

a) b)

c)

Figure 6.12: Simulation snapshots of systems started from a seeded arrangement at (a) 10
wt%, (b) 30 wt% and (c) 50 wt%, where the purple dots represent water.

Due to the infinitely long nature of the columns, it is expected that the chromonic N

phase is prevalent even at low concentrations as the transition to an isotropic phase would

require the stacks to break and rotate. However, this methodology proves useful in ac-
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cessing the expected behaviour at moderate concentrations (where the N phase is present)

and to study the transition to chromonic M phases. The average order parameter is calcu-

lated to be>0.95, regardless of concentration. Experimentally, the order parameter for the

chromonic N phase is found to 0.97 at its upper concentration limit, which is in good agree-

ment with the simulations.404 Simulations at 10 wt% and 30 wt% yield the chromonic N

phase whereas at 50 wt%, the chromonic M phase is observed. This is also in good agree-

ment with experimental findings, where the chromonic N phase occurs in the range of 7

wt% to 30 wt% at room temperature, and a chromonic M phase is indicated to occur at

higher concentrations.404 The simulation at 30 wt% is at the upper concentration limit of

the N phase, in which some hexagonal-like ordering can be seen. This becomes the dom-

inant ordering mode at 50 wt% which can be distinguished clearly by visual inspection.

Figure 6.13: Two-dimensional pair distribution functions for systems at (a) 10 wt%, (b)
30 wt% and (c) 50 wt%.
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The two-dimensional pair distribution function, g(u, v), measures the degree of posi-

tional order present. A pair of orthogonal vectors, û and v̂, were defined as normal to the

director of the system, n̂. A horizontal cutoff of half the box was applied and a vertical

cutoff of 0.1 nm was used, so that only molecules within the same horizontal plane are

considered. The vector between the COMs of pairs of molecules within these cutoffs was

projected along û and v̂ to obtain the distances, u and v. It is noted that these three plots

have an empty area centred around zero corresponding to the width of a column (and the

required water to solvate the column), where another column cannot be located. From

these functions for systems at 10 wt% and 30 wt% (see Figure 6.13), a lack of positional

order between columns is found. This, combined with the high order parameter, suggests

that the chromonic N phase is exhibited. These two plots have a ‘ring’ of order in which an

adjacent column is present at a spacing of ∼2.5 nm, but with no correlation beyond this;

however, the system at 30 wt% shows a weak signature corresponding to the presence

of another column at ∼5 nm. At 50 wt%, positional order corresponding to hexagonal

packing is observed, with an intercolumn spacing of ∼2.3 nm.

6.3.6 Thermotropic analogue

Introduction

Thus far, work on the coarse-graining of a chromonic perylene bisimide dye has been

presented, where bottom-up coarse-graining methods fail to adequately reproduce the self-

assembly behaviour in aqueous solution. The underlying reason suggested here is that the

force matching method produces CG models that are highly insoluble (not capturing the

correct solute–solvent interactions) which results in strong, indiscriminate aggregation of

the mesogens rather than chromonic self-assembly of stacks. This section presents the

application of bottom-up coarse-graining methods to a thermotropic analogue, under the

hypothesis that the difficulties of coarse-graining will be diminished with this mesogen.
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Figure 6.14: Molecular structure of PEROEG.

The molecule of interest is composed of a perylene bisimide core with swallow-tail

substituents of oligoethylenglycolether (OEG) chains, which will be known as PEROEG

(see Figure 6.14). It is found that this mesogen exhibits thermotropic discotic liquid crystal

behaviour, manifesting the columnar-hexagonal (Colh) phase in a broad temperature range

(351–419 K).411 Other thermotropic derivatives featuring this swallow-tail moiety, linear

chains and combinations of these as substituents have been reported.65,412,413 Notably, it is

found that the incorporation of oligoether chains is necessary for liquid crystalline phases

to be exhibited, as analogues with alkyl substituents tend to form crystalline structures. It

is suggested that the higher conformational flexibility of the oligoether chains is crucial in

suppressing crystallinity and promoting long-range order.411,413

With the absence of a solvent, only the interactions between the mesogens themselves

need to be considered. This immediately reduces the number of potentials required to

represent the system. Furthermore, this removes the need to achieve a complex balance

of interactions between the components within the mesogen and a solvent. This section

begins by presenting an all-atom simulation of PEROEG which serves as the atomistic refer-

ence for coarse-graining. The bottom-up iterative Boltzmann inversion (IBI) and MS-CG

methods were then used to parametrise CG models. Finally, the CG models are demon-

strated to successfully capture the Colh phase and the resulting systems are compared in

their structural accuracy.

Atomistic simulation

Unless otherwise stated, the simulation protocol and parameters are identical to those used

previously for the chromonic analogue, for both atomistic and CG simulations. Starting
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from a random configuration of monomers, only small stacks formed. These clustered

into a single aggregate over the course of a 200 ns simulation. It was found that this

behaviour persisted at high temperatures and cooling did not promote the formation of the

intended Colh phase. Therefore, a seeded arrangement of 7 columns in a hexagonal lattice

was used to initiate a simulation. This system was equilibrated for 200 ns at 360 K and

utilised semi-isotropic pressure coupling. Finally, a 100 ns simulation was performed to

collect data for analysis and to serve as the atomistic reference for coarse-graining. Visual

inspection of the resulting system (see Figure 6.15) indicates that a Colh phase is stabilised.

Analysis of this system gives an intermolecular stacking distance (c) of 0.36 ± 0.03 nm

and an intercolumn spacing (ahex) of 2.0 ± 0.2 nm. X-ray diffraction measurements are

concordant with these values, where c = 0.348 nm and ahex = 2.081 nm.411

Figure 6.15: Simulation snapshot of a 70-molecule system of PEROEG at 360 K, started
from a seeded arrangement.

Coarse-grained models

The CG mapping used for PEROEG consists of 4 bead types for a total of 10 non-bonded

potentials to be parametrised (see Figure 6.16). The mapping and bonded parameters for

the perylene bisimide core are identical to PER. The swallow-tail moiety used two bead

types, where the linking isopropyl group forms one bead (A) and an oligoether chain is
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divided into two beads (B). It is noted that the two B beads in the oligoether chains contain

a different number of oxygen atoms, but the assumption that they are the same bead type

allows for a decrease in the number of total bead types (which is beneficial for IBI). The

bonded parameters are summarised in Tables 6.7, 6.8 and 6.9, noting that parameters for

the core have been defined previously.

C

N

A

B

Figure 6.16: Coarse-grained mapping scheme for PEROEG.

Table 6.7: Bond parameters for the coarse-grained models.

Atoms Length / nm kr / kJ mol−1 nm−2

N A 0.22 10000
A B 0.44 10000
B B 0.39 10000

Table 6.8: Angle parameters for the coarse-grained models.

Atoms Angle / deg kθ / kJ mol−1 deg−2

CM N A 180 500
N A B 105 500
A B B′ 108 500
B A B′ 142 500

Table 6.9: Dihedral parameters for the coarse-grained models.

Atoms Dihedral / deg kϕ / kJ mol−1

CM N A B 85 25
N A B B′ 0 25
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RDFs were calculated from the reference trajectory containing 1000 frames, with ex-

clusions applied such that intramolecular correlations are not included. The IBI method

was employed to parametrise potentials (see section 2.5), where convergence of the CG

and target RDFs required 300 iterations. This was carried out in the VOTCA-CSG pack-

age, version 1.4.1.162,175,212 Additionally, the linear pressure correction was applied (see

Equations 2.36 and 2.37) so that the system exhibited a pressure of 1 bar at the correct

density.

The MS-CG method was also applied to construct CG potentials for PEROEG. This

utilised the same reference trajectory for IBI and the methodology is identical to that used

for PER, with the exception of the treatment of electrostatics as PEROEG is neutral. The CG

potentials generated from both bottom-up CG approaches are presented in Figure 6.17.
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Figure 6.17: Coarse-grained potentials for the IBI and FM models of PEROEG.
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Coarse-grained simulations

For the IBI CG model, a 500 ns MD simulation of a 1000 molecule system starting from a

random configuration of mesogens showed some stacking present but an overall isotropic

nature (see Figure 6.18(a)). Further simulation of this system did not show any evolution

into a more ordered state. The two CG potentials that should govern the association are

the CC (core–core) and BB (arm–arm) interactions, where their interaction strengths are

3 kJ mol−1 and 1.7 kJ mol−1, respectively. It seems that the relatively strong interactions

between the components of the mesogen result in a high viscosity and low diffusion of

molecules. This manifests as an observed preference for aggregation of the swallow-tail

moieties (i.e. between bead types B), despite the stacking mode (CC) being more ener-

getically favourable. The FM CG model largely suffers from the same issues (see Figure

6.18(b)). However, there is more extensive stacking present. Comparing the CG poten-

tials, the FM model has weaker attractions, especially for the arm–arm interaction. This

leads to molecules being able to move more freely and adopt the preferred stacked config-

uration. Despite this advantage, the FM CG model does not exhibit the formation of the

target Colh phase. It could be hypothesised that these models are capable of demonstrating

the expected phase behaviour (in contrast to the bottom-up CG models for chromonics),

but are still limited by the timescale of the isotropic–hexagonal transition.

a) b)

Figure 6.18: Simulation snapshots of a 1000 molecule system for the (a) IBI and (b) FM
models of PEROEG at 360 K.

Similar to the approach used for chromonic liquid crystal phases, a seeded arrangement

was used to initiate new simulations. These consisted of a 70-molecule system (containing
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7 columns of 10 molecules each) arranged in a hexagonal lattice. After a 50 ns equilibra-

tion, the system was replicated three-fold in each dimension to produce a 1890 molecule

system, and a production simulation of 500 ns was performed (where all simulations used

semi-isotropic pressure coupling). The resulting systems (see Figure 6.19) clearly show

the columnar-hexagonal phase and were calculated to have average order parameters of

0.91 and 0.96 for the IBI and FM systems, respectively. Values of a similar magnitude

have been found for an alkyl analogue with AA MD simulations.414 It can be seen that the

FM system appears more ordered, with respect to the packing of columns on a hexagonal

lattice and the alignment of those columns along the director, which results in its higher or-

der parameter. It can be suggested that the weaker arm–arm interactions of the FM model

reduces their influence on the intercolumn packing and facilitates stronger intracolumn

stacking and a higher freedom of movement between columns to adopt a closer packing.

a) b)

Figure 6.19: Simulation snapshots of systems started from a seeded arrangement for the
(a) IBI and (b) FM models of PEROEG at 360 K, where the core and arm beads are coloured
in blue and red, respectively.

For the analysis of these systems, RDFs were calculated between the COMs of molecu-

les. By determining the director for the system for each frame, g(r) can be resolved into

two components, g∥(r) and g⊥(r), which measures the positional order parallel and per-

pendicular to the director, respectively. From g∥(r), the intracolumn stacking distance (c)

can be determined whereas g⊥(r) allows for the intercolumn spacing (ahex) to be found.

These plots are presented in Figure 6.20. From the evolution of the order parameter as a

function of time, the two CG models have contrasting behaviour in the first 50 ns. For the

IBI system, there is a decrease in S2 to 0.91 whereas the FM system shows a very slight
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increase (S2 ≈ 0.96), suggesting that the FM model exhibits a more crystalline packing

of columns and the IBI model exhibits more fluidity between columns. For the remain-

ing several hundred nanoseconds, both systems stabilise to a stable average value for S2.

The RDFs calculated for both systems suggest a crystalline/solid state, where peaks are

spaced at intervals of c. However, this corresponds to the regular spacing of mesogens in

the stacked configuration and so the systems are likely to be much more liquid-like than

indicated. The more informative distribution functions resolve g(r) into its parallel and

perpendicular components relative to the director. Values of c = 0.350 nm and 0.362 nm

were obtained for the IBI and FM systems, respectively. Both these quantities are in very

good agreement with experimental measurements for the intracolumn spacing (c = 0.348

nm) with the value for the IBI model being the closest. The values of ahex found were 2.08

nm and 1.82 nm for the IBI and FM systems, respectively. Here, the FM model produces

too low a value, probably due to the closer packing of columns and its more crystalline

nature. The IBI model, on the other hand, yields an intercolumn spacing that is identical

to the experimental value of 2.081 nm. It can also be seen that the second ‘peak’ in g⊥(r)

is a combination of two and three peaks for the IBI and FM systems, respectively. These

correspond to the characteristic spacings for a hexagonal lattice, where the FM system

exhibits a higher degree of order.
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Figure 6.20: (a) Evolution of the order parameter, S2, as a function of time. Plots of (b)
g(r), (c) g∥(r) and (d) g⊥(r) for the CG models of PEROEG.
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Overall, both CG models perform well in simulating the Colh phase with a 30x speed

up compared to AA MD simulations. It is found that the IBI model better reproduces

the experimental structure and the FM model is slightly too crystalline in terms of the

positional order between columns. This is expected as the IBI method seeks to exactly re-

produce the structure of the underlying system, whereas the MS-CG method reconstructs

the structure implied in the force profiles. The MS-CG method has the advantage with

respect to the ease of parametrisation as the CG potentials are generated with a single

processing of the atomistic reference. In contrast, the IBI method requires an iterative

procedure which is not guaranteed to converge and its feasibility decreases as the num-

ber of potentials to be parametrised increases. It is suggested, by the results here and

in the literature162,170,213, that IBI will produce models of higher structural accuracy over

FM models in cases where an IBI model can be developed. In cases where an IBI model

cannot be developed, the MS-CG method and resulting FM models are an adequate alter-

native. The main issue encountered here is that the timescale for the formation of the Colh
phase from a random configuration is still inaccessible. While the seeding of an ordered

arrangement allowed for the simulation of the Colh phase, this approach requires prior

knowledge of the expected phase and could be problematic in studies where the predic-

tion of a structure/phase is desired. To address this, replica exchange molecular dynamics

(REMD), also known as parallel tempering, could prove useful. Here, multiple replicas

of a system are simultaneously simulated and exchanges are performed between them to

provide enhanced sampling.415,416 By using REMD on states with different temperatures,

the timescale for phase transitions in simulations of liquid crystals can be reduced.417,418

In principle, any component of the system can be varied between replicas such as the inter-

actions themselves.419 This methodology has been applied to a Gay–Berne (GB) model,

with exchanges between a second replica of a soft-core variant of the GB potential, which

speeds up the equilibration of a liquid crystal phase.420 This approach was tested on the

IBI model of PEROEG with the second replica employing a modified arm–arm interaction

that has weaker attraction (see Figure 6.21). Starting from a random configuration, it was

found that the order parameter increased faster for this system (compared to the normal

simulation) and larger stacks formed more quickly. However, no organisation of the system

into the Colh phase was observed even after 2 µs of simulation.
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Figure 6.21: (a) Snapshot from the end of the REMD simulation of the IBI model for
PEROEG, showing the formation of columns but with no overall alignment into a Colh
phase. (b) CG potentials for the normal and modified BB interaction. (c) Evolution of the
order parameter, S2, as a function of time for the first 500 ns.

6.4 Summary

In summary, this chapter presented simulation studies and CG model development for

perylene bisimide mesogens. AA MD simulations demonstrate the chromonic self-assem-

bly of an ionic perylene dye, and allowed for the calculation of the free energies of asso-

ciation and hydration. The bottom-up MS-CG method was used to parametrise several

CG models based on an atomistic reference. Multiple strategies were explored but none

result in a FM CG model that satisfies the assessment criteria, where the binding energy

is greatly overestimated. It is suggested that their failure to capture the correct solubility

causes the poor representation of chromonic self-assembly. However, a combined frame-

work using FM potentials for the chromonic mesogen (solute–solute) in conjunction with

Martini 3 interactions for the solute–solvent/solvent–solvent potentials recovers the cor-

rect self-assembly behaviour in aqueous solution. This suggests that the FM CG models

can intrinsically reproduce the expected structures, but the manifestation of this behaviour

is hindered by inadequate representation of the solubility.

In contrast, a Martini 3 CG model is found to exhibit chromonic self-assembly despite
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underestimating the binding energy and solubility. A simple optimisation procedure was

applied to tune the Martini 3 CG model such that the relevant thermodynamic quantities

are exactly reproduced. The optimised Martini 3 CG model was selected for simulating

chromonic liquid crystal phases, and organisation of the system into the chromonic N and

M phases is demonstrated. The occurrence of the expected phase at a given concentration

and their structural characteristics are consistent with experimental findings.

A thermotropic discotic analogue, featuring swallow-tail substituents of oligoethyleng-

lycolether chains, was also investigated. The absence of a solvent diminishes the difficulty

in coarse-graining this mesogen, in comparison to chromonics. Two bottom-up methods,

IBI and MS-CG, were used to parametrise CG models. The atomistic reference utilised

for this consisted of a Colh phase with structural characteristics that were in good agree-

ment with experiment. Both resulting CG models demonstrate the organisation into the

Colh phase. Analysis of these systems reveal that the FM model produces a phase that

is likely too crystalline, but its overall phase structure is still consistent with experiment.

It is found that the IBI model is superior in capturing the Colh phase, with its structural

features exactly in line with experimentally measured values.



Chapter 7

Conclusions

This thesis presented all-atom and coarse-grained simulations of an assortment of liquid

crystal systems ranging from the thermotropic twist-bend nematic phase and the discotic

hexagonal phase, to (lyotropic) chromonic liquid crystals with different modes of self-

assembly and organisation of phases. The focus of this project was to develop coarse-

grained simulation models, propagating information from all-atom simulations through

multiscale modelling approaches, that are chemically specific and allow for the study of

hierarchical self-assembly in soft matter systems.

Chapter 3

In chapter 3, systematic coarse-graining methods were applied to CB7CB and benzonitrile-

heptane systems to develop and assess the representability of the various CG models. The

IBI, MS-CG and Martini 3 approaches were assessed for benzonitrile-heptane systems,

where it was found that the bottom-up methods produced models with high structural ac-

curacy (as indicated through the reproduction of RDFS) but severely underestimated ther-

modynamic properties such as∆Hvap and∆Gsolv. Comparatively, the Martini 3 force field

performed better in capturing thermodynamic properties, with the exception of densities,

but slightly worse in the RDFs. It is suggested that a viable route to develop CG models

with high representability and transferability is to optimise an initial Martini 3 force field

to reproduce target observables.

The bent liquid crystal dimer CB7CB exhibits the twist-bend nematic phase, which

features a heliconical structure despite the achiral nature of the mesogen. Here, extensive

AA MD simulations are presented for CB7CB resulting in a full phase diagram with the

155
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NTB, N and I phases being observed. The simulated NTB phase was characterised and

provides values for the order parameter, helical pitch and conical tilt angle that are in good

agreement with experiment. Distributions of the bend angle and chirality order parameter,

χ, were determined, where it is found that the extent of conformational chirality between

molecules in the N and NTB phases is unchanged. Analysis of the χ distributions for the

dimer series CBnCB (where n = 6, 7, 8 or 9) and CBX(CH2)5Y CB (whereX/Y = CH2, O

or S) reveals two findings. Firstly, the degree of conformational chirality increases with the

length of the spacer and, thus, the ability for a dimer to exhibit the NTB phase is dependent

on a bent molecular shape. Secondly, |χ|max increases as the bend angle decreases, but the

flexibility of the dimers are similar.

Common coarse-graining approaches were applied to CB7CB and assessed in their

ability to represent the phase behaviour of the NTB phase. The IBI and FM CG models,

parametrised based on an AA reference of the target phase, appear to exhibit the NTB phase,

whereas the Martini 3 model forms a more crystalline phase with smectic ordering. The

differences between the phase behaviour observed for the CG models is discussed in terms

of the nature and balance of the interaction potentials. The FM CG model exhibits phase

transitions into the N and I phases upon heating and the spontaneous growth of the N and,

subsequent, NTB phases from cooling of the I phase. This demonstrates an excellent degree

of transferability for this model and, combined with the good representability of the NTB

phase, suggests the MS-CG approach is suitable for the coarse-graining of thermotropic

liquid crystals.

Chapter 4

In chapter 4, AA MD simulations of four ionic cyanine dyes (PIC, PCYN, TTBC and

BIC) in aqueous solution were performed using an optimised force field. The thermody-

namics of the self-assembly was studied using potentials of mean force to determine the

free energies of association for n-mers (were n = 2, 3 or 4). Binding energies in the range

of 8–15 kBT were obtained, where it is found that a longer polymethine chain or higher

polarisability of the cationic core results in a higher binding strength. Aggregation, here,

was observed to be quasi-isodesmic, where dimerisation is slightly preferred and the bind-

ing energies for the trimer/tetramer are lower. Fitting of the association free energies as a

function of temperature allowed for the decomposition into its enthalpic and entropic con-
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tributions. This reveals that the driving forces for aggregation are attractive interactions

between the aromatic cores.

Two classes of structure are observed in the self-assembly of the cyanine dyes in aque-

ous solution: H- and J-aggregates. PIC forms H-aggregate stacks with shift and Y junction

defects, which incorporate the J-aggregation motif into the structures. PCYN forms rigid

H-aggregate stacks that are free of defects. TTBC exhibits a J-aggregate structure of uni-

molecular thickness with a brickwork arrangement of molecules. BIC, similarly, displays

the same J-aggregate structure, but shows an additional preferred antiparallel arrangement

between adjacent molecules such that the charged sulfonate groups lie on opposite sides.

Overall, the assemblies observed here are suggested to precede large-scale aggregation

into tubular architectures, but allow for insights into the association at the molecular level

to be gained.

Chapter 5

In chapter 5, CG models of the cyanine dyes in aqueous solution are developed and as-

sessed in terms of their representability. The IBI method was applied to PIC to compare

the effect of three different mapping schemes on their behaviour. It was found that all

three models exhibit the same dimer structure in the PMFs, in which the binding energies

are greatly overestimated. The free energies of hydration were determined and are of the

wrong sign which indicates that the models are insoluble. The two lower resolution IBI

models form cylindrical micelles, where the extent of stacking in the tube walls increases

with a finer mapping. The highest resolution CG model forms long stacks with single- and

double-molecule cross-sections.

The MS-CG method was employed to parametrise a FM CG model of PCYN. A sin-

gle aggregate in water is formed and it is suggested that the insolubility of the model

contributes strongly to this incorrect self-assembly behaviour. Surprisingly, a top-down

Martini 3 model shows the same unfavourable aggregation behaviour despite the solution

thermodynamics being represented well. The investigation of two simple models, through

a parameter sweep of the core–core and core–water interaction strengths, reveals that the

presence of explicit solubilising groups assists in promoting chromonic self-assembly into

stacks. Moreover, the correct balance of interactions, which results in the correct aggre-

gation behaviour, is more difficult to achieve with a smaller core size.
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A general CG model for TTBC, aimed at reproducing the AA J-aggregate structure,

was constructed and exhibits the correct aggregation behaviour on a large scale. It is

found that the thermodynamic properties are in good agreement with the AA model which

suggests that targeting the correct self-assembly behaviour implicitly achieves the required

balance of the interactions. A multiscale modelling approach using hybrid AA/CG models,

with the two resolutions being coupled via virtual sites, allows for simulations of systems

with good structural accuracy but with higher computational efficiency. It is suggested

that this is a promising strategy for coarse-graining systems where a successful CG model

cannot be easily developed, such as the cyanine dyes here.

Chapter 6

In chapter 6, approaches to coarse-graining perylene bisimide dyes are explored. Studies

with an atomistic force field demonstrate the chromonic self-assembly into H-aggregate

stacks and allowed for the calculation of the free energies of association and hydration. Us-

ing the MS-CG method, several strategies employing different AA references were tested,

but none result in a FM CG model that satisfies the assessment criteria. It is suggested that

their failure to capture the correct solubility causes the incorrect aggregation behaviour

to be found. A combined framework, where FM potentials and Martini 3 interactions

are used to represent the solute–solute and solute–solvent/solvent–solvent interactions, re-

spectively, recovers the correct self-assembly behaviour in aqueous solution. This further

supports the suggestion that the FM CG models can intrinsically produce the reference

structures, but the manifestation of this behaviour is hindered by the inadequate solubility.

An out-of-the-box Martini 3 model is found to exhibit the correct chromonic self-

assembly, despite underestimating the binding energy and solubility. This model was op-

timised by scaling the LJ parameters such that the relevant thermodynamic properties are

exactly reproduced. The optimised Martini 3 model was utilised to simulate chromonic

liquid crystal phases, and the organisation of the system into the chromonic N and M

phases is demonstrated at the expected concentrations.

A thermotropic discotic analogue of the chromonic perylene dye, featuring swallow-

tail oligoethylenglycolether substituents, was coarse-grained. The absence of a solvent

diminishes the difficulty in coarse-graining this mesogen compared to chromonics. Using

an AA reference of a Colh phase, the IBI and MS-CG methods were applied to parametrise
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CG models of this dye. Both CG models show the organisation into the Colh phase in

simulations of a large system, with structural characteristics that are in good agreement

with experiment. It is found that the IBI model is superior in capturing the Colh phase.

Summary

This thesis explored the development of chemically specific coarse-grained models for

use in simulating hierarchical self-assembly in soft matter systems, with a particular focus

on liquid crystals. Overall, it is found that no one common coarse-graining approach is

superior in representing all the various classes of mesogens studied in this work. For

the thermotropic NTB phase formed by bent dimers, the MS-CG method produces the

best CG model, with the IBI CG model also being acceptable, and the Martini 3 model

producing the incorrect phase behaviour. On the other hand, the Martini 3 force field

performs very well in modelling chromonic liquid crystal phases formed by a perylene

dye in aqueous solution, but the IBI and FM CG models fail to produce the correct self-

assembly behaviour. An IBI model is found to perform better in capturing the Colh phase

over the FM model of a thermotropic discotic liquid crystal.

All-atom simulations have also been ubiquitous in this project to supply data for the

parametrisation/validation of CG models and to provide insights into the systems studied.

For the cyanine dyes in aqueous solution, this yielded an assortment of interesting H-

and J-aggregate structures that have not been reported in simulations previously. While a

successful CG model of a cyanine dye was elusive in this study, a hybrid AA/CG approach

allowed for multiscale modelling of these systems with good structural accuracy.

An integral part of the work in the thesis was the selection of CG mapping schemes

for the various molecules studied. Mapping schemes in this work followed three general

guidelines: CG beads should contain 2–5 heavy atoms; the symmetry of the molecule

should be preserved; and each distinct chemical region should be assigned its own bead

type. For the first rule, the precise number of (and which) heavy atoms to include in a

CG bead is chosen such that the second and third rules are satisfied. Furthermore, an

appropriate resolution should be decided upon depending on the level of detail required

for the observables of interest (for example, the use of a finer mapping for aromatic units

to better capture stacking). The preservation of symmetry assists in reducing the number

of bead types in the final CG model, as well as decreasing the possibility of any imbal-
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ances between bead sizes or connectivity problems. However, it has been reported that

the importance of this rule is unexpectedly low.421 The third rule allows for interactions

between different chemical groups to be clearly defined. This is particularly relevant to

amphiphiles, where hydrophobic and hydrophilic residues should be separated into dif-

ferent bead types rather than have a single bead type contain competing effects. This is a

problem which mapping considerations could not resolve for the cyanine dyes studied here,

as their solubility arises from the highly delocalised π system and cationic charge. It was

difficult to select a CG mapping and define bead types to mimic this. Moreover, it seems

that the anisotropic character of the cyanine dyes (which directs the formation of single-

molecule cross-section stacked structures) is lost with the CG mapping, even with a 2:1

fine mapping of the mesogenic cores. It was concluded that the CG beads for these types of

ionic chromonic dyes are too general (i.e. are not particularly hydrophobic or hydrophilic)

which, combined with the spherically symmetric nature of the CG potentials, causes the

incorrect self-assembly to be observed. It is suggested that the use of ellipsoids to represent

the mesogenic cores with anisotropic potentials is a promising strategy to address these

problems, as the definitions of bead types would be simplified (for example, a quinoline

unit could be mapped to one ellipsoid instead of several different, spherical beads) and the

molecules should inherently stack in aqueous solution.377–380 For the chromonic perylene

dye, the larger size of the molecule proved not to be detrimental to coarse-graining but

beneficial. The larger aromatic core was more disc-like and better promoted stacking, and

each chemical group in the mesogen could be clearly separated into their own bead type.

This allowed an out-of-the-box Martini 3 CG model to exhibit chromonic self-assembly

with no issues. It could be suggested that chromonic mesogens of a similar (or larger)

size or of the same archetype could simply be modelled using the Martini 3 force field,

following the outlined CG mapping guidelines, rather than turning to more complicated

coarse-graining procedures. The thermotropic liquid crystals studied here had little to no

issues arising from the CG mapping. For CB7CB, there was a choice between a 2:1 or

3:1 mapping of the biphenyl units, for which a 3:1 mapping was ultimately selected as it

preserves the shape/symmetry of the mesogen and allows for higher computational effi-

ciency. Compared to chromonic mesogens, CB7CB (and likely other liquid crystals of the

same class) are much more forgiving when choosing the CG mapping and bead types. The

nature of the interactions in these thermotropic systems are less complex. However, the
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choice of mapping the cyano group to its own bead or incorporating it into the terminal

phenyl unit proved to be paramount. When not defined explicitly, a smectic phase was ex-

hibited, whereas the presence of the cyano CG bead promoted nematic behaviour. Thus,

like the chromonic liquid crystals, distinct chemical groups must be defined as their own

bead type, otherwise important interactions within the system may be omitted or poorly

averaged into other interactions.

The use of the MS-CG method in this work revealed that it does not capture the solubil-

ity of chromonic liquid crystals, which hinders the correct self-assembly being observed.

This probably arises because: the fully neutral CG water does not provide screening of

charges or favourable electrostatic interactions; the effective pair potentials do not capture

the interactions correctly; and the emphasis on reproducing structure rather than thermo-

dynamic properties. This problem could be addressed in two ways. The first is to explore

ways of better incorporating electrostatics into the MS-CG method and their treatment

in the CG simulations. The second is to use local density potentials190,235,409,410, which

would allow for the local density of water (and other mesogens) about a given bead to be

more suitably captured. This approach may circumvent the need for anisotropic potentials

and ellipsoidal units for the cyanine dyes. For thermotropic liquid crystals, the use of lo-

cal density potentials may also be advantageous. The representability of the CG models

could be improved if the local density potentials integrate information, that was lost in the

coarse-graining process, back into the model.

It was found that the representability of the thermotropic CB7CB and PEROEG bottom-

up CG models depended on the accuracy of the underlying AA model. It could be hy-

pothesised that, if the coarse-graining methods were sufficiently improved, bottom-up CG

models for chromonic liquid crystals would also have the same dependence. Thus, the

development of bottom-up CG models could profit from either the use of more expensive

AA force fields or force fields that are optimised to reproduce certain properties better.

For the cyanine dyes, some optimisation was performed in this work. Further optimisa-

tions could target transition temperatures (where the phase transitions for the AA model

of CB7CB were observed to occur at higher temperatures than experiment) through tun-

ing of the non-bonded parameters or the flexibility within the molecule. It would also be

interesting to explore the effect of using forces obtained from the use of a polarisable force

field in the MS-CG method for application to chromonic liquid crystals.
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On the outlook of this study, further work could add to the compendium presented

here by applying various coarse-graining approaches to other soft matter systems to deter-

mine the viability of a method for a given system type. By understanding where coarse-

graining methods succeed or fail, the appropriate approach can be selected at the onset of

the study of a new system, equipped with the knowledge of any limitations or strengths of

the method. Where the conventional implementation of a coarse-graining method fails,

more advanced approaches in parametrising CG models, or the inclusion of additional

functionalities in the simulation of the models, could be explored to address the deficien-

cies.
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