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Abstract

Power converters are exposed to environmental stresses that affect reliability.

Among these, ambient temperature and solar irradiance are the ones that affect

photovoltaic (PV) systems the most. For solar irradiance this is especially true

for days with dynamic irradiance like those with variable cloud conditions. The

power conversion is not perfect and has power losses that heat up the components.

Among the most fragile components in power converters are power semiconductors

and capacitors, which are greatly affected by thermal variations. This thesis presents

temperature control algorithms to enhance reliability and lifetime of PV convert-

ers. The algorithms are focused on thermal control through duty cycle regulation.

The first one is called temperature-controlled (TC) maximum power point tracking

(MPPT) algorithm and is used for lifetime improvement of PV converters under

dynamic irradiance conditions during cloudy days. The second is called maximum-

temperature-limited (MTL) MPPT algorithm and is used to improve the lifetime of

PV converters by limiting the output power during days with high irradiance and

high ambient temperature levels. The effectiveness of the algorithms is verified us-

ing extensive simulations, evaluating the lifetime and comparing it with the energy

generated. For the TC MPPT, the evaluation is done under daily irradiance profiles

for different cloud conditions, while for the MTL MPPT a maximum temperature

is set to test during a yearly mission profile. The results show that the TC MPPT

algorithm managed to reduce life consumption by 4.68% with 0.08% of energy reduc-

tion for very variable cloud condition days. Moreover, the MTL MPPT algorithm

reduced the yearly life consumption by 28.36% with a small energy generation cost

of 3.97%. Based on these results it is possible to validate the effectiveness of ther-

mal management strategies, which apart from enhancing energy production with no

extra hardware cost can improve reliability at the same time.
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Chapter 1

Introduction

Nowadays, renewable energy systems are of great use to combat climate change

and to limit global warming. To limit the effects of global warming the reduction

of greenhouse gas (GHG) emissions generated by humans is of critical importance.

In this concern, renewable sources of energy such as wind and solar are in a good

position as they can be used to help to shift from carbon-based to cleaner energy

sources. Nevertheless, it is important to remark that more research is needed to

reduce the cost of renewable sources and make them more competitive [1]. Among

the different renewable energy systems, Photovoltaic (PV) energy has seen a sharp

growth in recent years [2] and is especially important due to its great availability in

many parts of the world. One major drawback for PV energy is the high installation

cost compared with carbon-based energy sources. Therefore, it is important to

reduce costs on this type of energy systems. PV energy is composed of solar panels

and power converters. Solar panel technology is developing fast, with prices dropping

and reliability levels improving at good rates [3]. The reliability problem for PV

energy system comes with PV converters, which are costly, are subject to several

environmental stressors and have low-reliability levels accounting for 37% of failures

and 59% of unscheduled maintenance costs among the components of a PV systems

[4], see Fig. 1.1 for reference.

Solar panels function in PV systems are to transform energy from the sun into

electricity. Solar panels do not have movable parts and have few components, which

make them have good reliability levels. The function of power converters in PV

2
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(a) Failure events (b) Maintenance costs

Figure 1.1: Percentage of failure events (a) and maintenance costs (b) for PV inverters *Figures created based on

information from [4]

systems is to transform the DC electricity generated by the solar panels into usable

and controlled AC electricity and feed a load or inject it to the grid. Although

PV converters do not have movable parts, they are composed of many elements

and are subject to more stresses than solar panels due to power management and

electric losses, which affects the overall system reliability [5]. One of the main causes

that affect the reliability of power converters in PV systems is thermal cycling [6].

Ambient temperature and solar irradiance variations are among the principal agents

causing thermal cycling in these systems and will be addressed by this work. Among

the components with the lower reliability levels in PV converters are capacitors

and power semiconductors [7]. Power semiconductors were highlighted by industry

experts as the most crucial elements of the system and it was suggested to focus

more research in this area [8] [9]. This work therefore will focus on the impact that

power semiconductors have in the lifetime of power converters, particularly IGBT

switching devices.

During their operation, PV power converters are exposed to stressors such as

ambient temperature, solar irradiance, humidity, vibrations and dust, among oth-

ers. Ambient temperature and solar irradiance are of special interest, as they have a

direct impact on the thermal cycling which affects the reliability of power electron-
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ics [10]. Another issue that affect the reliability of PV converters is the constant

variations of irradiance during days with passing clouds [11]. In a day with clear sky,

the solar irradiance affects the reliability of the system in the form of available power

due to power losses in the IGBT devices. For days with dynamic cloud conditions,

the constant change in solar irradiance and available power leads to further thermal

cycling. The reliability and lifetime of power electronics can be evaluated through

the analysis of thermal cycling, which have been broadly studied and strategies to

evaluate it are available. Power generation of PV systems is also obviously directly

dependant on solar irradiance levels. Furthermore, power electronics experience

power losses during their operation, which heat up the devices causing thermal cy-

cling, therefore, with higher irradiance levels, a higher temperature may be reached

by switching devices. Moreover, the ambient temperature is involved in the temper-

ature reached by the switching devices as the heat dissipation is directly affected by

the ambient temperature.

The thermal cycling of power electronic IGBT devices leads to bond wire fatigue,

which is a cause of failure [12]. The damage experienced by IGBT devices with

temperature cycling is not linear [13]; the damage caused by higher thermal stresses

is exponentially higher than that caused by lower thermal stresses. Moreover, as the

power generation of power converters leads to thermal cycling, a reduction in the

output power means a reduction in the thermal cycling of the IGBT devices [14]. As

this relationship is almost linear, a small reduction in energy production is translated

into great reductions in the life consumption of the switching devices. Therefore,

one way to improve the lifetime of PV converters is to apply thermal management

strategies in their control.

Based on the evidence that thermal stresses affects the lifetime of power elec-

tronics, this work suggests and addresses the following question: What are the

advantages of using thermal management strategies for the lifetime improvement

of PV systems? To answer this question, the state of the art regarding this topic

will be presented and discussed in the following chapter, as well as an analysis of

the characteristics and the applicability of these strategies on PV power converters.

Furthermore, the next research question that this work tries to study is: How to
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actively manage the temperature variation in power electronics, while keeping the

output power almost constant? To address this question, this work proposes and

tests two thermal management strategies to improve the lifetime of IGBT devices for

PV systems. The thermal management methods will be applied in the control sys-

tem of a two-stage PV power converter, with no extra hardware cost. This thermal

control strategies leads to another question: What is the lifetime reduction impact

that a thermal control strategy will have on a PV inverter for field operations? To

answer this, the lifetime impact evaluation of the proposed control methods will

be carried out with the help of extensive simulations in Matlab and Simulink envi-

ronments. The first control method is intended to reduce the damage received by

IGBT devices during dynamic irradiance conditions on cloudy days. The second

method will reduce the maximum temperature reached by IGBT devices to reduce

the impact received during days with high irradiance and high ambient temperature

levels.

To analyze the effectiveness of the proposed control methods it is necessary to

evaluate the reliability of the PV system. In this work, the reliability analysis will

be focused on IGBT devices and the analysis of other power electronics components

and capacitors are out of the scope of this work. For the study of the reliability

of IGBT devices, an empirical lifetime model will be applied. The lifetime model

applied in this work will be the Bayerer´s model which will be justified and explained

in Chapter 2 and 3 respectively. Such model will evaluate the lifetime consumption

of the IGBT devices for the given mission profiles (Solar irradiance and ambient

temperature). The lifetime model will be applied to evaluate the damage received

by a PV system with the proposed control strategies and compared with the damage

received with a normal control strategy to find to what extent the proposed control

strategies improve the reliability of IGBT devices in a PV system.

The rest of this work is organized as follows: the literature review is detailed in

Chapter 2. In Chapter 3, the steps necessary to apply a lifetime modelling technique

will be explained. The lifetime modelling will include the electrical design of a PV

system in Matlab Simulink, the power loss estimation of the IGBT switching de-

vices; the use of a thermal equivalent model to calculate the junction temperature of
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the IGBT devices, a rainflow counting algorithm to organize the temperature cycles,

the empirical lifetime model to calculate the remaining useful lifetime and a Monte

Carlo simulation for the reliability calculation of the PV system. In Chapter 4, two

modified maximum power point tracking (MMPT) algorithms are proposed, the first

one controls the temperature change rate of IGBT devices under different cloud con-

ditions, the second one limits the maximum junction temperature of IGBT devices,

which can be used for device protection and damage reduction for days with high

irradiance and high ambient temperatures. In Chapter 5, a PV system is designed

and used to test the performance with the application of the modified algorithms,

the empirical lifetime model is applied to evaluate the lifetime consumption of the

PV system under normal operating conditions and compared with the application of

the modified algorithms. Finally, the conclusions of this work are given in Chapter

6.



Chapter 2

Literature Review

In this Chapter the relevant information about reliability and lifetime evaluation

of power electronics will be presented, especially the information related to solar

applications. First, the concept of reliability in power electronics will be explained,

as well as the current problems that the industry face for different applications and

how to overcome them. Then, the reliability analysis of photovoltaic systems will

be further analysed, considering what are the specific challenges the need to be

solved. Afterwards, different studies that use the lifetime and reliability analysis for

PV systems are reviewed, presenting the gaps that this work is discussing. Next, a

problem faced by PV system is discussed, the negative effect that thermal cycling

have in the reliability of PV converters. Dynamic irradiance conditions during cloudy

days can be a cause for thermal cycling as well as days with high irradiance and

high temperature levels. The study and analysis of these problems can be used to

improved the reliability and lifetime levels of power electronics. Finally, the available

strategies to evaluate reliability and lifetime of power electronics are presented and

compared, with the aim to use the method most suitable for the specific challenges

faced by power electronics in PV applications.

2.1 Reliability of power electronics

Reliability is defined as the probability that an item will perform a specific function

without failure for a certain period of time [15]. Low reliability levels come with early

7
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failure of components and increased system costs, therefore increasing reliability

levels is an important task for manufacturers to reduce warranty costs and improve

customer satisfaction [16].

Power electronics role in the generation and management of energy has increased

drastically in recent years [7]. With the application of power electronics, the effi-

ciency of electric systems has improved and a more flexible control is allowed in these

systems [17]. However, due to the complexity of power electronic systems, reliability

issues arise, which affects their implementation costs and life expectancy [18]. To

meet industry and customer demands, more severe reliability requirements are being

applied to power electronics systems [15].

Power electronics have multiple applications, such as aircraft, automotive, motor

drives, railway, wind turbines, photovoltaic (PV) among others [15]. Power electron-

ics reliability is affected by the specific working environments of each application.

These working environments are the source of different kind of stressors, such as

humidity, high temperature, vibrations, temperature cycling and dust, among oth-

ers [19] which threaten reliability and can cause early failures. For renewable energy

applications (e.g.photovoltaic and wind energy) this is especially true, as the per-

formance of these systems is directly affected by meteorological conditions such as

wind speed, ambient temperature or solar irradiance.

To overcome these issues the industry is changing to a Design for Reliability

(DfR) process [18] where the reliability analysis of power electronics systems is exe-

cuted during the design phase instead of testing for reliability afterwards, improving

reliability levels without compromising cost and security. The application of the

DfR process includes a broad analysis of the reliability of power electronics at the

device level and system level. Moreover, it can be applied to study the effect that

control strategy, topology selection or mission profile will have in the lifetime and

reliability of power electronics [20].
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2.2 Power electronics reliability in photovoltaics

systems

Photovoltaic (PV) energy system has seen vast growth in recent years [2], which

can be related to certain factors like the cost reduction, increased efficiency and the

need to shift to clean energy sources to fight climate change [7]. Although PV energy

seems promising, it may face problems that affect its reliability in some operation

environments [8]. For the case of PV energy, the reliability can be affected principally

by solar irradiance and ambient temperature changes. Therefore, the application of

DfR in PV system can be beneficial to achieve lower costs and enhance reliability.

With the increasing participation of PV energy in modern energy systems, the

reliability and lifetime of PV systems have become more important than ever. PV

systems are comprised of two main components, solar panels and PV inverters (Fig.

2.1). PV systems are designed with lifetime targets of 30 years [15], which are being

principally limited by the comparatively low reliability levels of power converters.

While solar panels have high reliability levels and long warranties of 25 years [21],

the power converters can reach a maximum of 15 years warranties due to the lower

reliability levels [22]. Furthermore, in PV systems, the inverter accounts for 37% of

failures [4] and the reliability improvement at component level (e.g. semiconductors,

capacitors, gate-drives, cooling system and control unit) is crucial [7]. In power

electronics systems, such as PV inverters, 31% of failures are caused by problems

related to power semiconductors, 18% by capacitors and 15% by gate drive failures

[9]. In surveys from industry experts, power semiconductors were pointed out as the

most critical components and need to be appointed for reliability improvement [8] [9].

What is more, the inverter failures in PV systems account for 58% of maintenance

costs [15], therefore improving reliability levels and reducing failure rates would

reduce maintenance cost as PV inverters are costly. For these reasons, PV converters

are the root of reliability issues in PV systems, thus, there are good opportunities

to reduce costs and improve the reliability of these elements.

PV converters reliability is greatly affected by some of the environmental stres-

sors mentioned above, principally by the ambient temperature and solar irradiance
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Figure 2.1: Basic diagram of a PV System, main elements: PV array and PV Inverter

changes. The change in ambient temperature has a direct impact on the tempera-

ture cycling experienced by PV inverters as it changes the temperature surrounding

the devices which affect the heat dissipation. With changes in solar irradiance the

available power changes too and these available power variations leads to variations

in thermal losses during the system operation. As thermal cycling is one of the

main reasons for failure in power switches [23], the study of thermal cycling caused

by variations in ambient temperature and solar irradiance is crucial to improve the

reliability of PV inverters. For example, one of the principal failures mechanisms

in insulated-gate bipolar transistors (IGBTs) devices, widely used in PV inverters,

is bond-wire fatigue caused by cycling variations in temperature, such as junction

temperature (Tj) and temperature differential (∆Tj) [24], which makes them the

most fragile parts of modern PV systems.

Based on the aforementioned problems, it is clear that improving the reliability

and lifetime of power converters, while not incurring higher costs is important. This

can be achieved with different strategies as with the evaluation of control strate-

gies, thermal management and topology selection [7]. As thermal stress is one of

the principal causes of failure in power electronic components [25], thermal manage-

ment strategies are a valuable option to achieve it. This work will analyse thermal

management control strategies for lifetime and reliability improvement of PV sys-

tems. In Chapter 4 two control strategies focused in temperature management will

be presented and a lifetime evaluation of these strategies will be implemented in

Chapter 5. In the next section various works applying a lifetime estimation will be
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presented and discussed.

2.3 Lifetime evaluation of photovoltaic systems

In the literature, lifetime evaluation of power electronics has been applied for differ-

ent specific problems related to PV energy applications. Some of the most important

findings are listed below:

• The analysis of the impact that the degradation of PV solar modules will have

in the lifetime and reliability of a power converter is done in [22]. It was found

that the life consumption of a PV system is reduced with the degradation of

PV modules trough time, thus, not considering solar panel degradation leads to

pessimistic lifetime calculations and can affect costs with over-designed items.

• The investigation of the effect of PV array sizing on the energy generated

and the lifetime improvement of a PV system is presented in [14]. In this

research PV arrays are over and under-designed to evaluate the impact that

it will have on the reliability of PV inverters. It was found that the trade-off

between lifetime and energy generated can be positive with the over-sizing

of PV inverters in locations with low yearly solar irradiance levels. This is

because the PV system works at underrate levels during most of the time of

the year, so they will be capable to produce more energy with a small lifetime

reduction.

• The study of PV panel positioning impact on lifetime is carried out in [26]. It

was found that tilt angle of the PV modules have little effect in lifetime, while

the orientation has a considerable impact and can be considered to improve

the lifetime.

• The assessment of lifetime estimation has been also applied to a PV system

with power limitation for lifetime target achievements in [27]. In this work

PV systems on different mission profiles are tested and the lifetimes are eval-

uated. If the calculated lifetime is under the expected target, the production

is reduced to increase the lifetime of the PV power converter, this way the
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converter can cover the entire lifespan of the system at the cost of overall en-

ergy yield reduction. Inversely if the lifetime is over the target, the energy

production is increased so the energy yield during the expected lifespan of the

system is increased.

• The evaluation of lifetime modelling can be seen in micro-grid systems in

[28]. In this study the effect of mission profile in the lifetime of the different

subsystems are analysed, including a PV subsystem.

• The application of an optimized MPPT algorithm for lifetime improvement is

discussed in [29]. Such algorithm controls the temperature change rate on PV

systems, resulting in lifetime improvement and a slight power reduction.

There are various MPPT algorithms for harvesting the maximum energy possible

in PV systems [30]. However, most of them have not taken into account the impact

that dynamic irradiance conditions (e.g. fast changing cloud conditions) has on the

lifetime impact of PV converters. Although the algorithm presented in [29] takes

this into account, still it can be improved by making it faster and more efficient with-

out compromising effectiveness. Such improvements are part of various important

factors for MPPT algorithms, such as speed, complexity, cost and reliability [31].

The algorithm presented in this work addresses directly the speed and complexity

of the algorithm and cost reductions and reliability improvements as byproducts of

its application. Moreover, although the algorithm in [29] has been tested under a

designed mission profile, it is important to point out the lack of a field operation

mission profile verification. This should be considered relevant as the algorithm is

intended for real life applications where the power converters have low reliability

levels and high costs [4]. The proper analysis of the algorithm under a field op-

eration mission profile is vital to understand its effects improving the lifetime and

reducing costs.

These issues will be addressed by the first thermal management algorithm pro-

posed in this study. This algorithm will be used to improve the lifetime and reli-

ability of PV converters. It is important to note that thermal cycles have a huge

impact on the lifetime of power converters [32], and they are greatly influenced by
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solar irradiance and ambient temperature, which are the main components of a PV

mission profile [22]. This means that the reliability and lifetime assessment under

the field operation profile is crucial for a correct estimation of the impact that a

temperature controlled MPPT algorithm can achieve. Moreover, the works in [27]

and [14] rely on a power limitation to regulate the lifetime impact on PV system.

To achieve this, the MPP tracking is shifted by regulating the required input volt-

age of the converter based on the maximum power allowed. The main drawback of

this strategy is that it does not consider the ambient temperature which is crucial

for the temperature of the switching devices. To address this problem, the second

thermal management studied in this work will implement a power control strategy

that consider the influence of ambient temperature as well.

2.4 Cloud condition lifetime impact

As stated before, thermal stress is one of the main factors that affect the reliabil-

ity of power electronics, especially in PV applications that are subject to ambient

temperature and solar irradiance variations in working conditions. The power gen-

eration of PV systems depends directly on the solar irradiance received, therefore

the thermal stress of the system is affected by solar irradiance changes.

The solar irradiance received by the system is influenced by the cloud conditions,

while a clear day does not affect the solar irradiance received, a day with fast-

changing cloud conditions continuously change the solar irradiance received by the

system. The constant variation of the solar irradiance leads to heat up and cool

down processes that raise further thermal stresses and affects the reliability of the

system.

The fluctuation of irradiance conditions caused by changing irradiance condi-

tions has a direct impact on the thermal stresses experienced by a PV system. The

constant changes in irradiance cause greater thermal cycling stress like larger tem-

perature differentials and shorter heating times. The thermal cycle heating time

has a direct impact on the lifetime consumption of power electronics, the shorter

the cycle heating time (Ton), the larger the lifetime consumption. Similar to this is
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the impact that the temperature differential (∆Tj) has in the lifetime, where higher

values in the temperature differential have a greater impact on the lifetime consump-

tion of power electronics. The impact that thermal stresses have on the lifetime of

power electronics will be further explained in the next section.

2.5 Strategies to estimate lifetime

It is possible to evaluate the lifetime of power electronic through different methods,

each of these methods have certain characteristics which makes them more suitable

for specific applications. In this section these methods will be explained and com-

pared to see which is the most suitable for lifetime evaluation of power electronics for

solar applications. For the case of lifetime evaluation of solar system under different

cloud conditions it is crucial to consider the damage caused by thermal parameters.

The different methods to estimate the lifetime of power electronics can be catego-

rized into three main types [24] which are: constant failure rate models, empirical

lifetime models and physics-of-failure (PoF).

The constant failure rate models are a simple way to estimate the lifetime of

power electronics. The military handbook (MIL-HDBK-217) and the IEC 61709 are

examples of constant failure rate models [33]. They were created by a necessity to

establish a method to estimate the reliability of electronic components [34]. The

constant failure rate models, also known as handbook failure rate models, consider

a constant failure rate (λ) for different electronic components. There are different

types of stress factors (π) considered in these models like environmental factor (πE),

electrical stress (πV ), temperature stress (πT ) among others. The constant fail-

ure rate models are widely accepted due to their easy application. Although their

acceptance and easy applicability, some of the handbook models have pessimistic

reliability estimations and fail to consider the damage produced by temperature

variations, which limits its applications to fields like wind or PV energy.

Empirical lifetime models are based on the statistical analysis of failure rate in

power electronics such as IGBTs. For this type of model, several devices are tested

under various application conditions, like different power and temperature cycling
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parameters [35]. The devices are tested until failure and from the data obtained it

is possible to estimate the impact that parameters such as junction temperature,

temperature differential among others will have in the lifetime of IGBT devices [13].

The advantage of empirical lifetime models is that they consider the temperature

cycling that the mission profile will cause in the system. One disadvantage is that

empirical lifetime models give a statistical result, which is a good approximation

but can not define exactly which would be the cause of failure. This type of model

does not require a wide knowledge of the electronic materials and construction ar-

chitecture to evaluate the lifetime and can be easily implemented with the help of

parameters obtained from data sheets which make them very practical [36].

Another type of lifetime model is Physics-of-Failure (PoF). This kind of model

considers the material characteristics and device structure to precisely define the

cause of failure under specific stress characteristics [37]. They have the advantage of

high precision, however, a deep knowledge of the device characteristics and materials

is required, which makes their application more complex and relegates them to

research purposes.

Among the different strategies to evaluate the lifetime of power electronics have

been presented, each method has certain advantages and it can be said that none

is the ”best” overall. Therefore, it is necessary to consider the specific challenges of

an specific application.

For the case of power electronics in PV systems, the constant failure rate methods

are not suitable, as the analysis of thermal cycling in these systems is crucial. PoF

models are viable option, but the detailed data and information necessary (material

and construction knowledge for specific devices) makes it not the best option for

this work. Empirical lifetime models are easy to implement, they also consider the

impact caused by thermal cycling [24] and can be implement with the information

obtained from data sheets as it is based in statistical information and not in a deep

knowledge of specific devices. For the aforementioned causes, empirical lifetime

models are the best option for this work. The Coffin–Manson model is one of

the most used empirical lifetime models, it considers the temperature differential

(∆Tj). However, the Bayerer´s model also considers the cycle heating time (Ton)
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and junction temperature (Tj) [24], which makes it best suited for this study. The

Bayerer´s model will be further explained in Chapter 3.5 and implemented in this

work for the lifetime analysis of the PV system.

2.6 Summary

In this chapter the relevant information regarding reliability and lifetime analysis of

power electronics has been discussed, with a focus on solar energy systems. More-

over, the main problems faced by power electronics and the strategies that are being

taken to improve the reliability have also been shown. Different works have been

displayed and discussed, which have used reliability analysis as a tool to help im-

proving the lifetime of PV systems. Then, considering that temperature variations

greatly affect the lifetime of power electronics in PV systems, a concerning issue

about thermal cycling caused by dynamic cloud conditions have been pointed out.

Further discussion about the cloud conditions topic and a technique to reduce the

damage received by power electronics will be presented in Chapter 4. Finally, some

methods to evaluated the lifetime were presented in this chapter, where an empirical

lifetime model was selected and will be discussed in the next chapter.



Chapter 3

Lifetime modelling for power

semiconductor switches in PV

applications

In this chapter an empirical lifetime model will be explained. This lifetime model is

an evaluation tool which will be used in the rest of this work. It is use to evaluate the

damage received by power semiconductors in PV systems, it principally considers the

damage impact of temperature variations. The evaluation can be applied to compare

PV systems with different characteristics like size, devices used, positioning or PV

systems with different control methods which is the case for this work. In Chapter 5,

the model will be used to compare normal and modified MPPT control algorithms

under irradiance profiles with different cloud conditions.

The empirical lifetime model aims to evaluate the damage received by the switch-

ing devices under specific mission profiles. To correctly assess the mission profile

experienced by IGBT switching devices in a PV system, it is necessary to accurately

model the system. To achieve this, Matlab along with Simulink are the tools used

in this work to represent the PV system. With the use of such tools, it is possible

to accurately simulate the behaviour and then evaluate the operation of the system.

In this chapter, the steps necessary to apply a lifetime model are described.

First, the electrical model that simulates the behaviour of a PV system under solar

irradiance profiles is presented. For this step an irradiance mission profile is fed

17
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into the electrical model of a PV system in Matlab Simulink and relevant informa-

tion of the system are obtained, such as the energy generated by the system and

energy losses of the IGBT switches. Then the energy losses are used to estimate

the temperature experienced by the IGBT devices during the mission profile with a

thermal equivalent model [10]. Next, the temperature profile is processed by a rain-

flow counting algorithm that classifies the random thermal cycles [38]. Finally, with

the organized thermal cycles the lifetime model is applied to estimate the lifetime

consumption of the switching devices with the use of the Bayerer’s model during

the mission profile [13].

3.1 Electrical model

For this work, a grid-connected PV system has been designed in Matlab Simulink

environment to simulate its behaviour under different solar irradiance profiles and

obtain the necessary data, such as power generation and power losses. The designed

system is composed of a PV array and a two-stage power converter connected to the

grid (See Fig. 3.1).

Figure 3.1: Electric diagram of the proposed PV system

The PV array is composed of a group of series and parallel connected solar panels.

The two-stage power converter includes a boost converter in the first stage which

is using a perturb and observe (P&O) maximum power point tracking (MMPT)

control to maintain the voltage at the correct level in order to extract the maximum

energy possible. The second stage is an H-bridge inverter that converts the direct
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current (DC) from the solar panels into alternate current (AC) output. Moreover,

the H-bridge converter is controlled by a phase-locked loop (PLL) which is used to

synchronize the current injection with the grid frequency and allows the connection

of the system to the grid.

3.2 Power losses

The operation of the electric system described above leads to energy dissipation.

Both stages of the converter described above have an effect on the IGBT devices

power losses, the first stage principally in the way of available power and the sec-

ond stage in the way of sinusoidal current injection. Energy dissipation in power

electronics is related to the harvested energy and the sinusoidal current injection

which causes power cycling and lifetime reduction [39]. The analysis of the energy

dissipated in electronic devices is especially important due to the lower reliability of

IGBT devices compared with other elements in the system [4]. The power losses of

IGBTs cause a rise in temperature that can lead to instant failure if a certain limit

is exceeded or can lead to an early failure caused by the thermal stress experienced

by the devices. To correctly estimate the lifetime it is necessary to estimate the

power losses of IGBT devices during the operation of the system.

The power losses of the IGBT (3.1) are caused by conduction losses (3.2) and

switching losses (3.3) [17]. The conduction losses are the result of the on-state

operation of the IGBTs and are dependent on parameters such as on-state voltage

(Vce) and collector current (Ic). The switching losses take place during the transition

of off-state to on-state and vice versa, and can be the principal source of losses. it

is dependant on the switching frequency (fsw), turn-on energy (Eon) and turn-off

energy (Eoff ).

PIGBT = Pcond(IGBT ) + Psw(IGBT ) (3.1)

Pcond(IGBT ) = Vce · Ic (3.2)
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Psw = (Eon + Eoff ) · fsw (3.3)

Similarly to the IGBT losses, the diode losses require to be calculated as it

has a direct impact on the temperature of IGBTs [39]. The total power losses of

diode (3.4) is composed by conduction losses (3.5) and switching losses (3.6). The

conduction losses are calculated based on the on-state voltage in the diode (Vd) and

the current flowing through it (I). The switching losses are composed of the reverse

recovery energy of the diode [17].

PDiode = Pcond(Diode) + Psw(Diode) (3.4)

Pcond(Diode) = Vd · I (3.5)

Psw(Diode) = (Erec) · fsw (3.6)

The basic principle for switching losses calculation explained above is applied

in this work for simplicity, it considers constant switching losses. This might have

an impact on the total losses of the system, although, as the system in this work

is designed with a relatively low switching frequency this impact is not substantial

(See Chapter 5 for more detailed system design information). However, in case of

a more detailed and precise calculation needed, the formula should be normalized

based on the specific device parameters and other variables such as DC-link and

load current should be considered [39].

3.3 Thermal equivalent model

In practical applications the Solar inverter technology is shifting to the use of in-

tegrated modules instead of discrete devices [40]. Some integrated modules have

temperature sensors embodied [41], these sensors are already in use (e.g. to limit

the output power in case of overheating) and could be use for the application of the

modified algorithm with no extra cost. This work will focus on simulation of discrete
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devices to simplify the power losses and thermal modelling explanation, although

the approach can also be applied to integrated modules. Once the power losses of

the devices are calculated we use them to estimate the temperature changes of the

IGBT devices. To achieve the temperature estimation an equivalent thermal model

is applied in this work. Thermal equivalent models are used to calculate the thermal

behaviour of materials with the help of an equivalent electric model [42] [43]. Ther-

mal parameters are analogous to electrical parameters as seen in Table 3.1, thus the

calculation of the junction temperature (Tj) of the switching devices is carried out

with the application of an RC (resistor-capacitor) circuit.

Table 3.1: Electro-thermal analogy of thermal equivalent models

Electrical quantity Units Thermal quantity Units

Potential difference Volts (V) Temperature difference Kelvin (K)

Electrical resistance Ohms (Ω) Thermal resistance (K/W)

Electrical current Amps (I) Power (Heat flow) Watts (W)

Electrical capacitance Farads (F) Thermal capacitance (J/K)

There are two basic configurations of thermal equivalent circuits which are Foster

model Fig. 3.2a and Cauer model Fig. 3.2b [44]. The two models are precise but the

complexity and applicability differ. The selection between one or another depends

on the necessary results and data available [42].

Both models are composed of a current source representing the power dissipated

(heat flow) by the power electronic devices, a group of series and parallel-connected

resistors (R) and capacitors (C) that represent the material layers of the device and

direct current (DC) source that represents the ambient temperature. The voltage

measured between the current source and the ground point represents the Tj.

The Cauer model, also known as continued-fraction circuit gives a precise tem-

perature estimation of the individual layers of the IGBTs, the main drawback of this

model is that it requires a wide knowledge of the material characteristics and limits

its application. An advantage of this model is the possibility to precisely estimate

the temperature in specific points of the model which represent the individual layer

materials of the device. The other type of thermal model, the Foster model, also

known as partial-fraction circuit also gives a good estimation of the temperature.
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(a)

(b)

Figure 3.2: Foster(a) and Cauer(b) thermal equivalent models

The advantage of the Foster model is that it does not require deep knowledge of

the layer materials to estimate the junction temperature. The require data can be

extracted from the measured cooling curve of the device and is widely available

in datasheets. Its principal drawback is that the model does not longer represent

individual material layers and can only estimate the junction temperature Tj.

After the presentation and comparison of the thermal models. Considering the

precision of the models, that for this work there is no need of temperature calcula-

tion of specific layers in the device and thanks to the easy access of data directly

from datasheets, a Foster model is selected and will be used in this work for tem-

perature calculation. Next, a rainflow counting algorithm is used to organized the

temperature profile, the algorithm will be explained in the next section.

3.4 Rainflow counting

Lifetime modelling will handle the thermal cycles that occurred during the operation

of the PV system, yet it is still necessary to organize the random thermal cycles of the

temperature profile obtained from the thermal model. For this purpose, a rainflow

counting algorithm is applied. A rainflow counting algorithm is a tool used to count

and classify the stress-strain cycles in fatigue analysis [38]. In the case of power
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electronics the rainflow counting algorithm is used to classify the temperature cycles

by junction temperature (Tj), temperature differential (∆Tj) and cycle heating time

(Ton).

(a) (b)

Figure 3.3: Representation of the temperature cycling experienced by an IGBT device during a change in irradiance

conditions. Short-term temperature cycle can be seen in the zoomed area. Tj-Mean junction temperature, ∆Tj-

Temperature differential, Ton- Heating time of the power cycling

In the temperature profile there are short-term and long-term temperature cycles.

Short-term temperature cycles are in the order of millisecond and are caused mainly

by the sinusoidal current injection to the grid, therefore the Ton matches with the

fundamental frequency of the grid (60Hz). Long-term temperature cycle is in the

range of second to the year time period and is influenced by the irradiance and

ambient temperature [15]. An example of the temperature cycling experienced by

an IGBT device can be seen in Fig. 3.3, where short and long term temperature

cycles can be found.

(a) (b)

Figure 3.4: Representation of the application of the rainflow counting algorithm to find the peaks and valleys of

the temperature cycling experience by an IGBT device during a change in irradiance conditions.

The rainflow counting in this work is applied with help of the ”rainflow” function

in Matlab. The temperature profile of the system can not be directly processed by

the rainflow function. This is because the matlab function is not able to find the



3.5. Lifetime modelling 24

peaks and valleys, it is just able to organise them. Therefore, it is necessary to find

the peaks and valleys of the temperature profile. To do so, the profile is prepared

with the aid of ”findpeaks” Matlab function as seen in Fig. 3.4. The function

processes the temperature profile and extracts the local maxima (peaks). To find

the local minima (valleys), the temperature profile needs to be vertically flipped and

the ”findpeaks” function can be applied then. Peaks and valleys are then organized

to apply the ”rainflow” function (An example of the application of this function can

be found in Chapter 5.1.2)

3.5 Lifetime modelling

An empirical lifetime model is applied in this work to evaluate the impact that dif-

ferent cloud conditions irradiance profile have in a PV system. Empirical lifetime

models find good applicability in PV applications as these models consider the effect

that thermal cycling has in the lifetime of power electronics, and not just the appli-

cation and constant factors as the constant failure rate models [24]. For PV systems

the consideration of thermal cycling in the lifetime estimation is crucial. This is

because mission profile factors such as ambient temperature and solar irradiance

change constantly, which have an impact on thermal cycling and therefore in the

reliability.

The lifetime model applied in this work is the Bayerer’s lifetime model [13] which

is based on statistical analysis of power electronics, where 3.7 is the corresponding

equation. It considers thermal variables such as junction temperature (Tj), tempera-

ture differential (∆Tj) and cycle heating time (Ton), along with constant parameters

A, β1, β2, β3.

Nf = A ·∆T β1

j · exp
(

β2

Tj + 273

)
· T β3

on (3.7)

The thermal cycles were organized by the rainflow counting algorithm and these

are fed to the lifetime model to calculate the number of cycles to failure (Nf ) for a

specific combination of thermal parameters. Once this is done, the thermal cycles

occurred (ni) and the number of cycles to failure (Nfi) are compared with the use
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Table 3.2: Constant parameters of the Bayerer’s lifetime model

Parameter Value

A 3.43x1014

β1 -4.416

β2 -0.716

β3 -0.761

of the Miner’s rule (3.8) to obtain the life consumption (LC) for the given mission

profile. When LC ≥ 1 the end of life is reached [45].

LC =
∑
i

ni

Nfi

(3.8)

3.6 Monte Carlo reliability assessment

The lifetime model described above could be defined as an ideal model, where all

IGBT devices would fail at the same time. The parameters in the Bayerer’s lifetime

model [13] consider uncertainties in the parameters. These uncertainties are going

to be evaluated in this work with the use of Monte Carlo simulation. Such a model

gives a probabilistic estimation of the lifetime of the system, considering parameters

variations in the lifetime model. The parameter variation of the Bayerer’s lifetime

model is done with a normal Probability Density Function (PDF).

Moreover, the PV system is going to be evaluated for daily mission profiles

in the case of the Temperature-controlled MPPT algorithm (Chapter 5.1) and for

a yearly mission profile in the case of the Maximum-temperature-limited MPPT

algorithm (Chapter 5.2). The daily mission profiles represent just individual cases

that can vary through the year, for example they can be affected by seasonal changes.

However, the yearly mission profile better represents the behaviour of the system in

the long term. For this reason, the Monte Carlo simulation is going to be applied

just for the yearly mission profile assessment.

The Monte Carlo simulation is used in reliability analysis to express the reliability

of the system with a probabilistic solution instead of a fixed value. The Monte Carlo

assessment consists of a repeated evaluation of the model using different values of
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the distributed parameters [16]. For this work 10,000 repetitions are going to be

implemented for the normally distributed parameters β1, β2 and β3 given in [13],

which are part of the equation (3.7).

The yearly mission profile is composed of a large amount of random thermal

fluctuations that would make the Monte Carlo analysis difficult to execute. For

this reason, the annual accumulated damage for one year is used as a reference

to apply the Monte Carlo simulation. It is necessary to calculate a specific set of

thermal parameters (Tj,∆Tj, Ton) that would inflict the same damage during a year

as the annual accumulated damage. This set of parameters is known as equivalent

static values (T ′
j ,∆T ′

j , T
′
on). There are many different combinations of parameters

that can provide the equivalent annual accumulated damage. To lower the degree

of freedom T ′
on and T ′

j are fixed [22]. T ′
on is 0.083, which matches with the grid

frequency (60Hz). The static junction temperature T ′
j is obtained from the average

junction temperature during the year mission profile. The temperature differential

static value (∆T ′
j) needs to be mathematically calculated.

To calculate the ∆T ′
j , it is necessary to know the life consumption (LC) of the

system for one-year mission profile and the number of thermal cycles occurred (n)

during that year. The number of thermal cycles occurred will be obtained from the

multiplication of 365 days, 24 hours, 60 minutes, 60 seconds and 60 Hertz. Then

the equation 3.7 is substitute in equation 3.8.

LC =
n

A ·∆T β1

j · exp
(

β2

Tj+273

)
· T β3

on

(3.9)

From the above equation the variable to be calculated is ∆T ′
j , thus this variable

needs to be isolated [22].

∆T ′
j = β1

√
n

A · exp
(

β2

Tj+273

)
· T β3

on · LC
(3.10)

With the obtaining of the equivalent static values (T ′
j ,∆T ′

j , T
′
on) it is possible to

easily apply the Monte Carlo method to estimate the reliability of a PV system.
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3.6.1 Summary

With the application of the lifetime evaluation method described in this chapter,

it is possible to calculate the reliability and lifetime consumption of a PV system

under a specific mission profile. This lifetime evaluation presents and provides a

route to compare the reliability of PV systems, which can be useful in comparing

techniques to improve the lifetime. In this work the lifetime evaluation is going to be

used in the assessment and comparison of identical PV systems which are controlled

with normal and modified MPPT control methods. In the following chapter these

modified MPPT methods will be presented and explained. In Chapter 5 the lifetime

evaluation method explained will be applied and the results will be discussed in

detail.



Chapter 4

Proposed MPPT algorithms

The lifetime of power electronic IGBTs can be estimated based on the temperature

changes experienced by the device for the mission profile. Thus, with the regulation

and reduction of thermal stresses, the reliability and lifetime of power electronics

can be enhanced. The thermal management of power converters can be free of extra

investment with adjustment in the control stage. In this work two algorithms for

thermal management of PV power converter are presented: one algorithm aims to

limit the junction temperature change rate during dynamic irradiance conditions,

while the purpose of the second algorithm is to decrease the power generation lim-

iting the maximum junction temperature.

The modified maximum power point tracking (MPPT) algorithms are applied

to control the boost stage of a two-stage PV converter. For boost converters, the

output voltage (VOut) is affected by the input voltage (VIn) in relation with the duty

cycle as seen in equation (4.1) [46]. With the reduction of the duty cycle, the output

voltage is reduced and the output power is limited, limiting the temperature rise of

the devices.

Vout =
Vin

1−D
(4.1)

There are several control strategies to find the maximum power point (MPP) in a

PV system, with Perturb and observe (P&O) methods being among the best ranked

due to the low implementation costs as they do not require additional elements in

the system [31]. A normal P&O algorithm just needs to measure the PV voltage

28
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(V ) and current (I), based on the power calculated the algorithm change the duty

cycle, always searching for the MPP. A flow diagram of this algorithm can be seen

in Fig. 4.1, where at each iteration the current and voltage are measured and the

power (P ) calculated. The present power (Pk) is compared with the previous one

(Pk−1), if the power and the voltage increased (dP > 0 and dV > 0), then the duty

cycle is reduced (D = D−∆D). If the power increased but the voltage was reduced

(dP > 0 and dV < 0), the duty cycle is increase (D = D + ∆D). Otherwise, in

the case that the power is reduced, and the voltage is lower than the previous one

(dP < 0 and dV < 0), the duty cycle will be reduced (D = D − ∆D) and if the

power is lower than the previous one and the voltage is higher (dP < 0 and dV > 0),

the duty cycle will be increased (D = D +∆D).

Figure 4.1: Flow diagram of a normal MPPT algorithm.

In the next sections, the TC and MTL MPPT algorithms will be explained, both

algorithms are modifications of a normal P&O MPPT algorithm.

4.1 Temperature-controlled MPPT algorithm

In PV applications the solar irradiance and ambient temperature are the main fac-

tors that influence temperature changes. Moreover, solar irradiance is especially
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dynamic during fast-changing cloud conditions. With continuous variations of so-

lar irradiance, the temperature of IGBT switches varies constantly, which in turn

leads to higher thermal stress and a lower lifetime period. To overcome this issue

a temperature-controlled (TC) MPPT algorithm has been developed, the algorithm

was developed with the idea presented in [29] as a reference, with the improvement

of reducing the necessary steps in the algorithm which makes it faster. Moreover, the

TC MPPT algorithm is used to evaluate lifetime improvement of PV system under

dynamic cloud conditions. The algorithm is intended to limit the speed of temper-

ature changes caused by the variations of solar irradiation during cloudy days, thus

reducing the damage received.

Figure 4.2: Flow diagram of the temperature-controlled MPPT algorithm.

With the application of the TC MPPT algorithm thermal parameters such as

mean junction temperature (Tj) and temperature differential (∆Tj) are reduced.

The damage received by IGBT devices is highly dependent on thermal parameters,
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therefore we can expect considerable damage reductions with small temperature

reductions based on the equation 3.7. Despite the reduction in damage received, it is

important to remark that the algorithm also has an impact on the energy generated

by the system. The algorithm works by controlling the duty cycle depending on

the temperature changes that occurred in the IGBT devices which in turn make

the maximum power point tracking slower, thus generating less energy. For this

reason, is important to evaluate to what extent the lifetime improvement outweighs

the energy generation reduction.

The TC MPPT works by regulating the duty cycle (D). The difference with a

normal MPPT algorithm is that the proposed algorithm is able to limit the temper-

ature change rate to a preset value. In order to control the temperature change rate,

the algorithm requires the temperature of the device to be calculated. The first step

in the algorithm is to sample the current junction temperature (Tj) in the switching

device, along with the voltage (V ) and electric current (I) of the PV array. Then,

from the sampled elements the power (P ) is calculated. From the previous and cur-

rent values the differential of power (dP ), voltage (dV ) and temperature (dV ) are

obtained. Next, if Tj does not surpass the temperature change rate limit (Tj(Gd)),

the duty cycle is reduced and the new Tj(Gd) is the current Tj plus the fraction of

gradient Gd. Otherwise, a normal MPPT algorithm is applied to adjust the duty

cycle and based on the temperature differential (dTj), the temperature change rate

limit (Tj(Gd)) is calculated. If the temperature is increasing (dTj > 0), the new Tj(Gd)

is going to be the previous Tj(Gd) plus the fraction of gradient (Gd), otherwise the

new Tj(Gd) is the current junction temperature (Tj) plus Gd. The gradient is the

temperature change rate allowed, the fraction of gradient (Gd) at each iteration is

obtained by multiplying the gradient and the sample time (Ts) as seen in (4.2).

Gd = Gradient× Ts (4.2)
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4.2 Maximum-Temperature-limited MPPT algo-

rithm

In this section a second MPPT algorithm is going to be presented, this algorithm

will be named as maximum-temperature-limited (MTL) MPPT algorithm. This

algorithm has the objective of limit the maximum junction temperature (Tj(max))

that an IGBT device can reach. The MTL algorithm is also based on the MPPT

control algorithm presented in [29]. One application of such an algorithm is to ensure

that the device never reaches the maximum operating temperature that would cause

immediate failure. Another application of the MTL MPPT algorithm presented and

analysed in this work is the power reduction for lifetime improvement, this feature

can be use to harvest the maximum energy possible during days with high irradiance

and ambient temperature values and will be further explained in this section. With

the power reduction of the system, power losses and junction temperature of IGBTs

are reduced as well. As commented before, the reduction of thermal parameters in

switching devices leads to damage reduction based on equation 3.7.

The MTL MPPT algorithm evaluated in this work can be compared with the

power reduction strategy presented in [27]. Although both strategies are able to re-

duce the output power of PV systems, the proposed algorithm has the advantage of

reducing the output power just when necessary. Based on an analysis that considers

the control of the output power of the system together with the ambient temper-

ature, the proposed algorithm can reduce the output power just when a junction

temperature limit has trespassed. While the strategy proposed in [27] is controlled

based on the output power of the system, the MTL MPPT algorithm is able to

let the system work at full capacity during high irradiance level conditions (high

output power) as long as the ambient temperature is low enough to allow the heat

dissipation to maintain the junction temperature below the temperature limit.

The temperature of the IGBT devices increases with higher losses produced by

the PV system during greater irradiance levels. Another factor that influences the

junction temperature level is the ambient temperature, which has a direct impact on

the junction temperature, and higher ambient temperatures result in higher junction
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temperatures. For winter months, both the ambient temperature and irradiance

levels are low, the damage received by the PV system is low and the MTL MPPT

algorithm does not affect the normal performance of the PV system. During the

summer months, when the ambient temperature and irradiance levels increase, the

damage caused to the PV system is greater, this is when the MTL MPPT algorithm

limits the energy production to reduce the damage impact on the switching devices.

Figure 4.3: Flow diagram of the maximum-temperature-limited MPPT algorithm.

In this paragraph, the process of the MTL MPPT algorithm will be described.

This algorithm adjusts the duty cycle of the boost converter every time the junction

temperature of a switching device cross a certain temperature limit. As can be

seen in Fig. 4.3, it is necessary to sample the voltage (Vk) and current (Ik) of the

system to apply the normal MPPT algorithm when necessary. It also requires to

sample the junction temperature (Tj(k)) of a switching device to enable the control

the maximum temperature. After the sampling is done, the current power as well

as the power (dP ) and voltage (dV ) differentials are calculated. The next step is to

compare the current junction temperature (Tj(k)) with the maximum temperature

allowed (Tj(max)). If the junction temperature is above the limit, the duty cycle is

reduced, otherwise, a normal MPPT algorithm is applied to adjust the duty cycle.



Chapter 5

Simulations and results

A PV system has been designed to perform the analysis of the lifetime of IGBTs

(See Fig. 5.1). The system is composed of a PV array and a two-stage PV inverter

connected to the grid as described in Chapter 3.1. This electrical model designed in

Matlab Simulink is identical for the application of both MPPT algorithms mentioned

in Chapter 4.

The PV array of the system is composed of 250 Watts PV solar panels from

Trina manufacturer [47], the parameters of the solar panel can be seen in Table 5.1.

The PV array is made up of a total of 40 solar panels and a rated power of 10kW.

The solar panels are arranged in 10 series-connected solar panels called strings, and

4 parallel-connected strings.

Table 5.1: Electrical parameters of the 250W Trina Solar PV Panel at Standard Test Conditions (STC) values

Description Parameter Value

Power at maximum power point Pmp 250 W

Open circuit voltage Voc 37.6 V

Voltage at maximum power point Vmp 31.0 V

Short-circuit current Isc 8.85 A

Current at maximum power point Imp 8.06 A

The first stage of the inverter is controlled by a perturb and observe (P&O)

MPPT algorithm, it is important to notice that the modified MPPT algorithms are

influenced by the temperature extracted from a switching device. For this reason, it

is necessary to build a block which is in charge of calculating the power losses and the

34
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junction temperature, and to alter the normal MPPT algorithm with a temperature

control block. The second stage control remains unchanged. The IGBT devices

used in the system are IKW50N60H3 from Infineon manufacturer [48], one device

for the boost stage and four devices for the H-bridge stage. The parameters for the

rest of the elements of the system are listed in Table 5.2, a relatively low switching

frequency (3 kHz) has been set to show that even with low switching frequency

and therefore lower thermal stress, the modified algorithm is able to improve the

reliability of the PV system.

Figure 5.1: Electric diagram of the PV system with temperature control.

For the power losses calculation (Chapter 3.2), it is necessary to include in the

model the on-state resistance of IGBT (Ron) and diode (RD). This as the conduction

losses for both devices are dependent on the on-state resistance. To obtain the on-

state resistance of IGBTs the ”Typical output characteristics” graph is used at the

highest Tj as it represents the worst-case scenario [39], we use the 175◦C graph in

this case.

From Fig. 5.2a the Ron can be calculated. The graph shows the relationship of

Collector to emitter voltage (Vce) and Collector current (Ic) with respect of different

Gate to emitter voltages (Vge), as Infineon uses 15 volts in VGE when testing, that is

the curve that is going to be used. To calculate the Ron it is necessary to draw a line

between two points in the slope and calculate the inverse slope as seen in equation

(5.1).
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Table 5.2: Electrical parameters of the 2-stage 10kW PV converter

Description Parameter Value

Two-stage PV converter

Rated power 10 kW

Grid frequency 60 Hz

Grid voltage (RMS) 240 V

Switching frequency fsw 3 kHz

Boost converter

Inductor L 1.3mH

PV capacitor Cpv 1000µF

DC-link capacitor Cdc 1500µF

LCL filter

Inverter side inductor Linv 3.6mH

Grid side inductor Lg 8.6mH

Capacitor Cf 9.5µF

Ron =
Vce2 − Vce1

Ic2 − Ic1
=

4V − 3V

138A− 93A
=

1V

45A
= 0.0222Ω (5.1)

A similar process is applied to the diode from the ”Typical diode forward current

as a function of forward voltage” chart (See Fig. 5.2b The diode on-state resistance

(RD) is obtained with the equation:

RD =
VD2 − VD1

ID2 − ID1

=
2V − 1.5V

60A− 32A
=

0.5V

28A
= 0.0179Ω (5.2)

The rest of the parameters necessary for power losses estimation can be extracted

directly from the datasheet at the highest Tj to represent the worst-case scenario.

These parameters can be seen in Table 5.3.

Table 5.3: Parameters for the power losses calculation

Description Parameter Value

IGBT

On-state resistance Ron 0.0222Ω

Turn-on energy Eon 1.42mJ

Turn-off energy Eoff 1.13mJ

Diode

On-state resistance RD 0.0179Ω

Reverse recovery energy Erec 0.96mJ
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(a) IGBT
(b) Diode

Figure 5.2: On-state resistance calculation *Figures extracted from [48]

As discussed in Chapter 3.3 a Foster model was selected as the thermal equivalent

model used in this work. Such model is implemented to assess the power losses and

can be seen in Fig. 5.3, where the individual layers of switch and diode are connected

in parallel to represented the thermal relationship between elements [43]. Each the

IGBT and diode have an individual current source to represent the power losses,

a certain number (n) of individual RC elements for the junction to case section

(j − c) [42]. Afterwards, both layers merge in the case to heat-sink (c− h) section,

the model continues to the heat-sink to ambient (h − a) section and finally, a DC

source takes place to represent the ambient temperature. The parameters of the

Foster model are listed in Table 5.4.

The capacitance values are not provided directly, so it is necessary to calculate

them with:

Cn = τn/Rn (5.3)

Where Cn is the thermal capacitance value, τn is the thermal time constant and
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Figure 5.3: Foster diagram of the PV converter

Table 5.4: IGBT and diode thermal parameters for the Foster thermal model

Impedance Zth(j−c)
Zth(c−h)

n 1 2 3 4 5

IGBT
Rn (K/W) 7.0e-3 0.037 0.092 0.130 0.183 0.7

τn (s) 4.4e-5 1.0e-4 7.2e-4 8.3e-3 0.074 0.25

Diode
Rn (K/W) 0.049 0.225 0.313 0.268 0.195 0.7

τn (s) 7.5e-6 2.2e-4 2.3e-3 0.015 0.107 0.25

Rn is the thermal resistance.

5.1 Application of the temperature-controlled MPPT

algorithm

In this section the modified MPPT algorithm presented in Chapter 4.1 will be eval-

uated. The TC MPPT algorithm is able to reduce the temperature change rate of

IGBT device during operation. For example, when a cloud is passing over a PV

system, the irradiance levels will change, causing a variation in the output power

and therefore a change in the temperature of the devices. These thermal variations

are the cause of damage that reduce the lifetime of IGBT devices. The TC MPPT

algorithm is capable of reducing the thermal stress experienced during this period,

therefore improving the lifetime of the PV system. For the correct evaluation of the

impact that the modified algorithm has, it is necessary to calculate the lifetime im-

provement. To do so, a lifetime evaluation approach will be presented, this method
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is adapted from the one shown in [24]. The flow diagram as seen in Fig. 5.4 shows

the process of the lifetime estimation process, which is going to be further explained

in the rest of the section.

Figure 5.4: Flow diagram of the proposed method to estimate the life consumption and energy generated by the

system. Irr is the current irradiance level, ∆Irr is the differential of the current and previous irradiance level, EG

is the energy generated, and LC is the life consumption

5.1.1 Temperature change rate limitation

The TC MPPT algorithm is tested in order to prove it is functional. The temper-

ature change rate selected for this work is 3◦C/S. To test the algorithm a solar

irradiance step change with short rise time from 100W/m2 to 1000W/m2 and ambi-

ent temperature of 25◦C is applied to the PV system in Simulink, the comparison

of the effect in temperature of both normal and TC MPPT algorithm can be seen

in Fig. 5.5.

The application of the algorithm shows an effect in both the mean junction

temperature (Fig. 5.5a) and the temperature differential (Fig. 5.5b). With the

application of the TC MPPT algorithm the temperature variations of IGBTs are

altered, causing the mean junction temperature (TJ) to rise at a lower speed and

temperature differential (∆Tj) is reduced, which has a positive effect in the lifetime
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(a) Mean junction temperature (b) Junction temperature differential

Figure 5.5: Mean junction temperature and temperature differential

of IGBT devices, this as lower thermal parameters have a lower impact on lifetime

consumption, which have been previously discussed.

(a) Normal MPPT (b) Temperature-controlled MPPT

Figure 5.6: Application of the rainflow counting algorithm

To further compare the effect of the algorithm in the temperature of IGBTs the

rainflow counting of both MPPT algorithms can be seen in Fig. 5.6. The histograms

were obtained by applying the process described in Chapter 3.4 to the temperature

profiles. The effect of the modified algorithm in the temperature cycles of IGBTs is

visible, with a reduction of the cycle average (Tj) and cycle range (∆Tj). The Tj is

redistributed in lower values which can be seen in the number of cycle per bin, the

∆Tj values are also reduced.

5.1.2 Irradiance mission profile (Training)

The simulations needed to evaluate the life consumption of complete daily mission

profiles would be really time-consuming which make them unfeasible. To overcome

this problem, Lookup Tables (LUTs) are used in this work to reduce computation

time. To apply LUTs it is necessary to obtain a base data set from the simulations

of the PV system.
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In order to obtain a base data set for the LUTs and test the effectiveness of the

proposed algorithm, it is necessary to create a solar irradiance profile and compare

the performance of both normal and modified MPPT algorithms. The proposed

solar irradiance profile (Fig. 5.7) is made up of one-minute irradiance steps to

match with the high-resolution cloud conditions irradiance data sets which have a

sample time of one minute between samples. These irradiance mission profiles are

described in Chapter 5.1.3. Moreover, small-scale irradiance fluctuations do not

have a considerable impact on PV system [11]. Large-scale irradiance fluctuations

(∆Irra > 100W/m2) need to be considered, for this reason the step changes in

the proposed irradiation profile (Fig. 5.7) have at least a irradiance differential of

100W/m2. The irradiance values are all multiples of 100W/m2 in a range from 100 to

1000, the result of all other values are calculated by interpolation and extrapolation

of the reference values. The mission profile has a total length of 100 minutes in

order to cover all the combinations of irradiance changes.

Figure 5.7: Proposed solar irradiance profile

The explained irradiance mission profile and an ambient temperature of 25◦C

are implemented to the previously described 10kW PV system in Simulink. It is

necessary to calculate the junction temperature while the system is operating, for the

normal MPPT algorithm the temperature could be evaluated after simulation, but

the TC MPPT requires real-time calculation of the temperature. For this reason,

the power losses are calculated during the simulation, then used by the Foster model

to obtain the temperature and then used as an input for the MPPT algorithm used

to control the temperature change rate. After simulation of the proposed mission

profile for both normal and TC MPPT algorithms, the results are used to create
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LUTs that will be later used to evaluate the performance of the PV systems for

longer mission profiles.

The temperature profiles obtained for both algorithms are first separated into

individual one-minute profiles and labelled based on the previous and current irra-

diance levels. Afterwards, the individual profiles are processed in Matlab to obtain

the peaks and valleys as described in Chapter 3.4, and then the rainflow function

is applied to organize the random temperature cycles (See Chapter 5.1.1). Next,

the lifetime model is applied to estimate the life consumption of the switch device

during the given irradiance profile and finally, Miner’s rule is applied to sum the

life consumption of all the individual cycles. This process is repeated to all the

individual one-minute profiles.

Once the lifetime evaluation of the proposed mission profile is done, we proceed

to compare the results of life consumption and energy generated for both algorithms.

The energy generation for both the normal and TC MPPT algorithms can be seen in

Fig. 5.8a and the life consumption in Fig. 5.8b. The application of the TC MPPT

algorithm has an observable effect. The energy generated was reduced 0.35% which

is a small amount compared with the life consumption reduction which accounts for

12.24%. The comparison of energy generated and life consumption of both algo-

rithms for the proposed mission profiles validates the effectiveness of the algorithm

(See Table 5.5).

(a) Energy generated
(b) Life consumption

Figure 5.8: Comparison of the energy generated and life consumption with the proposed mission profile

Now that the efficacy of the TC algorithm has been validated, we need to analyse

the effect that the modified algorithm will have for the cloud conditions irradiance

profiles. However, it is necessary to first set up and verify the LUTs. The LUTs
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Table 5.5: Comparison of normal and the controlled MPPT algorithm effects on the energy generated and the life

consumption of the converter under the proposed mission profile. EG is the energy generated and LC is the life

consumption.

MPPT

strategy
Values

EG(kWh)
Normal 8.742

Modified 8.711

LC(%)
Normal 2.934e-05

Modified 2.575e-5

setup is done with help of the ”2-D Lookup Table” block in Simulink.

There are two sets of two LUTs each, giving a total of four LUTs, the first

set is applied to estimate the energy generated, one LUT for the normal MPPT

algorithm and the other for the TC MPPT algorithm. The second set is the same

as the first but to estimate the life consumption instead. The inputs of the LUTs

are the previous and current irradiance level. The LUTs dimension is 10 by 10,

one coordinate of the LUTs is the current irradiance level and the other coordinate

is for the previous irradiance level and both coordinates represent the values from

100W/m2 to 1000W/m2 in 100W/m2 steps. When an input combination of values

match with the LUTs coordinates, the output value is obtained from the intersection

of the given row and column. If the input does not match the coordinate but is within

the range, the result is mathematically approximate by interpolation. If the input

does not match the coordinate and it is out of range, the result is mathematically

approximate by extrapolation.

For the verification of the LUT performance, a solar irradiance mission profile

was designed (See Fig. 5.9) to evaluate the confidence level. The mission profile

is composed of 20 minutes of solar irradiance. The PV system is tested with the

mentioned mission profile. The irradiance profile is also processed by the LUTs.

The energy generated (Fig. 5.10a) and life consumption (Fig. 5.10b) is obtained

from simulation results and LUT estimation. The confidence level of the LUT to

estimate the energy generated is 99.9%, while for the life consumption, the LUTs

confidence level is 95.34%.
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Figure 5.9: Irradiance profile to test the performance of the LUTs

(a) Energy generated (b) Life consumption

Figure 5.10: Example of the energy generated and life consumption obtained from the LUTS and Simulation for

the normal MPPT algorithm

5.1.3 Simulation of Irradiance Mission Profiles

Now that the effectiveness of the TC MPPT algorithm has been validated it can be

applied to the daily irradiance mission profiles. However, as commented before, the

simulation of such mission profiles would be impractical for the amount of simula-

tion time required. With the set-up and verification of the LUT, it is possible to

accurately evaluate the life consumption and energy generated by the PV system

for the daily irradiance mission profiles. To this end, four different irradiance data

sets are used to feed the LUTs and the generated energy and life consumption of

the IGBT devices are determined for each of them.

The data sets used in this work are from the province of Quebec, Canada [49]. To

obtain the high-resolution solar irradiance data sets, very precise irradiance sensors

were used to allow the millisecond sample rate. To reduce the size of the data

sets, recording of data is limited to a resolution sample rate of 1 second if at least

5W/m2 change in the data is observed, otherwise the irradiance is recorded every

minute [49]. The data sets represent four different types of cloud conditions: clear
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(a) Clear sky (b) Overcast day

(c) Variable clouds (d) Very variable clouds

Figure 5.11: Irradiance profiles during days for clear sky (a), overcast (b), variable (c) and very variable (d) cloud

conditions in the province of Quebec, Canada.

sky, overcast, variable and very variable shown in Fig. 5.11. To have regular intervals

that allow consistent comparison of data between different cloud conditions, just the

one-minute data samples are used in this work.

To apply the LUTs, the daily solar irradiance mission profiles described above

are fed to the LUTs in the Simulink environment. The performance of the normal

MPPT algorithm and the TC MPPT algorithms are compared. In Fig. 5.12, the

accumulated life consumption of the four different mission profiles can be seen. For

days with clear sky, overcast and variable cloud conditions the life consumption is

the same as the effect of the algorithm are negligible. For days with very variable

cloud conditions, the TC MPPT algorithm managed to reduced the life consumption

(See Fig. 5.12d).

The energy generated and life consumption for the four different cloud condi-

tions can be seen in Fig. 5.13. For days with clear sky, overcast or variable cloud

conditions the energy generated and life consumption difference is negligible. This

was expected for clear sky days and overcast conditions as the irradiance changes are

slow. However, the TC MPPT algorithm did not have an effect in days with variable

cloud conditions although there are constant changes in irradiance and this will be

explained in the next subsection. For days with very variable cloud conditions, the
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(a) Clear sky (b) Overcast day

(c) Variable clouds (d) Very variable clouds

Figure 5.12: Accumulated life consumption of the PV inverter under one day mission profile for clear sky (a),

overcast (b), variable (c) and very variable (d) cloud conditions

algorithm was effective as expected, the lifetime consumption was reduced by 4.68%

with the application of the algorithm, with a reduction of the energy generated of

0.08%, which show a great improvement in lifetime and reliability at a small energy

cost (See Table 5.6).

Table 5.6: Comparison of normal and the controlled MPPT algorithm effects on the energy generated and the

life consumption of the converter under different cloud conditions. EG is the energy generated and LC is the life

consumption.

MPPT

strategy

Values

Clear

sky
Overcast Variable

Very

variable

EG(kWh)
Normal 18.22 7.03 32.53 49.17

Modified 18.22 7.03 32.53 49.13

LC(%)
Normal 2.88e-8 3.21e-10 8.32e-07 7.26e-05

Modified 2.88e-09 3.23e-10 8.31e-07 6.92e-05
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(a) Energy
(b) Damage

Figure 5.13: Comparison of the energy generated and life consumption during different cloud condition days

5.1.4 Limitations of the temperature-controlled MPPT al-

gorithm

The previously explained MPPT algorithm proved to be effective in the reduction of

damage received by IGBT switching devices in PV applications. The algorithm was

able to improve the lifetime and reliability of a PV converter under very variable

cloud conditions. This can be explained because the dynamic irradiance changes

caused by the passing clouds leads to power and temperature variation in the IGBT

devices, variations that the algorithm is able to control, reducing the temperature

stress experienced by the IGBTs.

Although days with variable cloud conditions present dynamic irradiance changes,

the algorithm did not achieve any perceivable effect improving the lifetime of IGBT

devices. This can be explained due to the execution characteristics of the algorithm.

The boost converter maximum power point (MPP) control takes into account the

necessary output voltage (Vout) and alters the duty cycle (D) based on the available

input voltage (Vin) to harvest the maximum energy possible. The relationship of

parameters for boost converter can be seen in equation 4.1.

For days with clear sky conditions as there are not dynamic irradiance changes,

the TC MPPT algorithm does not have any impact on the performance of the PV

system, the algorithm behaves as expected. For days with overcast conditions, there

are irradiance changes, but they are of small scale. Therefore, the application of the
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modified algorithm does not present any appreciable effect on the system.

Apart from days with clear sky conditions where the irradiance changes are

soft and follow an expected pattern, the rest irradiance profiles have the common

characteristic of having unexpected irradiance changes during the day. Although

these profiles have dynamic irradiance changes, the algorithm just had an effect for

days with very variable cloud conditions. The difference between days with very

variable cloud conditions with the other two dynamic irradiance profiles (variable

and overcast cloud conditions), is that the irradiance changes during very variable

cloud conditions are of large scale, while for the other two cloud conditions the

irradiance changes are of small scale.

The maximum power point tracking as explained before, consist of a constant

variation of the duty cycle using the input voltage as a reference. In Fig. 5.14

the maximum power point of the PV system at different irradiance levels can be

seen, the pink circles represent those points. An irradiance change from 100W/m2

to 1000W/m2 causes a considerable shift in the input voltage, and the duty cycle

variation is considerable as well. The same happen with changes from low irradiance

levels (100 to 300W/m2). However, from irradiance levels of 400W/m2 and above,

the input voltage of the system does not vary a lot, and the duty cycle change is

not huge.

Figure 5.14: Irradiance profile to test the performance of the LUTs

Since the TC algorithm works by controlling the duty cycle change rate, having

an appreciable change in the input voltage means that the algorithm has a substan-

tial impact controlling the performance of the system, which is the case for very

variable cloud conditions. Differently, for days with overcast and variable cloud
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conditions, the irradiance changes are of small scale and the TC MPPT algorithm

does not affect the performance of the PV system.

5.1.5 Summary

In this section the TC MPPT algorithm explained in Chapter 4.1 was implemented

and evaluated. Moreover, a simulation time reduction was possible with the help of

LUTs. With the application of the modified MPPT algorithm it was found that the

lifetime of PV converters can be improved for dynamic irradiance conditions during

very variable cloud conditions. For further research, the TC MPPT algorithm could

be implemented to evaluate the lifetime impact for different converter topology

that use MPP tracking. Also, the lifetime impact with different components or the

evaluation of the PV systems in different locations with harsher environments. In the

next section another modified MPPT algorithm will be evaluated. This algorithm

similarly to the TC MPPT algorithm controls the temperature of switching devices

to improve the lifetime of PV systems. The same lifetime evaluation approach as

the one presented in this section will be use for the lifetime evaluation of the MTL

MPPT algorithm.

5.2 Application of the maximum-temperature-limited

MPPT algorithm

The MTL MPPT algorithm is a modified MPPT algorithm for the control of PV

systems. The MTL is based on one protection feature of the algorithm presented

in [29]. Originally the algorithm was intended to protect the IGBT devices against

overheating. In this work, the algorithm founds further application, where the main

goal is to improve the lifetime of PV systems. This is achieved by limiting the energy

generation based on the solar irradiance together with the ambient temperature to

reduce the damage on IGBT devices at the least energy reduction cost possible.

The algorithm works by limiting the power of the PV system when the junction

temperature of the IGBT switches reaches or cross a defined threshold. To achieve
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the power reduction the algorithm modifies the duty cycle every time the junction

temperature is above the desired level.

The MTL MPPT algorithm can be applied to ensure that the junction tempera-

ture never reaches critical levels, protecting the switching devices from breakdown.

This can be useful for systems that have been over-designed to maximize energy

production [14] where the IGBT devices are always on high-temperature stress lev-

els. Another application of the MTL MPPT algorithm is to be used as a tool to

limit energy production in order to improve the lifetime of a PV system. Lifetime

improvement can be achieved because the damage that the IGBT devices experience

due to temperature cycling is nonlinear and small reductions of temperature stress

produce great reductions in the damage received.

The MTL MPPT algorithm works based on the junction temperature of the

switching devices, which is affected by the solar irradiance and ambient temper-

ature. This means that the limitation of the output power is done considering

both parameters of the mission profile. Even if the solar irradiance levels are high

(high energy production as well), the algorithm will not necessarily limit the power

production if the junction temperature does not cross the temperature limit. The

previous scenario can be possible during days with high irradiance levels but low

ambient temperatures.

The simulation of a yearly mission profile would not be feasible due to the amount

of time that would be necessary to process it. Therefore a similar approach for

the lifetime evaluation as the one presented in the previous section (5.1.2) will be

implemented, with the difference of a Monte Carlo reliability estimation for the

case of this modified MPPT algorithm as explained in Chapter 3.6. This approach

reduces the long time necessary for the simulation needed for a complete mission

profile with the help of LUTs. Thus, to overcome the long simulation time issue, the

performance of the system is going to be evaluated for one-minute irradiance profiles

and would be later used in LUT to evaluate the yearly mission profiles. The mission

profile is composed of multiple combinations of irradiance and ambient temperature

values throughout the year. The proposed mission profile will consider 10 different

irradiance values, from 100W/m2 to 1000W/m2 in 100W/m2 steps which will cover
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the irradiance range of the yearly mission profile. It will also consider 10 different

temperature values, from −20◦C to 25◦C in 5◦C steps, which will cover the ambient

temperature range of the yearly mission profile. The system will be simulated for

each combination of the 10 irradiance and 10 ambient temperature values, with a

total of 100 combinations.

From the output values of these simulations, the lifetime consumption and energy

production of each combination will be calculated and will be used in the generation

of a set of LUTs to evaluate the lifetime consumption and energy generated by the

PV system under a year mission profile. The range of irradiance and ambient tem-

perature values for the LUT is selected based on the target mission profile explained

in the next subsection.

To evaluate the lifetime consumption and energy generation of the year mission

profile, four LUTs were created. Two of the LUTs are for the estimation of the

normal MPPT algorithm lifetime consumption and energy generation respectively.

The other two LUTs are applied for the estimation of the MTL MPPT algorithm.

All of the four LUTs are designed in Matlab Simulink with help of the ”Lookup

table” block diagram. Each LUT has 2 inputs which are: Irradiance and ambient

temperature. The input breakpoints are from a range of 100W/m2 to 1000W/m2 for

the solar irradiance and −20◦C to 25◦C for the ambient temperature. When the ir-

radiance and ambient temperature values match exactly the breakpoints, the output

values are directly extracted from the LUTs, when the values do not match exactly

the breakpoints values but are within range, the values are calculated through in-

terpolation and when the values are out of the breakpoints range, the output values

are estimated by extrapolation. The extrapolation of values has limitation in ap-

plication, as it loses precision when estimating values that are too far out of range.

This is the reason why the LUT breakpoints range were created based of the mission

profile application, so most of the mission profile values are within range and the

extrapolation is applied just for outliers.

For this work, the target mission profile is a data set from the year 2014 (See

Fig. 5.15). The data set is composed of irradiance and ambient temperature values

and the time between samples is ten minutes. The mission profile is from Varennes
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in Quebec, Canada [50] with a latitude of 45.616084 and longitude -73.386362. Due

to the high latitude of the system and the translation movement of the Earth, the

irradiance and temperature values during the winter months are low.

(a) (b)

Figure 5.15: Mission profile (Irradiance (a) and Ambient temperature(b)) of the province of Quebec, Canada

Lower power losses come together with lower irradiance levels. Lower irradiance

levels along with the lower ambient temperatures cause that the life consumption

impact during winter months is negligible compared to summer months. The low

temperatures have a positive effect on the solar modules output power which in

turn increases the power losses in the switching devices, but the overall junction

temperature is reduced as well due to the lower ambient temperatures, having a low

damage impact. Contrarily, during the summer months, irradiance levels can reach

high values (Up to 1000W/m2) causing higher power losses and higher junction

temperature in the switching devices. Moreover, higher solar irradiance levels come

together with higher ambient temperatures (Up to 25◦C for this mission profile) and

together have a considerable impact on the lifetime consumption of IGBT switching

devices.

The results of the application of the MTL MPPT algorithm to the yearly mission

profile can be seen in Fig. 5.16. The evaluation of the mission profile was done with

the application of the LUTs developed and explained in the previous subsection.

The energy production (See Fig. 5.16a) has been reduced principally during summer

months when solar irradiance and ambient temperature levels are high. As seen in

the previous figures the algorithm have had an effect during the spring season, but

the energy production reductions are lower than in summer months due to the lower

ambient temperatures. For the life consumption impact, the MTL MPPT algorithm

manages to greatly reduce damage received by the IGBT switching devices during
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summer months (See Fig. 5.16b) and for the spring season the life consumption is

reduced as well, but for the beginning of the spring season as a result of the lower

ambient temperatures, the algorithm did not alter much the PV system performance,

allowing to harvest more energy during days with high irradiance levels but low

ambient temperature.

(a)
(b)

Figure 5.16: Energy generated (a) and lifetime consumption (b) during the year mission profile

The sum of the energy generated during the year mission profile can be seen in

Fig. 5.17a, where the energy generated by the PV system with the control a normal

and the MTL MPPT algorithms are compared. The MTL MPPT algorithm limited

the energy production at specific moments during the working time causing a drop

in the energy production. The energy production of the PV system controlled by the

MTL MPPT algorithm is 3.97% lower than the PV system controlled by a normal

MPPT algorithm. Although, with the limitation of energy production, the thermal

stress the power converter was subject to, was reduced as well, causing a drop in the

damage received by the system. With the application of the MTL MPPT algorithm,

the life consumption was reduced by 28.36% compared to the performance of the

system controlled by a normal MPPT algorithm.

(a) (b)

Figure 5.17: Total energy generated (a) and total lifetime consumption (b) during the year mission profile
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In this section the MTL MPPT algorithm presented in Chapter 4.2 was applied

and tested. To evaluate and compare the performance of the modified MPPT algo-

rithm with a normal MPPT algorithm the lifetime evaluation method explained in

Chapter 3 was used. The MTL MPPT algorithm was able to improve the lifetime

of a PV system by reducing the maximum temperature that the switching devices

could reach. This feature is useful for days with high irradiance and high tempera-

ture conditions as the temperature experienced by the device is limited to a certain

level and reduces the impact caused by thermal stresses. In the next subsection a

Monte Carlo simulation will be applied to have an statistical evaluation that better

represents the lifetime of the MTL MPPT algorithm compare with a normal MPPT

algorithm.

5.2.1 Monte Carlo simulation

With the application of an empirical lifetime model, it has been possible to esti-

mate the useful lifetime of a PV converter. Despite the precision of the lifetime

estimation, in real-life applications the lifetime of IGBT device would vary and be

different for each device due to imperfections in materials and construction, as well

as different experienced stresses [51]. Therefore, an static lifetime estimation does

not represent the end of life of all cases. The random nature of failure and the vari-

ations of lifetime due to material and construction imperfections of IGBT devices

is better represented with a probabilistic lifetime estimation. Moreover, to evaluate

the statistical variations of the lifetime model, a Monte Carlo simulation will be

applied in this work.

The Monte Carlo reliability estimation is used to give a probabilistic solution

of the problem. The probabilistic solution represents better the random nature of

failure in power electronics. The Monte Carlo method relies on the repetition of

the solution of the problem many times, where in each repetition some parameters

change [24]. The number of repetitions (”n”) in this work will be ten thousand

times (”n = 10, 000”) for the equation 3.7 . The parameters in the equation (β1, β2)

will vary the probability density function range established in [13]. The probability

density functions of such parameters can be seen in Fig. 5.18.
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(a) (b)

Figure 5.18: Probability density functions of the parameters under analysis

The lifetime estimation calculated with the empirical lifetime model was obtained

based on the thermal stresses experienced by a PV system during a year mission

profile. The thermal stress parameters (Tj,∆Tj,Ton) varies continuously through the

mission profile, which makes it difficult to apply the Monte Carlo method because

the thermal parameters in the solving equation (3.7) are changing constantly. A

solution for this problem is to obtain the lifetime consumption for the year mission

profile and obtain a set of thermal equivalent static values (T ′
j ,∆T ′

j ,T
′
on) which would

have the same lifetime impact for a year mission profile [22].

To obtain the thermal static values corresponding the lifetime consumption of

the year mission profile we will take the lifetime consumption obtained from the

empirical lifetime model as a reference to be emulated. The lifetime consumption

(LC) of the mission profile evaluated with a normal and the MTL MPPT algorithms

are 8.334x10−3 and 5.971x10−3 respectively, which are the targets to be matched.

The number of cycles to failure is the same for both applications and will be obtained

from the multiplication of 365 days, 24 hours, 60 minutes, 60 seconds and 60 Hertz

as seen in Table 5.7. The static junction temperature (T ′
j) value is obtained from

the average junction temperature during the mission profile. Finally, the (∆T ′
j) is

calculated with the equation (3.10) and can be seen in Table 5.7.

Once the equivalent static values were obtained it was possible to apply the

Monte Carlo simulation. The equation 3.7 was solved 10,000 times with help of the

thermal static values and variations of the constant parameters described above.

The probabilistic lifetime consumption calculated can be seen in Fig. 5.19 where

the solutions of the Monte Carlo simulation were divided into 20 bins. A Weibull

probability density function is fitted to the Monte Carlo method output (Red lines
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Table 5.7: Parameters for the Monte Carlo Evaluation

Description Parameter
Value

Normal MTL

Junction temperature T ′
j 53.3968 (◦C) 52.6978 (◦C)

Temperature differential ∆T ′
j 4.8349 (◦C) 4.4919 (◦C)

Cycle heating time T ′
on 0.0083 s

Number of cycles per year n (365d · 24h · 60m · 60s) · 60Hz

in Fig. 5.19).

(a) (b)

Figure 5.19: Statistical lifetime estimation with Monte Carlo simulation for normal MPPT (a) and MTL MPPT

(b)

After the data is fitted with a Weibull probability density function (PDF) a

cumulative density function is implemented to compare the unreliability plots of the

normal and MTL MPPT algorithms as seen in Fig. 5.20. When the unreliability

plots reach the value of 1 it means that all of the 10,000 samples of the Monte Carlo

simulation have reached the end of life. The dashed line in Fig. 5.20 represents

the lifetime expected when 10% of the samples have failed. The blue and red lines

represent the lifetime of one device of the H-Bridge converter for the normal and

MTL MPPT algorithms. For the normal MPPT algorithm a lifetime of 94 years is

expected for 10% of cases of one device in the converter, while with the application

of the MTL MPPT algorithm, the lifetime is improved to 130 years. It is important

to note the lifetime periods are apparently high because just the lifetime of switching

devices is being considered (We can see similar results in the evaluation of the effect

of the degradation of PV modules [22], where it is suggested that there could be a

more precise estimation of the lifetime by including the evaluation of other critical

components such as capacitors). For further research the presented approach can
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be modified to consider other important elements such as capacitors in the lifetime

evaluation. Another implementation can be the comparison of the effect that the

presented control method would have for locations with higher irradiance levels.

Figure 5.20: Cumulative density function of the Monte Carlo reliability simulation

With the application of the MTL MPPT algorithm, it has been possible to

improve the lifetime of a PV converter by reducing the thermal stress that the IGBT

switching devices are subject to. The lifetime evaluation carried out in this work

have been focused on IGBT switching devices. It is important to mention that other

elements of the system can further reduce the lifetime of the PV converter, although

they are out of the scope of this study. Finally, this work has demonstrated that

the reliability of PV converters can be improved with the application of a thermal

management software control method, with no extra implementation costs.



Chapter 6

Conclusions

With the help of digital tools and extensive simulations, this work has demonstrated

how the utilization of thermal management control strategies can improve the life-

time period of PV systems with the modification of control software with no extra

hardware cost. To evaluate the performance of a PV system and verify the life-

time impact reduction, extensive simulations have been carried out with the help of

Matlab and Simulink environments. An empirical lifetime model has been applied

to evaluate the lifetime consumption of PV systems. Next, two thermally influ-

enced control algorithms have been proposed and tested. One control algorithm is

the temperature-controlled (TC) MPPT algorithm, which regulates the temperature

change rate of IGBT devices during dynamic irradiance conditions (cloudy days).

The second control algorithm is the maximum-temperature-limited (MTL) MPPT

algorithm, which restricts the maximum temperature reached by IGBT devices to

reduce the thermal cycling impact and improve lifetime and reliability.

The lifetime modelling technique has been applied and explained step by step.

The lifetime modelling included the electrical design of a PV system in Matlab

Simulink to emulate its behaviour for various irradiance conditions. It also includes

the power loss estimation of the IGBT switching devices; the junction temperature

estimation with the use of a thermal model; a rainflow counting algorithm to arrange

the random thermal cycles; the empirical lifetime model which use the IGBT thermal

cycles to calculate the remaining useful lifetime and it finally includes a Monte Carlo

reliability assessment to estimate the reliability of the PV system.

58
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The TC MPPT algorithm (Chapter 4.1) have been applied and tested for daily

irradiance profiles for different cloud conditions, it has proved the efficacy of the

algorithm to reduce the lifetime impact for very variable cloud conditions, with a

life consumption reduction of 4.68% with just 0.08% of energy reduction. For days

with variable and overcast cloud conditions, the algorithm did not reduce the life

consumption due to the low irradiance changes as previously explained. Finally,

for days with clear sky conditions, the algorithm has behaved as expected, with no

impact on the performance of the system.

The MTL MPPT algorithm (Chapter 4.2) has been applied and tested for an an-

nual mission profile from the province of Quebec, Canada. The algorithm limits the

maximum junction temperature reached by the switching devices. The application

of the MTL MPPT algorithm shows that the lifetime consumption of PV system can

be reduced 28.36% with a reduction of 3.97% of the energy generated annually. This

algorithm limits the temperature of IGBT switching devices by reducing the power

generation of the system. The advantage of considering the junction temperature

to control the system is that the power is limited based on the power available alto-

gether with the ambient temperature. Considering the ambient temperature helps

to limit the power generation when the IGBT has reached a certain limit, and to

work at full capacity in case

Moreover, it is important to remark that the lifetime evaluation method applied

in this work could be easily modified to be implemented in different locations, differ-

ent devices or applied the approach with variations on the PV converter topology.

Further research can be done for the case of the modified MPPT algorithms. As

it is also possible to adapt them to study the impact that the modified algorithms

implemented in this work will have in places with harsher environments. Finally,

it would be interesting to have more information on the impact that the thermal

management control strategies will have on other devices of the PV converter such

as capacitors and other semiconductors.

In conclusion, in this work, the use of thermal management control strategies

have been applied to improve the lifetime of PV systems. The control strategies

proposed were able to reduce the damage received by the PV system considering
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the junction temperature of IGBT devices. The TC MPPT algorithm can reduce

the temperature change rate during days with very variable cloud conditions and

the MTL MPPT algorithm is able to reduce the damage received during days with

high irradiance and high ambient temperatures values. As reliability and cost of

PV converters are part of the main issues for the development of PV systems, it is

important to point that the application of the proposed algorithms could improve

the reliability and lifetime of PV systems with the help of software control at no

extra hardware cost



Appendix A

Matlab and Simulink

A.1 Function codes

#Seach for peaks and valleys to apply the rainflow counting algorithm.

[pks,locs] = findpeaks(data,x,'MinPeakDistance',0.016); #"x" repesents the

#location of the datapoints.

[vks,locidx] = findpeaks(-data,x,'MinPeakDistance',0.016); #"data" is

#vertically flipped to find valleys.

vks=-vks;

#Peaks (pks) and Valleys (vks) are combined.

pvks((1:length(pks))*2 ) = pks;

pvks((1:length(vks))*2 - 1) = vks;

tpvks((1:length(locs))*2 ) = locs;

tpvks((1:length(locidx))*2 -1) = locidx;

#Rainflow counting algorithm

# tpvks and pvks are obtained from the serch of peaks and valleys above

X = tpvks;

Y = pvks;

[c,hist,edges,rmm,idx] = rainflow(Y,X);

A.2 Simulink models

61
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Figure A.1: Diagram of the PV system in Simulink
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Figure A.2: Diagram of the Foster model in Simulink
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Figure A.3: Diagram of the temperature-controlled MPPT algorithm in Simulink
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Figure A.4: Diagram of the maximum temperature-limited MPPT algorithm in Simulink
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