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Designing a Fusion Power Plant with Superconducting
Training Magnets

Simon Brooke Luke Chislett-McDonald

Abstract

Fusion power has the potential to revolutionise global energy production with

a reliable, low CO2 (not zero due to the use of steel, concrete etc. that typic-

ally produce CO2 during manufacture), low radioactivity power supply, that

is readily available at the point of need. The ITER and SPARC reactors are

already under construction, with plans to begin full-power (Qfus ≥ 10) op-

eration in the early 2030s; proving that fusion is a viable energy source. To

see wide adoption however, reactors must be made as commercially attractive

as possible. Here we present superconducting pilot reactor designs that have

been optimised for minimum capital cost using the PROCESS systems code.

Key design choices were made using technologies that are either available now

or already in development; with concentrated effort these reactors could be

built on 2030-2040 timescales. We focus primarily on the reactor from this

set with the lowest overall capital cost, our “preferred” reactor: a 100 MW

net electricity producing tokamak with REBCO superconducting toroidal field

coils and central solenoid and Nb-Ti superconducting poloidal field coils. In

addition, we have investigated using ductile, remountable Nb-Ti training coils

(named after the training wheels of children’s bicycles) during the commis-

sioning phase of a reactor to remove the risk of brittle failure of the full-power

magnets during this stage. Such magnets would operate at lower field, but

would enable thorough machine testing. Finally, we investigate and predict

how advances in magnet technologies could effect our preferred reactor design

and cost, and conclude that the effects of such advances do not justify waiting

yet longer before beginning detailed reactor design and construction.
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Chapter 1

Introduction

Climate change is an objective truth, and human society bears the brunt of the

blame [1]. The 21st Century must see our civilisation turn away from the fossil

fuels that they are built on and shift to cleaner and greener technologies for our

power needs, both domestic and industrial. At the same time however, global power

demand will continue to grow, and indeed must continue to grow to empower the

developing world [2]. Access to energy is one of the primary tools to bring people

out of poverty, and it would be morally bankrupt of us in the West to deny those

in the most need, through a poor technical choice of power source. De-carbonising

national electricity grids and power supplies whilst simultaneously increasing global

energy capacity is however no mean feat. Fortunately, there are a number of novel

and innovative technologies that have the capability to facilitate and accelerate

this necessary achievement. Primary amongst these is nuclear fusion. Rather than

splitting heavy atoms as is used in conventional nuclear fission, nuclear fusion

harnesses the process that powers stars: fusing together light atoms, typically the

hydrogen isotopes deuterium and tritium. The nuclear waste produced therefore

has the very low lifetimes of 100-1000 years, much lower than fission’s 100,000 years

or more. Fusion is a “best of both” technology that combines the reliable power

generation of fossil fuels and nuclear fission with the very low CO2 footprint of

renewable sources, without the need for expensive and low-energy density storage

or specific environmental and geographical conditions. Fusion does still produce
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large volumes of intermediate level nuclear waste (to to the neutron-activation of

internal components), but none of the transuranic isotopes that makes fission waste

so long lived. Indeed fusion neutron-activated materials can (eventually) simply

be recycled [3]. The technology closest to realising fusion power on a commercial

and global scale is the tokamak, a reactor that uses strong, helical magnetic fields

to confine a super-heated hydrogen plasma to the > 100,000,000 ◦C necessary to

maximise the deuterium-tritium (D-T) fusion reaction rate.

Superconducting magnets are an enabling technology for the next generation of

tokamak reactors and it is testament to their incredible electromagnetic properties

that they’re used in MIT/CFS’s SPARC [4], the international ITER reactor [5] and

all tokamak demonstration plants designed to follow after them (e.g. EU-DEMO

[6], JA DEMO [7], K-DEMO [8], ARC [9], CFETR [10], ST-135 [11]). Unlike resist-

ive materials, when a DC current flows through a superconductor below its critical

temperature it does so with zero resistance. The negligible resistance of technolo-

gical superconductors means that the power required by the magnet cooling system

is an order of magnitude lower (or more) than those of resistive magnets at the

same field. Superconducting magnets can therefore produce large magnetic fields

> 5 T over large areas of space > 25 m2, far above what is practical with conven-

tional resistive electromagnets. Historic practice has been to build superconducting

magnets with the ductile, and comparatively cheap, niobium-titanium where fields

are ≤ 6 T and to use the brittle intermetallic compound niobium-3-tin at higher

fields. Rare-Earth barium copper oxide (“high temperature”) superconductors are

a relative newcomer to the arena of tokamak magnets, but offer the exciting possib-

ility to generate fields significantly higher than those of Nb3Sn at higher operating

temperatures, further reducing cooling power. Fusion power scales as the fourth

power of the magnetic field on plasma, so these higher fields can potentially be

used to reduce plasma volume and reactor size.

It has taken more than 80 years of research and experiment to reach this point,

but the 2020s promise to dispel the idea that “fusion is always 30 years away”. The
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ITER reactor [5] housed in Cadarache, France aims to begin operation in 2025 and

a prototype REBCO magnet of the SPARC reactor has already been successfully

tested [12]. Both of these tokamak reactors are designed to produce fusion plasmas

with ≥ 10 times more power than is deposited in them, far exceeding break-even.

We are tantalisingly close to seeing net fusion power. Building on these final

“research” reactors, pilot and demonstration plants must take power generation

a step further and produce electricity for the grid. The neutrons produced by

fusion reactions are harnessed to generate tritium for fuel and heat for power. The

heat is can be used to boil water to turn steam turbines, much in the same way

as in fission or fossil fuel power plants. A pilot plant must demonstrate its ability

to produce net electricity for sustained periods of time, as well as the ability to

produce at least as much tritium as it uses. Fusion reactor designs vary greatly

in requirements they attempt to satisfy, but most aim to produce one to a few

hundred MW net electricity (MWe), tritium self sufficiency and (if an intrinsically

pulsed design) a plasma pule length > two hours [6, 7, 9, 10, 11, 12, 13].

Whereas research reactors are necessarily flexible in their capabilities and designed

to meet a specific scientific goal, an (expensive) pilot plant must be designed with

clearly defined outcomes and ruthless economic efficiency; able to meet all the spe-

cifications of a pilot plant for the minimum capital cost. It is not enough that fusion

is proven feasible on a large scale – it must also demonstrate and enable economic

viability in a way that enables governments and private investors to actually build

commercial reactors in future. That said, while it is essential for fusion to optimise

its costs to be commercially competitive, it will be very difficult for a prototype

to be commercially competitive both in costs and availability. Furthermore, fu-

sion plant designs for a few hundred MW are expected to be too small to ever be

commercially competitive due to their high parasitic load fraction in comparison

to gross electric power [14]. In light of this, in this thesis we have used the world

leading PROCESS systems code to produce reactor designs explicitly optimised with

minimised capital cost. The designs meet all the specifications of a pilot power
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plant and are based on technologies that are either available now, or already in

development for other proposed reactors (such as EU-DEMO). We investigate the

use of a range of different superconductors that culminates in our selection of our

“preferred reactor”, which has the lowest capital cost of all options considered.

With sustained effort, this reactor can be the last before commercialisation and

built in the time frame of 2030-2040 (after which there is a risk that fusion power

may miss the green energy boat [15]). It is our opinion that this is the reactor

that should be built to demonstrate magnetically confined fusion’s capabilities and

viability as the commercial bedrock of the post-carbon energy industry. As well

as this design, we also propose a way to reduce reactor risk through the use of

“training coils”: remountable ductile magnets that operate a lower field, but re-

move the risk of brittle failure of the higher field, full-power magnets during reactor

commissioning whilst still allowing for thorough machine testing.

The thesis is presented in three parts: the background for the work (chapters

2 and 3), the PROCESS systems code with the author’s work to update PROCESS

with superconducting modules (chapter 4) and the new PROCESS calculations and

analysis (chapters 5-8). We begin in chapter 2 by detailing the primary theoretical

models for superconductivity as well as describing technological superconductors

in the context of magnets for fusion reactors. Chapter 3 is a discussion of nuc-

lear fusion, from the basic principles to an overview tokamak design. Chapter 4

summarises the PROCESS systems code, its mathematical methods, use and models

most pertinent to this research. In chapter 5 we explore the primary design op-

timisation options available to tokamak engineers. Beginning with the optimised

neutron shield, we pass in turn through these key options and make our choice for

each technology. We then decide upon which superconductor to use for the reactor

coils, and converge upon the preferred reactor design (R1BL). Chapter 6 builds

upon this preferred reactor design and investigates the use of remountable “train-

ing magnets”; Nb-Ti magnets that are used in the reactor commissioning phase to

reduce the risk of unforeseen damage to the brittle, full-power operating magnets.
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An investigation into the likely effects of future, advanced, superconducting fusion

magnet technologies on the preferred reactor design is provided in chapter 7. The

thesis then concludes and avenues for future work are then presented in chapter 8.
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Chapter 2

Superconductivity and

Superconductors

2.1 Introduction

A superconductor is defined as a material that exhibits zero DC electrical resistiv-

ity and perfect diamagnetism below a certain (critical) temperature. From these

humble definitions, superconductors have become synonymous with high field mag-

nets and have seen wide use around the globe. From nuclear magnetic resonance

analysers [16] to fusion tokamaks [17] and stellarators [18] to the Large Hadron

Collider [19], superconductors have enabled some of the worlds largest and most

ambitious scientific projects. Perhaps most importantly to-date, superconducting

magnets have been instrumental in the development of medical MRI, saving count-

less lives as a result.

From the first record of superconductivity in liquid helium cooled mercury 110

years ago by Onnes [20], myriad superconducting materials have been discovered.

Initial study led to the discovery of superconductivity in other pure metals such

as lead and niobium [21] and in the 1950s and 1960s in many metal alloys and

intermetallic compounds (often to the great surprise of the discoverers). Of these

earliest discoveries, perhaps the most important were Nb3Sn by J. Kunzler et al.
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[22] and Nb-Ti by T. Berlincourt et al. [23], both published in 1961. In the

80s the field was again astounded by the discovery of cuprate “high temperature

superconductors” (HTS) with critical temperatures above the boiling point of liquid

nitrogen [24].

The theoretical descriptions of superconductivity have been developed in tandem

with the material discoveries. The earliest widely accepted theory was proposed by

the brothers Heinz and Fitz London in 1935 [25], who formulated an expression for

the depth an external magnetic field penetrates into a superconductor. Bardeen,

Cooper and Schrieffer (BCS) [26] published their theory of superconductivity at the

electron scale in 1957. This garnered wide acclaim within the community which

culminated in the award of 1972 Nobel Prize in physics. First published in 1950

(but only widely regarded after Gor’kov’s demonstration that it was a limiting case

of BCS theory in 1959 [27]) Ginzburg & Landau’s theory of superconductivity is

arguably the most widely used theory today, forming the foundation of the critical

current density scaling laws used for practical superconducting materials.

In this chapter we briefly detail the principles of superconductivity theory. The mi-

croscopic Bardeen-Cooper-Schrieffer theory is described section 2.2, followed by the

phenomenological Ginzburg-Landau theory in section 2.3. We concentrate on the

concepts of the superconductor critical temperature, critical field (thermodynamic,

lower and upper) in these sections, and then critical current density in section 2.4.

These parameters are of great importance for the technological application of su-

perconducting materials for magnets. The chapter concludes with descriptions of

fusion-relevant technological superconductors in section 2.5.

2.2 Bardeen-Cooper-Schrieffer Theory

Although unable to describe the behavior of high temperature superconductors

[28, 29], Bardeen-Cooper-Schrieffer (BCS) theory provides valuable insight into

the microscopic causes of superconductivity [26]. The theory builds on previous
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work by Fröhlich, who proposed that superconductivity is due to electron coup-

ling (that is, net attraction of two electrons) mediated by phonon exchange [30].

Qualitatively, if the thermal energy in the system is sufficiently low, an electron

will deform the ion lattice within its locale, creating a body of net positive charge

that another electron is then attracted to. This interaction can be described by

the emission of a phonon (of wave number q and energy ~ωq) by one electron (of

momentum ~k) and absorption of it by a second electron (of momentum ~k′) [31]

V
(
k,k′,q

)
= g2~ωq

(εk+q − εk)2 − (~ωq)2 , (2.2.1)

where εi is the energy of electron state with wave number i and and g is the

electron-phonon coupling constant. For |εk+q − εk| < ~ωq this is indeed attractive.

BCS extended this logic to a system of many electrons and assumed a simple square

well potential with a constant attractive interaction potential V0

V
(
k,k′

)
=


−V0, if |εk| , |εk′ | < ~ωD

0, otherwise ,
(2.2.2)

where ωD is the Debye frequency of phonons within the lattice. Solving the

Schrödinger equation for a pair of electrons of opposite momentum in this poten-

tial, no matter how weak the interaction potential is, the electrons bind together

(into “Cooper pairs”) with binding energy Eb

Eb = 2~ωD exp
(
− 2
N(0)V0

)
, (2.2.3)

where N(0) is the electron energy density of states at the Fermi surface. Extending

this to a system of electrons BCS showed that there is an energy gap, ∆(T ), at the

Fermi surface, between the normal and superconducting states

∆(0) = 2~ωD exp
(
− 1
N(0)V0

)
, (2.2.4)

(at T = 0) where |∆| � ~ωD � εF. This energy gap is negative, and hence

the formation of Cooper pairs is energetically favourable. These Cooper pairs act

as composite bosons - and therefore all share the same momentum state. The
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system-wide energy gap prohibits electron scattering, explaining how, within the

superconducting state, there is zero (DC) resistance.

BCS theory predicts that a superconductors critical temperature depends on the

strength of the energy gap as

3.52kBTc = 2∆(0) . (2.2.5)

From equations 2.2.4 and 2.2.5 we can see that Tc ∝ ωD. This is in clear agreement

with the ‘Isotope effect’ [32] an empirical observation that Tc ∝ M−α where M is

the lattice ion mass and α ≈ 1
2 , invoking the well-known relation M ∝ ω−2

D .

2.3 Ginzburg-Landau Theory

2.3.1 The Ginzburg-Landau Equations

Ginzburg-Landau (GL) theory [33] is an extension of Landau’s foundational theory

of second order phase transitions and describes the free energy of a superconducting

system in terms of a spatially dependent complex order parameter, here denoted by

ψ. This order parameter can be interpreted physically in relation to the density of

super electrons, ns = |ψ|2 [34]. For small values of ψ (close to and below the critical

temperature Tc) GL propose that the Gibbs free energy density of a superconductor,

gs, can be expressed as an expansion in powers of |ψ(r)|2 and |∇ψ(r)|2 as given in

the excellent textbook by Tilley & Tilley [35]

gs = gn+α |ψ(r)|2+ β |ψ(r)|4

2 + |(−i~∇− 2eA)ψ|2

2me
+ B2

2µ0
−H0 ·B+ µ0H2

0
2 , (2.3.1)

where gn is the Gibbs free energy density in the normal state (above Tc), B is the

magnetic field, H0 is an applied field strength, A is the magnetic vector potential

where B = ∇×A andme is the electron mass. α and β are temperature dependent.

We must also include a field energy term. The H2
0 term is added for convention
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and −H0 ·B is a demagnetisation energy [35]. To ensure that ψ is zero above Tc

and finite and singular below Tc, we define α = −α0(1− T/Tc) and β = β0 where

α0 and β0 are positive constants. Minimising this free energy equation with respect

to ψ we find the variation in the order parameter, minimising with respect to A we

find the variation in the magnetic field within the superconductor. In doing this

we find the first and second Ginzburg Landau equations respectively

αψ + β |ψ|2 ψ + (−i~∇− 2eA)2ψ

2me
= 0 , (2.3.2)

J = ∇×B
µ0

= − ie~
me

(ψ∗∇ψ − ψ∇ψ∗)− 4e2

me
Aψ∗ψ . (2.3.3)

2.3.2 Coherence Length and Penetration Depth

Although there is no general analytic solution to the GL equations, by use of appro-

priate limits it is possible to calculate the characteristic length scales of variation

in the order parameter and magnetic field within a superconductor: the coherence

length ξ and penetration depth λ, respectively.

In the absence of any magnetic field (A = 0), equation 2.3.2 reduces to

−~2

2me
∇2ψ + αψ + β |ψ|2 ψ = 0 . (2.3.4)

At the boundary of the superconductor ψ = 0 by definition, and deep within the

superconductor we can say that ψ = ψ∞ = constant in order for the supercon-

ducting state to indeed be a free energy minimum. Taking these limits yields the

solution [35]

ψ = ψ∞ tanh
(

x√
2ξ

)
, (2.3.5)

where the temperature dependent coherence length is

ξ(T ) =
(

~2

2me |α|

) 1
2

. (2.3.6)
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2.3.3.1. Type I Magnetic Behaviour

Taking now equation 2.3.3 with the same consideration that ψ = ψ∞ = constant

deep within the superconductor yields

J = −4e2

me
A |ψ|2 . (2.3.7)

By performing ∇×J and invoking Maxwell’s equations ∇×B = µ0J and ∇·B = 0

we find

∇2B = B
λ2 , (2.3.8)

where the temperature dependent penetration depth is

λ =
(

meβ

4e2µ0 |α|

) 1
2
. (2.3.9)

2.3.3 Type I and Type II Superconductors

The ratio between these two characteristic length scales gives rise to the two distinct

classes of superconductors [35]

κGL = λ

ξ
≤ 1/

√
2 Type I

κGL = λ

ξ
> 1/

√
2 Type II

Note that κGL is independent of temperature. We describe the magnetic behavior

of these two classes of superconductors, Type I and Type II, in the subsections

below.

2.3.3.1 Type I Magnetic Behaviour

In Type I materials cooled below their critical temperature, an applied field induces

a supercurrent flow at the material surface which generates its own magnetic field

which is equal and opposite to the applied field. This additional field screens

the interior of the superconductor resulting in the Meissner effect [36]; the perfect

diamagnetism that superconductors are famous for. There is a limit to the magnetic

field strength that the surface supercurrents can generate however (the critical field
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2.3.3.2. Type II Magnetic Behaviour

Hcb) above which the superconducting state is destroyed and the material is entirely

normal.

For an isotropic superconducting bulk at T = 0 K, B = 0, ψ = const the Gibbs

free energy, Gs is given by [35],

Gs = V

(
gn −

|α|2

2β + 1
2µ0H2

0

)
(2.3.10)

where the normal state Gibbs free energy Gn is

Gn = V gn . (2.3.11)

At the transition they must be equal, yielding the critical field

H2
cb = |α|

2

µ0β
. (2.3.12)

2.3.3.2 Type II Magnetic Behaviour

First described by Abrikosov in 1957 [37] Type II superconductors exhibit a second,

stable ‘mixed’ superconducting state in which vortices of fixed magnetic flux φ0 =

h/2e penetrate into the bulk superconductor. The vortices have a characteristic

radius of ξ and are surrounded by screening supercurrents with a characteristic

radius of λ and typically arrange themselves into a triangular lattice [38]. Rather

than a single critical field, Type II materials therefore have a lower critical field

Bc1 (defined as the field at which the first flux vortex enters the superconducting

bulk) and and upper critical field Bc2 (defined as the field at which the material is

entirely comprised of overlapping flux vortices and is completely normal). These

fields are shown in comparison with the Type I critical field in figure 2.1.

Similar to the case for the calculation of Hcb for a Type I superconductor, in order

to find the lower critical field, Hc1, we can equate the free energies of the system in

the Meissner state and in the situation where a single flux vortex has penetrated

the bulk [39]

Hc1 = φ0
4πµ0λ2 ln κGL = Hcb√

2κGL
κGL . (2.3.13)
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2.3.3.2. Type II Magnetic Behaviour

To find the upper critical field Hc2 we must look to the first GL equation 2.3.2. Re-

cognising that close to the normal state ψ is small, and by setting A = (0, xµ0H0, 0)

equation 2.3.2 is reduced to the equation of a quantum harmonic oscillator

−~2

2me

∂2ψ

∂x2 + 1
2me

(
−i~ ∂

∂y
− 2exµ0H0

)2
ψ − −~

2

2me

∂2ψ

∂z2 = |α|ψ , (2.3.14)

and has solutions of

H0 = me
(2n+ 1) ~eµ0

(
|α| − ~2k2

z
2me

)
, (2.3.15)

where kz is the component of the wave vector in the z direction. The upper critical

field is the highest valued of these fields (found for kz = 0 and n = 0)

Hc2 = me |α|
~eµ0

= φ0
2πµ0ξ2 =

√
2κHcb . (2.3.16)

Figure 2.1: Critical fields of Type I and Type II superconductors as a function
of temperature. Type I superconductors have two states: Meissner and normal.
Type II superconductors have three states: Meissner, mixed and normal. µ0 is the
permeability of free space. Adapted from [40].
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2.4. Critical Current Density

2.4 Critical Current Density

Current flowing through a bulk superconductor in the mixed state results in a

Lorentz force FL = J×B on the flux vortices. In a perfectly homogeneous super-

conductor, this force causes the flux vortices to move, resulting in the generation of

an electric field, resistance to current flow, heat, and ultimately the destruction of

the superconducting state (a quench). Practical superconductors are therefore not

perfectly homogeneous and contain normal regions within the material structure

which act as energy wells for flux vortices, anchoring them in a fixed position [41]

by exerting a pinning force Fp. These normal regions are defects within the mater-

ial lattice such as grain boundaries, impurities, substitutional atoms etc. They can

be added during superconductor manufacture to increase the overall pinning force

(so-called artificial pinning centres e.g. [42]) and can accrue during the supercon-

ductor operational lifetime due to e.g. exposure to neutron irradiation [43]. A large

enough current density (the critical current density, Jc) will however overcome this

pinning force - where the pinning force is defined by Fp = FL = Jc × B . Jc is

a function of temperature, field and strain: changes in temperature affect the size

of flux vortices through λ and ξ; changes in field affect the spacing of flux vortices

(in an ideal Abrikosov vortex, spacing ∝ 1/
√
B [37]); and changes in strain af-

fect the superconductor microstructure and the location and form of pinning sites.

The whole stand/tape critical current densities as a function of applied field for a

number of superconducting strands and tapes are shown in figure 2.2 for reference.
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2.5. Technological Superconductors for Fusion Reactors

Figure 2.2: Whole strand/tape critical current densities as a function of applied
field for superconductors available in long lengths [44].

2.5 Technological Superconductors for Fusion

Reactors

Beginning with Tore Supra [45] (now WEST) in 1998, EAST [46] in 2006 and

KSTAR [47] in 2008 superconductors are rapidly replacing copper as the material

of choice for tokamak magnets. Within the next decade JT-60SA [48], DTT [49],

SPARC [4], ITER [17] and CFETR are set for completion, and the 2030-40s will see

the development of ARC [9] and DEMO [6]. This shift towards superconducting

magnets is primarily driven by the drastically reduced power requirements of the

magnet cooling system. For example, ARIES-ST (a proposed copper based toka-

mak reactor) would have total magnet system resistive losses of ≈ 550 MW [50]

an order of magnitude larger than the ITER cryoplant’s 39 MW installed power

[51]. Indeed, it has become the broad opinion of the community that “...copper
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2.5.1. Niobium-Titanium

coils would require too large an electric power to be acceptable for ITER as well

as for a future reactor” [17]. To-date all superconducting tokamak magnets have

been made with either Nb-Ti or Nb3Sn. This is however set to change, as the rap-

idly advancing HTS industry has catalysed the development of tokamak designs

with rare-earth-barium-copper-oxide (REBCO) based magnets, the first of which

(SPARC and ST-135 [11]) are scheduled for construction within the next few years.

We briefly discuss the applications and manufacture of these three materials, Nb-Ti,

Nb3Sn and REBCO in the following subsections.

2.5.1 Niobium-Titanium

Nb-Ti is the workhorse of the superconductivity industry, used in more than 90% of

superconducting applications worldwide [23]. Originally developed for the Fermilab

accelerator magnets, by far the most common commercially available alloy is Nb-

46.5wt%Ti, which was optimised for maximum critical current density between ≈

5 T and 7 T. As a metal alloy Nb-Ti is highly workable and the depth and breadth

of its application means that its properties are very well understood. Nb-Ti cables

are formed of multiple Nb-Ti strands, which are themselves formed of thousands

of filaments. These filaments are produced through a process of heat treatment

(in order to produce the desired number of α-Ti ribbon pinning sites) followed by

extrusion. Nb-Ti’s mechanical robustness and ductility make it innately suitable

for pulsed field operation, and its strands are inexpensive to produce at only /

1$/kA m (at 6.4 T, 4.2 K) [52]. Its relatively low upper critical field Bc2(4.2 K ≈

10 T ) [53] however restricts its use to the poloidal field coils in ITER [54] and

DEMO [6]. Lower field (research) tokamaks such as SST-1 [55] and the recently

upgraded JT60-SA [48] do however have Nb-Ti toroidal and poloidal field coils.
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2.5.2. Niobium Tin (Nb3Sn)

2.5.2 Niobium Tin (Nb3Sn)

The first material observed to maintain superconductivity beyond 8.8 T [22] Nb3Sn

has historically been the material of choice where > 10 T fields-on-conductor were

required. It is used in the world’s largest superconductivity application CERN’s

Large Hadron Collider [19], and in the magnets of important testing facilities such

as SULTAN [56]. It will be used for the toroidal field and central solenoid coils of

ITER[54] and CFETR [57] and is currently the material of choice for the magnets

of EU-DEMO. Nb3Sn itself is a brittle intermetallic compound and cannot be

extruded into filaments once formed. The most common multifilamentary strand

manufacturing processes are the bronze-route and internal-tin methods [22]. In

the bronze route method, Nb rods are inserted into a bronze ingot in a hexagonal

array which is then extruded. A number of these extruded composite rods are

then stacked in first a tantalum tube (which acts as a diffusion barrier) and then a

copper tube. These rods are then extruded a second time to form the final strand

(though the work hardened bronze must be frequently annealed during extrusion).

The strands are then heat treated at ≈ 675 ◦C for ≈ 200 hours, during which time

the tin from the bronze reacts with the niobium, creating a Nb3Sn ring around

each niobium filament. In the internal tin method, the composite rods are instead

made with copper instead of bronze and have a tin core, but the extrusion process

is thereafter the same as in the bronze route method (without the requirement for

anneals). Internal-tin strands have a two stage heat treatment. Firstly the copper

and tin are reacted at ≈ 500 ◦C to form a high Sn-content bronze, followed by

treatment at 650 ◦ C to form Nb3Sn. Like Nb-Ti, Nb3Sn cables are formed from

≈ 1000-1500 strands. Nb3Sn coils are wound from pre-heat treated cables (“React

and Wind”, which is only suitable for large magnets with large bending radii) or

are wound from unreacted cables and then heat treated as a complete component

(“Wind and React”, which can result in wire degradation due to stresses during

heat treatment [58][59]).

18
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2.5.3 Rare-Earth Barium Copper Oxides

Typically made with the rare earths Yttrium or Gadolinium, REBCO cuprate

compounds are a family of brittle superconductors with critical temperatures ≈ 90

K. REBCO materials also have very high upper critical fields; over 100 T at low

temperature [60]. These properties make the application of REBCO much broader

than for low temperature superconductors: it can be used in low field applications

cooled with liquid nitrogen (such motors, transformers, transmission lines etc.)[29]

and high field applications cooled with liquid helium (such as high field solenoids,

accelerator and fusion magnets) [61]. As ceramic materials they cannot be drawn

into strands, and conductors are therefore made of thin tapes produced through

thin film deposition. The most common production technique is a combination of

ion beam assisted deposition (IBAD) and metal organic chemical vapour deposition

(MOCVD) [62]. The REBCO layer is typically only 1µm thick (1% of the whole-

tape thickness) [63]. As a relatively new material, the optimal design of REBCO

cables has not yet been decided. Recent designs for high field applications include

CORC [64] where REBCO tapes are wrapped around a cylindrical copper core;

slotted core cables [65, 66] where stacks of REBCO tapes wound into helical slots

within a copper or aluminium core; and twisted stack cables [67, 68] where stacks

of REBCO tapes are twisted, encased in copper and wound in a Rutherford pattern

around a copper core.

2.6 Conclusions

In this chapter we have outlined the two most important theoretical models of su-

perconductors, the microscopic BCS theory and the phenomenological Ginzburg-

Landau theory. We have described three of the critical parameters for supercon-

ductors, the critical temperature, upper critical field and critical current density

above which superconducting materials are driven normal and no longer super-

conduct. These critical parameters describe a surface in temperature-field-current
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2.6. Conclusions

density space, the accurate and precise determination of which is paramount for

optimal and controlled applications of superconducting materials. We briefly dis-

cussed the three types of superconductors used within the field of nuclear fusion

magnets: Nb-Ti (a ductile and robust alloy best suited for use below ≈ 10 T),

Nb3Sn (a brittle intermetallic compound used in the toroidal field and central

solenoid coils of ITER) and REBCO (a brittle ceramic oxide compound, under

consideration for the next generation of tokamak reactors). In the next chapter we

continue our discussion of nuclear fusion; perhaps the most exciting application for

superconductors of all.
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Chapter 3

Nuclear Fusion

3.1 Introduction

How do we create a world free of fossil fuels? How do we create a global electricity

economy powered completely by renewable energies? There are the obvious con-

tenders: wind and solar power. But they are fundamentally unreliable and would

require vast and inefficient energy storage to meet demand consistently (exacer-

bated by seasonal energy demand for heating) . There are also hydroelectric and

tidal power. They are instead reliable, but can only be used under specific, relat-

ively uncommon environmental conditions. Nuclear fission is another option, but

we must then contend with the issue of high-level radioactive waste that lasts for

hundreds of thousands of years. What then is the solution? We must look to the

stars: nuclear fusion.

In this chapter we shall discuss the basic principles of technological nuclear fusion,

beginning with the deuterium-tritium fusion reaction and the fusion triple product

in section 3.2. We then describe the tokamak in section 3.3 before concluding with

a description of the major tokamak plasma disruption limits and an overview of

the empirically derived plasma energy confinement time scaling law in section 3.4.
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3.2 Basic Principles of Magnetically Confined Fusion

The fusion reaction with the largest cross section (and therefore largest reaction

rate) at attainable temperatures is the fusion between the two hydrogen isotopes

deuterium and tritium:

2
1D + 3

1T → 4
2He (3.5MeV) + 1

0n (14.1MeV) (3.2.1)

D-T fusion has the highest cross section of any fusion reaction, with other reactions

only reaching similar cross sections at 250 KeV (D-3He) (figure 3.1). Deuterium

is abundant on Earth – accounting for ≈ 0.0154% of the hydrogen in sea water.

Tritium however is in limited supply, owing to its half-life of ≈ 12 years [69]. As we

shall see later in this chapter, lithium is also very important for the generation of

electricity from fusion power and can also be considered a ‘fuel’. It is not however

in (absolute) short supply, making up ≈ 200 parts per million of the Earth’s crust

[70].

The power density, pfus, released by D-T fusion is given by [71]

pfus = nDnT〈σv〉E = n2/4〈σv〉E, (3.2.2)

where nD and nT are the deuterium and tritium number densities, σ is the fusion

cross-section, v the particle velocity and E the fusion energy (17.6 MeV for D-T).

Neutrons’ neutral charge means that their energy is lost from the plasma, but the

energy of the α-particles remains confined. Collisions between these helium nuclei

and the surrounding D-T particles heat the plasma. In a power plant this alpha-

power will dominate so-as to minimise the parasitic power load of auxiliary heating

systems. However, to maintain control of the plasma, no power plant can operate

with alpha-particle heating only.

In any real-world plasma there will be power losses to the surrounding environment

defined in terms of a thermal confinement time, τE,

Ploss = W

τE
(3.2.3)
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3.2. Basic Principles of Magnetically Confined Fusion

Figure 3.1: Fusion reaction cross sections as a function of incident particle kinetic
energy [72]

where Ploss is the power loss to the environment per unit plasma volume, and W

is the energy per unit plasma volume. In the case of an impurity free 50-50, D-

T plasma with equal ion and electron temperatures, W = 3nkBT . In order for a

fusion plasma to be self-sustaining (an ‘ignited’ plasma), the α-particle self-heating

must exceed power losses
n2

4 〈σv〉Eα >
3nkBT
τE

(3.2.4)

where Eα is the kinetic energy of a daughter α-particle immediately after a D-T

fusion event. It is useful to rearrange this inequality to yield an equation in terms

of tunable parameters, which yields the fusion triple-product

nTτE ≥ 12kBT
2/Eα〈σv〉 , (3.2.5)

where 〈σv〉 ∝ T 2 at the minimum value of the triple product [73]. For an ideal

D-T plasma, the minimum value the triple product must take, to achieve steady-

state fusion conditions is then nTτE ≈ 3× 1028 K s m−3 (for a temperature of 1.5
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3.3. Tokamaks

×108 K) [74]. It is the goal of nuclear fusion reactors to maximise this condition,

minimising the amount of external heat input and reducing the power consumption

of the reactor itself, increasing reactor efficiency. An impurity free fusion plasma is

however unrealistic as no heat exhaust solution has yet been found that does not

require impurity seeding in the divertor region. Additionally, although a reactor will

aim to maximise the triple product, it cannot be allowed to actually reach ignition

(that is, be wholly alpha-heated) as heating is a powerful means of controlling the

plasma.

3.3 Tokamaks

Tokamaks (the abbreviation of the Russian for “toroidal chamber with an axial

magnetic field”) are widely regarded as the most advanced type of fusion reactor.

During the next decade ITER [17] and SPARC [4], reactors designed to prove to

feasibility of fusion power, are scheduled to begin operation. For these reactors,

the primary figure of merit is achieving fusion power gain Pfus/Pheating = Qfus > 1

and ideally Qfus ≥ 10. After these reactors have been proven successful, the next

step is to prove the practicality of a fusion power plant and generate 100s MW net

electricity (e.g. EU-DEMO [6], ARC [9], STEP [75]).

There is not a material known to science that can withstand the temperatures

of order 100 million K of a fusing plasma. Given we do not have the luxury of

strong gravitational confinement as occurs in stars, in order to confine a plasma,

we must use ingenious methods not oft found in nature. The method discussed here

is that of magnetic confinement: utilising the plasma particles’ charged nature in

conjunction with strong magnetic fields arranged in a closed toroidal geometry.

A toroidal field alone cannot contain the plasma however. Magnetic drifts as a

result of the curved magnetic field lines and the variable magnetic field strength

across the torus minor radius inevitably lead to the plasma escaping confinement

with deleterious effect [76]. In order to compensate for this, magnetic confinement
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3.3.1. Primary Tokamak Systems

machines must also employ a poloidal field. The combination of the two fields

results in helical particle motion. As a charged particle moves around the torus

in the poloidal direction, the magnetic drift it experiences changes direction (from

its reference frame). It experiences a downward drift at the top of the plasma and

an upward drift at the bottom of the plasma resulting in zero net drift over the

course of an orbit. In tokamaks, the poloidal field is generated inside the plasma by

inducing a toroidal plasma current, which then in turn generates its own poloidal

field (as well as through the action of the poloidal field coils and central solenoid).

3.3.1 Primary Tokamak Systems

In the following paragraphs we present the key systems of a tokamak reactor -

it’s magnetic field coils, auxiliary heating and current drive system, divertor and

limiter, first wall and blanket and neutron shield and vacuum vessel. We omit

reference to the power plant side of the machine (though of course this part is

considered in our simulations), focussing only on the tokamak itself.

Figure 3.2: Primary systems of the ITER tokamak. Adapted from [5].
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3.3.1.2. Auxiliary Heating and Current Drive

3.3.1.1 Magnetic Field coils

Tokamaks are typically built with three primary magnet systems: the toroidal

field (TF) coils, the poloidal field (PF) coils and central solenoid (CS) [17]. The TF

coils are typically D-shaped (in order to maintain constant tension in the coil during

operation [77]) and are responsible for the generation of the toroidal magnetic field.

The CS is located at the centre of the tokamak core and is typically responsible for

both plasma start-up and for maintaining plasma current throughout the plasma

pulse. The PF coils are usually located outside of the TF coils, though in spherical

tokamaks can be within the TF magnet cage [78]. They are involved in plasma

start-up and current drive, and assist with plasma shaping. Second order coils

include divertor coils, responsible for shaping the plasma in the divertor region;

error field correction coils, for fine tuned plasma shaping during operation; and

edge localised mode (ELM) control coils for suppressing ELMs [79] (which can

deposit up to 15% of the plasma stored energy on the first wall [80]).

3.3.1.2 Auxiliary Heating and Current Drive

As well as inductively, the plasma current can be induced and the plasma can be

heated through externally driven auxiliary systems. These fall into two broad cat-

egories [81]: Radio Frequency (RF) systems and Neutral Beam Injection (NBI).

RF systems where electromagnetic radiation is fired into the plasma at the res-

onance frequency of electron and/or ion Larmor motion, resulting in heating and

electron/ion motion (i.e. current). Examples include electron cyclotron current

drive (ECCD), ion cyclotron current drive (ICCD) and lower hybrid current drive

(LHCD). In order for RF waves to penetrate into the plasma core their frequency

must exceed the electron plasma frequency. For efficient absorption by electrons,

the frequency must be close to the electron cyclotron frequency. Unfortunately, in

many spherical tokamaks, the plasma frequency exceeds the resonance frequency so

lower harmonics are missed (the frequencies that X-mode RF waves couple to the
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3.3.1.3. Divertor and Limiters

best!). A way around this inefficiency is to excite "Electron-Bernstein" (EB) modes

[82, 83]. Ordinary waves are fired through the plasma from the outboard side,

are reflected from the inboard side as extraordinary waves. These X-waves then

convert to EB waves at the at the change in plasma refractive index at the ultra

high resonance and heavily damp even on higher EC harmonics thereby efficiently

depositing energy into the plasma. NBI systems involve beams of high-energy

neutral particles are fired into the plasma, imparting energy and momentum as the

collide with the plasma ions - depositing heat and driving a current. A deuterium

(although in principle tritium could also be used) plasma is formed and the ions

are accelerated through a beam line with a strong electric field. They then pass

through a gas cloud which neutralises the beam, without stripping away too much

momentum. These neutral atoms are then released into the plasma core.

3.3.1.3 Divertor and Limiters

In order to prevent impurity build up in the plasma core, modern tokamaks employ

divertor technology. The outermost magnetic field lines in the plasma remain open,

ending at bespoke heat resistant plates. Material that falls into or is sputtered into

the plasma is therefore diverted onto these plates, and does not contaminate the

core plasma. These plates must be able to withstand very high heat fluxes (5 - 10

MW m−2 [84]) and are therefore typically made from tungsten. The divertor is an

area of highly active research: reactors such as MAST-Upgrade [78, 85] and the

Divertor Test Tokamak [49, 86] have been designed specifically to determine the

optimal divertor design for EU-DEMO and future tokamak power plants.

Limiters (and older technology) are sacrificial circumferential plates that jut out

from the first wall into the plasma scrape-off layer. They prevent the plasma from

interacting with the rest of the first wall (during normal operation) and act as

”shock absorbers” of high heat loads during off-normal events. Limiters are also

instrumental in many plasma start-up scenarios and ramp-down: the initial plasma

is typically made to form around the limiters, and during ramp down the plasma is
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3.3.1.4. First Wall and Blanket

guided to the limiters to prevent unwanted heating of other wall components. Older

tokamak designs relied entirely upon limiters for heat exhaust, but sputtering of

material into the plasma core is worse in a purely limited plasma (rather than a

diverted one). A comparison between a a diverted and a limited tokamak plasma

is shown in figure 3.3.

Figure 3.3: Comparison between a limited and a diverted tokamak plasma, showing
the last closed flux surface (LCFS) and scrape off layer (SOL) in the limiter case
[87].

3.3.1.4 First Wall and Blanket

The first wall is the material that surrounds the plasma in the reactor core. It must

be able to withstand heat fluxes > 2 MW m−2 and be resistant to sputtering (as to

avoid cooling the plasma via parasitic radiation as a sputtered particle is ionised).

Older tokamaks employed a graphite first wall, though these have fallen out of

favour for tungsten and beryllium (primarily due to concerns of tritium retention

[88]). Behind the first wall is the blanket. Here > 99 % incident fusion neutrons
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are absorbed [89] and react with lithium-6 producing tritium and heat

6
3Li + 1

0n → 4
2He (2.05MeV) + 3

1T (2.75MeV) . (3.3.1)

The blanket lithium is enriched with Li-6, but also includes Li-7 which reacts with

neutrons as

7
3Li + 1

0n → 4
2He (2.05MeV) + 3

1T + 1
0n(−2.47MeV) . (3.3.2)

The tritium is then processed and passed back into the reactor as fuel, and the heat

is used to power steam turbines for electricity generation. Proposed designs include

lithium silicate and titanate pebble beds, liquid lithium-lead eutectic blankets and

molten lithium salt blankets [90, 9].

3.3.1.5 Neutron Shield and Vacuum Vessel

The role of the neutron shield is to absorb the vast majority of the neutrons that

remain after passing through the blanket [91]. Left unchecked these would damage

delicate electronics, reduce the lifetime of superconducting magnets and signific-

antly increase the power load on the magnet cryogenic cooling system. The neutron

shield may be incorporated into the reactor vacuum vessel. For example in ITER,

water and boronated steel plates are included within the vacuum vessel wall for

this purpose [17]. The vacuum vessel itself is a barrier between the near vacuum

conditions of the plasma chamber (with particle densities of ≈ 10−7 - 10−6 kg m−3)

and the reactor building. There is additional concrete “bioshield” between the re-

actor and personnel during operation. For example, in JET this shield is 2.5 m

thick and is lined with 300 mm thick boronated concrete blocks [92],

3.4 Reaching for the Stars

In order to generate 100s MW to GWs, the goal of a commercial fusion tokamak

power plant is to maximise fusion power [93, 94],

Pfus ∝
β2

NB
4
TR

3

q2A4 , (3.4.1)
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(where βN is the normalised plasma beta, BT is the toroidal field on plasma, R is

the plasma major radius, q is the safety factor and A is the plasma aspect ratio)

whilst simultaneously maximising fusion power gain [93, 94],

Qfus = Pfus
Paux

∝ 1
q3.1A3.53

H3.23
98 β0.1

N R2.7B3.7
T
− 1

5
, (3.4.2)

where Paux is the auxiliary power required to heat the plasma andH98 is the plasma

H-factor. In the derivations of the above two equations, ITER-like confinement time

scaling, a plasma temperature of 10-20 keV and βN ≈ β95A are assumed. From

these equations we get an idea of the three schools of thought for tokamak power

plant design: (i) ITER/DEMO-like reactors [6, 17] with large R and modest BT

and A, (ii) ARC-like reactors [9] with large BT, small R and modest A and (iii)

STEP-like reactors [75] with small A and modest BT and R.

3.4.1 Physical Limits on Plasma Performance

Tokamak designers and operators must minimise the disruptivity of tokamak in

order to generate fusion power for multiple hour pulses - an essential requirement

of a base-load power plant. The most common causes of plasma disruptions are

magnetrohydrodynamic (MHD) instabilities [95]. Avoiding these disruptions re-

quires respect of limits on q and βN which are regrettably at odds with increasing

Pfus and Qfus.

The onset of kink instabilities sets a minimum of q = 1 throughout the entire

plasma, where q is defined by [96]

q = aBT
RBp

∝ a2BT
RIP

, (3.4.3)

where Bp is the plasma poloidal field and IP is the plasma current. Most tokamaks

operate with a safety factor at the 95 % poloidal flux surface of q95 ≥ 3 for added

security. The onset of ballooning instabilities sets a maximum of βN ≈ 3.5. βN is

defined as

βN = β
aBT
IP

, (3.4.4)
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where β is the ratio between the plasma pressure and magnetic pressure

β = 〈nkBT 〉
B2

T/2µ0
. (3.4.5)

Additionally, increasing the plasma density above the ‘Greenwald density’ [97]

nGW = IP
πa2 (3.4.6)

leads to a disruption in almost all circumstances. Unfortunately, there has not yet

been any theoretical model that fully describes the cause of this limit [98]. This

limit can however be ‘exceeded’ by making use of ‘peaked’ plasma density profiles,

where the core density is above nGW but remains below it at the plasma edge.

Such operation has become common-place in advanced reactors and will be used

in DEMO [6] where nedge
GW = 0.8, but nline-avg

GW = 1.1.

3.4.2 Plasma Energy Confinement Time

Although not a hard, disruption based limit, empirical evidence from many thou-

sands of plasma pulses across many tokamaks has identified a clear trend in plasma

energy confinement time defined by the 1998 ITER Physics Basis ELMy H-mode

scaling [99]

τ
IPB98(y,2)
E = 5.26× 10−2I0.93

P B0.15
T P−0.69

loss n0.41M0.19R1.97A−0.58κ0.78 , (3.4.7)

where M is the effective mass of the plasma ion species and κ is the plasma elong-

ation. It should be noted that this is not the only scaling law available (e.g.

[99, 100, 101]) though no others are used in this work. The ratio between the

confinement time calculated with the ITER scaling law and the actual measured

or expected confinement time defines the H98-factor

H98 = τmeasured or expected
E

τ
IPB98(y,2)
E

. (3.4.8)

ITER is nominally designed with H98 = 1.0, though pulses with H98 >1.0 have been

observed in a number of existing tokamaks, e.g. DIII-D [102], and indeed ITER is
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Figure 3.4: A comparison between experimentally measured plasma energy con-
finement times from various tokamaks and the confinement time predicted by the
IPB98(y,2) scaling law [99]. Figure adapted from [99]. The solid line is H98 = 1.0
dashed line is H98 = 1.2 and the dotted line is H98 = 2.0.

expected to reach H98 = 1.57 in reversed-shear operation and H98 = 1.2 in hybrid

operation [103]. Clearly too, taking a subset of the IPB98(y,2) data for different

reactor geometries can yield quite different scaling laws and H98-factors. For ex-

ample, confinement times of spherical tokamaks appear to have much stronger field

dependence [101, 104] than the IPB98(y,2) scaling e.g. τMAST
E ∝ B1.4

T in MAST

[100].

3.5 Conclusions

Effectively harnessing nuclear fusion has the promise to change the world. Fusion

reactors may deliver base-load power at the point of need, and may completely

replace the conventional world fossil fuel electricity generation industry. Of the

myriad fusion reactor designs, the tokamak is the closest to realising net electricity

- and is hence the focus for the work presented in this thesis. In this chapter we

have outlined the basic principles of nuclear fusion, the broad design of the tokamak
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as well as the primary plasma physical limits on tokamak operation and design.

Armed with this information, in the following chapter we outline the principles

of the PROCESS systems code, the world’s premier tokamak systems code - used

throughout this work to optimise the design of all reactors studied.
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Chapter 4

PROCESS Systems Code Review

4.1 Rationale & Code Overview

Tokamak reactors are complex machines, consisting of many thousands of inter-

weaving parts and parameters that are highly dependent on one another. Designing

an optimised reactor is a monumental task. The first step of the modern reactor

design process is to use a systems code to perform design consistency analysis and

high-level optimisation [105]. PROCESS was developed by the UKAEA Technology

Group [106, 107] and is a world-leading tokamak systems code, used for example

in the development of the EU-DEMO baselines [6].

A Python wrapped, Fortran 90 code, PROCESS models all aspects of a tokamak

reactor from the fusion reaction itself to the generation of net electricity; performing

assessment of the physical, engineering and economic viability of a fusion reactor

design. It allows users to give quantitative answers to intricate design questions

such as:

“What is the lowest capital cost reactor for a given fusion power with

arbitrary (or fixed) aspect ratio?”

“How does the superconducting magnet coolant temperature affect the

minimum possible reactor major radius, or the shielding?”
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4.1. Rationale & Code Overview

“How do increases in plasma density affect the cost of electricity for a

given reactor geometry?”

PROCESS has been comprehensively verified using higher resolution codes for many

of its myriad systems and models. For example, its divertor model has been verified

against the 2D SONIC code [108], its coil stress model has been verified against the

MADMAX 3D finite element code [109] and its stellarator plasma physics model has

been verified against W7-X data [110]. PROCESS is sufficiently highly regarded to

be the code-of-choice for the verification and preliminary analyses of new reactor

designs: HELIAS 5-B [111], SST-2 [112], CFETR [113] as well as EU-DEMO [114,

6] and now also STEP [75]. The overall accuracy of a reactor solution output by

PROCESS can therefore be taken to be quite high; ≈ ± 5 % is typical.

The code is comprehensive, and contains a great many models for each system

of a tokamak reactor. Rather than reinvent the wheel and attempt to produce

a description of the code in this document, the author recommends interested

readers review the PROCESS Physics and Engineering papers by M. Kovari et al.

[106, 107] and the PROCESS user guide [115] for greater detail on the models present.

An exception for the reader has been made for key parts of the superconducting

magnet models (which have been partially rewritten as part of this thesis work)

and the 1990 US$ capital cost model (which has not been widely reported on in

the literature).

In the following sections we shall next review the PROCESS software and hardware

requirements in section 4.2 and describe the code’s optimisation algorithm in sec-

tion 4.3. Then, an overview of the PROCESS cost model is presented in section 4.4

and a broad description of the superconducting coil models is given in section 4.5.

The chapter concludes in section 4.6 with a description of the author’s personal

contributions to the PROCESS in the form of updated Nb-Ti and REBCO critical

current density subroutines and a new $/kA m superconductor cost model.
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4.2 Software and Hardware Requirements

PROCESS is supported on Ubuntu20, Mac and Windows (through the use of Win-

dows Subsystem for Linux, WSL1 or WSL2) operating systems. Its develop-

ment is achieved collaboratively through an internal GitLab repository https:

//git.ccfe.ac.uk/process/process which natively upholds a high standard of

version control. In order to install, compile and run PROCESS the following software

must be installed: cmake 3.13.0 (or higher), python3-pip, gfortran and lcov as well

as the numpy and pytest Python packages.

The hardware requirements for PROCESS are very low. Typical run times are only

a few seconds on a single core modern computer [105]. Each VMCON solver iteration

is completed in ≈ 0.1 - 1.0 seconds (depending on the number of line searches

required ((max. 10) - see section 4.3) and there are a maximum of 100 function

calls (after which the PROCESS run exits and informs the user that convergence has

not been met). User verification and analysis of the output is usually required as

a final consistency and physicality check, though consistent reactor designs can be

produced in a few hours to a few days depending on the novelty of the reactor in

question and the experience of the code user.

4.3 Computational Methods

In this section we detail the PROCESS code user inputs and code structure in subsec-

tions 4.3.1 and 4.3.2. We then describe the method of Lagrange multipliers, used

in PROCESS to solve the general non-linear optimisation problem in subsection 4.3.3

[115]. This method is performed numerically by the fortran sequential quadratic

programming subroutine VMCON [116], the details of which are given in section 4.3.4.
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4.3.1 User Inputs

As well as a figure of merit, the user of the code has control over three categories of

parameters for each PROCESS calculation which are stored in either the icc array

of constraint equations or the ixc array of iteration variables [115]:

• Constraint equations, of which there are two types: (1) equality constraints

ensure self-consistency in the reactor design, e.g. icc = 11 * tokamak radial

build consistency which ensures that the major radius of the machine ra-

dial build is the same as a the plasma major radius (2) inequality constraints

than ensure that the limits on the governing physical and engineering lim-

its are not exceeded, e.g icc = 31 * TF coil case stress upper limit

which ensures that the peak stress on the TF coil case does not exceed the

limit set by the user. These constraints have default bounds, but the user is

free to set additional manual bounds on the iteration variables.

• Iteration variables: parameters that are varied by PROCESS during a calcu-

lation in order to satisfy constraint equations and optimise a given figure

of merit, e.g. ixc = 29 * central solenoid bore which allows PROCESS

to vary the inner radius of the central solenoid coil. At each iteration step

the solver calls the relevant physics and engineering subroutines after making

small changes to these parameters, and determines the effect to the output as

a result of these small changes (see section 4.3 for more detail). All iteration

variables have default initial values, but the user is free to manually set them.

• Input parameters: fixed parameters that are not allowed to change during the

calculations, e.g. etath = 0.375D0 * thermal to electric conversion

efficiency to 37.5 % which fixes the turbine thermal to electrical power

efficiency . Many of these variables can also be set as scan variables, where

the user defines a number of values of a given parameter for PROCESS to use
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in sequence, generating an optimised rector design for each parameter (if

possible).

An example PROCESS input file and output file summary are shown in Appendix A

and Appendix B respectively (the full output file would be 34 pages long).

4.3.2 Code architecture

As a first step when running the PROCESS code, the initialisation module performs

initial checks on the code inputs for inconsistencies and errors. Next, the scan mod-

ule reads the input file and translates the constraint equations, iteration variables

and input parameters into matrix form, readable by the optimisation algorithm

VMCON. VMCON is then initialised, calls the relevant physics, engineering and cost

modules and evaluates the figure of merit and constraint equations calculating the

gradients of the figure of merit and constraint equations using the finite difference

method. In doing this VMCON creates an initial estimate of the Hessian of the Lag-

range function for the specific non-linear programming problem of the PROCESS run

(see subsection 4.3.4). The code then iterates the iteration variables from the ini-

tial estimate until the convergence criterion is met (or failure-to-converge criteria

are met) calling subroutines from the relevant modules as appropriate at each it-

eration. Once convergence is reached the code then produces multiple output files,

perhaps most useful of which is the main ASCII file which gives full details of the

computed reactor design.
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Figure 4.1: Flow chart of the overall PROCESS code architecture.
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4.3.3 The Method of Lagrange Multipliers

Fundamentally, the problem of designing an optimised reactor is a specific case

of the general non-linear optimisation problem. An optimised reactor must be

consistent with the engineering and physical constraints of the system, and must

minimise or maximise a given figure-of-merit. The general non-linear programming

problem is defined as

minimise f(x), (4.3.1a)

subject to gi(x) = 0, i = 1, . . . , k (4.3.1b)

and gi(x) ≥ 0, i = k + 1, . . . ,m (4.3.1c)

where the solution vector x is an n-dimensional array of real numbers, f(x) is a

figure-of-merit function (or “objective function”) and gi(x) are constraints of the

system. This problem can be solved by the method of Lagrange multipliers. For

simplicity, we shall begin by considering an objective function constrained by a

single constraint g1(x). We can envisage contours of f(x), where the contour with

the (constrained) optimum value (f(x∗)) must be tangential to the constraint at

some optimal point x∗. For ease of visualisation this is shown in figure ?? The

gradients of two curves are parallel to each other at the point at which they are

tangential, so

∇xf(x∗) = −λ∇xg1(x∗) , (4.3.2)

where λ is a constant known as the Lagrange multiplier (which is in fact equal to

the rate at which the optimum value of the objective function changes as a function

of a given constraint [117]).

The problem can be summarised with the Lagrange function

L(x, λ) = f(x)− λg1(x) , (4.3.3)

41



4.3.3. The Method of Lagrange Multipliers

Generalising to a system of m constraints, the gradient of the objective function

at the optimum value of f(x∗) becomes a linear combination of the constraints’

gradients at x∗

∇xf(x∗) = −
m∑
i=1

λ∗i∇xgi(x∗) , (4.3.4)

and we can write the general Lagrange function as

L(x,λ) = f(x)−
m∑
i=1

λigi(x) . (4.3.5)

Figure 4.2: Contours of an objective function f(x, y) and a single constraining
function g(x, y). The curvature of the functions is shown with arrows. At the
constrained optimum value of f(x, y) the gradients of the objective function and
the constraint functions are parallel. [118]
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In order for the Lagrange function of a particular problem to yield an optimum,

the Karush–Kuhn–Tucker (KKT) conditions must be satisfied. These conditions

are

∇xL(x∗,λ∗) = ∇xf(x∗)−
m∑
i=1

λ∗i∇xgi(x∗) = 0, (4.3.6a)

λ∗i gi(x∗) = 0, i = 1, . . . ,m, (4.3.6b)

gi(x∗) = 0, i = 1, . . . , k, (4.3.6c)

λ∗i ≥ 0, i = k + 1, . . . ,m, (4.3.6d)

gi(x∗) ≥ 0, i = k + 1, . . . ,m. (4.3.6e)

In the special case of a continuously differentiable and convex objective function

and constraints (and affine inequality constraints) the KKT conditions are sufficient

for the calculation of the global optimum of the objective function. The PROCESS

solver converges on a solution to the KKT conditions, but does not test whether

such a solution is the global optimum. It is beholden on the user to verify that a

global optimum has been found [115].

4.3.4 The VMCON Sequential Quadratic Programming Solver

(SQP)

PROCESS uses the fortran routine VMCON (which itself is based on an algorithm

formulated by Powell [116]) to solve the optimisation problem [115]. VMCON solves

equation 4.3.1 iteratively, completing two major tasks in each iteration step: (1)

a local positive definite quadratic sub-problem approximation to the general non-

linear programming problem is solved; (2) a one-dimensional minimisation is per-

formed, producing an estimate to x∗ [116] which either satisfies a user defined

convergence criterion or is used as the starting point for the next iteration step.

Typical of sequential quadratic programming methods, the complicated non-linear

problem is reduced to solving local quadratic sub-problems of the same form as

equation 4.3.1, but the objective function f(x) is approximated by a second order
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Taylor expansion of the Lagrange function (equation 4.3.5) with linear constraints

about the current estimate of x∗: xj−1. Equation 4.3.1 is thereby reduced to the

expression

minimise Q(δ) = f(xj−1) + δT∇xf(xj−1) + 1
2δTB(xj−1,λj−1)δ (4.3.7a)

subject to δT∇xgi(xj−1) + gi(xj−1) = 0, i = 1, . . . , k (4.3.7b)

and δT∇xgi(xj−1) + gi(xj−1) ≥ 0, i = k + 1, . . . ,m (4.3.7c)

where δ = x − xj−1, the solution for a given iteration step j is δj with Lag-

range multipliers λji and B(xj−1,λj−1) is a positive definite approximation to

∇xxL(xj−1,λj−1), the Hessian of the Lagrange function. To prevent divergence

from bad stating points δj is not used directly as the next iteration variable. In-

stead, the next iteration variable is given by xj = xj−1 +αjδj , where αj > 0 is the

solution to the minimisation of

Φ(α) = f(x) +
k∑
i=1

µi |gi(x)|+
m∑

i=k+1
µi |min(0, gi(x))| , (4.3.8)

calculated by a line search algorithm, where µi > 0 with weights of

µi =


|λ1
i | if j = 1(first iteration),

max
(
|λji |, 1/2(µj−1

i + |λji |)
)

if j > 1(subsequent iterations)
(4.3.9)

At every iteration of the line-search, l, a local one-dimensional quadratic approx-

imation of Φ(α) is created, Φl(α)

Φl(α) = Φ(0) + ∆α+ Φ(αl−1)− Φ(0)−∆αl−1
α2
l−1

α2 , (4.3.10)

(with boundary conditions Φl(0) = Φ(0), Φ′l(0) = ∆ and Φl(αl−1) = Φ(αl−1)) and

minimised, yielding

αmin = −
∆α2

l−1
2(Φ(αl−1)− Φ(0)−∆αl−1) , (4.3.11)

and the next iteration variable is set to αl = min(αmin, 0.1αl−1). Convergence is

tested after every line search iteration based on the criterion

Φ(αl)− Φ(0) < 0.1∆ , (4.3.12)
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which ensures that the change in the function is small with respect to its derivative.

After a solution has been converged upon, a revised estimate of the Hessian of the

Lagrange function, Bnew, is calculated with the update of the iteration variable

ξ = xj − xj−1 , (4.3.13)

and the update of the Jacobian of the Lagrange function

γ = ∇xL(xj ,λj)−∇xL(xj−1,λj) , (4.3.14)

using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton update.

Bnew = B− BξξTB
ξTBξ

+ ηTη

ξTη
. (4.3.15)

Rather than simply using γ in the formulation of Bnew, η is used where

η = θγ + (1− θ)Bξ , (4.3.16)

to ensure that Bnew remains positive definite, where

θ =

 1 if ξTγ ≥ 0.2ξTBξ

0.8ξTBξ
ξT if ξTγ < 0.2ξTBξ

(4.3.17)

The initial estimate of ∇xxL(xj−1,λj−1) is typically the identity matrix I but any

constant multiple of I can be used instead (and may be preferable for some problems

[116]).

Finally, after the quadratic sub-problem has been solved a convergence test is made

based on the criterion

∣∣∣∇xf(xj−1)T · δj
∣∣∣+ m∑

i=1

∣∣∣λji ci(xj−1)
∣∣∣ < epsvmc , (4.3.18)

where epsvmc is a user defined error tolerance, the first term is the predicted change

in the objective function after another line search is performed, and the second term

is the amount by which equation 4.3.6b is unsatisfied (the “complimentarity error”).

If this sum is less than epsvmc, xj−1 is accepted as the solution to equation 4.3.1.

A flow chart of the VMCON optimiser is shown in figure 4.3.
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Figure 4.3: Flow chart of the VMCON Optimiser used in PROCESS [115]. ifail =
1 denotes successful convergence, ifail 6= 1 denotes failed convergence at various
stages during the computation. Taken from [115].
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4.4 1990 US$ Capital Cost Model

The PROCESS 1990 US$ cost model is a comprehensive tool that takes into account

all of the components necessary to estimate the capital cost of a reactor, as well as

the cost of electricity of a fusion power plant. The cost model is fully integrated

into the PROCESS optimisation algorithm, and both the reactor capital cost and cost

of electricity are available as figures-of-merit. It is based on the system presented in

[119] wherein the numerous costs are broken down into discrete “accounts” each of

which is associated with a particular tokamak subsystem. Individual components

and materials have unit costs associated with them (e.g. unit cost for blanket

lithium in $/kg, unit cost for the electrical plant building in $/m3 etc.). The

author has not personally checked the unit costs present in the model and has

taken it on good faith that they are representative of parts, components, materials

and systems at the time of writing. The unit costs by default, correspond to

first-of-a-kind costs, though the user is free to introduce a global “nth-of-a-kind”

factor. Typical factors range from 0.5 to 0.8 [120]. Most components also have an

additional cost factor dictated by the “level of safety assurance” (lsa) that can take

one of four values. An lsa = 1 means that safety to personnel is achieved through

entirely passive means of radioactive material release, whereas an lsa = 4 means

that there are only active safety measures in place to prevent radioactive material

release (this is the default - and the most expensive option) [121]. The resulting

reductions in cost from a lower level of safety assurance depend on the particular

subsystem in question.

It must be stressed that power plant and component system costs reported in later

chapters should be viewed relatively - not absolutely. That is to say that it is

valid to compare the relative costs of reactors produce in this work (or by PROCESS

or similar design codes in previous work), but that the absolute costs should be

considered with care. As a class 3 or class 4 cost analysis tool, PROCESS generated

absolute costs have an error margin of -15 % to + 30 % (even class 1 cost analyses
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have margins of -5 % to + 15 %) [122].

4.4.0.1 1990 to 2021 US$

As its name suggests, the unit costs for the various materials, structures and equip-

ment in the PROCESS cost model were collected in 1990. Extrapolating to present

day (2021) costs can be difficult as the prices of different materials and services

have grown at different rates with respect to standard inflation in the intervening

years, and indeed can fluctuate by more than 50 % on the time scale of a few

months [123]. For a broad gauge one can use the IHS-CERA index for nuclear

fission power plant costs [124]. The index data were collected between 2000 and

2017; an extrapolation can be made using the consumer price index (CPI) to 1990

and 2021. Using this metric, 1 US $ 1990 = 3.28 $ in 2021 (when spent in the

nuclear power sector).

Figure 4.4: Flow chart of the capital cost estimation in PROCESS. Based on figure
3 in [119].

4.4.1 Capital Cost

The capital cost is defined as the total expenditure required to build an operational

reactor. The capital cost of a tokamak reactor is made up of: direct costs, indirect
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costs, contingency and capitalised financial costs (as shown in figure 4.4.

4.4.1.1 Direct cost

The direct cost is the cost of reactor construction, and all the costs of activities

required to make the reactor operational. They include

• The raw material and equipment purchasing costs (including relevant taxes);

the costs of shipment, insurance and handling of materials and equipment;

R&D expenses in the development or qualification and testing for any ma-

terials and equipment specific to the reactor.

• Costs of site facilities, buildings and land.

• Labour costs of construction and component installation inclusive of payroll

costs; travel and living allowances; supervision; contractor profit margins.

Expenses towards management and technical direction; component and re-

actor inspection and testing

The direct cost assets are themselves split into six categories: structure and site

facilities; fusion power island; turbine plant equipment; electric plant equipment;

miscellaneous plant equipment; heat rejection systems. These categories are then

further split into subcategories, for example the fusion power island category is

comprised of: reactor costs (first wall, blanket, divertor etc.), magnet costs (TF,

CS and PF coils inclusive of all winding costs, support structures etc.), power injec-

tion system costs, vacuum system costs, heat transport system costs, fuel handling

systems costs, all instrumentation and control system costs and maintenance equip-

ment costs.

4.4.1.2 Indirect cost

Included in the Indirect cost are the costs associated with supporting the activities

whose costs are encompassed in the direct cost criterion. In PROCESS they are
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calculated as: indirect cost = 0.2806 × direct cost.

• Costs associated with the R&D and design of the reactor, power plant and

all auxiliary components.

• Staff training costs, licensing fees, public relations exercises and advertising,

legal fees, general management and administrative costs.

4.4.1.3 Contingency

No project runs exactly according to the plan. The contingency cost reflects ad-

ditional expenditure as a result of unforeseen mitigating circumstances: acts of

nature, supplier delays etc. They are accounted for as: contingency = 0.195 ×

(direct costs + indirect costs).

4.4.1.4 Capitalised financial costs

The capitalised financial costs takes into account the additional expenditure due

to loan repayments and the reduction in the purchasing power of the budget (as a

result of inflation) over the course of reactor design and construction. Capitalised

financial costs are inevitable and balance must be made between the two types;

making more purchases up-front (typically) increases budget buying power, but

means that larger loan repayments must be made. Capitalised financial costs are

calculated as: capitalised financial costs = 0.165 × (direct costs + indirect costs +

contingency).

• Interest accrued on the debt portion of the reactor financing including equity

charges and administration fees.

• Price escalation of plant construction, personnel salaries and other fees over

the course of reactor construction.
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4.4.1.5 Total Capital Cost

The total capital cost is the sum of the factors presented in sections 4.4.1.1 - 4.4.1.3

Capital Cost = Direct + Indirect + Temporal + Contingency

≈ 1.7828×Direct .
(4.4.1)

4.5 Superconducting Coil Models

The PROCESS superconducting coil models are a broad, first order set of calculations

that contain modules for all aspects of a superconducting coil: from the stress on

the TF, CS coils (at the inboard mid-plane) and PF coils, to the critical current

of the winding packs, to the power demand on the cryoplant. In this section, we

will only detail parts of the models most pertinent to the work presented in later

chapters, namely: a description of the winding pack geometry, calculations of the

peak fields on the CS and TF coils and the current evolution in the CS and PF

coils during a pulse. Descriptions of the other parts of the superconducting magnet

models are described in [106, 107, 109, 125].

4.5.1 Winding Pack Geometries and Current Densities

PROCESS uses a simplified model of a coil, consisting of a winding pack made up

of a number of superconducting cable turns, surrounded and supported by a steel

case. In the TF coils there is a gap for insulation between the winding pack and

the casing, in the PF and CS coils there is not. The CS and PF coil winding

packs are rectangular in cross section, but the TF coil winding packs can have

either a single rectangular, double rectangular (the default option) or trapezoidal

cross-section. The superconducting cables are of a squared cable-in-conduit (CICC)

design [126, 127, 128], comprised of a conductor made up of the superconductor,
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copper stabiliser and a helium cooling channel (and additional void). The critical

current of a single cable is given by

Ic,cable = Jc,non-Cu(1− Cu fraction)(1−He fraction) , (4.5.1)

where the non-copper critical current density of the superconducting strand or

tape, Jc,non-Cu is given by one of the many superconductor models (for example

see section 4.6). Jc,non-Cu is defined in figure 4.5. The cable steel and insulation

fractions are taken into account at the winding pack level, the critical current of

which is given by

Ic,WP = No. Turns× Ic,cable
total (conductor area + conduit area + insulation area) . (4.5.2)

All of the copper in the conductor is assumed to be in the strands or tapes. The

copper and helium fractions of the cable and the dimensions and operating current

per cable can either be set as fixed inputs or allowed to vary as iteration variables

- though they are uniform for all cables in a given coil (and uniform for every coil

in each system). All cables turns are modelled with inter-turn casing of uniform

thickness, and the TF coils have additional inter-turn insulation of uniform thick-

ness as shown in figure 4.6. The TF winding pack can be parameterised in three

different ways

• The user defines the current in each superconducting cable (the default for

TF and the only option for PF and CS coils).

• The size of the cable is defined by the user.

• The size of the conductor is defined by the user, PROCESS is free to vary the

cable steel conduit thickness and inter-turn insulation thickness.
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Figure 4.5: Definitions of the critical current density (the ratio between the critical current and the relevant cross-sectional area,
CSA). Row 1: The total CSA of the cable is used i.e. Jc,Total cable = Ic/CSATotal cable. Row 2: the total CSA of the whole strand or
tape is used i.e. Jc,Total Strand or Total Tape = Ic/CSATotal Strand or Total Tape. Row 3: Only the CSA of the non-copper region is used i.e.
Jc,Non-Cu = Ic/CSANon-Cu. The CSA of the copper stabiliser is not included. Row 4: Only the CSA of the superconductor is used (either
total filament CSA or CSA of the superconducting layer in a tape i.e. Jc,superconductor = Ic/CSAsuperconductor. Micrographs for Nb-Ti,
Nb3Sn and images of CICCs [127, 128] for these materials, and REBCO [65] are given as examples.
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4.5.2. TF Coil Peak Field

Figure 4.6: Illustration of the inboard leg of a TF coil and conductor. Grey repres-
ents steel, black insulation and blue conductor (including superconductor, copper
and helium). All parameters labelled may be input as fixed values or iteration
variables. The number of cable turns is arbitrary in this illustration.

The winding pack design options present in PROCESS do not include an explicit

option for remountable coils (as is remarked upon later in chapter 8). PROCESS

is a low-dimensionality, high-level design code, the small changes in winding pack

design required for remountable magnets are design details of “resolution” beyond

what the code models include. Ultimately all superconducting tokamak magnets

have, and will joints - making coils remountable (in large part) is a design exercise

in locating all joints of a winding pack together, appropriately shoeing them and

making sure that the insulation prevents arcing after repeated mounting [61]. These

are by no means easy tasks at the practical level, but they change little the overall

first-order magnet design.

4.5.2 TF Coil Peak Field

In a perfectly toroidally symmetric system with the turns closely packed, the peak

field on the TF coils would be given by Ampére’s law

BTF
nominal,max = µ0

2π
ITF

RB,max
, (4.5.3)
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where ITF is the total current in the TF coil and RB,max is the radial position of

the peak field (i.e. the radius of the inner edge of the TF winding pack at the

inboard mid-plane). However, the toroidal field on the plasma is produced by a

finite number of coils, and hence the field produced by each individual coil must

be increased in order to maintain the field-on-plasma in locations between TF coil

limbs. In PROCESS this is calculated using the approximation

BTF
max = BTF

nominal,max(a1 + a2e
−t + a3z + a4zt) , (4.5.4)

where

t = w

wmax
, z = ∆r

wmax
, for wmax = 2(rin − 0.5∆r)tan

(
π

NTF

)
, (4.5.5)

where w is the toroidal width of the plasma facing side of the inboard TF leg, rin

is the radius of the centre of inboard TF winding pack leg, ∆r is the winding pack

radial thickness, and NTF is the number of TF coils. For 16 TF coils: a1 = 0.3272,

a2 = 1.972, a3 = −1.233, a4 = 1.142, for 18 TF coils: a1 = 0.3710, a2 = 1.952,

a3 = −1.414, a4 = 1.066 and for 20 TF coils: a1 = 0.3030, a2 = 2.027, a3 = −1.135,

a4 = 1.019. These values were derived by M. Kovari using MAGINT calculations on

coil sets based on an EU DEMO case.

4.5.3 CS and PF Current Evolution and CS Peak Field

The total flux swing delivered by the CS and PF coil systems must be equal to the

sum of resistive flux swing required during plasma start-up (which is initiated solely

by inductive means in PROCESS) and current ramp, ∆Φres, the flux swing required

due to the plasma self inductance, ∆Φind and the flux swing required during the

plasma burn, ∆Φburn,

∆ΦCS + ∆ΦPF = ∆Φres + ∆Φind + ∆Φburn , (4.5.6)

where

∆Φres = CEµ0IPR , ∆Φind = LP IP and ∆Φburn = Vburntburn , (4.5.7)
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where CE = 0.3 − 0.4 (the Ejima constant [129]), IP is the plasma current, LP is

the plasma self inductance, Vburn is the plasma loop voltage and tburn is the plasma

burn time. The total change in flux generated by the PF coils is

∆ΦPF =
∑

i=PFcoils
LP,i

Ii,eq
no. turnsi

, (4.5.8)

where LP,i is the mutual inductance of PF coil i and the plasma and Ii,eq is the

total current required in PF coil i required to generate the vertical equilibrium

field in the absence of the CS coil. The remaining flux swing generated by the CS

coil affects the vertical field, so the currents in the PF coils (and subsequent flux

generation) must be readjusted to counteract this. The total current swing in the

CS coil is then calculated as

∆ICS = ∆ΦCS ×
1
µ0π

(
2h

R2
CS + (1/6)∆R2

CS + (1/2)∆RCSRCS

)
, (4.5.9)

where RCS is the CS inner bore, ∆RCS is the CS thickness and h is half of the CS

height.

Ultimately the pulse length is dictated by the maximum field that the CS coil can

produce. The maximum field in the centre of the CS coil is given by

BCS
centre = µ0aJβ ln

(
α+

√
α2 + β2

1 +
√

1 + β2

)
, (4.5.10)

where α = (RCS + ∆RCS)/RCS , β = h/RCS and J is the CS coil current density.

The maximum field is at the innermost edge of the solenoid and is given for β > 3

(as is typically the case) by [106]

BCS
max =

( 3
β

)2
BCS

centre (1.007 + 0.0055(α− 1))+µ0J

(
1−

( 3
β

)2
)

∆RCS , (4.5.11)

and for β > 2 by

BCS
max = BCS

centre ((1.025− 0.018(β − 2)) + (α− 1)(0.01− 0.0045(β − 2))) .

(4.5.12)
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Figure 4.7: Example evolution of the current in the plasma, PF coils and CS
coil of a 100 MW net electricity tokamak with a 100 second plasma burn time as
calculated by PROCESS.
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4.6 Personal Contributions to PROCESS

4.6.1 Updated Superconductor Critical Current Density Models

Through the course of the project it was discovered that PROCESS was lacking up-

to-date scaling laws for either Nb-Ti or REBCO. The existing Nb-Ti critical surface

model in PROCESS is based on an antiquated scaling law [130] that has not been

used in the superconductivity field for at least three decades. It is overly simplistic

and linear in Jc(B) (for a fixed temperature), lacking accuracy in both the very

high and low field regions: it under predicts Jc at low fields and over predicts both

B∗c2 and Jc at high fields (see figure 4.9). The Nb-Ti strands that the law were fit

to, were also made to a different specification to those used in ITER. As such, both

the law itself and the fit have been revised using ITER specification Nb-Ti strand

data and strain data from single filament Nb-Ti [53].

Additionally, the only existing REBCO model in PROCESS recommended for use

was written expressly for modelling CROCO cables [68, 131] and did not allow

for the investigation of different HTS cable designs (of which there are many, see

section 2.5.3). Using the wealth of HTS tape characterisation data available at

Durham University [132, 133], a revised REBCO model was written that was fully

compatible with the existing cable in conduit superconducting model - allowing

the user to tailor the cable copper fraction, helium fraction and conduit casing

thickness as appropriate.

4.6.1.1 Durham Scaling Law

The Durham scaling law is derived from the well-known equation for the volume

flux pinning force [134, 135, 136]

Fp = JcB = A
[B∗c2(T, ε)]n

(2πΦ0)1/2 µ0 [κ∗1(T, ε)]2
bp(1− b)q , (4.6.1)
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4.6.1.1. Durham Scaling Law

where n is a constant, Φ0 is the flux quantum, ε is the strain, T is the system

temperature, κ∗1 is the effective Ginzburg-Landau parameter [137] and b = B/Bc2

Bc2 can be written as [41]

Bc2(T, ε) =
√

2κ∗1(T, ε)Bcb(T, ε) . (4.6.2)

From the two fluid model [35] it is known

Bcb(T ) = Bcb(0)(1− t2) , (4.6.3)

where t = T/Tc. From the BCS equation [41] Bcb(0, ε) ∝ Tc, and extensive meas-

urements have yielded

Bc2(T, ε) = Bc2(0, ε)(1− tν) , (4.6.4)

for LTS and

Bc2(T, ε) = Bc2(0, ε)(1− t)s (4.6.5)

for HTS. Substituting these equations into equation 4.6.1, we can write Jc,ENG as

Jc,ENG(B, T, εI) = A∗(ε)
[
T ∗c (εI)(1− t2)

]2
[B∗c2(T, εI)]n−3 bp−1(1− b)q . (4.6.6)

The strain dependencies are related through [136]

B∗c2(0, εI)
B∗c2(0, 0) =

(
T ∗c (εI)
T ∗c (0)

)w
=
(
A∗(εI)
A∗(0)

)w/u
, (4.6.7)

and the (applied) strain, εa, can be written in terms of an intrinsic strain, εI where

εI = εa − εm , (4.6.8)

and εm is the strain at which the peak in Jc,ENG occurs. It has been comprehensively

established that these strain scaling laws describe the current density of many

different architectures of Nb3Sn wires and we here extend their use to both other

LTS, and HTS materials. One can relate the strain dependence of Tc to the strain

dependence Bc2 through a polynomial [136]

B∗c2(0, εI)
B∗c2(0, 0) = s(εI) = 1 + c2ε

2
I + c3ε

3
I + c4ε

4
I . (4.6.9)
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Figure 4.8: (a) Jc,Total Strand (B, T ) data from measurements performed on five
ITER specification Nb-Ti strands (considered together as one data set) at zero
strain. The solid lines are are fits using equation 4.6.6. (b) Nb-Ti single strand
critical current density as a function of applied strain at 4.2 K for different applied
fields perpendicular to the direction of current flow. The solid lines are a fit using
equation 4.6.7.

4.6.1.2 Nb-Ti Model

The fitting procedure began by fitting the variable temperature and field data

shown in figure 4.8(a) to ascertain A∗(0), B∗c2(0, 0), T ∗c (0), p, q, n and ν. The Nb-

Ti strands were produced by Chapetskiy Mechanical Plant (Glasov, Russia) for

ITER PF6. Magnetisation measurements were performed on samples at 4.2 K (at

low field). Transport measurements were performed at temperatures of 3.5 K, 4.0

K, 4.2 K, 5.0 K, 5.5 K, 6.0 K, 7.0 K and 8.0 K. Measurements were performed by

Dr M. J. Raine. The solid lines are the best fit of the Durham scaling law to these

data as calculated using the Python scipy.optimize.curve_fit function (with

a root mean square error of 92.9 A mm−2). The strands’ diameters were 0.730 ±

0.005 mm, and they had a copper volume fraction of 69%.

Variable strain measurements of Jc,Total Strand at 4.2 K in high fields for the single

filament Nb-Ti were made using a Walters spring [138]. For measurements on

Nb3Sn [139], the Nb3Sn is wound on a mandrel that is shaped like the spring in

its unreacted state and then reacted. It therefore fits onto the spring without
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applying any strain to it. In a multifilamentary Nb-Ti wire considerable strain

would be applied when winding and mounting it to a Walters spring. In such a

sample, the filaments would be significantly compressed on the inboard side of the

wire and significantly tensioned on the outboard side while soldering the wire to

the spring. Such an effect is minimised by our choice to measure a small single

filament wire because the filament lies on the neutral axis. Figure 4.8(b) shows

transport measurements taken under various fields, temperatures and strains. The

measurements were performed by Dr. Y. Tsui. The changes in Jc,ENG are small

but well above the uncertainties. These data were used to obtain c2, c3, c4 and εm

(with a root mean square error of 0.067 A).

Included in the model was the ability for the PROCESS user to vary Nb-Ti’s upper

critical field and critical temperature in the input file (rather than in the source

code) in order to more easily run reactor simulations with different Nb-Ti alloys.

Example critical current densities with B∗c2(0, 0)s and T ∗c (0)s are shown in figure

4.9(a).

4.6.1.3 REBCO Model

The value of A∗ for REBCO was found by fitting to literature data [62], all other

parameters were taken from data collected during an extensive measurement cam-

paign at Durham university conducted by P. Branch [132, 133]. Strictly, this model

should only be used within the interpolation range of the fit: 0 < B(T) < 14 and

4.2 < T (K) < 60. Indeed it is clear from figure 4.9 that the fit remains reasonably

accurate for fields up to 30 T. The unphysical values of B∗c2(0, 0) and T ∗c (0) are

due to large gradient of the REBCO flux pinning curve at low temperatures [133],

though these data are not a concern so long as the fit is used within or close to the

interpolation range. The Python utility scipy.optimize.curve_fit was used to

perform the fits, with a root mean square error of 211.5 A mm−2.
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A∗(0)
(Amm−2K−2T3− n)

T ∗c (0)
(K)

B∗c2(0, 0)
(T) p q n

Comm.
Nb-Ti 3.42×102 9.04 14.86 0.49 0.56 1.83

REBCO 1.24×10−3 184.98 138.97 0.45 1.44 3.33

v s u w c2 c3 c4
εm
(%)

Comm.
Nb-Ti 1.42 - 0.0 2.2 -0.0025 -0.0003 -0.0001 -0.002

REBCO - 5.27 0.0 2.2 -0.0191 0.0039 0.00103 0.058

Table 4.1: Parameters for the Durham scaling law for total strand critical cur-
rent densities of ITER specification Nb-Ti strands and SuperPower REBCO tape.
The commercial Nb-Ti parameters were found by extensive measurements taken at
Durham university [53]. The value of A∗ for REBCO was found by fitting to lit-
erature data [62], all other parameters were taken from measurements on REBCO
tapes [132, 133]. Values of u = 0.0 and w = 2.2 were fixed.

Figure 4.9: (a) Total strand critical current densities of Nb-Ti “alloys” with various
values of B∗c2(0, 0) and T ∗c (0) using equation 4.6.6 and table 4.1 at 4.2 K (b) Total
strand/tape critical current density of ITER specification Nb-Ti and SuperPower
REBCO tape at 4.2 K. using equation 4.6.6 and table 4.1. Critical current density
from the old PROCESS Nb-Ti scaling law and literature REBCO data [62] at 4.2 K
are shown for comparison.
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4.6.2 Costing Superconductors in $/kA m

A new cost model for superconductors in $/kA m was written as an alternative

to the existing cost model based on bulk costs in $/kg. This method of costing

is more widely used within the superconductivity field [140] (allowing PROCESS

developers to more accurately keep track of superconductor costs) and more accur-

ately captures the cost of superconducting materials as a function of their operating

conditions. Costs are typically derived under usual reference conditions for meas-

uring the critical current of superconducting tapes and wires, namely 5, 6 or 20 T

[52, 141], and 4.2 K or at self-field and 77 K [140] (though the latter temperature

is relevant only for HTS). Costs under operating conditions can be derived using

the simple relation

Cost(B, T ) = Cost(Bref, Tref)×
Jc(Bref, Tref)
Jc(B, T ) , (4.6.10)

where Bref and Tref are reference conditions at the which cost is quoted in the

literature.

In the later chapters detailing PROCESS calculations of power plants, we use a

(purchase) cost of 1.7 $/kA m (6 T, 4.2 K) for both standard Nb-Ti and quaternary

Nb-Ti, and 8.0 $/kA m (6 T, and 4.2 K) for Nb3Sn [142] (in 2021 costs). Currently,

REBCO tapes are priced at ≈ 80 $/kA m (6 T, 4.2 K) with the aim to reduce this to

30 $/kA m (6 T, 4.2 K) in the near future [141]. Increased demand could reduce this

even further to 10 $/kA m (6 T, 4.2 K) [141, 140]. Here REBCO costs of 10 $/kA m

and 30 $/kA m have been used for the H98 = 1.6 and H98 = 1.2 reactor studies

respectively and are representative of the market prices of the superconducting

strands/tapes, which are typically 10 × [141] or even 20 - 35 × the raw material

costs [143]. All costs were converted from 2021 US$ to 1990 US$ (as required for

use in the PROCESS cost module) using standard CPI inflation between now and

1990 of ≈ 2.13 [144, 145, 146]. We have used CPI here rather than the industrial

index of section 4.4 as superconductors are a consumer product.
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The PROCESS cost model requires that the costs of the superconducting strands and

tapes are converted into $/m

cost in $/m = cost in $/kA m× current in cable in kA . (4.6.11)

The operating currents are called from the superconducting TF, CS and PF coil

routines at the same time as the critical current densities under operating conditions

for equation 4.6.10.

The trustworthiness of this cost model was ascertained in three ways: (1) the cost

model was applied to PROCESS test-cases (such as the 2018 EU-DEMO baseline

model). (2) Runs were performed using the $/kg model and then $/kA m model.

Typically, magnet costs from the new cost model differed from those of the original

model by < 20 %, and were as expected in more extreme cases (such as for a

REBCO cost of 0.025 $/kA m as in section 7.3). (3) The relative costs between

systems were compared to those from independent studies of other tokamaks (such

as ARC [9], ITER and EU-DEMO [147]). Relative costs between plant components

are broadly in line with what would be expected for the size of reactors investigated

in later chapters.

4.7 Conclusions

In this chapter we have provided a description of the world-leading PROCESS systems

code. Beginning with the rationale and necessity for the code, we have explored the

mathematical methods PROCESS uses in order to optimise fusion reactor designs to

a user defined figure of merit whilst respecting physical, engineering and cost con-

straints. We then detailed the PROCESS models most relevant to the work presented

in the following chapters: key parts of the superconducting coil models; the 1990

US$ cost model; as well as the superconductor critical current and $/kA m cost

models developed by the author. In the following chapters we shall see fruits of the

PROCESS code calculations in the designs of capital-cost optimised fusion reactor

power plants.

64



Chapter 5

Our Preferred REBCO Tokamak

Pilot Power Plant Design

5.1 Introduction

There are a number of road-maps [6, 15, 7] that focus on achieving a final build ma-

chine. It is now understood that both climate change and commercial imperatives

mean that one simply can’t wait 15 years for the optimum plasma performance to

be identified and then wait another 15 years to develop the optimal superconducting

technology [147]. To this end, in this chapter we present our “preferred” capital cost

optimised power plant design using best-in-class technologies [53] available today

(or in the near future) - reactor R1BL. We have deliberately kept distance from

so-called “advanced tokamak” designs [148] (which assume steady state operation

and operate close to, or above plasma limits with normalised beta greater than

4 or Greenwald fractions of 1.0). We have based the design and scale of our re-

actor design on established engineering and physics already observed, or that to be

implemented and designed for EU-DEMO. Reactor R1BL uses REBCO magnets,

which have very recently been demonstrated this year [12], with SPARC following

in the next ten years [4, 66]. We are as confident as one can reasonably be that

this reactor, presented in this (and the following chapter) could realistically be
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built before the 2035-2040 deadline [15] (with concentrated, accelerated effort and

generous R&D funding) for a demonstration power plant and that it can operate to

specification. The above deadline is ambitious, but not unrealistic: EU-DEMO is

envisioned to begin operation by 2050, but resources are diverted between different

projects (STEP, SPARC, Tokamak Energy to name but a few), and the design

philosophy does not allow for rapid deployment. If resources were pooled and firm

nearer-term deadline set, it would not be unreasonable to suggest that it would

be able to be met. The pace at which UKAEA and CFS developments are being

made is evidence of this.

Section 5.2 details the rationale of key plasma physics and engineering design

choices used across all of the superconducting tokamaks modelled in this chapter.

Then, we optimise the radiation shield thickness for a pilot plant using detailed

MCNP [149] calculations in section 5.3. Fusion reactors are a hostile environment

for superconducting magnets, and they must be appropriately shielded to avoid

damage and significant nuclear heating. After this we cost-optimise 100 MWe, H98

= 1.2 pilot power plant designs using TF and CS coils of REBCO (R1BL), commer-

cial Nb-Ti (R2BL), Nb3Sn (R7AD) and quaternary Nb-Ti (R8AD) and choose our

preferred reactor design from the superconductor choice that leads to the lowest

capital cost reactor of these options in section 5.4. We discover that this preferred

reactor, R1BL, has REBCO CS and TF coils, and Nb-Ti PF coils. Although we do

not model any spherical tokamaks in this work, we briefly discuss them in section

5.5. In section 5.6 we compare our preferred superconducting tokamak (R1BL)

with an equivalently sized resistive tokamak power plant design where we swap the

superconducting coils for either copper or cryogenic aluminium. We then conclude

with a discussion on other possible cost-saving choices - to what degree reducing

the required net electricity output or tritium breeding ratio would have a significant

effect on the preferred reactor’s cost and design in section 5.7.

We expand on this approach in chapter 6 where we consider swapping supercon-

ductors using two approaches: training and upgrading and assume that all magnets
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will be fully remountable. With training magnets, the plant is cost-optimised for

full power operation with REBCO but trained first using Nb-Ti coils. With the

upgrading magnets approach, the plant is cost-optimised for Nb-Ti and then up-

graded to REBCO coils. We have used the PROCESS systems code [106, 107] to find

optimal designs, defined in all cases as minimised plant capital cost. For each of the

training and upgrading approaches, we have considered three power plant designs

which gives us six baseline tokamaks. The first two tokamaks (R1BL and R2BL)

are the 100 MWe, H98 = 1.2 preferred reactor and commercial Nb-Ti reactor which

shall be initially discussed in section 5.4 of this chapter. The second two reactors

(R3BL and R4BL) are designed for 100 MWe and 1.6 and the final two reactors

(R5BL and R6BL) produce 500 MWe power plant and have H98 = 1.2. For each of

these six baseline designs we have then investigated swapping superconductors out

whilst maintaining the baseline reactors’ architectures. Table 5.1 shows the key

design and performance parameters for our preferred reactor, the other three 100

MWe, H98 = 1.2 reactors from this chapter, and the additional four baseline react-

ors from chapter 6 together with the most important tokamaks that have operated,

are operating or are planned.
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Tokamak H98
Rmajor
(m) A

BT
(T)

Bmax
T,coil

(T)
IP
(MA)

τburn
(s)

Pfusion
(MW)

P net
elec.

(MW)
Reactor
ID

Ba
se
lin

e

100 MWe REBCO plant 1.2 6.75 3.15 5.36 12.50 13.6 7200 870 100 R1BL
100 MWe Commer. Nb-Ti plant 1.2 7.93 2.42 3.38 9.16 18.9 7200 900 100 R2BL
100 MWe REBCO plant 1.6 6.02 3.25 5.22 12.63 10.9 7200 840 100 R3BL
100 MWe Nb-Ti plant 1.6 6.96 2.36 2.96 9.00 15.9 7200 870 100 R4BL
500 MWe REBCO plant 1.2 7.48 2.39 4.18 11.85 25.2 7200 2110 500 R5BL
500 MWe Nb-Ti plant 1.2 9.56 2.24 3.41 9.17 29.4 7200 2180 500 R6BL

A
dd

. 100 MWe Nb3Sn plant 1.2 7.21 2.99 5.16 12.1 14.6 7200 902 100 R7AD
100 MWe Quater. Nb-Ti plant 1.2 7.28 2.93 4.94 11.7 14.9 7200 860 100 R8AD

D
em

o.

EU-DEMO 1.1 9.00 3.10 5.90 12.50 18.0 7200 2000 500 -
ARIES-ST† 1.5 3.20 1.60 2.10 7.40 29.0 ∞ 2980 1000 -
STPP-Like† 1.6 3.42 1.68 2.50 7.56 19.4 7200 2110 100 -
ARC 1.8 3.30 2.92 9.20 23.00 7.8 ∞ 525 190 -
CFETR 1.4 7.20 3.27 6.50 14.70 13.8 ∞ 2190 740 -

P.
o.
C ITER 1.0 6.20 3.10 5.30 11.80 15.0 400 500 - -

SPARC 1.0 1.85 3.25 12.20 20.00* 8.7 10 140 - -

R
es
ea
rc
h

JET† 0.5-1.3 2.96 2.40 3.45 7.40 4.8 1 16 - -
JT60-SA 1.1-1.3 2.96 2.50 2.25 6.40 5.5 100 41 - -
KSTAR 0.7-1.0 1.80 3.60 3.50 7.20 2.0 20 - - -
EAST 0.5-1.2 1.75 4.38 3.50 5.80 1.0 1000 - - -
WEST 1.0 2.50 5.00 3.70 9.00 0.6 1000 - - -
MAST-U† 1.0-2.0 0.85 1.31 0.92 4.20 1.0 5 - - -
SST-1 1.0-2.0 1.10 5.50 0̇0 5.10 0.2 1000 - - -

Table 5.1: Key design and performance parameters of PROCESS generated 100 MW and 500 MW net electricity (MWe) capital-cost
minimised plants (six baseline reactors and two additional reactors). Our preferred reactor is in bold. Also shown are: EU-DEMO
[6], ARIES-ST [50], a PROCESS generated pulsed Cu reactor based on STPP [150], ARC [9], CFETR [10, 57], ITER [17, 54], SPARC
[4, 151], JET [152, 153, 154], JT60-SA [155, 48], KSTAR [47, 156, 157], EAST [158, 159, 160], WEST [161, 162], MAST-U [13, 163] and
SST-1 [164, 165]. Tokamaks have been grouped into: those in this work, demonstration reactors, proof of concept reactors and research
tokamaks. Estimated parameters indicated with (*). Tokamaks with resistive primary magnets are indicated with (†).
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5.2 Reactor Design Choices

In this section, we consider the most important areas of tokamak development. We

describe the choices and constraints that affect the design and cost-minimisation

we have made in each area, explaining the reasoning for our choices. As a point

of reference to quantify the reasoning behind these design choices, we often invoke

the preferred reactor R1BL.

5.2.1 Plasma Operation

5.2.1.1 Confinement Time and H98-factor

We have primarily investigated H98 = 1.2 as the most likely performance but in

the following chapter shall also consider the much higher value of H98 = 1.6 to

quantify possible effects on costs in future from new advanced tokamak designs

such as spherical tokamaks [11]. H98-factor refers to the ratio between observed

plasma energy confinement time, τE, and the τE predicted by the ITER Physics

Basis ELMy H-mode IPB98(y,2) scaling law [99] which is derived from a vast array

of tokamaks. Taking a subset of the IPB98(y,2) data for different reactor geometries

can yield quite different scaling laws and H98-factors. For example, confinement

times of spherical tokamaks appear to have much stronger field dependence [104,

101, 166] than the standard τ IPB98(y,2)
E ∝ B0.15

T e.g. in MAST τMAST
E ∝ B1.4

T [100].

Extrapolating this to stronger magnetic fields can result in H98-factors upward of

H98 = 2.0. It is however not clear whether this strong field dependence extrapolates

to power plant conditions. The field dependence is linked to strong τE scaling with

plasma collisionality, ν∗, which itself depends on absolute ν∗ [167]: at lower ν∗

the confinement time scaling with ν∗ is reduced. Thus in higher field tokamaks

with reduced ν∗ ∝ B-4
T it is unlikely that the strong field dependence will remain.

Although ITER is nominally designed with H98 = 1.0, H98 >1.0 have been observed

in a number of existing tokamaks, e.g. DIII-D [102], and indeed ITER itself is
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expected to reach H98 = 1.57 in reversed-shear operation and H98 = 1.2 in hybrid

operation [103].

5.2.1.2 Density, β and Safety Factor

We have chosen a maximum Greenwald fraction at the plasma edge of fedgeGW =

0.67 and a peaked density profile such that f line−avgGW = 1.1. The minimum plasma

safety factor at the 95 % poloidal flux surface was set to q95 = 3.45. The normalised

thermal beta, βN ≈ 2.49 for all reactors. These safety limit choices broadly follow

the ARC and SPARC philosophies which have (fedgeGW = 0.67, q95 = 7.2 and βN =

2.59 [168] and fedgeGW = 0.37, q95 = 3.4 and βN = 1 [4], respectively) rather than

the EU-DEMO philosophy which will operate closer to stability limits (with fedgeGW

= 0.8, q95 = 3.25, and βN = 2.50 [6]). When we use the familiar expressions for

fusion power [94] Pfus ∝ β2
NB

4
TR

3/q2A4, and safety factor q ∝ RBT/A
2IP (for a

fixed shaping factor); for a reactor design point with fixed Pfus: βN ∝ 1/IPBT
√
R.

Thus going to higher fields reduces βN. q too scales positively with BT, so larger

fields would reduce further the probability of kink disruptions. In addition, IP

can be increased in tandem with BT, increasing achievable plasma density (as the

limiting density nG = IP/πa
2) whilst maintaining high q and further reducing βN .

Our calculations show that had we used the higher risk EU-DEMO safety limits

for R1BL, things don’t change markedly. The capital cost decreases by 7.9 %, it

decreases the major radius by 4.3 %, decreases the plasma current by 12.0 % and

increases the field on plasma by 6.1 %. The findings of the following chapters are

consistent should we have made this design choice.

5.2.2 Superconductor Operating Temperature

We have chosen 4.5 K as the operating temperature for all superconductors. As

low temperature superconductors, Nb-Ti and Nb3Sn coils demand liquid helium

temperature operation. Even if a REBCO reactor could eventually be operated at
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20 K, R1BL operating at 4.5 K actually has a net capital cost ≈ 150 M$ lower than

at 20 K. Table 5.2 shows the capital cost of R1BL operating at 4.5 K including the

combined TF (130 M$) and CS coils’ (20 M$) cable cost also at 150 M$. Equivalent

reactor power balances are shown in table 5.3. If operation were at 20 K REBCO’s

critical current density is ≈ 1.7 × lower, which demands larger coils and a larger

overall reactor volume, increasing direct costs by 84 M$. On the other hand,

modern cryoplant efficiency scales with temperature roughly as the ideal Carnot

cycle (with a base temperature of about 2 K) [169]. The direct capital cost of

cryoplant scales approximately linearly with cooling power and would be reduced

from 88 $M (as shown in table 5.2) to 20 $M. Operation at 20 K does have the

advantage of better REBCO quench mitigation due to the ≈ 3.0 × greater thermal

conductivity and ≈ 60 × greater specific heat of RRR = 100 copper at 20 K than

at 4.5 K [170]. Though, we expect that with rather modest advances in quench

detection and mitigation technologies (e.g. fibre Bragg grating [171, 172], acoustic

MEMS [173], stray capacitance change monitoring [174]) operation at 4.5 K using

REBCO will be straightforward in future.
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R1BL R7AD R2BL R8AD
Structures and site facilities 489 530 667 546
Reactor systems 39 45 61 47
Toroidal field coils 296 315 243 296

(TF cable) (130) (98) (62) (75)
Poloidal field coils and solenoid 163 159 181 153

(CS cable) (20) (19) (20) (17)
(PF cable) (79) (74) (80) (69)

First wall 63 73 107 77
Blanket 277 321 479 341
Divertor 33 38 59 41
Heating & current drive 10 10 10 10
Vacuum vessel 98 112 157 118
Power injection 88 88 88 88
Vacuum systems 16 16 16 16
Power conditioning 82 88 89 77
Heat transport system 130 139 130 127

(Cryogenics system) (88) (95) (86) (85)
Fuel handling system 120 127 147 129
Instrumentation and control 98 98 98 98
Maintenance equipment 195 195 195 195
Turbine plant Equipment 99 102 103 99
Electric plant equipment 32 34 38 34
Miscellaneous plant equipment 22 22 22 22
Heat rejection system 25 26 26 25
Plant direct cost 2373 2536 2915 2539
Constructed cost 3631 3881 4462 3885
Total Capital Investment (1990 M$) 4231 4522 5198 4526

Table 5.2: Capital cost of the preferred reactor R1BL and three other PROCESS
generated, cost-optimised, 100 MW net electricity, H98 = 1.2 tokamak pilot plants.
Right: R1BL (with REBCO TF and CS coils); centre-right: R7AD (with Nb3Sn
TF and CS coils); centre-left: R2BL (with commercial Nb-Ti TF and CS coils);
left: R8AD (with quaternary Nb-Ti TF and CS coils). In all cases the PF coils are
Nb-Ti. These costs are for simply building the plant without mitigating risk with
training or upgrading coils. All costs are in 1990 M$. This table is discussed in
detail in section 5.4.6.
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perating

Tem
perature

R1BL R7AD R2BL R8AD
Raw Heat Fusion power 865 889 902 860
(MW) Blanket multiplication 165 169 172 164

Injected power 50 50 50 50
Ohmic heating 1 1 1 1
Power from coolant pump 85 87 88 84

1166 1196 1213 1158
Gross electric Power lost in conversion -729 -747 -758 -724
power (MW) 437 449 455 434
Net electric Heating and current drive -125 -125 -125 -125
power (MW) Primary coolant pumps -98 -100 -101 -97

Vacuum pumps -1 -1 -1 -1
Tritium plant -15 -15 -15 -15
Cryoplant -44 -50 -43 -42
Toroidal field coils -12 -12 -13 -8
Poloidal field coils and solenoid -1 -1 -1 -1
Miscellaneous -42 -45 -57 -47

100 100 100 100

Table 5.3: Power balance of the preferred reactor R1BL and three other PROCESS generated, cost-optimised, 100 MW net electricity,
H98 = 1.2 tokamak pilot plants. Right: R1BL (with REBCO TF and CS coils); centre-right: R7AD (with Nb3Sn TF and CS coils);
centre-left: R2BL (with commercial Nb-Ti TF and CS coils); left: R8AD (with quaternary Nb-Ti TF and CS coils). In all cases the PF
coils are Nb-Ti.
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5.2.3 Tritium Breeding

The blanket design in all reactors in this work based on the EU helium-cooled

pebble bed (HCPB) [175] which has greatest breeding potential of the blanket

designs under investigation for EU-DEMO [90]. We have used a minimum tritium

breeding ratio (TBR) of 1.1 in all reactors. The TBR was set using the in-built

PROCESS breeder ratios for given breeder blanket thicknesses as calculated by the

FATI (Fusion Activation and Transport Interface) code [176] for EU-DEMO (to

which our designs are similar, to first order, so the model is applicable here). We

have chosen designs that require tritium self sufficiency as current tritium supplies

could not maintain multiple pilot plant reactors at once [177]. The TBR cannot be

too large, as to avoid an excessive tritium inventory and issues of tritium permeation

throughout the reactor. TBR = 1.1 is the widely accepted ratio for a power plant:

“enough but not too much”.

If the global tritium inventory were markedly increased, a cheaper pilot plant could

be built with a lower intermediate TBR = 0.9, which is probably the lower limit

to de-risk the tritium breeding technology for investors [15]. Our detailed MCNP

calculations in section 5.3.1.2 (cf figure 5.5) that the 0.53 m thick blanket and 0.25

m thick neutron shield in R1BL, each reduce the neutron flux by about two orders

of magnitude. Due to the exponential nature of neutron absorption (the first 15

cm or so of shielding absorbs 90 % of the dose) and as calculated by extrapolating

from FATI code tritium breeding calculations on an EU DEMO design. A TBR

of only 0.9 can therefore be generated with a smaller inboard blanket of ≈ 0.20 m

and outboard blanket of ≈ 0.35 m only. However, to maintain the same nuclear

heating in the magnets, the neutron shield would need to be thicker by ≈ 0.17 m

leading to a net reduction in capital cost of ≈ 24 % which is large but does not

justify losing tritium self-sufficiency (which will be required by future tokamaks

and must therefore ultimately be demonstrated).

Other breeding blankets are being developed: A water-cooled lithium lead blanket
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(WCLL) design [178, 179] is under consideration for EU-DEMO. TheWCLL provides

greater neutron shielding than the HCPB (due to neutron capture by the water

coolant) whereas the latter has greater breeding potential (due to the inclusion of

Be neutron multiplier modules). Other helium-cooled and dual-cooled lithium lead

concepts are also under consideration [90]. A FLiBe molten salt blanket is being

developed in the USA which includes a coolant outlet temperature of up to 930 ◦C

[9], higher than either the HCPB (650 ◦C) or WCLL (330 ◦C) and may therefore

eventually lead to more efficient electricity production.

5.2.4 Reactor Architecture

5.2.4.1 Divertor Constraints and Configuration

The divertor architecture in all the simulated reactors here is based on the single-

null ITER design [84] [108], which is currently the baseline option considered for

EU-DEMO [6]. The steady-state heat flux onto the divertor set to < 6 MW/m2,

below the maximum steady-state heat flux of ≈ 10 MW/m2 expected in ITER

[84] and we consider this an easily achievable conservative choice, manageable with

techniques such as divertor impurity seeding (e.g. in EAST which maintains high

H98 [180]) or moving the divertor strike points (e.g. in SPARC [4]). In our PROCESS

simulations we have allowed the argon impurity fraction to vary, to facilitate re-

duced power to the divertor through argon ionisation and bremsstrahlung. Other

advanced techniques developed for much smaller machines with commensurately

much higher fluxes are also potentially available including long legged [181, 182] or

snowflake divertors [183] but they require additional plasma shaping coils which are

exposed to large neutron fluxes, or raise demands (and costs) on the existing coil

system [184, 185] (e.g. in ITER, the current through the upper-most and lower-

most solenoid modules would have to be increased by more than a factor of 10 [186]

in order to produce a snowflake). In the large, capital-cost minimised machines con-

sidered the primary limiting factor preventing smaller sized reactors was the yield
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stress of the magnet support structural material rather than the heat flux to the

divertor; theses divertor configurations were therefore not needed. A hard limit of

Pseparatrix/Rmajor = 20 MW/m-1 was set, similar to the values of Pseparatrix/Rmajor

= 17 and 30 MW/m-1 expected for EU-DEMO and J-DEMO respectively [187].

We found that increasing the Pseparatrix/Rmajor limit had negligible effect on our

cost-optimal designs because they are predominantly magnet stress limited.

5.2.4.2 Number of Toroidal Field Coils

All reactors in this work have 18 toroidal field coils and a maximum field ripple

at the plasma outboard mid-plane of 6 % (in following with EU-DEMO designs).

Ripple cannot be avoided, but must be kept low in order to reduce ripple-induced

drift of trapped particles and associated energy losses [188]. PROCESS runs were

performed to ascertain the cost-optimal number of coils for each reactor run in this

chapter and for the baseline reactors in the following chapter. In all cases 18 was

the optimum amount. The difference in total capital cost between a given reactor

with 18 or 20 TF coils was typically quite small: for R1BL the difference was only

0.3 %. Having a greater number of coils reduces the peak field that each coil must

produce (due to the coils be closer together, and the field between them ‘dipping’

less), thereby slightly reducing the coil size and overall reactor volume. Each added

coil however increases the cost of the magnet system.

5.2.4.3 Coil Structural Support

The maximum allowable shear stress (used for the Tresca yield criterion in PROCESS)

was set to 660 MPa for both the CS and TF coils, 2/3 of the yield stress of standard

fusion relevant, high strength structural steels [189]. A bucked and wedged (B&W)

coil support structure [77, 190] has been incorporated in all reactors studied here.

Performing dedicated PROCESS runs, we found that a B&W support structure re-

duces R1BL’s CS coil bore by 13.7 % (27.9 cm), TF coil thickness by 13.4 % (10.9

76



5.2.4.4. Central Solenoid Use and Burn Time

cm) major radius by 5.6 % (40.7 cm) and capital cost by 400 M$ compared to a

conventional wedged support structure that isolates the TF coils from the CS coil

(as in ITER [17]). In the B&W support structure, stresses are shared throughout

the whole support structure, rather than constrained to the supports of individual

coils, reducing the size of the steel support structure required. The TF coils are

wedged in a circular vault which bucks onto a low-friction bucking cylinder which

itself is in contact with the central solenoid. Such an architecture does however

require the use of a bespoke low-friction interfacial material [77] and comes at the

cost of reduced plasma shaping flexibility, and additional cyclic loading on the TF

coils [191] which reduce the fatigue-limited lifetime of the TF coil casing and has

not been accounted for in our calculations.

5.2.4.4 Central Solenoid Use and Burn Time

We have chosen to include both a central solenoid coil and auxiliary heating system

for current drive, start-up and plasma heating. To minimise the size of the central

solenoid, a large 50 MW ECRH auxiliary heating current drive was used. This

ECRH power follows EU-DEMO [6], which would already be the largest ever built

and limits any further reduction in the blanket volume (as auxiliary heating systems

take up valuable first wall surface area) and hence the tritium breeding ratio and

electricity generated. The 50 MW ECRH system produces 10 – 15 % of the plasma

current. It was taken to have a power conversion efficiency µCD,conv = 0.4, and

normalised current drive efficiency of γCD = 0.3 - taken from the PROCESS DEMO

2018 baseline values and slightly more conservative than assumed for EU-DEMO

[192]. PROCESS was then given freedom to vary the inductive and non-inductive

current fractions and yielded an inductive (CS and PF coil driven) current fraction

of ≈ 50 % (the exact fractions depend on the reactor in question) and a bootstrap

current fraction of ≈ 40 %. Each coil system produced ≈ half of the total magnetic

flux at all times.

A number of novel plasma start-up techniques have been developed that could in
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principle reduce the demand on the CS coil, and therefore reduce its size and cost.

Helicity injection is a promising family of technologies and have seen implement-

ation in a number of smaller tokamaks [193]. The most powerful system under

construction is NSTX-U [194] which is predicted to produce > 400 kA. Merging

compression (MC) has seen some success in spherical tokamaks [195, 196, 197] and

is expected to be used in Tokamak Energy’s ST-40 reactor [198] and produce a

2 MA current. To date MC magnets have been inside the vacuum vessel which

brings with it huge neutron fluxes and the requirement for frequent replacement,

reducing reactor availability. Designs that improve the location of the MC magnets

will be developed, but we consider this approach too high risk at this time. Up

to 200 kA current has also been achieved inductively using the PF coil systems in

JT60-U (with supplementation from the lower hybrid current drive system) with

1.9 Wb flux [199], but higher currents must be demonstrated before this technique

becomes a practical solution for reactors of the scale considered in this work.

A radio frequency (RF) current drive was chosen for the auxiliary current drive

system as it is cheaper, requires less neutron shielding, and consumes a smaller

blanket volume than the alternative neutral beam injection system [200] [201]. In

principle the ECRH system could be exchanged for a different 50 MW RF current

drive option without changing the overall reactor design should ion cyclotron or

lower hybrid current drive systems prove more efficient or reliable in future. For an

EU-DEMO-like reactor, at present ECRH has the most flexible power deposition

which gives the highest current drive efficiency [192].

For both the 100 MWe and 500 MWe reactors considered here, the cost is not

very sensitive to burn-time so we have chosen to adopt the EU-DEMO standard

of 2 hours [6]. The variation in the cost-optimal central solenoid bore, thickness

and flux generation as a figure of required plasma burn time and resulting reactor

capital cost are shown in figure 5.1.
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Figure 5.1: Top: Total absolute central solenoid coil (CS) and poloidal field coil
(PF) flux, central solenoid bore and thickness, and (Bottom:) plasma major radius
and plant total capital cost as a function of plasma burn time, of 100 MWe tokamak
power plants with REBCO CS and TF coils and Nb-Ti PF coils (i.e. magnet
materials as per the R1BL reactor design) optimised for minimum capital cost.
Note that R1BL has a 7200 second plasma burn time.
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5.3 Optimised Radiation Shielding

In this section we optimise the thickness of the radiation shield made from tunsten

carbide (considered the primary candidate for neutron shielding in tokamak power

plants [91, 202]). A thinner shield is cheaper and enables more compact reactor

designs. However, the shield must be thick enough for both the lifetime of the

tokamak to be sufficiently long, and the cryogenic load to be sufficiently small. We

start by using state-of-the-art MCNP [149] calculations for the flux spectrum at the

first wall for a cost-optimised, H98 = 1.2, 100 MW REBCO CS and TF and Nb-Ti

PF tokamak. Then we use MCNP attenuation coefficients derived for neutron flux

attenuation through slab geometries, to provide empirical attenuation coefficients

for what we call in this thesis ‘benchmarking calculations’. We have used them here

to calculate the lifetime and cryogenic load for a range of simplified tokamak designs

using different radiation shield thicknesses. These quick calculations provide a

broad brush insight into how changes in the component parts and size of the shield

affects the tokamak’s performance. Then we progress to MCNP [149] calculations

that include the full complexity of the tokamak geometry, and optimise the neutron

shield thickness more accurately. These calculations finalise the shield thickness of

our preferred reactor R1BL (see section 5.4.7) and the other tokamaks in this and

the following chapters. We go on to use the properties for the optimised shield in

our cryogenics analysis to calculate the helium coolant mass flow rate required.

5.3.1 Neutronics - Thermal Load and Lifetime

5.3.1.1 Benchmarking Calculations

The incident neutron flux density spectrum at the first wall (FW) for R1BL IFW,RT(E)

(n cm−2 s−1) was calculated using MCNP in terms of i different energy bins of width

dEi and average energy Ei (and the 175 Vitamin-J energy bin width size distribu-

tion [203] - a choice which does not significantly affect any results in this work).
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For all other tokamaks under consideration, the flux density in any ith energy bin

was then simply given by

IFW(Ei) = PTotal
PRT

IFW,RT(Ei) , (5.3.1)

where the flux density has simply been scaled by ratio of the total fusion power of

the tokamak under consideration to the total fusion power of the cost-optimised

REBCO tokamak PTotal/PRT .

We then take the thermal load onto the TF coils after passing through all the walls

(the first wall, blanket, neutron shield, vacuum vessel and thermal shield) to be

PTF = A
∑
Bins

gIFW(Ei)×

Ei{
Walls∏
i

exp[−aµixi](1−
TF Coils∏

i

exp[−aµixi])} .
(5.3.2)

where A is the surface area of the first wall. We have introduced two geometrical

factors: g which accounts for only a fraction of the flux reaching the cryogenic sys-

tem where g = (Rmajor −Rminor) /Rmajor (i.e. the cryogenic system unlike say the

shielding, does not cover the entire surface of the toroid), and a which accounts for

the volume of a curved surface being smaller (and therefore attenuating less (on the

inner leg of the important TF coils) than a slab where a = 1−tAll Walls/2.rAll Walls.

For R1BL, Rmajor = 6.750 m and Rminor = 2.145 m. Also tAll Walls = 1.238 m

taken for the first wall, breeder blanket, neutron shield and vacuum vessel given in

Table 5.5 and rAll Walls = 3.383 m from Figure 5.2, so g = 0.682 and a = 0.817. Be-

cause these corrections appear in exponential functions, they significantly improve

the agreement between the benchmarking calculations and the MCNP calculations

provided below. The empirical attenuation coefficients used were those calculated

using MCNP for neutron transmission through 30 cm blocks of mono-material [202]

and averaged for all fast neutron flux (E > 0.1MeV). This approach ignores the

complexity of the multiple nuclear interactions (discussed below) and simply asso-

ciates the reduction in energy and flux with a single attenuation coefficient. Table

5.4 lists the empirical values for the attenuation coefficients as well as those derived

using established total nuclear cross sections for comparison.
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Material µTCA(E > 0.1MeV)
(m−1)

µi(E > 0.1MeV)
(m−1)

Tungsten 42.71 19.55
304B7 Boronated Steel 39.92 16.44
316 Stainless Steel 40.06 15.31
Copper 34.71 14.98
Niobium 34.77 13.73
Beryllium 39.97 14.61
Tin 15.75 12.06
Zirconium 26.26 11.87
Gadolinium 19.85 12.63
Titanium 15.75 13.01
Water 13.73 8.15
Aluminium 21.43 13.53
Lithium 13.16 10.72
Helium (liquid) 4.56 9.45
Hydrogen 1.94 2.45
Tungsten Carbide 23.06 18.9

Table 5.4: Mean attenuation coefficients for (fast) neutrons of energy > 0.1 MeV of
tokamak relevant materials. µTCA are calculated from total neutron cross section
data [204]. µi calculated using data from MCNP calculations of neutron transmission
through a 30 cm block of (ith) mono-material [202] except for Tungsten Carbide
which is derived from the MCNP data in figure 5.3.

To calculate the lifetime of the tokamak, we note that neutron flux density initially

increases Jc in superconductors, due to an increase in the density of fluxon pinning

sites [43], but eventually causes a sharp decrease after a fluence of ≈ 3.9 × 1022

fast neutrons m−2, for Eneutron > 0.1 MeV. We have used this fluence threshold

(also known as the Weber dose limit [205]) to calculate the magnet lifetime of the

toroidal field (TF) coils τTF (s), where

τTF = 3.9× 1022∑
Bins gIFW(Ei){

∏Walls
i exp[−aµixi](1−

∏TF Coils
i exp[−aµixi])}

. (5.3.3)

To validate these benchmarking calculations, we input the radial build dimensions

and fusion power for ITER [17] and compared the values obtained to more detailed

neutronics calculations [206]. With PITER,fus = 500 MW, a first wall surface area

of 610 m2, RITER,major = 6.20 m, RITER,minor = 2.00 m, tITER,All Walls = 0.808

m and rAll Walls = 3.817 m (as shown in Table 5.1), our benchmarking calculations
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Figure 5.2: Cross-sections and inboard mid-plane radial build of the preferred
reactor R1BL (a cost-optimised H98 = 1.2, 100 MW net electricity tokamak with
REBCO toroidal field and central solenoid coils) with an optimised 25.0 cm neutron
shield. Details of the layers can be found in the second column of table 5.5. The
inboard blanket is 53 cm in radial thickness and based on the EU-DEMO helium-
cooled pebble bed design [175], guaranteeing a tritium breeding ratio > 1.1.

yield a TF coil nuclear heating of 32.8 kW, within a factor of two of the expected

range of 14 - 18 kW [206]. The calculated magnet lifetime for ITER is 23.6 full-

power years. After this we changed the neutron shield to be tungsten carbide

and used PROCESS to vary the thickness of the components of the radial build and

found the first approximate design of the preferred tokamak (the data for this

initial design are listed in table 5.5). Having found the first approximate design for

the preferred tokamak, MCNP was then used to finalise the shield thickness.

83



5.3.1.1. Benchmarking Calculations

Section Layer Material
composition

initial
component
thicknesses
(m)

preferred
design
thicknesses
(m)

First wall Armour Tungsten 0.010 0.010

Cooling 90% Glidcop,
10% water 0.008 0.008

Breeder
blanket

37.5% TiBe12
37.5% Li2SiO4
9.7% 316 stainless steel
15.3 % He

0.530 (0.910) 0.530 (0.910)

Gap Air 0.010 0.010
Neutron shield Tungsten Carbide 0.214 0.250
Vacuum vessel Wall 316 stainless steel 0.060 0.060

Interior
60% 304 stainless steel
with 2% Boron
40% water

0.200 (0.350) 0.200 (0.350)

Wall 316 stainless steel 0.060 0.060
Gap Air 0.010 0.010
Thermal shield 316 stainless steel 0.050 0.050
Gap Air 0.065 (0.75) 0.065 (0.75)
TF coil TF coil casing 316 stainless steel 0.050 0.052

Insulation
45% Fibreglass tape
45% Kapton tape
10% epoxy resin

0.018 0.018

Winding pack

<1% REBCO
51% Copper
28% Hastelloy
20% He

0.460 0.550

Insulation
45% Fibreglass tape
45% Kapton tape
10% epoxy resin

0.018 0.018

TF coil casing 316 stainless steel 0.070 0.070

Table 5.5: Thicknesses and material compositions (derived from the ITER radial
build) of the layers between the first wall and the central solenoid at the inboard
mid-plane for the initial 100 MW net electricity REBCO CS, TF and Nb-Ti PF
reactor using a neutron shield thickness from the benchmarking calculations. As
well as those for the preferred reactor R1BL using a neutron shield thickness optim-
ised using MCNP. Outboard dimensions are shown in brackets () where significantly
different.
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5.3.1.2 MCNP Calculation

The MCNP code is a dedicated numerical solver that considers the progressive cre-

ation and loss of approximately 4000 isotopes, via decay and nuclear reactions.

These calculations include the complexity of flux in all directions, and the geometry

of the component structures of the tokamak under consideration [207, 208]. It is

used here to calculate the changes in the neutron flux and gamma flux as they pass

through the component walls and magnets of the tokamak. The calculations do

not include changes in composition or microstructure that affect mechanical prop-

erties, such as embrittlement or swelling [209, 210], nor do they include changes

in transport properties, such as thermal or electrical conductivity [211], or mag-

netic properties. The MCNP calculations presented in this section were conducted

by Anthony Turner and Jonathan Naish of the CCFE Neutronics group.

Having used the benchmarking calculations to identify the first approximate broad

optimal design for a cost-optimised REBCO tokamak, we repeated the nuclear

heating and superconductor lifetime calculations using MCNP near the optimal shield

design. The space for the tungsten carbide radiation shield was set as a 30 cm

block and split into six, 5 cm thick sections. The sections were successively set

as void regions starting from the plasma facing side, and the neutron and photon

flux density spectra were calculated for materials throughout the entire tokamak

together with the lifetime and cryogenic load on the TF coil system, which are

shown in figure 5.3. The MCNP calculated lifetimes and TF coil nuclear heating as

a function of shield thickness are ≈ 3-4 × and ≈ 4 × lower than the corresponding

benchmarking values for a given neutron shield thickness. This is as expected, as

the simple attenuation approach results in a larger > 10 MeV neutron flux but

lower 0.1−10 MeV neutron flux at the magnets. Thus the total fast neutron flux is

lower (resulting in a longer superconductor lifetime) but the total power deposited

in the magnets is larger (resulting in a larger nuclear heating).

The optimal tungsten carbide neutron shielding thickness was calculated to be
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Figure 5.3: Nuclear heating in the TF coil system and number of full-power
operation years until the Weber dose limit [205] is achieved for the preferred reactor
R1BL (a cost-optimised H98 = 1.2, 100 MW net electricity tokamak with REBCO
toroidal field and central solenoid coils) as a function of the thickness of its tungsten
carbide neutron shield as calculated by MCNP (closed squares) and the benchmarking
calculation (open diamonds). The material layers between the plasma and the TF
coil are given in table 5.5. The dotted black lines indicate the minimum 40 year
conductor lifetime limit (and corresponding minimum shield thickness as calculated
by MCNP). The dotted red lines indicate the maximum 10 kW heating limit on
the TF system (and corresponding minimum shield thickness as calculated by our
benchmarking calculations).

24.5 cm, based on a 40 year superconductor lifetime criterion. With this shield

the combined nuclear heating on the TF coils was only ≈ 1.4 kW. We note that

if we had chosen to reduce the lifetime to just 3 years, the shielding would have

reduced to 9.8 cm, but at the price of the nuclear heating increasing to a large

value of 17.2 kW and the cost reducing by less than 5 %. We did not pursue this

option further. A 25.0 cm shield was then employed for all of the further PROCESS

calculations. A breakdown of the resulting R1BL reactor radial build (with this

25 cm shield) is shown in table 5.5 and figure 5.2. The approach we have adopted

here has identified the important properties of our preferred reactor using state-of-

the-art MCNP calculations. The benchmarking data in Table 5.4 demonstrates that

the neutron flux typically reduces by an order of magnitude every 15 cm or so.
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Figure 5.4: Neutron and photon induced wall loading along the mid-plane within
the preferred reactor R1BL (a cost-optimised H98 = 1.2, 100 MW net electricity
tokamak with REBCO toroidal field and central solenoid coils) with an optimised
25.0 cm neutron shield. The radial positions of the central solenoid coil (light
pink), toroidal field coil legs (blue), vacuum vessel (green), neutron shield (black)
and blanket (deep pink) are shown.

This makes clear that (unless frequent replacement of the magnets is envisioned)

the range of wall thicknesses available to the fusion engineer is relatively small for

any reasonable lifetime and thermal power load into the magnets.

Neutron and photon wall loading data are shown in figure 5.4. The neutron and

photon spectra as a function of depth into the R1BL reactor wall at the inboard

mid-plane are shown in figure 5.5. The data are presented as flux density per unit

lethargy (i.e. flux density in the ith bin, divided by the ith energy bin width, and

multiplied by the average energy in the bin) versus energy. This form of the data is

independent of the details of how the bins are discretised and enables comparison

with for example Weber [205] who finds a peak value of ≈ 4×1012 n m−2 s−1 at the

magnet location, that is similar to the peak flux of 2.3 × 1012 n m−2 s−1 incident

on the TF coils shown in figure 5.5. We note that the gamma flux is similar to the

neutron flux although to our knowledge there are no confident reports of how this

may affect the lifetime of the superconductors.
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Figure 5.5: MCNP calculated (a) fast neutron flux and (b) gamma ray flux through
the poloidal cross-section of the preferred reactor R1BL (a cost-optimised H98 = 1.2,
100 MW net electricity tokamak with REBCO toroidal field and central solenoid
coils) with an optimised 25.0 cm neutron shield detailed in the right hand column
of table 5.5. (c) The neutron flux spectrum and (d) photon flux spectrum as a
function of distance into inboard mid plane of R1BL with an optimised 25.0 cm
neutron shield. These spectra were converted to flux density per unit lethargy
by multiplying the spectral histogram fluxes by the ratio between the energy bin
average energies and the bin widths.

88



5.3.2. Cryogenic flow - Benchmarking

5.3.2 Cryogenic flow - Benchmarking

In this work, we assume that the cryogenic heat load is broadly constant through-

out a plasma pulse and distributed evenly throughout each cooling channel. The

benchmarking thermal calculations only consider the TF coils (whereas the detailed

PROCESS calculations consider the entire magnet system - TF, CS and PF coils).

The temperature of the superconductor can be estimated using Newton’s law of

cooling [212]

Tsc(x) = Tcoolant(x) + ∆Tcoolant-sc =
(
T inlet

coolant + Qx

ṁLchannelcp

)
+ Q

WpLchannelh
,

(5.3.4)

where ∆Tcoolant-sc is the difference between the temperature of the coolant and that

of the superconductor, Q is the heating load (in Watts) in each cooling channel,

Lchannel is the cooling channel length, Wp is the cooling channel wetted perimeter,

ṁ is the coolant mass flow rate, x is the distance along the cooling channel, cp(T )

is the coolant specific heat capacity per unit mass, and the heat transfer coefficient,

h(T, p), can be derived from the Dittus-Boelter equation, written in terms of the

Nusselt number, Nu, [213];

Nu = hDh

κ
= 0.023Re0.8Pr0.4 , (5.3.5)

where Dh is the cooling channel hydraulic diameter, κ(T, p) is the coolant thermal

conductivity, Re(T, p) = ṁDh/µ(T, p)Acoolant is the coolant Reynolds number,

Acoolant is the coolant cross section, Pr(T, p) = µ(T, p)cp(T, p)/κ(T, p) is the coolant

Prandtl number and µ(T, p) is the coolant dynamic viscosity. From the maximum

pressure drop allowed, the maximum mass flow rate can be calculated using the

Darcy-Weisbach equation [213]

∆P (x) = fdxρV 〈v〉2

2Dh
(5.3.6)

where ρV is the density, 〈v〉 = ṁ/ρAcoolant is the mean coolant flow velocity and

the Darcy friction factor fd can be expressed in terms of the Reynolds number and
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cp
(J kg−1 K−1)

κ
(W m−1 K−1)

ρ
(kg m−3)

µ
(MPa s)

Water (293 K) 4183 0.598 998 1005
N2 (65 K) 1165 0.174 861 282
Ne (30 K) 2009 0.138 1156 89
He (30 K) 5312 0.034 8 5
He (20 K) 5472 0.027 12 4
He (4.5 K) 3955 0.021 143 4

Cu Resistivity
(Ω m)

Al Resistivity
(Ω m)

293 K, 0 T 1.7×10−8 2.7×10−8

65 K, 0 T 1.5×10−9 1.1×10−9

65 K, 6 T 9.9×10−9 2.9×10−9

20 K, 0 T 2.8×10−11 9.0×10−12

20 K, 6 T 3.1×10−10 6.8×10−11

Table 5.6: Above: Useful cryogenic materials properties under 5 bar pressure [214].
Below: (magneto)resistances of RRR = 1000 copper and RRR = 10000 aluminium
[170, 215, 216].

void fraction in the cable - Vcoolant as [213]

fd = 19.5/Re0.7953 + 0.0231
V 0.742
coolant

. (5.3.7)

We validate this benchmarking approach by considering the JT60-SA tokamak

and the materials properties used in table 5.6. Using Acoolant = 1.27 × 10−4m2,

Dh = 4.57 × 10−4 m, ṁ = 3.5 g s−1, Vcoolant = 0.32, T inlet
coolant = 4.4 K, an inlet

pressure of 5 bar, Lchannel = 123.3 m (5 double pancakes per TF coil, each of

length 296 m [155] and 12 cooling channels per TF coil [213]), the time averaged

heat load on each coolant channel is 12.1 W. Equations 5.3.4 - 5.3.7 yield a pressure

drop of 0.9 bar and helium outlet temperature for each cooling channel of 5.2 K,

which compares favourably to more detailed calculations of 1.1 bar and ≈ 4.8 K

[213].

For our preferred choice reactor R1BL, PROCESS gave 18 TF coils with a total cable

cross section of 39.6 cm2 and an inner (square) cross section of 23.6 cm2. We have

set the number of cooling channels per TF coil to be 10 (note JT-60SA has 12
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and ITER has 14), which given there are 100 turns per TF coil each of 36.4 m,

leads to Lchannel = 364 m. A 20 % conductor void fraction [217] then sets the

cooling channel hydraulic diameter in the superconducting cable to be 2.45 cm

(with Vcoolant = 1.0 within this channel). Setting the inlet temperature to 4.5 K,

inlet pressure to 5 bar and limiting the pressure drop along the coolant pipe to no

more than ∆P = 1.0 bar sets an upper limit on the fluid mass flow rate of ≈ 132 g

s−1 (much larger than in JT-60’s 3.5 g s−1 because the channel is much wider and

is unobstructed by conductor strands, with commensurately less drag). Assuming

similar TF coil winding pack circulator work, AC losses and static heat loads to

those in ITER, the TF coil coolant outlet temperature is 4.6 K. Hence we conclude

that the cryoplant performance required by R1BL is straightforward using existing

tokamak cryoplant systems.

It is interesting to consider whether, if operation were required at 30 K, a different

cryogen, would be preferred. Here we rule out hydrogen and oxygen mixes to avoid

unnecessary additional safety considerations and just consider neon. Under 5 bar

pressure, supercritical helium at 30 K has ≈ 6 % of its density and ≈ 120 % of

its dynamic viscosity at 4.5 K [214]. If we maintain the 1.0 bar pressure drop, the

mass flow rate reduces to 30 g s−1 resulting in an outlet temperature of 30.3 K. At

30 K and 5 bar, liquid neon has a density ≈ 9 × greater and a dynamic viscosity

≈ 25 × greater than He at 4.5 K. A 1.0 bar pressure drop leads in this case to a

mass flow rate of 380 g s−1 and an outlet temperature of 30.1 K. Hence, at at 30

K liquid neon only slightly outperforms supercritical helium as cryocoolant and so

is not required/considered further.
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5.4 Choosing the Optimal Superconductor

5.4.1 Nb-Ti

The Nb-47wt.%Ti alloy [218] is the most important commercial superconducting

material. It has been optimised for maximum critical current density between ≈

4 T and 6 T for MRI and accelerator magnet applications [23]. Its relatively low

upper critical field (Bc2(4.2 K) ≈ 10 T [53]) means that it has only been used for

the poloidal field coils in next generation fusion reactors such as ITER [54] and

EU-DEMO [6] (though it is being used for the TF coils in JT60-SA [48]).

5.4.2 Nb3Sn

Nb3Sn is a brittle intermetallic compound with Bc2(4.2 K) ≈ 20 T [219] which has

long made it the material of choice for applications when > 10 T fields are required.

The Nb3Sn superconducting matrix can also include tantalum and titanium [220]

(to increase the upper critical field) or hafnium [221] dopants (for improved Jc at

fields above 15 T). Nb3Sn cables are broadly produced in one of two ways: Wind

& React where unreacted cables are jacketed and wound into a coil which then

undergoes heat treatment; or React & Wind where the cables are heat treated and

then wound into a coil [222, 223]. When using the former process one has to be

careful about the fracture of the Nb3Sn filaments and consequent degradation of

the cables’ critical current during manufacture [58, 59] due to the different thermal

expansions of the cable jacket and superconducting filaments. The latter method

avoids this issue, but the reacted cable can only be used to produce magnets with

large bending radii. Nb3Sn is not considered in detail in this work because we have

found almost always that a cost minimised Nb3Sn reactor has a larger capital cost

than an equivalent REBCO reactor, as shown in table 5.2. However as discussed

below in section 5.4.9, Nb3Sn could still have a role to play in cost optimising
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graded coils where different superconductors are used within the same winding

pack.

5.4.3 REBCO

REBCO high temperature superconductors present an exciting possibility to op-

erate with high magnetic fields (> 20 T on coil) and at elevated temperatures (20

K and above). REBCO’s ≈ 90 K critical temperature [133] allows for large tem-

perature margins in cable design and higher operation temperature that reduces

cryo-power requirements. However it is a ceramic oxide material, that is prone to

brittle fracture under tensile strain > 0.3 - 0.7 % [224, 225] and tape delamination

under cyclic loading [61, 226]. Although stable against quenches, quench protec-

tion and detection are more demanding than in low temperature superconductors

due to REBCO’s low normal zone propagation velocities [227] and the low thermal

conductivity in the tapes (≈ 100 - 600 W m−1 K−1 at 20 K and zero field [228]).

Nevertheless, the exciting new results from MIT which achieved a field of > 20 T

[12] demonstrate REBCO cables are on a fast track to fusion applications [66].

5.4.4 New fusion-focused high-field superconducting alloys

Other Nb-Ti based alloys have been produced with larger upper critical fields than

commercial Nb-Ti. Indeed the record upper critical field at 4.2 K is held by a

quaternary alloy Nb 38.5%wtTi 6.1%wtZr 24.3%wtTa with Bc2(4.2 K) ≈ 13 T

[229, 230]. Although the alloy is not produced commercially, its higher Bc2 and

ductility make it a obvious candidate material to optimise for future high-field

fusion coils. In this work we have completed cost calculations using both the com-

mercially available Nb-Ti used in ITER, and quaternary Nb-Ti (with the implicit

assumption that fusion on an industrial scale would provide the commercial driver

for quarternary Nb-Ti if required, at a similar cost to current commercial Nb-Ti).

These calculations demonstrate that in fusion magnets, unlike accelerator mag-
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nets, it is is the low resistance rather than the high Jc values that is required. This

points to future work (beyond the scope of this thesis) developing fusion-focused

high Bc2 superconductors that may be new alloys, or perhaps exploit reduced di-

mensionality to produce high Bc2 [231] in say artificial multilayer alloys that bring

the potential advantages of more straightforward robotic handling, higher radiation

tolerance and higher strength than brittle materials and hence could displace high

temperature superconductors.

5.4.5 Critical Current Densities

All superconductors were modelled using the previously derived Ginzburg-Landau

scaling law for critical current density, equation 4.6.6, shown again here for con-

venience:

Jc,ENG(B, T, εI) = A∗(ε)
[
T ∗c (εI)(1− t2)

]2
[B∗c2(T, εI)]n−3 bp−1(1− b)q .

An applied strain of -0.5 % (equivalent to an intrinsic strain of -1.0%) was fixed

for all conductors, representative of typical cryogenic pre-strain (a compressive

strain of -0.58% is expected for ITER conductors [232]). Quaternary Nb-Ti has

not been commercialised or produced in wire form. Here we have addressed its

potential by using the literature values of Bc2(4.2 K) and Tc for bulk materials

reported in [229, 230]. All other fitting parameters for this quaternary material

were assumed to be the same as for commercial Nb-Ti. The scaling parameters for

the critical current densities of all superconducting strands and tapes modelled in

the PROCESS calculations are given in table 5.7 and are shown at 4.5 K in figure

5.6. When modelling the low temperature superconductors using PROCESS, the

cable conductor fraction of copper is 69 % and of superconductor is 31 %. The

cable conductor helium void fraction is 33 % (similar to the ITER cables [233]).

For REBCO, we have assumed the cable is fabricated with stacked tapes (similar

to [217]) and has a helium void fraction of 20 %. The operating current was in all

cases set to 100 kA and limited to 50 % of the cable critical current in all cases.
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A∗(0)
(Amm−2K−2T3− n)

T ∗c (0)
(K)

B∗c2(0, 0)
(T) p q n

Quat.
Nb-Ti 3.42×102 8.30 21.13 0.49 0.56 1.83

Nb3Sn 2.45×107 16.89 28.54 0.47 1.53 2.34
Comm.
Nb-Ti 3.42×102 9.04 14.86 0.49 0.56 1.83

REBCO 1.24×10−3 184.98 138.97 0.45 1.44 3.33

v s u w c2 c3 c4
εm
(%)

Quat.
Nb-Ti 1.42 - 0.0 2.2 -0.0025 -0.0003 -0.0001 -0.002

Nb3Sn 1.45 - -0.06 1.94 -0.7697 -0.4913 -0.0538 0.279
Comm.
Nb-Ti 1.42 - 0.0 2.2 -0.0025 -0.0003 -0.0001 -0.002

REBCO - 5.27 0.0 2.2 -0.0191 0.0039 0.00103 0.058

Table 5.7: Parameters for the Durham scaling law for the critical current density
of quaternary Nb-Ti [229, 230] and internal tin Nb3Sn [136]. Commercial Nb-Ti
and REBCO scaling parameters shown again for convenience.
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Figure 5.6: Whole strand/tape critical current density of commercial ITER spe-
cification Nb-Ti (Comm. Nb-Ti), quaternary (Quat.) Nb-Ti, internal tin Nb3Sn,
and REBa2Cu3O7 (REBCO where RE:rare-earth) at 4.5 K, used in this work.
Only quaternary Nb-Ti is not commercially available but could be optimised for
fusion.
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5.4.6 Cost-Optimised Superconducting Reactor Comparison

From table 5.2, we can see that R1BL with REBCO CS and TF coils is of a lower

capital cost that one with either Nb3Sn or Nb-Ti (at the REBCO unit cost of 30

$/kA m (6 T, 4.2 K)).The Quaternary Nb-Ti, REBCO and Nb3Sn reactor (R8AD,

R1BL and R7AD respectively) error margins on capital cost (≈ 5% - see section

4.1) do overlap. At the resolution that PROCESS can provide they are effectively

the same cost. The reactor with commercial Nb-Ti TF and CS coils is the most

expensive (and is statistically distinct from the other three reactors, taking the 5

% error margin) but R8AD and R7AD are essentially equal in capital cost. This

highlights the great benefit of increasing the Bc2 of Nb-Ti alloys for fusion purposes.

If quaternary Nb-Ti could be manufactured at the scales required for fusion power

then the data suggest that it could perhaps supersede Nb3Sn: for roughly the same

capital cost a reactor could be built with a ductile superconductor!

Taking the results in table 5.2 at face value, and ignoring the error 5% error: it

is not surprising that a REBCO reactor would be cheaper to build than a Nb-Ti

reactor given Nb-Ti’s low Bc2 (for example, see [234]), but it is interesting that it

would also be cheaper than a Nb3Sn reactor (should REBCO prices drop this low).

This cost reduction is due the smaller overall reactor volume: R1BL has a device

centre to outer-surface-of-the-TF-outer-leg width of 12.3 m and height of 14.6 m

compared to the 13.3 m and 15.7 m height of R7AD. The drivers for this larger size

are the cost-optimal specifications of the CS and TF coils: The REBCO CS coil

has an overall outer width of 2.38 m with a peak field of 14 T, and its TF coils are

0.71 m thick with a peak field of 12.6 T producing a field on plasma axis of 5.36 T;

compared to the Nb3Sn reactor’s CS coil outer width of 2.52 m and peak field of

11.5 T and TF coil thickness of 0.75 m and peak field of 12.1 T producing a field

on plasma axis of 5.16 T. The critical current densities of the REBCO cables in

the CS and TF at peak operating conditions were approximately double those of

the Nb3Sn cables, hence the smaller central solenoid and thinner TF coils, despite
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the higher fields. The ≈ 4 % lower toroidal field of the Nb3Sn reactor demands a

comparatively large increase in plasma volume of ≈ 16 % to achieve an equivalent

fusion power (see table 5.8). Therefore, the R7AD has a larger cost-optimal plasma

minor radius of 2.41 m and elongation (at the 95 % flux surface) of 1.60 compared

to the R1BL’s 2.15 m minor radius and 1.58 elongation. Note that this explains

why a REBCO reactor could be cheaper - but such a conclusion cannot necessarily

be drawn here, as the error margins on R1BL’s and R7AD’s capital costs overlap

(if only just).

In summary, R7AD’s coils are thicker and its plasma volume is larger, resulting

in ≈ 21 % larger volume and 7 % larger cost, despite its 25 % cheaper total

superconducting cable cost. Minimum capital cost is our primary figure of merit in

this work, so our preferred reactor must be the 100 MWe reactor with REBCO CS

and TF coils and (commercial) Nb-Ti PF coils, R1BL. The capital cost and power

balance of this reactor are displayed in figure 5.7. The recirculating power fraction

of the reactors in this section is far too high for “true” power plants: more power is

recirculated than net electricity produced! These reactors are not full-scale power

plants however, they are pilot power plants - designed to demonstrate the viability

of all integrated technologies for a power plant [15], for the lowest capital cost (not

the minimum recirculating power fraction or cost of electricity). Increasing the net

electrical output of a reactor significantly reduces the recirculating power fraction,

as evidenced by a drop in cost of electricity [142]:

Cost of electricity ∝ Net electric output in GW−0.6 . (5.4.1)

Although it is not advisable to do so (as stated in section 4.4) converting the reactor

capital costs in table 5.2 to 2021 US $ yields a range between ≈ 14 Bn$ and 17.5

Bn$, less than ITER’s 20 – 65 Bn$. We suggest that this mismatch is due to the

fundamental difference in design philosophy between the reactors in this work and

ITER. Here, we have categorically sought to minimise capital cost.
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Reactor
ID TF s.c. CS s.c.

TF (CS)
peak field
(T)

Field on
plasma
(T)

TF (CS)
steel %
(%)

Plasma
current
(MA)

Capital
cost
(1990 M$)

Rmajor
(m)

Rminor
(m)

Plasma
volume
(m3)

R1BL REBCO REBCO 12.5 (14.0) 5.4 52.8 (80.4) 13.6 4230 6.75 2.15 1020
R7AD Nb3Sn Nb3Sn 12.1 (11.5) 5.2 52.7 (70.7) 14.6 4520 7.21 2.41 1350

R2BL
Commer.
Nb-Ti

Commer.
Nb-Ti 9.2 (8.1) 3.4 45.2 (63.9) 18.9 5200 7.93 3.27 2860

R8AD
Quat.
Nb-Ti

Quat.
Nb-Ti 11.7 (10.6) 4.9 51.6 (70.1) 14.9 4530 7.28 2.49 1460

Table 5.8: Magnet performance and reactor size of capital cost minimised, H98 = 1.2, 100 MW net electricity reactors.The different
superconductors considered are the high temperature superconductor REBa2Cu3O7 (REBCO where RE:rare-earth), commercial NbTi
(Comm. NbTi) used in MRI scanners, and quaternary NbTi (Quat. NbTi) that is not yet available commercially.
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The reactors here are not science experiments with multiple possible operating

modes, plasma shapes, pulse lengths etc. They have one mode of operation and

a much-reduced specification as a result. Additionally, ITER’s construction is

deliberately diffuse: different countries (often multiple countries in parallel) build

and test components before shipping them across to world to Cadarache. Taking

the TF coils as an example: the conductors were manufactured in Japan, China,

the US, Russia and Europe; the TF cases were manufactured in Japan; and the TF

coils were assembled in Italy and Japan. The philosophy has been one of maximum

collaboration (and maximum bureaucracy) to enable all stakeholders to build their

own demonstration power plant post-ITER – not one of minimised costs, where

the reactor would be built by a single body, at, or close to, the final site.

The parameters that PROCESS was given the freedom to vary in all of the reactor

simulations in this chapter are shown in the table of iteration variables: Table 6.1.
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Figure 5.7: (a) Reactor power balance (where “Core Systems” includes the cryo-
system (46 MWe) and the tritium handling system (15 MWe)); (b) direct capital
cost breakdown of the preferred reactor R1BL (a cost-optimised H98 = 1.2, 100
MW net electricity tokamak with REBCO toroidal field and central solenoid coils).
Costs are in 1990 US M$.
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Figure of merit: Minimum capital cost
Iteration Variable Upper Bound Lower Bound
Aspect ratio - -
Toroidal field on axis (T) - -
Plasma major radius (m) - -
Volume averaged electron temperature (keV) - -
Total plasma beta (%) - -
Electron density (×1019 m−3) - -
F-value for density limit 1.1 -
Inboard TF coil thickness (m) - -
F-value for maximum wall load - -
Central solenoid thickness (m) - -
Safety factor at 95 % flux surface 50 3.45
F-value for the net electrical power generated - -
CS bore (m) - -
F-value for beta limit - -
CS overall current density at EOF (MA m−2) - 19
F-value for CS current at EOF 0.5 -
F-value for CS current at BOP 0.5 -
Ratio of CS overall current density at EOF & BOP - -
Non-inductive plasma current fraction - -
F-value for TF coil case stress - -
F-value for TF coil conduit stress - -
F-value for TF coil operating current 0.5 -
F-value for dump voltage - -
Max voltage across TF coil during quench (kV) 10 -
F-value for TF coil winding pack current density - -
Dump time for TF coil (s) 100 30
Inboard TF coil case outer thickness (m) - -
F-value for power through the separatrix 0.8 -
TF coil conduit case thickness (cm) - -
F-value for L-H power threshold - -
F-value for CS coil Tresca stress limit - -
F-value for radiation wall load limit - -
Fraction of steel in CS - -
F-value for max Zeff - -
Argon impurity f-value - -
TF coil Winding pack radial thickness (m) - -

Table 5.9: Iteration variables and bounds, for the reactor optimisation study. F-
values are the allowable factor changes in values, e.g. an F-value of 1.2 would allow
PROCESS to set a variable to 120 % of its predefined value. Note that this table
does not cover input parameters (there are too many to list here), for a full list of
all variables used see Appendix A.
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5.4.7 The Cost-Optimal Field on Coil

Despite having REBCO magnets, the cost-optimal field of R1BL at 12.6 T is some-

what lower than the ≥ 20 T on-coil fields proposed for SPARC and ARC [4, 9, 151].

We suggest that this is because of the explicit use of capital cost as the figure or

merit in the PROCESS (rather than maximum field, or minimum radius). The field

on coil can be increased above this, but the resulting cost-optimal reactor has a

larger overall volume (despite having a lower plasma volume) and is ultimately

more expensive (see figure 5.8). As we shall discuss in more detail in the following

subsection, the primary cost-limiting factor is the yield strength of the steel support

architecture. Increasing the toroidal field increases the required thickness of the

TF support casing, which demands an increase in the major radius of the reactor.

For example (allowing PROCESS to vary reactor design parameters) if the field on

plasma axis of R1BL is arbitrarily increased from 5.36 T to 6.5 T, the plasma

volume falls to 820 m3 from 1020 m3, but the major radius increases to 6.94 m

from 6.75 m - driven by the 27 cm thicker TF coils - and the capital cost increases

to 4320 M$ from 4230 M$. More advanced structural support architectures may

delay this cost increase, a topic we discuss in more detail in chapter 7.

5.4.8 Stress-limited, Jc-limited and Bc2 limited Magnets

In general, superconducting magnets can be: stress-limited, in which case the

Lorentz force induced stresses are close to the yield-stress of the component magnet

material; Jc-limited, where the current density in the superconductor is sufficiently

high to overcome flux pinning and the material may become resistive. Here we also

consider a type of Jc-limited, that we call Bc2-limited. In this case, the operat-

ing field is close to the upper critical field of the superconductor so the description

makes clear that increasingBc2 will significantly affect the operating field achievable

equivalent to the critical current density being low because of the superconductor’s

bulk critical properties rather than the strength of flux pinning per se. The limit-
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Figure 5.8: The result of changing the field on plasma axis from the cost-optimum
5.36 T (of the preferred rector R1BL) on the cost-optimal TF coil design, reactor
build and capital cost.

ing factors for magnets can be understood with reference to the hoop stress in a

magnet approximated by [41]

σhoop = BmagnetJRmagnet, (5.4.2)

where these are averaged properties over the magnet, and Bmagnet is the magnetic

field, J is the magnet current density, and Rmagnet is the radius of the magnet.

In commercial, small bore superconducting accelerator magnets such as those at

CERN, the operating current density of the component superconductors is close

to the critical current density of 109 A m−2 at the operating field of 16 T and the

magnets are Jc-limited. In contrast, the huge bore, R1BL reactor has Bcoil = 12.5
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T and a leg-centre to leg-centre distance at the mid-plane of 9.2 m. At σmax
hoop =

660 MPa the operating current density in the TF coil winding pack is ≈ 2.3 ×107

A m−2, two orders of magnitude lower than that in accelerator magnets or that in

the whole tape critical current density of REBCO at 12 T, 4.5 K (see figure 5.6). It

is important to distinguish whether a magnet is stress limited or Jc limited. If the

magnet is Jc limited improvements in Jc directly increase the field the magnet can

produce, whereas in a stress-limited magnet where say only a few percent of the

cross-section of the coil is superconductor, improvements in Jc only allow marginal

increases in the steel volume content whereas it is improvements in stress limits

(or design) that are markedly more beneficial because they increase the space for

more superconductor and hence increase the operating field. If the magnet is Bc2-

limited, increases in the superconductor upper critical field are most effective in

increasing the cost-optimal field on-coil. These considerations demonstrate that

in conventional aspect ratio tokamaks magnets are stress-limited and the overall

current density in the cable is far from the operating Jc limits of REBCO, and that

current superconductors are far from optimised for fusion applications. REBCO

magnets are stress-limited and cable design benefits most from improvements of

structural material, as it is the yield stress of the material (and the design of the

magnets, discussed below) that primarily determines operational limits and cost.

Likewise increasing the upper critical field of Nb-Ti (e.g. via the use of a higher

Bc2 alloy) would significantly improve its use in fusion magnets.

5.4.9 Graded and Sectioned Coils

In this thesis, we have used the most straightforward winding pack design which

uses the same superconductor cross section along the entire cable length (as de-

termined at the peak field on coil) [235]. In lower field regions the superconductor

operates well below its critical current density. However one can consider graded

coils in which the cross section of the cables are better tailored to the operating

current. In the lower field regions the the cross-section of the cables is reduced
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[223, 236]. Further cost reductions follow when cheaper superconductors are used

in the outer parts of the winding pack e.g. Nb-Ti in the low field regions, Nb3Sn in

the middle of the winding pack and REBCO in the high field regions [237]. Taking

the example of the solenoid coil in [238] and using a REBCO cost of 30 $/kA m (6

T, 4.2 K), we calculate the graded multi-superconductor solenoid has a materials

cost ≈ 21 % lower than the ungraded REBCO-only solenoid. There is a clear case

for grading even with TF coils. The inboard side of a tokamak TF coil outer leg

sees fields 50 % weaker than the maximum on-coil field (at the outboard side of the

TF inner leg), and the outboard leg sees fields 25 % weaker or less. The toppling

forces are also localised, meaning that grading the cable conduit thickness is also

viable.

As well as traditionally graded coils, the field-on-coil data of figure 5.9 show that

given we need remountable magnets to enable timely repair, we can also consider

sectioned coils, perhaps with a half-phi design: coils where the inner and outer coil

limbs are based on different superconductors [234, 239]. For the R1BL reactor TF

coils, the field on the outer limb is below 8 T, making Nb-Ti the obvious choice.

Nb-Ti at 8 T has a cost in $/kA m ≈ 16 × lower than that of REBCO at 12.5 T,

so adopting Nb-Ti outer limbs would reduce the R1BL’s TF coil direct cost by ≈

16 % (reducing the reactor’s overall capital cost by ≈ 2 %).

5.5 Comments on Spherical Tokamaks

Spherical tokamaks have several advantages over conventional aspect ratio toka-

maks and are being considered for pilot fusion power plants [75, 11]. Spherical

tokamaks operate at higher beta (of up to 40 % [240]) and at higher safety factors

(e.g. q95 = 8.9 in FNSF [13]) than conventional reactors, meaning that that their

plasmas are inherently more stable (and disruptions less likely) for a given field

on plasma axis [240, 241, 242]. Proposed spherical tokamak pilot plants designs

are also compact, with major radii > 3.5 m [11, 150, 50, 13] (in principle redu-
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Figure 5.9: Toroidal magnetic field strength as a function of position within the
R1BL through the reactor mid-plane. TF coil outlines are shown in black.

cing construction costs and time [243]) whilst producing fusion power gain ≈ 30

[11, 244].

Spherical tokamaks’ compact size however also increases average neutron wall load-

ing, above 3.5 MW m−2 in some proposed pilot plant designs [150, 50], more than

three times that of EU-DEMO [6]. This very high flux necessitates thick neutron

shielding (or breeding blanket) of ≈ 60 cm for the central column [13] (reducing

the field on coil for a fixed reactor major radius), or frequent remote replacement

of the central column magnets (on the order of every 3 years [50]). The small

size also increases the power through the separatrix (above 30 MW m−1 in some

designs [150, 50]) necessitating the use of advanced divertor configurations [245]

which would either make use of sacrificial, resistive, inboard coils (that are part of

a higher order reactor design than that discussed in this work) or require heavily

distorted TF coil architectures [184, 185]. As stated in the previous chapter, toka-

maks design studies have shown the cost of electricity is lower for large tokamaks,
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scaling proportionally to the electric power of the tokamak raised to the power

-0.59 (i.e. increasing the electric power by a factor 10 reduces the cost of electricity

by about 4) [142] and ultimately means that large fusion power plants will probably

be most cost competitive. Nevertheless compact spherical tokamaks may offer the

opportunity for lower capital costs to demonstrate fusion energy is commercially

viable - it is beyond the scope of this thesis on ITER-like aspect ratio machines

to assess to what degree these reductions are offset by the specific technical chal-

lenges of spherical tokamaks, and hence how effectively they provide a short-cut to

demonstrating commercial fusion energy is cost-effective.

5.6 Comments on Aluminium/Copper Tokamak

Power Plants

Copper [246, 247] and aluminium [248] have the best combination of high strength

and high electrical conductivity to have been the choices for for magnets in ex-

perimental fusion reactors. Resistive magnets for tokamaks are typically operated

at 300 – 400 K and do not suffer the same cut-off in current carrying capacity

with neutron fluence as superconductors, meaning that shielding requirements are

reduced and reactors can (in principle) be made more compact. However, the

(magneto-)resistivity of these materials is unchanged for many decades and can

be contrasted with developments in superconductivity where large scale projects

such as ITER and CERN continue to drive improvements in materials with higher

current density, and one can expect commercial fusion to drive the development

of the more neutron tolerant materials (e.g. high-field alloys). Resistive tokamaks

have indisputably helped drive our understanding of, and encouraged new designs

for, high-field fusion plasma physics. For example, ARIES-ST [50] which was de-

signed with only a 20 cm ferritic steel centre-post shield leading to a predicted

nuclear heating of 164 MW and total magnet system losses of ≈ 730 MWe, an

order of magnitude more than the cryoplant power and magnet system losses for
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the superconducting reactors in table 5.3.

Proposed resistive reactors however have very low plasma burn times (e.g. FIRE

[249] (a prototype reactor) with a 20 s plasma burn and ≈ 3 h repetition time)

or rely on non-inductive start-up mechanisms and assume large H98 & 1.5 (e.g.

ARIES-ST [50] and STPP [150]). Even the small size of proposed resistive toka-

maks would not obviously reduce their capital cost compared to superconducting

reactors. Both ARIES-ST’s cost of ≈ 4200 M$ (1990 $) and our PROCESS gener-

ated capital costs for a 100 MWe STPP-like reactor (with minimised capital costs)

of 5200 (1990) M$ shown in 5.10 are similar to (and larger than) the cost of the

H98 = 1.2 R1BL, and in fact larger than the H98 = 1.6 R3BL. The reduced costs

due to smaller size are counterbalanced by cost increases in coil bussing and power

conditioning. It has been argued that high temperature superconductors are an

essential technology that will enable commercial fusion power [168]. We broadly

concur that the scarce resources for commercialisation of fusion are best focussed

on de-risking and up-skilling in commercialising the unprecendently large super-

conducting magnets required, rather than resistive ones.
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3.42 1.40 3.20 0.55 7.56 2.50 5 19.4 5200 1670 100 530 -370

Table 5.10: Performance and cost of a steady-state H98 = 1.6, 100 MWe reactor with copper TF, CS and PF coils (with minimised
capital cost). Based on STPP [150].
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Using a similar validation process to the one in section 5.3.2, we first confirm

the reliability of our PROCESS calculations by comparing them with some simple

benchmark calculations and with JET experimental results. Our approach was to

compare the maximum current per resistive magnet turn to the maximum current

per superconducting magnet turn in a tokamak with space allocated to the magnets

equal to that in R1BL. Making explicit our use of Ampere’s law [250], we can write:

Iresistive
turn /IR1BL

turn = Bresistive
T /BR1BL

T (5.6.1)

where Iresistive
turn and IR1BL

turn are the coils’ currents per turn on the resistive reactor

and R1BL and BR1BL
plasma and Bresistive

plasma are the magnetic fields on plasma axis of R1BL

and resistive reactor respectively. The maximum current per resistive magnet turn

was calculated using

Qmax
cooling = (Iresistive

turn )2 %nLturn
(Aturn − π(Dh/2)2) (5.6.2)

where %n is the conductor resistivity, Lturn is the length of each turn and Aturn is

the cross-section of each turn. The maximum cooling power per turn Qmax
cooling is

given by

Qmax
cooling = ṁcp∆Tturn (5.6.3)

where ṁ is calculated from equation 5.3.6 noting that for ṁ ≈ 0.1 kg s−1 fd ≈

0.0231/V 0.742
coolant.

In each of JET’s 32 TF coils [152, 251, 92], there are 24 turns of length 15 m, and

average turn cross section of ≈ 32 cm2. Each turn has its own cooling channel

with a cooling channel hydraulic diameter of Dh = 1.5 cm, an inlet over-pressure

is 5 bar and ∆P = 0.5 bar. The temperature of the coolant is T inlet
coolant = 293 K

and ∆Tturn = 75 K. We have set the average copper magnetoresistivity over the

temperature range (and typical field ≈ 6 T) to be 2.20 ×10−8 Ω m (see table 5.6

[252, 170]) and used the well-known properties of water for the coolant (rather than

the anticorrosion fluid Galden HT55 used in practice). The simple benchmarking

equations above yield a current per turn of 63.4 kA, very close to the JET current
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per turn of 66 kA and resistive losses for the TF magnet system of 497 MW, close

to the JET power requirements of 700 - 1375 MW [92, 253].

Turning to use the geometry of R1BL, there are 18 TF coils each with 100 turns

each of length 38.1 m and a cross-section for each cable of 39.6 cm2. Following

JET, we consider resistive copper magnets operating at room temperature where

each turn has its own cooling channel. The inlet pressure was set to that of JET

with 5 bar and ∆P = 1 bar, as well as the temperature of the coolant, T inlet
coolant =

293 K and ∆Tturn = 75 K. The cooling channel hydraulic diameter was optimised

and found to be at 56 % of the cross-section (i.e. Dh = 5.3 cm). Equations

(5.6.1 - 5.6.3) then yield a maximum current per turn of 57.1 kA compared to

R1BL which has 100 kA per turn. Not surprisingly for resistive magnets, we find

a huge power consumption of 3 GW. We now consider whether running resistive

magnets at cryogenic temperatures is more viable and calculate the performance

of cryogenically cooled resistive aluminium magnets cooled to 65 K using liquid

nitrogen as the coolant, and then at 20 K using supercritical helium. Aluminium

and copper have similar room temperature resistivity (≈ 2.7 ×10−8 Ω m and ≈

1.7 ×10−8 Ω m respectively), but it is cheaper to make high-purity high-strength

aluminium than copper, so aluminium is generally preferred at low temperatures

for cyocooled resistive magnets. Ensuring the nitrogen doesn’t solidify or become

gaseous requires setting T inlet
coolant = 65 K and ∆T = 15 K. Averaging over the

temperature range, at 6 T and RRR = 10000, Al has a resistance of ≈ 3 ×10−9

Ω m [215, 216]. Using the benchmarking calculations we find the current in each

turn is only 35.6 kA which is lower than the 100 kA in R1BL. Of greater concern

commercially (also found below for 20 K) is that the required resistive heating is

148 MW which even with ideal Carnot losses require cryocooler work of 520 MW:

(ideal) cryocooler work = heat at 65 K× Th − Tc
Tc

. (5.6.4)

Turning to 20 K operation with ∆T = 20 K and using supercritical helium: aver-

aging over the temperature range, at 6 T and RRR = 10000, Al has a resistance of

≈ 10−10 Ω m [215, 216]. Under these conditions, the current in each turn is higher
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than the superconductor by about 50 % (were it not to be stress limited), however

the resistive losses of the Al magnet system would be ≈ 90 MW at 20 K equivalent

to huge cryocooler work 1.23 GWe. Our calculations show why superconductivity is

a disruptive technology for fusion: resistive magnets in a fusion power plant would

consume most of the power (and sometimes more) than the plant would produce.

At room temperature, huge levels of power are needed to drive the magnets them-

selves. At cryogenic temperatures, equally huge levels of power would be required

to drive the cryoplant.

Finally we note that plasma control is more demanding with resistive magnets com-

pared to superconducting ones. When the current changes in a resistive magnet,

along with the magnetic field changing, the temperature and the size of the mag-

nets change because of the thermal expansion of the various components. In the

superconducting case, the current does not substantially heat the magnets so the

differential thermal properties of the component parts of the tokamak play little

role. We also remind the reader that we have not included any calculations for

the cost of robotic replacement of resistive parts, which will almost certainly be

cheaper than removing and installing brittle superconducting components. How-

ever, we have not proceeded any further with calculations for resistive magnets

given their huge power demands, and that we feel the magnetoresistance of cop-

per and aluminium is well enough understood that no significant reduction in the

magneto-resistivity is likely. Our calculations, table 5.10, show that even if we

could find some way for the plasma to perform well beyond current expectations at

H98 = 1.6, we might get a little electricity. However given that resistive magnets

are a very mature technology and the lessons from history about what inevitably

happens to technologies that can’t evolve if they compete with a continuously im-

proving disruptive technology - superconductivity, we basically set aside considering

large resistive magnets in the tokamak for the rest of the thesis.
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5.7 Reducing the Tritium Breeding Ratio and

Required Net Electricity

It is useful to consider at this stage if there are any expensive technologies that could

be eliminated or reduced in scale from R1BL to reduce its capital cost. Primary

amongst these are the breeding blanket and the power plant, so here we chose to

focus on a reducing the tritium breeding ratio, and the net electricity output of

the reactor. As discussed briefly in section 5.2.3, a capital cost reduction of ≈ 24

% can be made by setting TBR = 0.9. This does not just reduce the cost of the

blanket (which makes up ≈ 12 % of R1BL’s direct cost, see table 5.2) but also

reduces the the reactor volume by 28 % (by reducing the inboard and outboard

blanket modules’ thicknesses by 64 %) and hence leads to a cost reduction A further

reduction to ≈ 69 % of R1BL’s capital cost can be made by designing the tokamak

to break-even rather than produce 100 MWe. The reduced necessary blanket size

would allow for a more compact Rmajor = 6.2 m, operating with a field on plasma

of 6.1 T and field on TF coil of 12.5 T. Such a tokamak would need to produce

≈ 560 MW fusion power. Investors may be concerned that either of these TBR

= 0.9 tokamaks wouldn’t actually demonstrate or de-risk a potential integrated

commercial technology: Commercial tokamak power plant must be self-sufficient

in tritium [177], and if a pilot plant is to demonstrate all necessary technologies

for a commercial reactor, then it follows that it too must show TBR = 1.1. We

conclude that there are no foreseeable substantial cost reductions for building a

practical tokamak on the timescales of the 2030-2040 deadline.

5.8 Conclusions

Using the PROCESS systems code we have modelled and minimised the capital cost of

100 MWe superconducting tokamaks with Nb-Ti PF coils, and TF and CS coils of

either commercial Nb-Ti, quaternary Nb-Ti, Nb3Sn or REBCO. Superconducting
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magnets must be shielded from the fusion neutron radiation to reduce the nuclear

heating on the magnet system to manageable levels (below 10 kW) and to reduce

damage to superconducting materials themselves (which have a lifetime neutron

fluence of ≈ 3.9 × 1022 neutrons m−2. A capital cost optimised shield will be as

thin as possible (whilst meeting the above specification) and we have employed

dedicated MCNP calculations to calculate the thickness of this shield for a 100 MWe

reactor: 25 cm tungsten carbide.

We also discussed the major design choices for all of our tokamaks: the plasma

energy confinement time; plasma β, density and safety factor; superconductor op-

erating temperature; tritium breeding ratio; divertor constraints and configuration;

coil structural support; central solenoid use and burn time. Our intention was that

the reactors in this work could be realistically built within the next 20 years, and

hence we have chosen components and operating conditions that have either already

been proven, or are “in the works” for ITER or EU-DEMO (granted EU-DEMO is

envisioned to begin operation around 2050, but with concentration of effort around

the single goal of completion - reducing the timescale by 10 years is not unreason-

able). Of those components we chose those most likely to yield a lower capital cost

reactor.

The chapter culminates in the presentation of our preferred reactor: a 100 MWe

REBCO CS and TF and Nb-Ti PF reactor. It is interesting to note that should

REBCO’s price fall to the predicted 30 $/kA m (6 T, 4.2 K) this reactor would

have a capital cost ≈ 300 M$ (1990 US$) lower than a Nb3Sn reactor. We expand

on this rector design in the next chapter, where we investigate the use of Nb-Ti

training coils. If the reactor is built with remountable magnets, we can ask: can we

use robust Nb-Ti (rather than brittle REBCO) during the commissioning stage of

the tokamak lifetime (thereby reducing risk of damage to the REBCO magnets),

and how effective would those training magnets be?
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Chapter 6

Using Training Magnets to

Reduce Reactor Risk

6.1 Introduction

The high temperature field superconductors REBCO and the low temperature

superconductor Nb3Sn are the candidate high field materials for the toroidal field

(TF) and central solenoid (CS) coils for fusion reactors. The ITER [17] and SPARC

[4] reactors use these materials and are expected to operate with fusion power

gain Qfus ≥ 10, as will other pilot fusion power plant reactors that will eventually

generate 100s MW net electricity (e.g. EU-DEMO [6], STEP [75], ARC [9]). During

the commissioning phase after construction, in addition to the high stresses that

occur in magnets during standard operation, unexpected, powerful disruptions can

also occur in the plasma such as vertical displacement events and associated halo

currents. In the JET reactor, such uncontrolled events induce forces of order 4

MN, that have lifted the entire vessel by 9 mm [254, 255]. These disruptions are

expected to be an order of magnitude greater in ITER [256]. More than half

of all unintentional disruptions in JET were not due to physics instabilities, but

were attributed to, for example, failure of one of the sub-systems, control errors or

human error. Fewer disruptions predominantly followed better technical operation
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of JET. In short, operating a tokamak properly requires completion of a ‘learning

curve’ that does not require full plasma power operation [95]. These uncontrolled

events would bring with them the risk of permanent and irreparable damage to

a tokamak with expensive brittle superconducting magnets. In ITER, were a TF

coil failure to occur before nuclear operation starts, one can reasonably expect it

to take 4 years to replace the coil (using an available spare). Once nuclear (i.e.

tritium) operation has begun, the activation in the reactor vessel would be so high

that, given there is no robotic control of magnet replacement, it would probably

not be cost-effective to replace a TF coil [257]. Unfortunately all the very high field

superconductors that we need in full operation for optimal (profitable) commercial

fusion are brittle, and the largest Nb3Sn fusion magnets ever produced to date (by

size or weight) were resistive from origin [258]. In this thesis, we propose using

Nb-Ti during the critical commissioning and testing phase because although it has

poorer high field performance, it is ductile and so is robust against mechanical

or brittle failure. We therefore (re)define “training coils” as remountable ductile

magnets that operate a lower field, but remove the risk of brittle failure of the

higher field, full-power magnets during reactor commissioning whilst still allowing

for thorough machine testing.

In this chapter we primarily consider the utility of these training coils in our pre-

ferred 100 MWe REBCO CS, TF Nb-Ti PF reactor, R1BL, from the previous

chapter. We do however also investigate the utility of swapping superconducting

coils more generally, and so have adopted two approaches: (a) using Nb-Ti training

magnets during the commissioning stage of a reactor cost-optimised with REBCO

magnets; (b) upgrading a reactor cost-optimised with Nb-Ti coils with REBCO up-

grade magnets. As well as the modelling cost-optimised reactors at the 100 MWe,

H98 = 1.2 scale as in the previous chapter, we also optimise the designs of 100

MWe, H98 = 1.6 and 500 MWe, H98 = 1.2. For each of these ‘baseline’ reactors,

the geometry was fixed and the superconducting materials used in the TF and CS

coils were replaced with either REBCO, commercial Nb-Ti or quaternary Nb-Ti.
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By “reactor geometry”, we mean the reactor’s physical build (e.g. the location of

the coils, thickness of blanket, location of the first wall, etc.) - the plasma shape

was allowed to vary. Where the materials in both magnet systems were replaced

the mutual size of CS and TF coils were allowed to vary so long as the overall

reactor radius and height changed by less than 1 % (equivalent to re-optimising

the cable dimensions and construction, but keeping the reactor radius and height

fixed) - note that this is beyond the accuracy of the PROCESS outputs. In all cases

the reactors were then re-optimised for maximum net electricity yield in order to

maximise the swapped magnets’ performance. For each reactor geometry the effect

of a reduction from the designed-for operating H98-factor to H98 = 1.0 was calcu-

lated (with a fixed reactor build) in order to assess the resulting drop in fusion

power and net electricity generation should plasma quality not meet the higher

values hoped for. All costs within this section are quoted in 1990 US$. We are

making the simplifying assumption that the use of training coils does not affect

overall reactor architecture and that remountable magnets are the same cost as

conventional (non-remountable) magnets, to first order.

We begin by highlighting the important issues concerning remote handling and

remountable coils in section 6.2. We then present the results for avenue (a): the

training coils for three baseline REBCO reactors (R1BL, R3BL and R5BL) in sec-

tion 6.3. The results from avenue (b) the upgrade coils for three baseline Nb-Ti

reactors (R2BL, R4BL and R6BL) are presented in section 6.4. We conclude by

reaffirming our preferred reactor R1BL as the optimal design for a mid 21st cen-

tury pilot power plant, ultimately recommending the use of Nb-Ti training coils in

section 6.5.

6.2 Robotics, Remountable Magnets and Joints

In high aspect ratio reactors of the type considered here (and similar to ITER

and DEMO), conventional robotics/crane systems can be employed to extract the
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CS and TF coils if they become damaged because they see little neutron flux

due to thick radiation shielding. The requirements on remote handling (RM) for

coils alone, are therefore not particularly demanding in the designs considered in

this work. However, maintenance of the first wall, blanket and the other internal

reactor components will be extremely challenging due to the high radiation levels

of order 100 - 600 GBq kg−1 remaining 4 weeks after shutdown [3], similar to

those found in the core container of a fission reactor 8 years after shutdown [259].

Specialised radiation hard RM systems as found in ITER’s/EU-DEMO’s internal

RM system [260, 261] will be required (and have not been included in the costs

for replacing a damaged irradiated magnet in this work). The economic damage of

a damaged or destroyed non-remoutable magnet would be unjustifiable: it would

put a power plant out of action for years. This risk is simply unacceptable for

a commercial plant, and is the reason why (in the author’s opinion) “life-time

component” magnets will not be permitted in future reactors.

Commercial reactors will require availabilities as large as possible (70% or higher).

Magnet failure forces the reactor to shut down, and repairs and replacements must

be made as swiftly as possible. Remountable magnets and joints will be required

to enable magnet replacement without having to cut open the vacuum vessel and

the shielding - and exposing the irradiated core. Remountable joints for both

low temperature superconductors [262, 239] and high temperature superconductors

[9, 263, 264, 265] have been designed, though to-date none have been incorporated

into working tokamaks. Indeed there is no published work (at time of writing)

demonstrating full-scale remountable joints. There have been preliminary works

on cable-to-cable remountable joints [66, 266] and there are no reasons why such

joints couldn’t simply be scaled to a full winding pack [61]. With concentrated

effort however, we are confident that full-scale, reactor ready remountable joints

are feasible by 2035-2040: non-remountable joints in superconducting magnets are

commonplace in large-scale magnets; multiple institutions are working together and

competitively to build them [66, 61, 266]; remountable joints are already present in
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resistive magnet tokamaks e.g. MAST-U. Remountable joints introduce additional

thermal load on the reactor cryo-system, though the required wall plug cryoplant

power to manage this is ≈ 1 MW [9] and has been omitted from the PROCESS

calculations here as it is small compared to the pre-existing cryogenic power demand

of order 40 - 50 MW. For example, soldered REBCO joints have resistances of ≈

50 nΩ cm−2 [267], which for an ITER TF coil system gives a total thermal load of

≈ 600 W and is only about 1 % of the existing heat load (and far below the ≈ 5

% accuracy of PROCESS models) .

In the current final development phase for commercial fusion, one would not want

to use brittle REBCO magnets in the commissioning phase for the reactor when

the risk of damaging the magnets is not well-known. Indeed, operating with Nb-Ti

training magnets may be required as part of regulatory licensing of the construction

prior to operation [268]. After the reactor has operated successfully for several years

and completed all its commercial requirements, in the post-demonstrator research

reactor phase one may reuse the Nb-Ti magnets as part of trialling new technologies

and component designs, because the risk of disruptions during such trials may again

be high.

During the commissioning of the reactor, the full-power REBCO coils must of

course be tested and commissioned themselves. Indeed the reactor will have to

itself be recommissioned at full power.The training coils will allow allow the opera-

tional team to iron out the majority of user error and manufacturing error related

disruptions and unexpected events which could destroy the brittle REBCO mag-

nets, before they are installed. Plasma will be generated, power plant systems will

be able to be tested etc. – simply not at full capacity, but close enough to full ca-

pacity to discover and significantly reduce the risk of magnet-destruction-capable

events. Experience has shown that the majority of disruptions occur at the begin-

ning of reactor life [95] - using training coils therefore puts the brittle full-power

magnets at much less risk.
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Figure of merit: Maximum net electricity yield
Iteration Variable Upper Bound Lower Bound
Toroidal field on axis (T) - -
Volume averaged electron temperature (keV) - -
Total plasma beta (%) - -
Electron density (×1019 m−3) - -
F-value for density limit 1.1 -
F-value for maximum wall load - -
Safety factor at 95 % flux surface 50 3.45
F-value for the net electrical power generated - -
F-value for beta limit - -
CS overall current density at EOF (MA m−2) - 19
F-value for CS current at EOF 0.5 -
F-value for CS current at BOP 0.5 -
Ratio of CS overall current density at EOF & BOP - -
Non-inductive plasma current fraction - -
F-value for TF coil case stress - -
F-value for TF coil conduit stress - -
F-value for TF coil operating current 0.5 -
F-value for dump voltage - -
Max voltage across TF coil during quench (kV) 10 -
F-value for TF coil winding pack current density - -
Dump time for TF coil (s) 100 30
F-value for power through the separatrix 0.8 -
F-value for L-H power threshold - -
F-value for CS coil Tresca stress limit - -
F-value for radiation wall load limit - -
Fraction of steel in CS - -
F-value for max Zeff - -
Argon impurity f-value - -

Table 6.1: Iteration variables and bounds used when modelling reactors with train-
ing and upgrade coils. Not that there are no geometric engineering iteration vari-
ables: the modelled reactors’ dimensions are limited by those of their corresponding
baseline reactor. F-values are the allowable factor changes in values, e.g. an F-
value of 1.2 would allow PROCESS to set a variable to 120 % of its predefined
value. Note that this table does not cover input parameters (there are too many
to list here), for a full list of all variables used see Appendix A.
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6.3 Training Coils for REBCO Based Tokamak

In this section we present reactor calculations for approach (a): reactors are cost-

optimised using REBCO CS and TF coils and training coils of either commercial

or quaternary Nb-Ti are swapped-in for the REBCO magnets and re-optimised for

maximum net electricity production in order to maximise their field yields. The

capital costs of the reactors with training coils were calculated as the cost of the

full-power reactor together with the cost of the training magnets alone. We have

assumed that other plant components can simply operate with reduced capacity,

so using training magnets would not incur any additional costs other than the cost

of the magnets themselves (including installation).

Table 6.2 shows that for R1BL, the use of commercial Nb-Ti TF and CS training

magnets during the training phase (R1T3) reduces fusion power to ≈ 60 MW

from 860 MW, and results in a electricity deficit of ≈ -180 MW. Despite the

less energetic plasma and the lower peak fields on TF coils (70 %) and CS coil

(66 %) that commercial Nb-Ti training magnets would generate, such coils would

nevertheless allow rather thorough machine testing during the plant commissioning

phase. Interestingly, quaternary Nb-Ti TF training magnets are almost able to

match the field of the full-power REBCO TF coils (93 %) when REBCO is used for

the CS coil (R1T2). These large percentages are because the high Bc2 quaternary

Nb-Ti coils are able to produce a large fraction of the stress limited cost-optimal

field and provide a prima facie case for the fusion community to develop new high

Bc2 ductile low temperature superconductors specifically for fusion, but with Jc

values that by the standards of other applications are (undemandingly) very low.

At H98 = 1.6 (Table 6.3, R3BL) the lower plasma current requirement (due to

the higher intrinsic plasma quality) reduces the peak field on the REBCO CS coil,

so commercial Nb-Ti CS coil produces 77 % of the CS coil peak field and the

quaternary Nb-Ti coil produces 87 %.

Similarly due to the higher H-factor, the CS training coils also do not have to
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produce as high a magnetic flux. The commercial Nb-Ti CS and PF system in

R3T3 delivers only 105 Wb compared to the 261 Wb of R1T3 (note that the plasma

current fractions of the respective baseline reactors are however approximately

equal at 62 % at H98 = 1.6 for R3BL and 66 % at H98 = 1.2 for R1BL). Given

the peak field on the CS remains 9.2 T in both cases and the number of turns

falls by only 10 %, the lower flux requirement allows a larger proportion of the

available CS-TF space to be occupied by the TF coils resulting in a 32 % larger TF

conductor cross-section - allowing for the production of the larger toroidal field.

The quaternary Nb-Ti case R3T4 is similar.
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Reactor
ID TF s.c. CS s.c.

TF (CS)
peak field
(T)

Field on
plasma
(T)

TF (CS)
steel %
(%)

TF (CS)
peak stress
(MPa)

Plasma
current
(MA)

Capital
cost
(1990 M$)

Fusion
power
(MW)

Net.
elec.
(MW)

Fusion
power
(MW)

Net.
elec.
(MW)

R1BL REBCO* REBCO* 12.5 (14.0) 5.4 52.8 (80.4) 660 (660) 13.6 4230 860 100 20 -190

R1T1
Commer
Nb-Ti REBCO 8.7 (14.0) 3.7 38.5 (80.4) 390 (450) 9.5 4580 90 -170 30 -190

R1T2
Quat.
Nb-Ti REBCO 11.6 (14.0) 5.0 47.1 (80.4) 600 (660) 12.6 4630 530 -20 30 -190

R1T3
Commer
Nb-Ti

Commer
Nb-Ti 8.8 (9.2) 3.7 44.9 (42.0) 560 (620) 8.6 4540 60 -180 30 -190

R1T4
Quat.
Nb-Ti

Quat.
Nb-Ti 11.0 (9.9) 4.7 47.1 (69.4) 660 (620) 11.0 4620 130 -150 40 -170

Table 6.2: Trained tokamaks designed for 100 MW net electricity and H98 = 1.2: Performance and cost data for the (preferred)
tokamak optimised for REBCO toroidal field and central solenoid coils with minimised capital cost (*) and training magnets of different
superconductors (with maximised net electricity yield). Also shown are the power values that would result, were a reduced H98 = 1.0
to occur in practice.
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Reactor
ID TF s.c. CS s.c.

TF (CS)
peak field
(T)

Field on
plasma
(T)

TF (CS)
steel %
(%)

TF (CS)
peak stress
(MPa)

Plasma
current
(MA)

Capital
cost
(1990 M$)

Fusion
power
(MW)

Net.
elec.
(MW)

Fusion
power
(MW)

Net.
elec.
(MW)

R3BL REBCO* REBCO* 12.6 (11.9) 5.2 52.0 (81.2) 660 (660) 10.9 3610 830 100 30 -190

R3T1
Commer
Nb-Ti REBCO 9.1 (11.2) 3.7 41.3 (81.2) 410 (240) 7.4 3920 140 -150 20 -190

R3T2
Quat.
Nb-Ti REBCO 11.8 (11.6) 5.0 48.5 (81.2) 590 (550) 9.2 3950 420 -50 30 -190

R3T3
Commer
Nb-Ti

Commer
Nb-Ti 9.3 (9.2) 4.0 52.3 (34.1) 450 (550) 7.3 4060 180 -130 30 -180

R3T4
Quat.
Nb-Ti

Quat.
Nb-Ti 11.9 (10.3) 5.1 48.9 (73.2) 650 (580) 9.4 4010 560 0 20 -190

Table 6.3: Trained tokamaks designed for 100 MW net electricity and H98 = 1.6: Performance and cost data for a tokamak optimised
for REBCO toroidal field and central solenoid coils with minimised capital cost (*) and training magnets of different superconductors
(with maximised net electricity yield). Also shown are the power values that would result, were a reduced H98 = 1.0 to occur in practice.
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The effect of a range of different H98-factors (H98 = 1.2 and H98 = 1.6) for the

two REBCO 100 MWe reactors R1BL and R3BL are shown in figure 6.1. For

increases in H98 factor above design expectations the fusion power is not greatly

increased. However, if the actual H98 factor achieved is below the design specifica-

tion, the plasma loses energy faster than it is supplied, energy confinement is lost

[269] and the plasma burn cannot be maintained for the required 2 hours. As a

result the fusion power collapses, resulting in negative net electricity production.

It is therefore critical that tokamak power plant designs are conservative with re-

gard to H98-factor and that they do meet plasma quality expectations, since the

consequences of unexpectedly poor performance are quite severe.

Figure 6.1: Fusion power, gross electric power and net electric power as a function
of operating H98-factor for the two reactors R1BL and R3BL with REBCO CS and
TF coils and Nb-Ti PF coils. R1BL and R3BL were optimised for minimum capital
cost (open data points) at H98-factors of H98 = 1.2 (red) and H98 = 1.6 (black) and
produce 100 MWe. Reactor builds were fixed. Reactors at higher or lower than
expected H98-factors were optimised to produce maximum net electricity (solid
data points). The discontinuities in fusion power that occur between high and low
H98 factors are due to a loss of energy confinement at H98 factors that are too low.
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Considering the 500 MWe REBCO design R5BL, the commercial Nb-Ti TF and

CS training magnets of R5T3 are able to generate 78 % field on TF (Table 6.4).

This larger percentage than in R1T3 is because the TF coils of R5BL reactor have

larger radii (11.1 m from leg centre to leg centre at the mid-plane compared to

the 9.2 m of R1BL) which reduces the optimal field on TF for the baseline design

due to the larger stresses (equation 5.4.2). The larger plasma current requirement

for the larger fusion power means that the poloidal field coils generate a larger

proportion of the magnetic flux (it is more cost-beneficial to increase the output of

the Nb-Ti poloidal field coils than it is to increase the size of the REBCO CS and

overall reactor volume as a result). In R5BL the PF system delivers 51 % of the

total magnetic flux, compared to 43 % of the flux in R1BL. The flux requirement

when the commercial Nb-Ti training coils are used drops from 446 Wb to 321 Wb,

so the (unchanged) PF system delivers 66 % of the flux, reducing the flux demand

on the CS, and its necessary size, allowing for larger TF coil thickness. This larger

thickness leads to a 24 % larger conductor cross section (in comparison to the R1BL

case) and the generation of an additional ≈ 0.5 T on-coil. Commensurately, a full

quaternary Nb-Ti set of training coil in R1T4 can generate a TF coil field of nearly

97 % of that of REBCO with a field on coil of 11.5 T. All three baseline reactors

in Tables (6.2 - 6.4), R1BL, R3BL and R5BL, operate with TF and CS coil stresses

of 660 MPa as this uses the minimum amount of steel and thereby results in the

lowest capital cost. Taking the case of R1BL, when only commercial Nb-Ti TF

training coils are used (R1T1), operation close to the upper critical field demands

a larger superconducting fraction and reduces TF coil steel fraction from 52.8 %

to 38.5 %. Operation below the designed-for field reduces stress on the TF by 270

MPa and CS by 210 MPa. When both TF and CS training coils are used (R1T3)

the steel fraction must also decrease (from 80.4 % to 42 %) in order to maximise

the CS superconductor fraction and magnetic flux the coil can generate. The peak

stresses rise closer to the 660 MPa limit as the mutual variation between the TF

and CS coil thicknesses allows for better optimisation of the coil steel fractions.
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Reactor
ID TF s.c. CS s.c.

TF (CS)
peak field
(T)

Field on
plasma
(T)

TF (CS)
steel %
(%)

TF (CS)
peak stress
(MPa)

Plasma
current
(MA)

Capital
cost
(1990 M$)

Fusion
power
(MW)

Net.
elec.
(MW)

Fusion
power
(MW)

Net.
elec.
(MW)

R5BL REBCO* REBCO* 11.9 (12.8) 4.2 51.9 (89.4) 660 (660) 25.3 5890 2120 500 1490 290

R5T1
Commer
Nb-Ti REBCO 9.1 (11.9) 3.2 52.7 (89.4) 260 (360) 179.5 6340 440 -70 220 -150

R5T2
Quat.
Nb-Ti REBCO 11.8 (12.6) 4.2 51.2 (89.4) 660 (660) 25.1 6460 2080 490 1490 290

R5T3
Commer
Nb-Ti

Commer
Nb-Ti 9.3 (9.1) 3.3 43.2 (52.2) 590 (660) 19.8 6490 1060 150 620 -10

R5T4
Quat.
Nb-Ti

Quat.
Nb-Ti 11.5 (11.0) 4.0 51.3 (72.8) 660 (660) 24.3 6500 1920 440 1250 210

Table 6.4: Trained tokamaks designed for 500 MW net electricity and H98 = 1.2: Performance and cost data for a tokamak optimised
for REBCO toroidal field and central solenoid coils with minimised capital cost (*) and training magnets of different superconductors
(with maximised net electricity yield). Also shown are the power values that would result, were a reduced H98 = 1.0 to occur in practice.
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6.4 Upgrade Coils for Nb-Ti Based Tokamaks

In this section we present reactor calculations for approach (b): reactors are cost-

optimised using commercial Nb-Ti CS and TF coils and upgrade coils of either

quaternary Nb-Ti or REBCO are swapped-in for the commercial Nb-Ti magnets

and re-optimised for maximum net electricity production in order to maximise their

field yields. The capital costs were calculated as the cost of the respective baseline

reactor combined with the cost of the new magnets and costs associated with

increasing the scale of additional plant components (enhanced generator capacity,

heat transport, fuel handling etc.). In all cases as noted above, we have not added

cost associated with making the magnets remountable or the design and operational

costs associated with robotic handling.

Table 6.5 shows that upgrading tokamaks is a significantly more expensive ap-

proach than the training approach (compare the 6470 M$ of R2U2 in Table 6.5

compared to the 4540 M$ R1T3in Table 6.2). Although swapping the CS and TF

coils for REBCO (R2U2), or the CS coil for REBCO and the TF coil for quatern-

ary Nb-Ti (R2U4) produces more electricity (i.e. ≈ 280 MWe) and swapping all

coils for quaternary Nb-Ti (R2U3) yields more electricity (i.e. ≈ 230 MWe), we

feel these increases do not significantly better de-risk fusion energy production for

commercialisation (and are only slightly statistically different from each other when

considering PROCESS’ model accuracy of 5 %).. In the former case, the CS and TF

coils are stress limited, so although in principle the REBCO upgrade coils could

produce higher fields on the plasma and in the CS coil, they are prevented from

doing so by the thickness of the steel support required to resist the greater magnetic

forces in the limited space available. In the latter case, the limiting factor is the

critical current density of the quaternary Nb-Ti cable in the CS coil. Just swapping

the centre solenoid alone for REBCO, while keeping the original commercial Nb-Ti

TF coils (R2U1) offers no benefit, as the TF coils in the baseline design are already

Bc2 limited. The H98 = 1.6 commercial Nb-Ti case R4BL, shown in table 6.6, is
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very similar to the H98 = 1.2 case. The larger fields produced by the upgraded

magnets are due to the higher H98-factor which leads to a smaller major radius,

and the stresses on the TF coils are consequently lower for a given field-on-coil.
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current
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Fusion
power
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Net.
elec.
(MW)

R2BL
Commer.*
Nb-Ti

Commer.*
Nb-Ti 9.2 (8.1) 3.4 45.2 (63.9) 660 (660) 18.9 5200 900 100 60 -200

R2U1
Commer.
Nb-Ti REBCO 9.2 (9.1) 3.4 45.2 (79.0) 660 (660) 19.3 5280 900 100 60 -200

R2U2 REBCO REBCO 10.1 (13.2) 3.7 47.5 (91.5) 660 (660) 20.8 6470 1410 280 920 100

R2U3
Quat.
Nb-Ti

Quat.
Nb-Ti 9.7 (10.3) 3.6 46.8 (79.2) 660 (660) 20.0 6150 1250 230 630 -40

R2U4
Quat.
Nb-Ti REBCO 10.1 (13.0) 3.7 47.5 (91.6) 660 (660) 20.8 6350 1400 280 900 100

Table 6.5: Upgraded tokamaks designed for 100 MW net electricity and H98 = 1.2: Performance and cost data for a tokamak optimised
for Nb-Ti toroidal field and central solenoid coils with minimised capital cost (*) and upgraded magnets of different superconductors
(with maximised net electricity yield). Also shown are the power values that would result, were a reduced H98 = 1.0 to occur in practice.
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Plasma
current
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Fusion
power
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elec.
(MW)

R4BL
Commer.*
Nb-Ti

Commer.*
Nb-Ti 9.0 (7.3) 3.0 45.5 (58.8) 660 (660) 15.9 4470 870 100 20 -200

R4U1
Commer.
Nb-Ti REBCO 9.0 (7.2) 3.0 45.5 (69.5) 660 (660) 15.9 4530 870 100 20 -200

R4U2 REBCO REBCO 10.2 (14.4) 3.3 46.7 (90.8) 660 (660) 18.1 5280 1190 210 30 -200

R4U3
Quat.
Nb-Ti

Quat.
Nb-Ti 9.7 (10.9) 3.2 45.8 (71.0) 660 (660) 17.3 5180 1070 170 30 -200

R4U4
Quat.
Nb-Ti REBCO 10.2 (14.2) 3.4 46.7 (90.7) 660 (660) 18.1 4890 1200 210 30 -200

Table 6.6: Upgraded tokamaks designed for 100 MW net electricity and H98 = 1.6: Performance and cost data for a tokamak optimised
for Nb-Ti toroidal field and central solenoid coils with minimised capital cost (*) and upgraded magnets of different superconductors
(with maximised net electricity yield). Also shown are the power values that would result, were a reduced H98 = 1.0 to occur in practice.
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For the larger 500 MWe tokamak (R6BL, Table 6.7), upgrading the reactor with a

REBCO CS coil and either REBCO (R6U2) or quaternary Nb-Ti (R2U4) TF coils

results in an increase in net electricity output of ≈ 36%. The smaller percentage

increase in this larger machine is due to the more stringent stress limits in the larger

radius coils. Indeed, a fully quaternary Nb-Ti upgraded reactor (R2U3) would only

generate 8 % more electricity as the current in the CS coil is limited by the critical

current density of the conductor.

The cost-optimised upgraded tokamaks again operate with 660 MPa stresses on the

TF and CS coils in order to minimise the amount of steel support used. Focusing

on R2BL, when REBCO TF and CS coils are used (R2U2), the peak fields on coil

increase by 9 % and 63 %, the current densities increase by 1 % and 14 % and

the coil radii decrease by 0 % and by 6 % respectively. The resulting change in

stress (equation 5.4.2) necessitates increases in the TF and CS coil steel fractions

by 2.3 % and 27.6 %. The same is true of quaternary Nb-Ti upgrade coils in R2U3,

though the increases in steel fractions are more modest due to the lower increases

in field.
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H98 = 1.2 H98 = 1.0

Reactor
ID TF s.c. CS s.c.

TF (CS)
peak field
(T)

Field on
plasma
(T)

TF (CS)
steel %
(%)

TF (CS)
peak stress
(MPa)

Plasma
current
(MA)

Capital
cost
(1990 M$)

Fusion
power
(MW)

Net.
elec.
(MW)

Fusion
power
(MW)

Net.
elec.
(MW)

R6BL
Commer.*
Nb-Ti

Commer.*
Nb-Ti 9.2 (8.7) 3.4 48.3 (81.6) 660 (660) 29.4 7730 2180 500 1500 270

R6U1
Commer.
Nb-Ti REBCO 9.2 (9.3) 3.4 48.3 (93.4) 660 (660) 29.6 7910 2220 510 1570 290

R6U2 REBCO REBCO 10.0 (11.9) 3.6 48.8 (92.2) 660 (660) 32.2 9790 2730 680 1730 340

R6U3
Quat.
Nb-Ti

Quat.
Nb-Ti 9.4 (9.1) 3.4 47.8 (83.3) 660 (660) 30.1 9180 2290 540 1560 290

R1U4
Quat.
Nb-Ti REBCO 10.0 (9.4) 3.6 48.8 (92.2) 660 (660) 32.2 9600 2730 670 1730 340

Table 6.7: Upgraded tokamaks designed for 500 MW net electricity and H98 = 1.2: Performance and cost data for a tokamak optimised
for Nb-Ti toroidal field and central solenoid coils with minimised capital cost (*) and upgraded magnets of different superconductors
(with maximised net electricity yield). Also shown are the power values that would result, were a reduced H98 = 1.0 to occur in practice.
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6.5 An Optimised Mid-21st Century Power Plant

The scientific evidence for global warming [1] and the damage it is causing is

now sufficiently clear [270, 271] that there is a global commitment to zero carbon

[272]. For example, the UK Government has banned the sale of new cars powered

solely by petrol or diesel from 2030 [273] and a legally binding commitment to “at

least” zero carbon by 2050 [274]. Cheap intermittent solar and wind resources are

the natural place to start. However the decarbonisation commitments to replace

the carbon fuels used both in power stations and in transportation in the UK,

will require several orders of magnitude more green electricity than is currently

planned for. Unfortunately, unlike other renewable energy sources, although a

relatively small power plant can de-risk the holistic integration and operation of

the key-technologies for commercial fusion, cost of electricity will eventually drive

commercial fusion power plants to be large [142]. To what degree fusion power will

be used to provide base-load electricity directly [275], rather than produce synthetic

fuel [276] for say aviation , or conversion of carbon dioxide back into carbon black

[277]) is an open question that will depend on the particular commercial realities

of global warming when commercial fusion energy arrives - whether for example

we will need it to reverse global warming.

Fusion energy is clearly a huge-risk huge-return investment that only a relatively

small group of wealthy Governments [75, 15, 278, 10] or philanthropic billionaires

[279] can lead. Much more work is needed to bring the scientists, policy makers,

investors, defence interests, and public together to de-risk fusion power and make

it commercial as quickly as possible. Even the excellent texts that deal with the

science of renewable energy [280] or the economic opportunity (or green premium)

it presents [281], hardly mention fusion at all. Fusion technology is quite different

from other renewable technologies in that the scale of investment required to make

meaningful commercial advances is much larger. Of course there have been huge

projects in the past including, putting the first man on the moon [282] or the devel-
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opment of fission power. Those projects had straightforward aims and well-defined

competitive environments, but crucially, did not have to broadly operate in the

free-market. Commercialising fusion is far more complex. The green revolution

and changes that have followed were not driven by the free-market, but by an un-

precedented alignment of public social awareness and enlightened policy. However

in order for the commercialisation of fusion energy to be a success, it must roll-out

across the developed world on a huge scale. It therefore needs the resources and

skills of the markets with commensurate and proper financial returns for investors.

The approach for designing, financing and building the last fusion tokamak before

commercialisation requires very careful planning. There are precedents for Gov-

ernments simply outsourcing everything, and it leads to poor management [283].

Managing the process to commercialise fusion energy will require an approach that

is more than that of just an ‘intelligent business’ that knows what it needs. Ex-

perience suggests that an ‘intelligent customer’ will be needed that includes an

extremely capable in-house capability, that can manage procurement, understand

opportunities and potential innovation on the horizon, as well as integrate the

programme into (changing) overall policies and structures [284]. Of course the

scientific challenges addressed in this thesis and required to develop commercial

fusion are huge. But perhaps as challenging is developing an in-house management

environment to roll-out fusion that attracts the required calibre of personnel with

the relevant scientific, financial and administrative skills, and that provides a clear

career development path for early career staff while retaining and developing its

in-house expertise over a very protracted capital-rich period of investment [283].

It is in this context that in this work we focus on our ‘preferred choice’ 100 MWe

REBCO TF,CS and Nb-Ti PF tokamak R1BL with a fusion gain Qfus = 17, a net

gain Qnet = 1.3 . In a competitive commercial environment, the best machine must

be sufficiently close to market to de-risk all the key technologies, provide a working

prototype and a cost for producing fusion energy that the markets could rely on.

Breakdowns of the power balance and direct capital cost for R1BL are shown in
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figure 5.7. The magnets are a single-point of failure for the entire project so we

have mitigated damage to the brittle and expensive magnets by recommending the

use of Nb-Ti training coils for the preferred choice reactor in R1T3. Such training

coils would increase overall preferred reactor capital cost by only < 10%, and would

allow for the thorough testing of the reactor (at 70 % field on TF coil 66 % field

on CS coil) - reducing the risk of damage to the full-power REBCO magnets.

These considerations hold for machines both with higher H98 = 1.6 and for the 500

MWe scale. The cost of electricity is expensive from R1BL at 550 $ MW−1 h−1,

compared to 50-100 $ MW−1 h−1 for fossil fuels or solar/wind (converted into 1990

US $ [285]). However, the primary aim of this thesis is to minimise the capital cost

of de-risking commercial fusion technology, not produce cheap electricity. The 500

MWe machine produces electricity at a lower cost of 290 $ MW−1 h−1, a fusion

gain Qfus = 41, a net gain Qnet = 1.9, demonstrating the benefits of large scale

plants [142].

One can ask whether the Nb-Ti training coils would be sufficient to meet our aims

were the HTS magnets not to perform to specification. Reviewing tables 5.1 and

6.2 shows the field on the plasma axis would be 3.7 T, close to the ≈ 3.5 T field

of JET and substantially larger than the 2.25 T of JT60-SA. The plasma current

would be much larger than existing tokamaks’ at 8.6 MA and almost identical

to the 8.7MA proposed for SPARC. It would also reach a plasma pulse length of

7200 seconds – orders of magnitude longer that those achieved in existing tokamak

reactors. Although its Qfus = 1.2 is low, it would have a fusion power gain between

those of JET or ITER. It is clear that the primary aims of the power plant are to

de-risk a holistic demonstration of all the relevant fusion technologies, and show

what is possible commercially and technologically. In this context, the exciting very

high field values for the ARC and SPARC tokamaks (noted in Table 5.1) remind us

that we have focused on derisking a cost-optimised plant closest to a commercial

power plant. Alternatively one can focus more on what is possible by increasing

the maximum field (and improving the safety margins) and cost of the power plant.
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We suggest that discussion of the relative merits of these two approaches would

need consideration of the possible potential developments in fusion-focused high

Bc2 alloys, as well as whether or not large fusion power plants are inevitably the

commercial endgame.

6.6 Conclusions

In this chapter, motivated by the 4 year downtime should an ITER TF coil require

replacement, we argued tahtremountable superconducting coils will be a necessary

component of commercial tokamaks in order to realise the high availability required

of a power plant. Expanding from this axiom, we have investigated the utility of

“training coils”: TF and CS coils made from ductile Nb-Ti that are used prior to

full-power, higher field brittle REBCO magnets in a reactor. Primarily these coils

would be used in the commissioning phase of a reactor’s lifetime, when disruptions

that could damage brittle magnets are more likely due to manufacturing flaws,

design errors or simply operator inexperience. The training coils could however

also be used as testing coils for new equipment or regimes or indeed as a final step

in the eventual reactor assembly line.

At first glance, it is not obvious whether cost-minimising a REBCO reactor and

using training coils within its architecture is cheaper than cost-minimising a Nb-Ti

reactor and using upgrade coils within its architecture - so we have investigated

both avenues. Primarily we are interested in investigating pilot power plants, so

have focused on training coils the preferred reactor from the previous chapter R1BL:

an H98 = 1.2, 100 MWe reactor with REBCO CS, TF and Nb-Ti PF coils. For

the second avenue we have investigated upgrading the H98 = 1.2, 100 MWe reactor

R2BL with Nb-Ti CS, TF and PF coils, also from the previous chapter. In order to

more generally assess the utility of training and upgrade coils, we also considered

REBCO and Nb-Ti based reactors with H98 = 1.6 (R3BL and R4BL) and those that

produce 500 MWe (R5BL and R6BL). We also considered the use of quaternary
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Nb-Ti for both training and upgrade coils.

The addition of Nb-Ti training coils for commissioning the preferred reactor in-

creases costs by < 10 % and would allow for thorough reactor testing (generating

70 % field on TF, 66 % field on CS of the preferred reactor). These conclusions

hold at the H98 = 1.6 and 500 MWe scales. Of the two avenues, cost-minimising a

REBCO reactor first and using Nb-Ti training coils is the lower overall cost route.

For example, a 500 MWe REBCO reactor (including the cost of its training coils)

costs 6490 M$, very close to the 6470 M$ of a 100 MWe Nb-Ti reactor that’s been

upgraded with REBCO coils, though the latter is only able to produce 280 MWe.

In light of this we refocus on our preferred reactor design R1BL - this is indeed the

cost optimal reactor and Nb-Ti training magnets are an attractive technology that

would enable thorough reactor testing before full-power operation, significantly

reducing risk to the REBCO magnets - and all for a modest increase in overall

capital cost of under 10 %. The REBCO preferred reactor design is cheaper and

has a more robust power balance than a tokamak with resistive magnets, or indeed

any other tokamak with superconducting magnets and is the pilot plant that we

recommend companies and countries should strive to build. It fully demonstrates all

necessary technologies for a full scale power plant [15]: large scale superconducting

magnets, net electricity production of 100 MW, 2 hour burn time, tritium self

sufficiency and high availability for the lowest capital cost. And, with training

Nb-Ti training coils (R1T3), is low-risk.
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Figure 6.2: Artistic CAD model of the preferred reactor design R1BL.
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Chapter 7

Accounting for Future Advances

in Magnet Technology

7.1 Introduction

Superconducting fusion magnet technology is a rapidly evolving field. In chapter

5 we investigated whether there would be any key technologies that could be re-

moved from our preferred reactor R1BL to reduce its cost whilst remaining in

keeping with all the requirements of a tokamak pilot power plant (and came to the

conclusion that there were not). In this chapter we seek to expand on this analysis,

and consider to what extent possible advances in fusion superconducting magnet

technology would affect the design and capital cost of R1BL.

We focus on two areas of advancement in particular: the development of novel

magnet structural support architectural design (as in ARC [9]) and further de-

creases in REBCO cost below 30 $/kA m [140]. In doing this we seek to determine

whether these technological advances are ‘low-lying fruit’ that enable substantial

cost reductions to the R1BL reactor design in the future, beyond the 2030-2040

timescales considered so far. We also briefly discuss the utility of producing fusion

specific high Bc2 ductile alloys as well as the areas of development that should be

prioritised for fusion specific REBCO tapes.
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7.2 Novel Support Architectures and Strengthened

Steels

In practice the highest of the shear stresses (as used for the Tresca yield criterion)

cannot justifiably be increased much beyond 660 MPa (2/3 yield strength of 316LN

steel [189]), though external support structures such as those proposed for the ARC

reactor [9], would reduce the stress at the TF coil for a given field. For example

the ARC support rings at the top and bottom of the TF coils would resist both

toroidal and vertical forces, leading to an increased cost-optimal field. This has been

accounted for in figure 7.1, where data is included for inflated costs of complete

structural steel components; representative of increased cost of enhanced steels or

increased volumes of steel used in advanced support architectures. Relaxing the TF

and CS coils’ stress limit to 1000 MPa in R1BL increases the cost-optimal field on

coil to 14.4 T (BT = 6.3 T) and reduces Rmajor to 6.36 m (6 % reduction) and the

capital cost to 3920 M$ (7 % reduction), assuming steel costs do not change. With

larger allowed stresses the field increases further, plateauing by ≈ 2000 MPa (due

to the Psep/Rmajor = 20 MW/m−1 limit) with a field on coil of 16.8 T (BT = 7.7 T),

Rmajor of 5.99 m (11 % reduction) and capital cost of 3690 M$ (13 % reduction).

These results are in line with our findings in the previous chapters that the cost-

optimal field produced by REBCO magnets is limited by the yield stress of steel

support structure rather than by the critical current density of the superconductor:

increasing the effective yield stress increases the cost-optimal field on coil. What

however is perhaps surprising is how little an effect this has on the resulting capital

cost of the reactor, even with a stress limit of 2000 MPa the capital cost only falls

by 13 % with respect to R1BL.
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Figure 7.1: (a) Change in cost-optimal field on coil and (b) capital cost of a H98
= 1.2, 100 MW net electricity tokamak with REBCO toroidal field and central
solenoid coils as a function of the allowable maximum of the shear stresses (as used
for the Tresca yield criterion) on the central solenoid and inboard toroidal field coil
mid-planes. Different data sets correspond to different costs of steel components
(standard, 1.5 × standard etc.), representative of either more expensive steels or
larger steel volumes. Cost model uncertainties are ≈ 5 % for all data.
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7.3 Reduced REBCO Cost

Fusion power plants represent a multi-billion-dollar market for high temperature

superconductors - nevertheless supply must rise to meet demand. Precedent for

rapid growth in superconductor manufacturing capacity exists however in ITER

[126]. Requiring ≈ 600 tons Nb3Sn strands [233], ITER’s demand transformed

annual global production from < 2 ton/year in the early 1990s to 100 tons/year

today [286]. REBCO tapes have seen a substantial decrease in production cost in

the two decades [141] and it is likely that they will continue to see a price reduction

as global demand increases. Maintaining our preferred reactor design choices, the

REBCO cost was reduced from 30 $/kA m (6 T,4.2 K) to 0.025 $/kA m (6 T,4.2

K) (note that doubling superconductor Jc has the same effect as halving cost in

$/kA m, see equation 4.6.10) resulting in a capital cost minimised reactor with an

increased toroidal field of 12.7 T and a capital cost of 4000 M$. It is noteworthy

that this increase in cost-optimal field and reduction in capital cost from the 30

$/kA m case is less than that obtained by relaxing the steel stress limits even to

1000 MPa. R1BL’s REBCO magnets are limited by the yield stress of the steel

casing - as we saw in chapter 5. A reduced REBCO cost therefore only reduces the

capital cost of the TF coils - it does not increase the cost-optimal field and decrease

reactor volume (as it would, if the magnets were Jc limited or Bc2 limited). Figure

7.2 shows that a reduction in REBCO cost beyond those presented in [141] would

therefore not offer much benefit for reactor cost-reduction purposes as the cable

cost is dominated by non-superconducting components.

7.4 A Dreamer’s Tokamak

Paymasters inevitably ask whether there may be any developments in the future

that are likely to substantially reduce costs. To answer this for magnetic technology

which is the primary driver for the tokamak size and hence cost, the maximum
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Figure 7.2: (a) Change in cost-optimal field on coil and capital cost of a H98
= 1.2, 100 MW net electricity tokamak with REBCO toroidal field and central
solenoid coils as a function of REBCO cost in 1990 US $. (b) The direct costs of
REBCO, cable copper stabiliser, coil winding, TF casing, intercoil structure and
gravity support as a fraction of the total TF costs. The two panels’ have the same
x axis . All costs are inclusive of (commercial) material and construction costs and
have an error of ± 5 %.
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yield stresses on the TF and CS coils was set unrealistically high to 1000 MPa,

the REBCO cost unrealistically low to 0.025 $/kA m, the H-factor set to H98 =

1.8 and the limit on the power through the separatrix was increased to Psep/R =

25 MW. All other constraints from R1BL were retained. Under these conditions,

the optimised reactor has a field on plasma of 5.7 T, field on TF coil of 14.0 T,

peak field on CS coil of 12.4 T, plasma current of 9.7 MA, major radius of 5.37 m,

aspect ratio of 3.36 and a capital cost of 3400 M$. This leads to a cost only 19.5

% lower than R1BL.

7.5 Comments on Fusion-Specific REBCO tapes and

Nb-Ti strands

REBCO cables have been, and are being designed and optimised explicitly for

high-field tokamak applications (e.g. CORC [64], slotted core cables [66, 65] and

twisted-stack cables [67, 68]). The superconducting strands and tapes used in these

cables however, are not explicitly optimised for the coming generation of tokamaks.

A primary aim of the REBCO industry is to develop higher Jc tapes (at reduced

cost), though as we have seen in sections 5.4 and 7.2, the limiting factor on the

REBCO winding pack current density is not the critical current density of the

superconductor, it is the yield stress of the magnet support structure. Indeed, the

critical current density of the REBCO tapes is two orders of magnitude larger than

current density of the winding pack. This begs the question, are high Jc REBCO

tapes truly necessary for tokamak magnets? It would be more prudent to use

lower cost, lower Jc tapes (that are already available) and to focus more on other

important issues such as quench mitigation and brittle fracture prevention at the

tape level, rather than seek to increase critical current density ever further: using

higher Jc tapes would serve no substantial cost reductive purpose so long as the

critical current density remains stress-limited.

The Nb47%wt.Ti alloy used in ITER, on the other hand, was developed for the
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MRI/accelerator market to maximise Jc between 4-6 T. These designed-for condi-

tions do not mirror those of the coming generation of tokamaks. For Nb-Ti, the

limiting factor on the cost-optimal field of Nb-Ti TF and CS coils and on the field

produced by Nb-Ti training and upgrade coils is the superconductor Bc2. Nb-Ti

has unfortunately been left at the wayside in favour of Nb3Sn and REBCO for

the higher-field TF and CS magnets for the coming generation of tokamaks. It

is certainly true that a reactor with commercial Nb-Ti TF and CS coils would be

more expensive than a reactor built to the same net electricity specification using

REBCO or Nb3Sn (see chapter 5.4). As we have shown in section 5.4 however,

a higher Bc2 quaternary alloy would compete favourably with Nb3Sn magnets in

terms of cost whilst having the benefit of being ductile. Additionally, our model

quaternary Nb-Ti training magnets would produce a 10 - 20 % larger field fraction

(of corresponding REBCO based full-power magnets) than conventional Nb-Ti in

all cases investigated - an increase driven solely by the alloy’s larger upper critical

field. It is the author’s opinion that we should give the workhorse of the super-

conducting world its dues and seek to develop a fusion specific alloy, rather than

contenting ourselves that commercially available Nb-Ti would not be a wise choice

with which to design a tokamak magnet system - despite the fact that the alloy

was never designed with tokamak operating fields in mind.

7.6 Discussion & Conclusions

The calculated cost reductions as a result of foreseeable advancements in super-

conducting magnet technology are relatively small. Reductions in REBCO costs

below the 30 $/kA m (6 T, 4.2 K) stipulated in [141] do not significantly reduce the

overall cost-optimised reactor cost. A drop in price to the negligible cost of 0.025

$/kA m (6 T, 4.2 K) only reduces the overall reactor capital cost by ≈ 5.5 %. This

is what we would expect: we know from previous chapters that the cost-optimal

field is limited by the yield stress of steel, increases in the field actually increase
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the overall reactor capital cost. Therefore reductions in REBCO cost only serve to

decrease the cost of the TF coils, even then the benefits are limited. REBCO at

30 $/kA m (6 T, 4.2 K) makes up approximately 30 % of the total TF coil capital

cost, so the TF coil costs cannot fall below 70 % of the costs of those of R1BL.

Increases in the steel yield stress limit (here used as a proxy for advanced magnet

support structures) do have a more significant impact on capital cost, though it

too is not substantial. Increasing the stress limit to 1000 MPa increases the cost-

optimal field by 15 % and reduces the plasma major radius by 6 %, reducing capital

cost by 7 % overall. By 2000 MPa the cost reduction plateaus at about 15 % -

limited by the Psep/R = 20 MW limit.

It is only once we combine these advancements with more liberal plasma physics

assumptions of H98 = 1.8 and power through the separatrix of Psep/R = 25 MW

that the capital cost falls by as little as 19.5 %. This is less than the cost reduction

achieved than by reducing the tritium breeding ratio to 0.9 (see section 5.7). The

relatively low cost reduction lends strength to the idea that we as a community and

civilisation should aim to build a tokamak pilot power plant on the timescale of

2030-2040, rather than wait for for a “silver-bullet” magnet technology to drastic-

ally reduce reactor capital cost. Indeed in this chapter we have shown that no

obvious silver bullet exists. We recommend our preferred reactor R1BL described

in the previous chapters for this role.
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Chapter 8

Concluding Remarks & Future

Work

8.1 Concluding Remarks

Pilot fusion reactors aim to reliably and consistently produce net electricity of

at least 100 MWe with plasma burn times of at least 2 hours [15], as well as

demonstrate a commercial viability that proves fusion is a practicable option for

large scale decarbonisation of global electricity production. To this end, in this

thesis we have used the PROCESS systems code to minimise the capital cost of

superconducting tokamak pilot plants using best-in-class technologies available on

the time scales of 2030-2040. Should the cost of REBCO continue to fall and reach

the expected 30 $/kA m (6 T, 4.2 K) [141], our preferred reactor R1BL which

uses REBCO CS and TF coils and Nb-Ti PF coils has a lower capital cost than a

reactor with Nb3Sn CS and TF coils, or an entirely Nb-Ti reactor. This reactor

has Rmajor = 6.75 m, A = 3.15, Pfusion = 870 MW, Qfusion = 17, BT = 5.4 T and

Bmax
t,coil = 12.5 T and total capital cost of 4230 M$ (US 1990 $). We find the cost-

optimal winding pack current density and field on coil is limited by the yield stress

of the steel support structure and not the critical current density of the REBCO

superconductor.
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In order to achieve the necessarily high availability of a base-load power plant,

motivated by the 4 year downtime should an ITER TF coil fail we argue that com-

mercial tokamaks must have remountable magnets, and hence pilot reactors must

also demonstrate them. Remountability offers the possibility of easily swapping

superconductors at different stages during a reactor lifetime. Here we have focused

on using robust Nb-Ti training coils during plant commissioning in order to pro-

tect the brittle REBCO magnets from powerful disruptions as a result of operator

inexperience, manufacturing errors etc. The full power magnets would then be

mounted for full-power operation. The addition of Nb-Ti training coils (R1T3) for

reactor commissioning increases the capital cost of R1BL by < 10 % and would

allow for thorough reactor testing (generating 70 % field on TF, 66 % field on CS

of R1BL). Additionally, higher Bc2 alloys would be superior to commercial Nb-Ti

for fusion magnets [229, 230].

We conclude: the cost of building the human resources, engineering processes,

supply chains, and capital-intensive last-before commercialisation power plant will

not change significantly over the next few decades against inflation - no ‘silver-

bullet’ magnet technology exists that will make fusion significantly cheaper. The

very broad design for a superconducting tokamak is provided here in sufficient

detail using PROCESS to address the challenge of holistically building a state-of-the-

art tokamak which includes all the key technologies; the imperatives of net zero

carbon require huge base-load electricity globally [287]. This power requirement

has an obvious solution using nuclear power.

Finally we investigated how advances REBCO magnet technology such as reduced

REBCO cost and the use of advanced support structures (proxied with higher yield

strength steels) would affect the preferred reactor design. We concluded that ad-

vances in these areas would only decrease the reactor capital cost by only 19.5 % and

are therefore not worth waiting for. As a civilisation we should commence building

tokamak power plants with existing technologies today. The cost of delaying is far

greater than the rewards of waiting.
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8.2 Future Work

A timely path for future work would be to repeat the study for spherical toka-

mak pilot plants. The question of whether spherical or conventional aspect ratio

tokamaks are superior for pilot or power plants is by no means decided within the

fusion community and there are clear advantages and disadvantages for reducing

the reactor aspect ratio below 2.0 (see section 5.5). Regardless, spherical tokamaks

are devices of interest, and optimising their designs for minimum capital cost (and

maximum commercial success) is a worthwhile endeavour. In principle repeating

the calculations presented in this work for spherical tokamaks (including an in-

vestigation of the utility of training coils) would be a relatively straight forward

task for a competent PROCESS systems modeller with good experience of supercon-

ducting fusion magnets. The superconducting magnet module has recently been

made compatible with the spherical tokamak module for the UK STEP project, so

there would likely be only limited necessary source code development. The major

difficulty is likely to be in generating a first-of-a-kind input file that reaches con-

vergence. Example input files exist for superconducting conventional aspect ratio

reactors (e.g. EU-DEMO), and resistive magnet spherical tokamaks (e.g. FNSF)

but not for a spherical tokamak with superconducting magnets; there is not a clear

and firm foundation to work from (outside of the input files used for STEP - which

are not publicly accessible).

Regarding the ARC reactor resign [9], the magnet support structure is somewhat

different from the wedged TF coil structure used in ITER or the bucked and wedged

TF and CS structures used in this work. The TF coils are half-Phi (Φ) shaped,

are not only bucked and wedged, but the CS coil has a solid plug through its bore,

and the top and bottom limbs of the TF coils are supported by large, thick rings.

The result is that for a given field on coil, the stress on the inboard of the TF

legs are reduced (in comparison to ITER or our preferred reactor designs), so the

thickness of the TF coil casing is reduced - allowing for the production of higher
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fields before the cost-optimal field becomes stress-limited. We have proxied the

effects of such support structures to the best of our ability within PROCESS by

simulating fictitiously strong steels (chapter 7) which would have broadly the same

effect of reducing the necessary TF casing thickness. A superior approach would be

to explicitly model the support structure of the ARC reactor in a general tokamak.

The costs could then be calculated directly without the need for a range as given

in figure 7.1.

Additionally, all of the magnets we have modelled using the PROCESS code have been

mono-material and ungraded. That is to say that the cable in a given winding pack

is of a single superconducting material, and every cable is of the same dimension,

with the same conduit thickness, regardless of position within the winding pack,

the local field and local forces. For the reasons discussed in section 5.4.9 this is not

the cost-optimal coil design: The cable critical current densities in the lower-field

coil regions are greater than necessary and the conduit steel thickness is larger in

the lower-force regions than necessary. Using graded coils would allow for further

cost optimisation in both the reactor CS and TF coils.

The inclusion of graded coils would allow for the optimisation of the supercon-

ducting magnets in three primary ways: (1) The conduit steel thicknesses in the

radial and toroidal directions could vary as a function of the local force field in

the winding pack (e.g. make use of thinner cable conduits on the lower-field, out-

board side of the winding pack, and thicker conduits on the inboard side).(2) The

superconductor fraction could vary in order to maintain a constant critical current

density under the changing field in the winding pack. (3) Different superconductors

could be used in different field conditions (e.g. Nb-Ti could be used in the lower

field regions, reducing the material cost of the coils - a common practice in smaller

superconducting magnet systems).

Such a model must be at least 2 dimensional in the horizontal plane in order to

accurately capture the field, stress and current profile within a real-world TF coil

winding pack. Without these data, neither grading of the superconductor nor
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grading the conduit casing thickness would be accurate. Such a 2D model would

tie in well with an existing EUROFusion needs; which currently lacks a widely

accessible and holistic 2D TF coil modelling tool. 1D, low resolution TF coil

and winding pack models are produced by PROCESS and are verified after every

confirmed run in 3D with ANSYS. This presents a significant bottleneck in the

magnet design process. Each PROCESS output must be validated by a new hand-

created 3D ANSYS model, only allowing for limited and slow iteration between

PROCESS outputs and DEMO baselines. This 2D code would then be validated

against ANSYS at conception, rather than after every code run. The model would

also compliment the BLUEPRINT code [105] which already provides a 2 dimensional

reactor build and TF coil shape optimisation.

The first step for the model would be to take user input or PROCESS generated

coil and winding pack geometries and currents and (using BLUEPRINT) produce a

2D field and stress profile within the winding pack at the inboard mid-plane of a

TF coil (taking into account both bursting and toppling forces). To model coil

grading, the winding pack could then be segmented into a number of layers, and

the superconducting and steel fractions of the cables within each layer would be

optimised to yield (as close as possible) a uniform critical current density and and

stress for cables between layers. Users should have the power to choose supercon-

ductors for each layer, though the model should have default options for different

operating conditions. The model should also have the capability to optimise the

number of layers and superconductors of each layer to minimise the overall cost

of the TF coil, coil size, coil field, etc. Naturally, this updated winding pack and

graded coil model could and should be used when optimising spherical tokamak

reactor designs as well.

This work would benefit greatly from collaboration with world-renowned fusion

magnet labs that have produced designs of graded superconducting magnets for

future fusion reactors. The Durham University superconductivity group already

has strong ties with the EPFL superconductivity group [223, 237, 238] and Po-
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litecnico di Torino/ENEA [236] who have designed graded coils CS and TF coils

respectively for EU-DEMO. Approaching them for a collaborative project would

be a prudent first port of call.

It would also be beneficial to include an explicit remountable coil model in PROCESS

and BLUEPRINT. All superconducting coils currently modelled in both codes are

fixed, though for reasons given in section 6.2 it is almost certain that both com-

mercial and pilot tokamak power plants must be built with remountable magnets.

The PROCESS model would have to be fully integrated with the reactor build, elec-

tromagnetic, cryogenic, stress and cost models and the joints must be fully com-

patible with the winding pack architecture. The model should include the option

to choose between proposed remountable joint options such as those proposed by

MIT [264, 9] or Tohoku university [263]. New joint designs should be added as

and when they are published in order to maintain a state-of-the-art model - col-

laboration with designers would be a prudent course of action. Remountable joints

effectively split the TF coils into two or more sections. A clear further advancement

of this model would be to include the option to use different superconductors for

different inter-joint sections of the TF coil. For example, Nb-Ti could be used in the

lower field outboard legs, whilst REBCO could be used on the higher field inboard

legs reducing cost with respect to a fully REBCO magnet. Durham University has

produced a patent for such magnet [239].

A final, highly optimistic, future work programme (far beyond what a single per-

son could accomplish) would be to convince experts at the UK Atomic Energy

Authority, EuroFusion and beyond of the necessity and urgency with which prac-

tical remountable coils should be designed and integrated into tokamak pilot plant

and power plant designs. As argued in this thesis, commercial tokamaks must have

remountable coils to avoid long periods of downtime for both routine maintenance

or magnet replacement in the case of debilitating damage. There are a number of

remountable joint designs, but scarce few have even reached the conceptual proof-

of-concept prototyping phase. Certainly no tokamak scale remountable supercon-
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ducting magnet prototypes have been built (unless such projects are kept behind

closed doors). They may not be deemed necessary for the current generation of

tokamaks, but the lack of published progress towards a remountable demonstration

coil for a future pilot plant is disheartening - 2040 is not so long away! Significant

resources should be put into designing and building remountable magnets, both

from Nb-Ti and REBCO. The risk-elimination during commissioning and testing

offered by Nb-Ti training magnets far outweighs the meagre increase in reactor cost

(<10 %) required to construct and install them. In the author’s opinion, if (when)

remountable coils are used in tokamaks, also using Nb-Ti training coils seems a

prudent choice... Fusion power must be reliable and consistent to adequately re-

place fossil fuels as the foundation of the global energy market - remountable coils

(including training coils) greatly help make this so.
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Appendix A

Example PROCESS Input File

*---------------Constraint Equations---------------*

icc = 1 * Beta

icc = 2 *Global power balance

icc = 5 * Density upper limit

icc = 8 * Neutron wall load upper limit

icc = 11 * Radial build

icc = 13 * Burn time lower limit

icc = 15 * L - H power threshold limit

icc = 16 * Net electric power lower limit

icc = 24 * Beta upper limit

icc = 26 * Central solenoid EOF current density upper limit

icc = 27 * Central solenoid BOP current density upper limit

icc = 30 * Injection power upper limit

icc = 31 * TF coil case stress upper limit

icc = 32 * TF coil conduit stress upper limit

icc = 33 * I_op / I_critical limit

icc = 34 * Dump voltage upper limit

icc = 35 * J_winding pack

icc = 56 * Pseparatrix

icc = 72 * CS Tresca stress limit

*---------------Iteration Variables----------------*

ixc = 1 *aspect ratio

aspect = 2.9418E+00 * Aspect ratio (iteration variable 1)

ixc = 2 * bt

bt = 4.8875E+00 * Toroidal field on axis (t) (iteration variable 2)

ixc = 3 * rmajor

rmajor = 6.1792E+00 * Plasma major radius (m) (iteration variable 3)
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ixc = 4 * te

te = 1.0965E+01 * Volume averaged electron temperature (kev)

ixc = 5 * beta

beta = 4.4046E-02 * Total plasma beta (iteration variable 5)

ixc = 6 * dene

dene = 1.0695E+20 * Electron density (/m3) (iteration variable 6)

ixc = 9 * fdene

boundu(9) = 1.1

fdene = 1.1000E+00 * F-value for density limit

*ixc = 10 *Hfactor

boundu(10) = 1.20

boundl(19) = 1.19

*hfact = 1.20E+00

ixc = 13 * tfcth

tfcth = 0.661 * Inboard tf coil thickness; (centrepost for st) (m)

ixc = 14 * fwalld

fwalld = 1.0735E-01 * F-value for maximum wall load

ixc = 16 * ohcth

ohcth = 5.2844E-01 * Central solenoid thickness (m)

ixc = 18 * q

boundl(18) = 3.45

boundu(18) = 50.0

q = 3.450E+00 * Safety factor ’near’ plasma edge (iteration variable 18);

ixc = 25 * f-value for the net electrical power generated (MW)

fpnetel = 1.0000E+00

ixc = 29 * bore

bore = 1.3123E+00 * Central solenoid inboard radius (m)

ixc = 36 * fbetatry

fbetatry = 6.0543E-01 * F-value for beta limit

ixc = 37 * coheof

boundl(37) = 1.9d+07

coheof = 1.9000E+07 * Central solenoid overall current density at end of flat-top (a/m2)

ixc = 38 * fjohc

boundu(38) = 0.5

fjohc = 1.3652E-01 * F-value for central solenoid current at end-of-flattop (nominally 0.25)
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ixc = 39 * fjohc0

boundu(39) = 0.5

fjohc0 = 1.4617E-01 * F-value for central solenoid current at beginning of pulse (nominally 0.25)

ixc = 41 * fcohbop

fcohbop = 1.0000E+00 * Ratio of central solenoid overall current density at

*ixc = 42 * gapoh

boundl(42) = 0.05

boundu(42) = 0.051

gapoh = 5.0000E-02 * Gap between central solenoid and tf coil (m)

ixc = 44 * fvsbrnni

fvsbrnni = 5.6502E-01 * Fraction of the plasma current produced by

ixc = 48 * fstrcase

fstrcase = 1.0000E+00 * F-value for tf coil case stress

ixc = 49 * fstrcond

fstrcond = 1.0000E+00 * F-value for tf coil conduit stress

ixc = 50 * fiooic

boundu(50) = 0.5

fiooic = 8.1304E-02 * F-value for tf coil operating current / critical CHANGED from 0.3978

ixc = 51 * fvdump

fvdump = 3.2748E-01 * F-value for dump voltage

ixc = 52 * vdalw

boundu(52) = 10.0

vdalw = 5.6239E+00 * Max voltage across tf coil during quench (kv)

ixc = 53 * fjprot

fjprot = 1.0000E+00 * F-value for tf coil winding pack current density

ixc = 56 * tdmptf

boundl(56) = 30

boundu(56) = 100.0

tdmptf = 3.1778E+01 * Dump time for tf coil (s)

ixc = 57 * thkcas

thkcas = 5.0000E-02 * Inboard tf coil case outer (non-plasma side) thickness (m)

ixc = 58 * thwcndut

thwcndut = 6.2524E-03 * Tf coil conduit case thickness (m)

*ixc = 59 * fcutfsu

*fcutfsu = 8.3398E-01 * Copper fraction of TF cable

*ixc = 61 * gapds
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boundl(61) = 0.01

gapds = 1.0000E-02 * Gap between inboard vacuum vessel and tf coil (m)

ixc = 97 * fpsepr

boundu(97) = 0.8

fpsepr = 8.0000E-01

ixc = 103 * flhthresh

flhthresh = 1.7651E+00 * F-value for l-h power threshold

ixc = 112 * foh_stress, f-value for CS coil Tresca stress limit

foh_stress = 1.0000E+00

ixc = 116 * fradwall, f-value for radiation wall load limit

fradwall = 1.0000E+00

ixc = 122 * oh_steel_frac, fraction of steel in CS

oh_steel_frac = 7.1572E-01

ixc = 123 *fzeffmax, f-value for max Zeff

fzeffmax = 1.0000E+00

ixc = 131 * Argon impurity f-value

fimp(09) = 1.7728E-03

ixc = 140 * WP radial thickness

thkwp = 5.6856E-01

*-----------------Build Variables------------------*

blnkith = 0.775 * Inboard blanket thickness (m); 0.775

blnkoth = 1.275* Outboard blanket thickness (m); 1.275

ddwex = 0.15 * Cryostat thickness (m)

ddwi = 0.32 * Vacuum vessel thickness (tf coil / shield) (m)

gapomin = 0.20 * Minimum gap between outboard vacuum vessel and tf coil (m)

iohcl = 1 * Switch for existence of central solenoid;

scrapli = 0.225 * Gap between plasma and first wall; inboard side (m)

scraplo = 0.225 * Gap between plasma and first wall; outboard side (m)

shldith = 0.25 * Inboard shield thickness (m) Initially 0.3

shldoth = 0.25 * Outboard shield thickness (m) Initially 0.8

shldtth = 0.30 * Upper/lower shield thickness (m);

vgap2 = 0.12 * Vertical gap between vacuum vessel and tf coil (m)

vgap = 1.60 * Vertical gap between x-point and divertor (m)

vvblgap = 0.01 * Gap between vacuum vessel and blanket (m)

tftsgap = 0.01 * Minimum metal-to-metal gap between TF oil and thermal shield (m)

*---------------Buildings Variables----------------*
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*---------------Constraint Variables---------------*

bmxlim = 14.0 * Maximum peak toroidal field (t)

bigqmin = 10 * minimum big Q

ffuspow = 1 * F-value for maximum fusion power

fhldiv = 2.0e0 * F-value for divertor heat load

fpeakb = 9.2290d-1 * F-value for maximum toroidal field

fpinj = 1.0 * F-value for injection power

ftburn = 1.00e+00 * F-value for minimum burn time

pnetelin = 100.0 * Required net electric power (mw)

pseprmax = 25 * Maximum ratio of power crossing the separatrix to plasma major radius

psepbqarmax = 12 * Maximum ratio of psepb/qar

walalw = 10 * Allowable wall-load (mw/m2)

*------------------Cost Variables------------------*

output_costs = 1

cost_model = 3 * 0 = 1990 USD s/c in $/kg, 3 = 1990 USD s/c in $/kAm

abktflnc = 15 * Allowable first wall/blanket neutron

adivflnc = 25.0 * Allowable divertor heat fluence (mw-yr/m2)

cfactr = 0.75 * Total plant availability fraction;

dintrt = 0.00 * Diff between borrowing and saving interest rates

fcap0 = 1.15 * Average cost of money for construction of plant

fcap0cp = 1.06 * Average cost of money for replaceable components

fcontng = 0.15 * Project contingency factor

fcr0 = 0.065 * Fixed charge rate during construction

fkind = 0.65 * Multiplier for nth of a kind costs

iavail = 0 * Switch for plant availability model;

ifueltyp = 1 * Switch;

lsa = 2 * Level of safety assurance switch (generally; use 3 or 4);

ratecdol = 0.06 * Effective cost of money in constant dollars

tlife = 40 * Plant life (years)

ucblvd = 280.0 * Unit cost for blanket vanadium ($/kg)

ucdiv = 5.0d5 * Cost of divertor blade ($)

ucme = 3.0d8 * Unit cost of maintenance equipment ($/w**0;3)

*-------------Current Drive Variables--------------*

bscfmax = 0.99 * Maximum fraction of plasma current from bootstrap;

enbeam = 1000.0 * Neutral beam energy (kev) (iteration variable 19)

etanbi = 0.4 * Neutral beam wall plug to injector efficiency

feffcd = 1.0 * Current drive efficiency fudge factor (iteration variable 47)

frbeam = 1.0 * R_tangential / r_major for neutral beam injection

iefrf = 10 * Switch for current drive efficiency model;

gamma_ecrh = 0.3 * ECRH gamma_CD (user input)

etaech = 0.4 * ECRH wall-plug efficiency

irfcd = 1 * Switch for current drive calculation;
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pinjalw = 50. * Maximum allowable value for injected power (mw)

*----------------Divertor Variables----------------*

anginc = 0.175 * Angle of incidence of field line on plate (rad)

divdum = 1 * Switch for divertor zeff model; 0=calc; 1=input

divfix = 0.621 * Divertor structure vertical thickness (m)

hldivlim = 10 * Heat load limit (mw/m2)

ksic = 1.4 * Power fraction for outboard double-null scrape-off plasma

prn1 = 0.4 * N-scrape-off / n-average plasma;

zeffdiv = 3.5 * Zeff in the divertor region (if divdum /= 0)

*------------------Fwbs Variables------------------*

denstl = 7800.0 * Density of steel (kg/m3)

emult = 1.18 * Energy multiplication in blanket and shield

fblss = 0.13 * Kit blanket model; steel fraction of breeding zone

fhole = 0.05 * Area fraction taken up by other holes (not used)

fblbe = 0.47 * Beryllium fraction of blanket by volume

fwclfr = 0.1 * First wall coolant fraction

vfshld = 0.60 * Coolant void fraction in shield

fblli2o = 0.07 * Lithium oxide fraction of blanket by volume

fbllipb = 0.00 * Lithium lead fraction of blanket by volume

fblvd = 0.00 * Vanadium fraction of blanket by volume

vfblkt = 0.10 * Coolant void fraction in blanket (blktmodel=0);

*-----------------Global Variables-----------------*

*-------------Heat Transport Variables-------------*

ipowerflow = 0 * Switch for power flow model;

primary_pumping = 3 * Switch for pumping power for primary coolant

etahtp = 0.87 * electrical efficiency of FW and blanket coolant pumps

etaiso = 0.9 * isentropic efficiency of FW and blanket coolant pumps

secondary_cycle = 2 * user input thermal-electric efficiency (etath)

iprimshld = 1 * switch for shield thermal power destiny: = 1 contributes to energy generation cycle

etath = 0.375D0 * thermal to electric conversion efficiency

iblanket = 3 * 1 = no TBR calculation HCPB, 3 = TBR calculation HCPB

iblanket_thickness = 1 * thin blanket

*------------------Ife Variables-------------------*

*------------Impurity Radiation Module-------------*

coreradius = 0.75 * Normalised radius defining the ’core’ region
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coreradiationfraction = 0.6 * fraction of radiation from ’core’ region that is subtracted from the loss power

fimp(1) = 1.0

fimp(2) = 0.1

fimp(3) = 0.0

fimp(4) = 0.0

fimp(5) = 0.0

fimp(6) = 0.0

fimp(7) = 0.0

fimp(8) = 0.0

*fimp(9) = 0.0016

fimp(10) = 0.0

fimp(11) = 0.0

fimp(12) = 0.0

fimp(13) = 0.0

fimp(14) = 5e-05

fimpvar = 0.0016 * Impurity fraction to be used as fimp(impvar)

impvar = 9 * Fimp element value to be varied if iteration

*----------------Pf Power Variables----------------*

*-----------------Pfcoil Variables-----------------*

cptdin = 4.22d4, 4.22d4, 4.22d4, 4.22d4, 4.3d4, 4.3d4, 4.3d4, 4.3d4, * Peak current per turn input for pf coil i (a)

ipfloc = 2,2,3,3 * Switch for locating scheme of pf coil group i;

ncls = 1,1,2,2, * Number of pf coils in group j

ngrp = 4 * Number of groups of pf coils;

ohhghf = 0.9 * Central solenoid height / tf coil internal height

rjconpf = 1.1d7, 1.1d7, 6.d6, 6.d6, 8.d6, 8.0d6, 8.0d6, 8.0d6, * Average winding pack current density of pf coil i (a/m2)

rpf2 = -1.825 * Offset (m) of radial position of ipfloc=2 pf coils

zref(1) = 3.6

zref(2) = 1.2

zref(3) = 1.0

zref(4) = 2.8

zref(5) = 1.0

zref(6) = 1.0

zref(7) = 1.0

zref(8) = 1.0

alstroh = 6.6D8 * allowable stress on OH coil 6.6D8 nominally

*----------------Physics Variables-----------------*

alphaj = 2.0 * Current profile index;

alphan = 1.0 * Density profile index

alphat = 1.45 * Temperature profile index

dnbeta = 3.0 * (troyon-like) coefficient for beta scaling; default of 3

fkzohm = 1.0245 * Zohm elongation scaling adjustment factor (ishape=2; 3)

gamma = 0.3 * Ejima coefficient for resistive startup v-s formula

ibss = 4 * Switch for bootstrap current scaling;

iculbl = 1 * Switch for beta limit scaling (constraint equation 24);
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icurr = 4 * Switch for plasma current scaling to use; 4 for ITER, 2 for ST double null, 9 for ST from fiesta

idensl = 7 * Switch for density limit to enforce (constraint equation 5);

ifalphap = 1 * Switch for fast alpha pressure calculation;

ifispact = 0 * Switch for neutronics calculations;

iinvqd = 1 * Switch for inverse quadrature in l-mode scaling laws 5 and 9;

ipedestal = 1 * Switch for pedestal profiles;

itart = 0 * Switch for spherical tokamak model (itart = 1 for ST)

neped = 0.678e20 * Electron density of pedestal (/m3) (ipedestal=1)

nesep = 0.2e20 * Electron density at separatrix (/m3) (ipedestal=1)

rhopedn = 0.94 * R/a of density pedestal (ipedestal=1)

rhopedt = 0.94 * R/a of temperature pedestal (ipedestal=1)

tbeta = 2.0 * Temperature profile index beta (ipedestal=1)

teped = 5.5 * Electron temperature of pedestal (kev) (ipedestal=1)

tesep = 0.1 * Electron temperature at separatrix (kev) (ipedestal=1)

iprofile = 1 * Switch for current profile consistency;

isc = 34 * Switch for energy confinement time scaling law

ishape = 2 * Switch for plasma cross-sectional shape calculation;

kappa = 1.700 * Plasma separatrix elongation (calculated if ishape > 0)

q0 = 1.0 * Safety factor on axis

ralpne = 0.1 * Thermal alpha density / electron density (iteration variable 109)

I_single_null = 1 * Switch for single null 1 / double null plasma 0;

ssync = 0.6 * Synchrotron wall reflectivity factor

triang = 0.7 * Plasma separatrix triangularity (calculated if ishape=1; 3 or 4)

maxradwallload = 0.5 * Maximum permitted radiation wall load (MW/m2)

peakfactrad = 2.00 * peaking factor for radiation wall load

*-----------------Pulse Variables------------------*

lpulse = 1 * Switch for reactor model; 1 for pulsed, 0 for steady state

*------------------Rfp Variables-------------------*

*--------------Stellarator Variables---------------*

*-----------------Times Variables------------------*

tburn = 1.0d6 * Burn time (s) (calculated if lpulse=1)

*-----------------Vacuum Variables-----------------*

*-----------------Tfcoil Variables-----------------*

casthi = 0.07 * Inboard tf coil case inner (plasma side) thickness (m)

casths = 0.05 * Inboard tf coil sidewall case thickness (m)

cpttf = 10e+04 * Tf coil current per turn (a);

ripmax = 0.6 * Maximum allowable toroidal field ripple amplitude (nominally 0.6)

tdmptf = 30.0 * Dump time for tf coil (s)

n_tf = 18 * Number of tf coils (default = 50 for stellarators)
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alstrtf = 6.6D8 * allowable von Mises stress in TF coil structural material (Pa )

thicndut = 1.5d-3 * Conduit insulation thickness (m)

tinstf = 0.008 * Ground insulation thickness surrounding winding pack (m)

tmargmin = 1.7 * Minimum allowable temperature margin (cs and tf coils) (k) This doesnt matter as I’ve set a current limit rather

vftf = 0.20 * Coolant fraction of tfc ’cable’ (itfsup=1); or of tfc leg (itfsup=0)

i_tf_sup = 1 * magnet type, 1 for superconductor, 0 for (water cooled)

*---------------Quick Access Switches---------------*

isumatpf = 7 * Switch for superconductor material in pf coils; (3 = NbTi, 6 = Gl_nbti in ASC2018) ( 7 = GL_nbti in SBLCM_develop)

isumatoh = 8 * same numbering as isumatpf

i_tf_sc_mat = 8 *switch for TF coil superconductor material (1 = Nb3Sn 3 = NbTi 5 = WST 7 = YBCO, 8 = GL_nbti in ASC18) ( 7 = GL_

tftmp = 4.5 * Peak helium coolant temperature in tf coils (k) nominally 4.75

iblanket = 3 * 1 = no TBR calculation HCPB, 3 = TBR calculation HCPB

iblanket_thickness = 1 * thin blanket

tbrnmn = 7200 * Minimum burn time (s)

i_cs_stress = 1

i_tf_bucking = 3 *reduces cost significantly

iprecomp = 0 * required with above

*-------------------Scan Module--------------------*

isweep = 1

nsweep = 4* 1 aspect, 28 bt, 4 Hfactor, 54 b_crit_upper_nbti

sweep = 3.7369E+00, 3.7,3.8,3.9

sweep = 1.2,1.15,1.14,1.13,1.12,1.11,1.1,1.05,1.0

*---------------------Numerics---------------------*

ioptimz = 1 * for optimisation VMCON only

minmax = 7 * Switch for figure-of-merit (1 = radius 6 = CoE 7 = capital investment, 17 net electrical output)

epsvmc = 1.0e-6 * Error tolerance for vmcon
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Example PROCESS Output File

Summary

**************************************************************************************************************

************************************************** PROCESS ***************************************************

************************************** Power Reactor Optimisation Code ***************************************

**************************************************************************************************************

Program : process.exe

Version : 1.0.17 Release Date :: 2020-02-25

Tag No. : 1.0.17-310-gfb5772e code contains untracked changes

Branch : Roadmap

Git log : plot proc_v2 change,

Date/time : 16 Apr 2021 15:14:07 +01:00(hh:mm) UTC

User : schislet

Computer : freia026

Directory : /home/schislet/local_dev/bin

Input : IN.DAT

Run title : TF coil testing

Run type : Reactor concept design: Pulsed tokamak model, (c) CCFE

**************************************************************************************************************

Equality constraints : 19

Inequality constraints : 00

Total constraints : 19

Iteration variables : 36

Max iterations : 200

Figure of merit : +07 -- minimise capital cost.

Convergence parameter : 1.00E-03

**************************************************************************************************************
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(Please include this header in any models, presentations and papers based on these results)

**************************************************************************************************************

Quantities listed in standard row format are labelled as follows in columns 112-114:

ITV : Active iteration variable (in any output blocks)

OP : Calculated output quantity

Unlabelled quantities in standard row format are generally inputs

Note that calculated quantities may be trivially rescaled from inputs, or equal to bounds which are input.

**************************************************************************************************************

***** Scan point 1 of 1: Confinement_H_factor, hfact = 1.200E+00 *****

**************************************************************************************************************

************************************************** Numerics **************************************************

PROCESS has performed a VMCON (optimisation) run.

and found a feasible set of parameters.

VMCON error flag (ifail) 1

Number of iteration variables (nvar) 36

Number of constraints (total) (neqns+nineqns) 19

Optimisation switch (ioptimz) 1

Figure of merit switch (minmax) 7

Square root of the sum of squares of the constraint residuals (sqsumsq) 2.476E-04 OP

VMCON convergence parameter (convergence_parameter) 4.243E-05 OP

Number of VMCON iterations (nviter) 11 OP

PROCESS has successfully optimised the iteration variables to minimise the figure of merit CAPITAL COST.

Certain operating limits have been reached,

as shown by the following iteration variables that are

at or near to the edge of their prescribed range :

fdene = 1.1000E+00 is at or above its upper bound: 1.1000E+00

q = 3.4500E+00 is at or below its lower bound: 3.4500E+00

fpnetel = 1.0000E+00 is at or above its upper bound: 1.0000E+00

coheof = 1.9000E+07 is at or below its lower bound: 1.9000E+07

fstrcase = 1.0000E+00 is at or above its upper bound: 1.0000E+00

fjprot = 1.0000E+00 is at or above its upper bound: 1.0000E+00

tdmptf = 3.0000E+01 is at or below its lower bound: 3.0000E+01

fpsepr = 8.0000E-01 is at or above its upper bound: 8.0000E-01

fzeffmax = 1.0000E+00 is at or above its upper bound: 1.0000E+00

fradwall = 1.0000E+00 is at or above its upper bound: 1.0000E+00

foh_stress = 1.0000E+00 is at or above its upper bound: 1.0000E+00

The solution vector is comprised as follows :

final final /
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i value initial

1 aspect 3.1469E+00 1.0697

2 bt 5.3570E+00 1.0961

3 rmajor 6.7503E+00 1.0924

4 te 1.0605E+01 0.9672

5 beta 3.1175E-02 0.7078

6 dene 9.0720E+19 0.8482

7 fdene 1.1000E+00 1.0000

8 tfcth 6.6100E-01 1.0000

9 fwalld 8.0588E-02 0.7507

10 ohcth 6.1735E-01 1.1682

11 q 3.4500E+00 1.0000

12 fpnetel 1.0000E+00 1.0000

13 bore 1.7577E+00 1.3394

14 fbetatry 4.8920E-01 0.8080

15 coheof 1.9000E+07 1.0000

16 fjohc 2.2635E-01 1.6580

17 fjohc0 1.3726E-01 0.9390

18 fcohbop 7.3211E-01 0.7321

19 fvsbrnni 6.0217E-01 1.0658

20 fstrcase 1.0000E+00 1.0000

21 fstrcond 9.6460E-01 0.9646

22 fiooic 8.1112E-02 0.9976

23 fvdump 3.7729E-01 1.1521

24 vdalw 6.4793E+00 1.1521

25 fjprot 1.0000E+00 1.0000

26 tdmptf 3.0000E+01 1.0000

27 thkcas 5.1969E-02 1.0394

28 thwcndut 7.1694E-03 1.1467

29 fpsepr 8.0000E-01 1.0000

30 flhthresh 1.7682E+00 1.0018

31 fzeffmax 1.0000E+00 1.0000

32 fradwall 1.0000E+00 1.0000

33 oh_steel_frac 8.0375E-01 1.1230

34 foh_stress 1.0000E+00 1.0000

35 fimp(09) 8.0171E-05 0.0452

36 thkwp 5.5088E-01 0.9689

The following equality constraint residues should be close to zero :

physical constraint normalised

constraint residue residue

1 Beta consistency = 3.1175E-02 2.0064E-09 -6.4360E-08

2 Global power balance consistency = 2.1028E-01 MW/m3 1.3131E-08 MW/m3 -6.2445E-08

3 Density upper limit < 1.0322E+20 /m3 7.1118E+12 /m3 6.8896E-08

4 Neutron wall load upper limit < 8.0588E-01 MW/m2 4.8905E-08 MW/m2 6.0685E-08

5 Radial build consistency = 6.7503E+00 m -6.1889E-08 m 9.1683E-09

6 Burn time lower limit > 7.2000E+03 sec 4.0445E-01 sec -5.6173E-05
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7 L-H power threshold limit > 7.6351E+01 MW 2.8771E-05 MW -3.7683E-07

8 Net electric power lower limit > 1.0000E+02 MW 2.4326E-02 MW 2.4326E-04

9 Beta upper limit < 5.6886E-02 2.5063E-09 4.4058E-08

10 CS coil EOF current density limit < 8.3940E+07 A/m2 -1.4353E+02 A/m2 -1.7099E-06

11 CS coil BOP current density limit < 1.0134E+08 A/m2 -1.4245E+02 A/m2 -1.4056E-06

12 Injection power upper limit < 5.0000E+01 MW -4.8840E-06 MW 9.7679E-08

13 TF coil case stress upper limit < 6.6000E+08 Pa -1.5322E+02 Pa -2.3215E-07

14 TF coil conduit stress upper lim < 6.6000E+08 Pa -1.8523E+02 Pa -2.8065E-07

15 I_op / I_critical (TF coil) < 2.8368E+08 A/m2 2.9296E+00 A/m2 -1.2732E-07

16 Dump voltage upper limit < 6.4793E+00 V 4.0347E+00 V 1.5690E-06

17 J_winding pack/J_protection limit < 2.3010E+07 A/m2 0.0000E+00 A/m2 -8.2165E-08

18 Psep / R upper limit < 2.5000E+01 MW/m -7.1057E-06 MW/m 3.5528E-07

19 CS Tresca stress limit < 6.6000E+08 Pa -1.3282E+02 Pa -2.0125E-07

******************************************** Final Feasible Point ********************************************

*************************************** Power Reactor Costs (1990 US$) ***************************************

First wall / blanket life (years) (fwbllife) 24.817

Divertor life (years) (divlife.) 9.549

Cost of electricity (m$/kWh) (coe) 547.243

Power Generation Costs :

Annual Costs, M$ COE, m$/kWh

Capital Investment 219.11 421.42

Operation & Maintenance 19.86 38.20

Decommissioning Fund 1.85 3.56

Fuel Charge Breakdown

Blanket & first wall 35.18 67.67

Divertors 6.08 11.70

Centrepost (TART only) 0.00 0.00

Auxiliary Heating 1.01 1.94

Actual Fuel 0.29 0.55

Waste Disposal 1.14 2.19

Total Fuel Cost 43.70 84.06

Total Cost 284.53 547.24

****************** Replaceable Components Direct Capital Cost ******************

First wall direct capital cost (M$) (fwallcst) 62.791

Blanket direct capital cost (M$) (blkcst) 277.191

Divertor direct capital cost (M$) (divcst) 32.821

Plasma heating/CD system cap cost (M$) 9.750

Fraction of CD cost --> fuel cost (fcdfuel) 0.100
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**************************************** Detailed Costings (1990 US$) ****************************************

Acc.22 multiplier for Nth of a kind (fkind) 6.500E-01

Level of Safety Assurance (lsa) 2

************************ Structures and Site Facilities ************************

Breakdown of the costs of various buildings and land

(c21) Total account 21 cost (M$) 488.28

******************************* Reactor Systems ********************************

Breakdown of the costs of the divertor, first wall, blanket, shield and their support structures

(c221) Total account 221 cost (M$) 38.59

*********************************** Magnets ************************************

Break down of the costs of the TF, CS and PF coils, including the conductor, winding, assembly and their

support structures

(c222) Total account 222 cost (M$) 557.19

******************************* Power Injection ********************************

Breakdown of the costs of the ECRH, lower hybrid and neutral beam systems

(c223) Total account 223 cost (M$) 87.75

******************************** Vacuum Systems ********************************

Costs of the vacuum pumps, ducts, valves, shielding and instrumentation

(c224) Total account 224 cost (M$) 16.19

****************************** Power Conditioning ******************************

Costs of the TF, CS and PF coil power supplies, breakers, dump resistors, instrumentation and

bussing

(c225) Total account 225 cost (M$) 81.65

**************************** Heat Transport System *****************************

Costs of the cryogenic system, and cooling systems for the blanket, first wall and divertor

including piping and heat exchangers

(c226) Total account 226 cost (M$) 129.92
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***************************** Fuel Handling System *****************************

Costs of the fuel system, processing, ventilation and atmospheric recovery systems

(c227) Total account 227 cost (M$) 119.56

************************* Instrumentation and Control **************************

(c228) Instrumentation and control cost (M$) 97.50

**************************** Maintenance Equipment *****************************

(c229) Maintenance equipment cost (M$) 195.00

**************************** Total Account 22 Cost *****************************

(c22) Total account 22 cost (M$) 1323.35

*************************** Turbine Plant Equipment ****************************

(c23) Turbine plant equipment cost (M$) 99.43

*************************** Electric Plant Equipment ***************************

Costs of the switchyard, transformers, back-up systems and low voltage equipment

(c24) Total account 24 cost (M$) 32.19

************************ Miscellaneous Plant Equipment *************************

(c25) Miscellaneous plant equipment cost (M$) 22.12

**************************** Heat Rejection System *****************************

(c26) Heat rejection system cost (M$) 25.05

****************************** Plant Direct Cost *******************************

(cdirt) Plant direct cost (M$) 1990.42

****************************** Reactor Core Cost *******************************

(crctcore) Reactor core cost (M$) 683.53

******************************** Indirect Cost *********************************

(c9) Indirect cost (M$) 558.51

****************************** Total Contingency *******************************
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(ccont) Total contingency (M$) 382.34

******************************* Constructed Cost *******************************

(concost) Constructed cost (M$) 2931.27

************************* Interest during Construction *************************

(moneyint) Interest during construction (M$) 439.69

*************************** Total Capital Investment ***************************

(capcost) Total capital investment (M$) 3370.96

********************************************* Plant Availability *********************************************

Allowable blanket neutron and heat fluences. First wall, blanket and divertor lifetimes.

Heating and current drive system lifetime. Total reactor lifetime. Reactor availability fraction.

*************************************************** Plasma ***************************************************

Plasma configuration = single null divertor

Tokamak aspect ratio = Conventional, itart = 0 (itart) 0.000

Plasma Geometry :

Major and minor radii, aspect ratio, elongation, triangularity, plasma volume

, surface area, cross-sectional area and poloidal perimeter

Current and Field :

Plasma current, plasma current scaling law used, plasma inductance, field on plasma

axis, safety factor on plasma axis at at 95% flux surface, cylindical safety factor

Beta Information :

Total plasma, poloidal, thermal, fast alpha and beam ion betas. Normalised thermal

and total betas, beta g coefficient, plasma thermal and internal energies

Temperature and Density (volume averaged) :

Ion and electron densities and temperatures on average and on plasma axis. Line

averaged densities, densities w.r.t the Greenwald density, density limits. Helium and high-Z impurity densities.

Impurities:

Impurity concentrations, and average mass

Pedestal:
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Effective charge, plasma profile model. Pedestal density, temperature and height.

Electron temperature and density at separatrix, comparison with limits.

Density Limit using different models :

Density limits as specified using various models e.g. ITER models I and II, Greenwald model etc.

Fuel Constituents :

Deuterium and tritium fractions

Fusion Power :

Total fusion power, D-T, D-D and D-He3 fusion powers, alpha, neutron and charged particle power.

Total power deposited in plasma

Radiation Power (excluding SOL):

Bremsstrahlung and synchrotron radiation powers. Core edge and total radiation. Core and scrape

off layer radiation fractions. Maximum and nominal radiation wall load and mean neutron wall load.

Power incident on the various divertor targets. Ohmic heating power, fraction of alpha power to

ions and electrons. Power into divertor zone. Psep / R ratio, Psep Bt / qAR ratio. L-H mode transition

power via various scaling laws.

Confinement :

Confinement time scaling law. Global thermal energy, ion energy and electron energy confinement times.

Triple product, transport power loss. Alpha particle confinement time. Total energy confinement time

including radiation loss

Dimensionless plasma parameters

Normalized plasma pressure beta, normalised ion Larmour radius, normalised collisionality,

volume measure of plasma elongation.

Plasma Volt-second Requirements :

Total volt-second requirements, inductive volt-seconds, start-up and flat-top resistive volt-seconds.

Bootstrap fraction via various scaling laws. Diamagnetic fraction, Pfirsch-Schlueter fraction.

Loop voltage during plasma burn, plasma resistance and inductance. Coefficient for saw-tooth effects

on volt-second requirements.

Fuelling :

Fueling and burn-up rates and burn-up fraction.

***************************** Energy confinement times, and required H-factors : *****************************

Plasma energy confinement times via various scaling laws, and the required H-factors for power balance from those laws.
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******************************************** Current Drive System ********************************************

Current drive wall plug and coupling efficiencies. Injected power. Bootstrap fraction, inductive fraction.

Total flux swing capability of CS and PF coils. Required flux swing during start-up, available flux swing during burn.

*************************************************** Times ****************************************************

CS current ramp time, plasma current ramp-up time, heating time, burn time, reset to zero CS current time,

time between pulses, total plant cycle time.

************************************************ Radial Build ************************************************

Radial thicknesses of components from the inner bore of the CS coil to the outer leg of the TF coil

*********************************************** Vertical Build ***********************************************

Vertical thicknesses of components from the bottom of the TF coil, to the top of the TF coil

************************************* Divertor build and plasma position *************************************

Divertor configuration. Positions of plasma top and centre and X-point (radial and vertical). Plasma lower

triangularity, plasma lower triangularity,

plasma elongation. TF coil vertical offset. Positions of the divertor plates and strike points

************************************************* TF coils **************************************************

TF coil stresses (radial, toroidal, vertical, Von-Mises and Tresca). Maximum radial deflection at the mid-plane.

TF coil support architecture and superconductor model. TF coil geometry, radii, thicknesses, heights and shape.

TF coil, winding pack and cable dimensions, masses and material fractions. Nominal and peak fields on the

conductor, critical and operating current densities and currents in the winding pack and cables. Number of turns in

the winding pack. Field ripple. Radial build of the winding pack.Quench voltage and relaxation time.

Vacuum vessel stress due to quench.

*************************************** Central Solenoid and PF Coils ****************************************

CS and PF coil stresses (hoop, axial and Tresca), coil geometry, radii, thicknesses, heights and shape. TF coil,

winding pack and cable dimensions, masses and material fractions. Peak fields, operating and critical

current densities. Peak fields, operating and critical current densities at beginning of pulse and end of flat-top.

Number of turns in the winding pack.

****************************************** Volt Second Consumption *******************************************

Volt-second consumption breakdown during start-up and burn on each PF coil and the CS coil. Currents in each coil

(broken down into equilibrium field and CS field balancing) at initialisation, beginning-of-pulse,

end-of-ramp, beginning-of-flat-top, end-of-flat-top and end-of-pulse. Current evolution in the plasma at

initialisation, beginning-of-pulse, end-of-ramp, beginning-of-flat-top, end-of-flat-top and end-of-pulse.

********************************************* Support Structure **********************************************
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PF and CS coil gravity support and inter-coil support structure masses. Mass of cooled components.

******************************************** PF Coil Inductances *********************************************

PF, CS and plasma inductance evolution at initialisation, beginning-of-pulse, end-of-ramp, beginning-of-flat-top,

end-of-flat-top and end-of-pulse.

************************************ Pumping for primary coolant (helium) ************************************

Pressure drop in FW and blanket coolant. Fraction of FW and blanket thermal power required for pumping.

Total power absorbed by FW & blanket. Inlet and outlet temperature of FW & blanket coolant pump.

Mechanical pumping power for FW, blanket, divertor, shield and vacuum vessel cooling loops

********************************** First wall and blanket : CCFE HCPB model **********************************

Blanket material composition by volume. Component volumes and masses. Nuclear heating in TF and PF coil, blanket,

shield and divertor. Number of inboard and outboard blanket modules. Blanket pumps isentropic efficiency.

First wall and blanket coolant pressures. Tritium breeding ratio (during pulse and 5 year time averaged)

********************************** Superconducting TF Coil Power Conversion **********************************

TF coil cable operating current-per-turn. Number of TF coils. Quench voltage. TF coil inductance and resistance.

TF coil charging time. Number of circuit breakers and dump resistors. Dump resistor resistances.

Dump resistor energy and power. Power supply voltage and current. TF coil resistive and inductive power.

Aluminium bus current density and cross section. TF coil power conversion floor space. AC inductive and steady

state power demand.

****************************** PF Coils and Central Solenoid: Power and Energy *******************************

Number of PF coil circuits.Sum of PF power supply ratings. Total PF coil circuit bus length. Total PF coil bus

resistive power. Total PF coil resistive power. Maximum PF coil voltage. Efficiency of transfer of PF stored

energy into or out of storage. Maximum stored energy in poloidal field. Energy stored in poloidal magnetic field

as a function of time.

*********************************************** Vacuum System ************************************************

Pumpdown to base pressure: First wall outgassing rate, total outgassing load, base pressure required, required

N2 pump speed. Pumpdown between burns: plasma chamber volume, chamber pressure before and after burn,

required D-T pump speed. Helium Ash Removal: divertor chamber gas pressure, He gas fraction in divertor chamber,

required helium pump speed. D-T Removal at Fuelling Rate: D-T fuelling rate, required D-T pump speed.

Number of pump ducts, duct diameter, passage length, passage diameter.

******************************************* Plant Buildings System *******************************************

Volume and floor area of reactor building, maintenance building, warmshop building, tritium building,

electrical building, control building, cryogenics building, administration building, shops volume.

**************************************** Electric Power Requirements *****************************************
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Base electricity load and electricity loads for divertor coils, cryoplant, primary coolant pump, TF, CS and PF

power supplies plasma heating power supply, tritium processing, and vacuum pumps. Total pulsed power and total

base power required at all times.

************************************************* Cryogenics *************************************************

Conduction, radiation and nuclear heat loads on cryogenic components. Resistive losses in current leads. Total heat

to remove at cryogenic temperatures. Cryogenic components and coolant temperature, cryoplant efficiency.

Total electric power required by cryoplant.

************************************ Plant Power / Heat Transport Balance ************************************

Neutron power multiplication in blanket, divertor area fraction of whole toroid surface, H/CD apparatus

+ diagnostics area fraction, first wall area fraction. Mechanical and electrical pumping power for FW,

blanket and divertor cooling loop including heat exchanger. Efficiency of coolant pumps and power conversion cycle.

Fraction of high-grade thermal power to divertor. Heat removal from cryogenic plant, reactor facilities,

injection power, tritium plant, vacuum pumps. Coolant pumping efficiency losses.

Power Balance across separatrix :

Transport power loss from confinement time scaling law, radiation power from plasma core. Alpha power

deposited in plasma, power from D-D and D-He charged particles, injected power, total power across separatrix.

Power Balance for Reactor - Summary :

Fusion power, power from energy multiplication in the blanket, injected power, ohmic power, power deposited in

primary coolant by pump. Heat extracted from first wall, blanket, shield and divertor. Nuclear and

photon lost to H/CD system.

Electrical Power Balance :

Net electric power output, electric power for H/CD system, coolant pumps, vacuum pumps, tritium plant, cryoplant,

TF coils, PF coils, other systems gross electric power.

Power balance for power plant :

Fusion power, power from enery multiplication in blanket and shield, net electrical output, heat rejected

by main power conversion circuit, heat rejected by other cooling circuits.

Plant efficiency measures :

Net electric power to total nuclear power ratio. Net electric power to total fusion power ratio.

Gross electric power to high-grade heat ratio

Time dependent power usage

******************************************** Errors and Warnings *********************************************
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Any level 3 errors that caused the PROCESS run to exit, or any level 2 or 1 warnings that the user may wish to review.

******************************************* End of PROCESS Output ********************************************
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This thesis is based on a template developed by Alex Blair, Matthew Townson and

Andrew Reeves. It was typeset with LATEX2ε. It was created using the memoir

package, maintained by Lars Madsen, with the madsen chapter style. The font

used is Latin Modern, derived from fonts designed by Donald E. Knuth.
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