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Abstract 

Furfural is a key bio-based platform chemical, and its hydrogenation allows access to a variety of 

important chemical intermediates, particularly furfuryl alcohol, which is widely used to make resins. 

Here, nickel and tin-nickel catalysts have been thoroughly investigated for vapour-phase furfural 

hydrogenation as a replacement for the highly carcinogenic and environmentally damaging current 

commercial catalyst, copper chromite. The addition of tin to incipient wetness impregnation (IWI) 

nickel-based catalysts (metal particle size: 9 ± 4 nm) resulted in a markedly improved selectivity to 

furfuryl alcohol of up to 86 %; however mass activity was decreased by an order of magnitude. A 

commercially available copper chromite catalyst was used for comparison and exhibited similar 

mass activity and stability to the tin-doped IWI catalysts but with a slightly higher furfuryl alcohol 

selectivity of around 90 %. To understand the selectivity change that occurred upon the 

introduction of tin, more well-defined and uniform SnNi-based catalysts were prepared by 

synthesising colloidal SnNi bimetallic nanoparticles. Smaller nanoparticles (~4 nm) could be 

successfully synthesised using only an amine capping agent, however larger nanoparticles 

(12 – 15 nm) required a phosphine capping agent. The use of a phosphine capping agent led to 

phosphorus incorporation into the surface of the nanoparticles (as shown by near ambient pressure 

X-ray photoelectron spectroscopy (NAP-XPS)), even when the bulk structure exhibited no evidence 

of phosphorus incorporation. Silica supported small phosphorus-free SnNi nanoparticles (Ni:Sn 

molar ratio of ~3) had a superior furfuryl alcohol selectivity (96 %) when compared to the IWI 

catalysts, however significant sintering occurred in the in situ reduction step prior to reaction (i.e. 

the active catalyst was sintered). The silica supported nanoparticles prepared with a phosphine 

capping agent exhibited minimal to no sintering. The presence of phosphorus in nickel 

nanoparticles led to an increased furfuryl alcohol selectivity (~67 %) when compared to IWI nickel 

and amine-capped nickel nanoparticle catalysts (~50 %). The furfuryl alcohol selectivity of the 

phosphine capped nanoparticles could be further improved by the introduction of small amounts 

of tin, reaching around 92 % for nanoparticles with a Ni:Sn molar ratio of ~18. NAP-XPS was used 

to investigate the structure and composition of the nanoparticles, revealing the top surface of both 

the small phosphorus-free and larger phosphorus-containing nanoparticles consisted of a tin-nickel 

phase with a Ni:Sn molar ratio of ~3, followed by a tin rich layer and then a nickel-based core. This 

provides a potential explanation for the similar furfuryl alcohol selectivities achieved by the 

nanoparticle catalysts, despite the very different bulk Ni:Sn molar ratios. Overall, the introduction 

of tin to nickel catalysts was found to drastically improve the furfuryl alcohol selectivity during 

vapour-phase furfural hydrogenation, affording a potential less toxic alternative to 

chromium-based catalysts for a future bio-refinery process. 
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Chapter 1: Introduction 

The demand on fossil fuels for energy and various consumer products is increasingly unsustainable, 

with a major focus now placed on the use of renewable and environmentally friendly resources. 

One such resource is biomass, due to the more renewable and sustainable nature of the feedstock. 

However, biomass can be a challenging material to successfully process due to the complexity of 

the chemical structures, increased functionalisation and higher oxygen levels compared with more 

traditional petrochemical feedstocks.1, 2  

In order to efficiently and selectively produce useful chemicals and fuels from complex biomass 

materials, the development and understanding of selective, active and stable catalysts is crucial. A 

catalyst is defined as a material that lowers the activation energy of a reaction, thereby increasing 

the reaction rate of one or more possible product pathways, whilst not being consumed in the 

process.3  The selectivity of a catalyst is highly dependent on whether the catalyst lowers the 

activation energy of a single pathway significantly more than others, or whether it lowers the 

activation energy of several pathways by a similar amount; the latter would lead to several products 

and poor selectivity. There are three main categories of catalysts; enzymatic which involves the use 

of a biological catalyst; homogeneous where the catalyst is in the same phase as the reagents (e.g. 

both in the liquid phase) and heterogeneous where the catalyst is in a different phase to the 

reagents (e.g. solid catalyst with liquid or gaseous reagents).3 Heterogeneous catalysts are most 

widely used in industry, mainly due to the significantly simplified separation of the products and 

catalyst compared to homogeneous systems, which often require separation by expensive and 

wasteful distillations or extractions.4, 5  

Whilst the use of biomass for the production of chemicals and fuels clearly has benefits compared 

to petrochemical feedstocks, the widespread use of food crops for biomass is a concern, as is the 

case for so-called ‘first generation’ bio-fuel systems. In order to sustain current fuel and chemical 

requirements, a huge demand would be placed on food crops, leading to a substantial increase in 

the price of staple foods, whilst at the same time reducing biodiversity. Additionally, there are 

concerns regarding the environmental impact and economic efficiency of these processes.1, 6 The 

use of lignocellulosic biomass, such as corncobs, bagasse and oat husks amongst many others, is 

one way of reducing the impact on food prices since these materials are inedible and generally 

regarded as waste. These systems, which use lignocellulosic biomass rather than food crops, are 

referred to as ‘second generation’. The economic efficiency can be improved by producing value 

added chemicals from biomass, as opposed to fuels, since the generally higher market prices of the 

products make this a more economically feasible option.1  
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Furfural is frequently discussed in the literature as a bio-derived chemical of interest since it has a 

variety of uses (Figure 1 and Table 1).1, 2, 7, 8 The global production of furfural is estimated to be 

around 270000 tonnes per year.7 It can be used directly as a processing agent in lubricant oil 

manufacture or in the flavourings and perfume industry, however most of the current feedstock 

(~60%)9 is hydrogenated to furfuryl alcohol (FOL) for use as an adhesive, resin or corrosion resistant 

coating.10, 11  

 

Figure 1: Scheme showing products formed during the hydrogenation of furfural 

Table 1: The potential uses of products from furfural hydrogenation 

Product Potential uses 

Furfuryl alcohol Resins for use in the foundry industry, 

viscosity reducers for epoxy resins, polyesters, 

polyurethane foams, fragrances7, 8 

Tetrahydrofurfuryl alcohol Solvent, printing inks, cleaner for electronics, 

biocides and pesticides for the agriculture 

industry7, 9, 12, 13 

2-methylfuran (Mainly) production of anti-malarial drugs, 

other heterocycles (N- or S-containing)7, 9 

Furan Solvent, production of nitro- and sulphur-

substituted furans used as biocides/fungicides 

and flavourings respectively7 
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The production of furfural was first developed by Quaker Oats, who described an economically 

viable production method in a patent filed in 1922.14 Whilst the intricacies of the current production 

methods are generally not revealed in detail, it is most commonly prepared by variants of the 

general process outlined in Figure 2.7 

 

Figure 2: Schematic overview of the common method for producing furfural7 

In order to then hydrogenate furfural into the important commercial product FOL, copper chromite 

catalysts are generally employed.15 However, these catalysts contain highly carcinogenic and 

mutagenic Cr(VI). This is strictly regulated in many parts of the world, including the EU where under 

the REACH regulations, chromium trioxide is listed as a ‘substance of very high concern’ and 

included in the candidate list of chemicals that require authorisation before use.16 The significant 

health concerns, along with the likely costs and time required to address these concerns, make this 

catalyst less attractive for industry. Consequently, the development of a novel catalyst to replace 

the current copper chromite-based system is greatly needed. 

This review will discuss the current relevant catalysts described in the literature for furfural 

hydrogenation and the possible approaches for improving the performance of replacement 

catalysts. Key methods for producing more uniform, model versions of promising catalysts that can 

be used to aid their study will also be examined.

1.1 Copper chromite catalysts 

In a patent filed in 1931, Röhm and Haas described the use of a copper chromite catalyst including 

an alkali or alkaline earth oxide promoter for the hydrogenation of furfural.17 They reported that 

this catalyst had improved properties including higher yields, shorter reaction times and increased 

stability compared to any other previous catalysts, including nickel-based catalysts. There are 

additionally reports in the literature around the same time describing copper chromite catalysts 

with alkaline earth promoters for similar hydrogenations.18 However, without advanced analytical 

techniques, the understanding of how this catalyst operated was limited.  



4 
‡the authors did not report the full diffraction pattern, the source of the data used to confirm identification or the 
structure/space group of the phase reported, however the position of the most intense reflection (CuCrO2(200)) is 
consistent with the data in this ICSD entry from Dannhauser et al.20 and therefore the information regarding 
structure/space group included above is based on the data from this paper 

Whilst copper chromite-based catalyst formulations have been widely used to carry out furfural 

hydrogenation for many years, they have also been extensively used for several other significant 

hydrogenation reactions such as the water-gas shift reaction and the synthesis of methanol from 

syn-gas. Since these are industrially important, there is a significant body of literature on copper 

chromite catalysts for these reactions. Therefore, whilst it is important to note that different 

reactions may rely on different active sites, even when using similar catalysts, reports that discuss 

catalyst properties such as the structure or the nature of any active sites present, are still likely to 

be worth consideration. 

Monnier et al.19 investigated a copper chromite catalyst for the production of methanol from H2 

and CO. Based on an XRD study, they reported that the reduced catalysts contained CuCrO2 

(rhombohedral structure; space group R -3 m H; ICSD code: 2667620 ‡) and that the maximum 

specific methanol activity correlated well with the concentration of CuCrO2. Consequently, they 

suggested that the catalytic activity was linked to the concentration of CuCrO2. Additionally, an XPS 

study was used to investigate the oxidation states of copper on the surface of the catalyst and found 

that the catalytic activity increased with increasing surface concentrations of Cu+. The highest 

surface concentrations of Cu+ also correlated well with the samples that had the highest CuCrO2 

concentrations as determined by XRD. This suggests that the active site is Cu+, which exists as the 

stable crystalline phase, CuCrO2. Without the presence of the chromium oxide, the reducing 

conditions of the reaction (i.e. H2) would likely lead to the formation of Cu0 metal, which provides 

a plausible explanation for the requirement of chromium in the catalyst. 

There is some debate regarding the active site or sites present on copper chromite-based catalysts 

for hydrogenation reactions such as furfural hydrogenation or the hydrogenation of 

α,β-unsaturated carbonyl compounds in general.21 Some refer to the work of Monnier et al.19, as 

discussed above, that suggests Cu+ sites are the sole active sites on copper chromite catalysts. 

Others, such as Rao et al.21 who investigated furfural and crotonaldehyde hydrogenation, agree 

that a strong correlation between the number of Cu+ species and catalytic activity suggests that Cu+ 

sites are involved in the reactions. However, they propose that since H2 dissociation should occur 

more readily on Cu0 than Cu+ sites, both active sites are required for successful hydrogenation. 

Ultimately, whilst there is debate over the nature of the active sites in copper chromite catalysts, 

most reports appear to agree that the presence of Cu+ sites is necessary. This means chromium is 

playing a crucial role in the stability of the active sites in copper chromite catalysts and so achieving 

an effective copper-based catalyst without chromium may be challenging.  
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1.2 Nickel catalysts 

Nickel catalysts are generally regarded as low cost and are typically highly active for simple 

hydrogenation reactions such as CO methanation and the hydrogenation of vegetable oils.22 

However, this high activity can often come at the cost of selectivity and stability, with nickel 

catalysts known to suffer significant deactivation due to coking.23 Despite these possible drawbacks, 

the generally high activity of nickel catalysts means that they have been investigated for furfural 

hydrogenation. 

Whilst nickel catalysts have been reported for the liquid-phase reaction,13, 24-27 this thesis focuses 

on the vapour-phase reaction; as such, these examples are more relevant and will be discussed in 

further detail. A summary of the catalytic performance of nickel-based catalysts reported in the 

literature for vapour-phase furfural hydrogenation can be found in 

Table 2, along with some examples of copper chromite as a reference. Nakagawa et al.28 

investigated the use of Ni/SiO2 catalysts for vapour-phase furfural hydrogenation. The authors 

found that FOL was the favoured product at low furfural conversions, but the selectivity for 

tetrahydrofurfuryl alcohol (THFA) rapidly increased at high conversions of furfural. This suggested 

that there was a competitive adsorption of furfural and FOL, and that furfural was more strongly 

adsorbed onto the nickel catalyst than FOL. Hence, at low conversions, FOL is the dominant product, 

but this switches to THFA at conversions close to 100 %. It should also be noted that the catalysts 

reported appear to be very selective, producing either FOL or THFA in varying amounts dependent 

on conversion. However, the reaction temperature is an important consideration here. The authors 

carried out the reaction at 130 °C, which is around 30 °C lower than the boiling point of furfural 

(~162 °C), meaning that the furfural is likely condensing on the catalyst bed. It is unclear what effect 

this may have on the catalysis, but lower reaction temperatures would, in general, be expected to 

lead to increased selectivity and so this may be a contributing factor to the high selectivity observed 

for these catalysts. The catalysts were in general found to be relatively active, however the 

operating conditions did have an impact on both catalyst activity and selectivity. Under the 

conditions used to achieve a high FOL selectivity of 95 % (W/F (defined as mass of catalyst/flow 

rate): 0.053 gcat h moltotal
-1, temperature: 130 °C, gas composition: furfural:H2:N2 1:18:90), the 

activity was found to be 91 mmolprod gcat
-1 h-1. 

Vargas-Hernández et al.29 investigated SBA-15 supported nickel catalysts for vapour-phase furfural 

hydrogenation and decarbonylation. The highest FOL selectivity was achieved by the 20 wt. % nickel 

catalyst at 170 °C, however this was still only 53 %, with a range of other products also forming 

including furan. The catalyst was found to have a relatively low activity of 5.5 mmolprod gcat
-1 h-1. The 
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selectivity changed when the reaction temperature was increased to 230 °C, with the 5 wt. % nickel 

catalyst having a furan selectivity of 98 % at 5 h time on stream (TOS). Therefore, for nickel catalysts, 

increasing reaction temperature appears to significantly favour the decarbonylation pathway to 

furan, over hydrogenation to FOL. It is important to note however that the reagent feed used in 

this paper consisted of 5 v/v% furfural in cyclopentyl methyl ether (CPME), rather than pure 

furfural, and it is unclear whether this would have any impact on the catalysis.  

Nickel-based hydrotalcite catalysts (Ni-Mg-Al) have also been considered for vapour-phase furfural 

hydrogenation.30 The authors were able to achieve a high furfuryl alcohol selectivity of 89 %, 

however the activity of the catalyst was moderate at around 32 mmolprod gcat
-1 h-1. The authors 

hypothesise that the combination of Ni0 metal sites and strongly basic sites led to the high FOL 

selectivity. The adsorption via the C=O group onto basic sites would produce an activated 

nucleophilic oxygen species, which would promote the addition of dissociated hydrogen from the 

nickel metal surface. 

Jones et al.31 investigated nickel-based mixed metal oxide catalysts for vapour-phase furfural 

hydrogenation. The authors evaluated both Ni-Mg-Al and Ni-Co-Al catalysts and found that they 

consistently had a FOL selectivity of ~80 %. Whilst all catalysts had very similar selectivities, the 

activities did vary, with the optimal catalyst composition (1.1Ni-0.8Co-Al) found to give an activity 

of 440 mmolprod gcat
-1 h-1.  In comparison to the similar hydrotalcite-based catalysts discussed 

above30, the mixed metal oxide catalysts are an order of magnitude more active, however they are 

also less selective. 

A nickel catalyst that was supported on a rice-husk derived carbon-silica support was reported by 

Kang et al.32 for vapour-phase furfural hydrogenation. With their optimised catalyst (15 wt. % Ni), 

they reported a high furfuryl alcohol selectivity of 96 %, however the activity was low at 

11 mmolprod gcat
-1 h-1. There was also a roughly 15 % decrease in conversion over the course of 10 h 

TOS, indicating that the catalyst does suffer some deactivation, which the authors hypothesise is 

due to coking.  

Overall, nickel catalysts can exhibit relatively high activities, however those that were found to have 

a high furfuryl alcohol selectivity, generally had lower activities. This implies that there is likely an 

inverse relationship between activity and selectivity, and therefore, a careful balance is likely 

required to achieve an optimal catalytic performance. Additionally, this also suggest that it is 

possible to achieve a high furfuryl alcohol selectivity with modified nickel-based catalysts. 
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Table 2: Comparison of literature nickel and copper chromite catalysts run in vapour phase or pseudo-vapour phase (trickle bed) continuous reactors; mass activities were calculated at low 

conversions where possible, however some examples only included data for close to 100 % conversion; amass activity after 0.5 h TOS; bmass activity after 1 h TOS, cestimated value since this is 

a commercial sample and the exact composition is unknown; dmass activity at 4 h TOS. 

Catalyst Ni or Cu loading / 

wt. % 

Temperature / ºC Mass activity after 5 h 

TOS / mmolfur g(cat)
-1 h-1 

Furfuryl alcohol 

selectivity / % 

Furfural:H2 ratio 

Ni/SiO2
28 10 130 91a 95 1:18 

Ni/SBA-1529 20 170 5.5 53 1:12 

1.1Ni-0.8Co-Al mixed metal oxide33 57 155 440b 79 1:25 

Mg:Al:Ni (MAN-2)34 48 180 32 89 1:3 

Ni/carbon-silica (15Ni/RHCS)35 15 180 11 96 1:7 

Copper chromite (Cu 1800P)36 40c 200 42d 96 1:25 

Copper chromite (Cu 1800P)37 40c 180 9 99 1:2.5 

Copper chromite38 40 200 18 94 1:25 
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1.3 The role of the support 

Metal catalysts are commonly supported since this can often lead to highly dispersed small metal 

particles and increased stability to sintering due to the interactions between the support and the 

metal.39-41 These supports are sometimes thought of as inert, since the catalysis is occurring via the 

active sites on the metallic particles. However, the supports used can often play a role in the 

catalysis, such as through the introduction of acidic/basic sites or effects such as strong metal 

support interactions (SMSI), both of which are discussed further below. 

1.3.1 Acidity of the support 

Certain supports contain acid sites, which, dependent on strength and nature (i.e. Lewis versus 

Brønsted), can have an impact on catalysis. Silica is often considered inert due to the relatively weak 

nature of the Brønsted acidic silanol groups on its surface.42-44 However, when using a silica support 

for furfural hydrogenation, this weak acidity should still be considered, since the polymerisation of 

both furfural and furfuryl alcohol is catalysed by acid sites.45-49 The formation of furfural or furfuryl 

alcohol oligomers or polymers may contribute to coking and therefore the deactivation of the 

catalyst.  

Another common support is alumina and it is known to predominantly have Lewis acidic sites, which 

are present due to coordinatively unsaturated aluminium ions, although small numbers of Brønsted 

acid sites are also often present on alumina.50-52 Titania is also known to contain weakly acidic Lewis 

acid sites, however typically Brønsted acid sites are not present.53, 54 Similarly, ceria also contains 

weakly acidic Lewis acid sites.55 Most reports discussing furfuryl alcohol polymerisation use 

Brønsted acid catalysts,45-48 however the use of a Lewis acidic catalyst and a catalyst that had a 

combination of Lewis and Brønsted acidic sites has been reported.56 The presence of any acidic 

catalyst was found to increase the efficiency of the furfuryl alcohol polymerisation compared to the 

thermally induced reaction. However, the presence of Brønsted acid sites promoted polymerisation 

more than when only Lewis acid sites were present, allowing the polymerisation occur at lower 

reaction temperatures (Tmax of 122 - 124 °C versus 162 °C) and leading to an increase in the total 

heat released during the reaction.56 A combination of Lewis and Brønsted acid sites was found to 

be optimal for furfuryl alcohol polymerisation. Therefore, a support that only contains weak Lewis 

acid sites, such as titania or ceria, as opposed to a support with Brønsted acid sites (e.g. silica) or a 

support with a combination of both types of acid site (e.g. alumina), may help to limit furfuryl 

alcohol oligomerisation and therefore catalyst deactivation. 
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1.3.2 Strong metal support interactions 

For many years, catalyst supports were generally regarded as inert. However, based on work carried 

out by Tauster et al.,57-59 it was discovered that certain supports, such as titania, could form ‘strong 

metal support interactions’ (SMSI). This interaction between the metal particles and the support 

occurred after activation at elevated temperatures in H2 gas. The initial experiments that revealed 

the strange behaviour explained by SMSI involved H2 and CO chemisorption experiments on group 

8-10 metals supported on titania that had either been reduced in H2 at 200 °C or 500 °C.57 In the 

case of the samples reduced at 500 °C, the amount of H2 or CO adsorbed was greatly lowered 

compared to the amount adsorbed by the samples reduced at the lower temperature and in most 

cases was actually close to zero. This behaviour could potentially be explained by the metal particles 

sintering during reduction at the higher temperature and the authors report that the formation of 

particles of between 10 - 25 nm could potentially explain the results. However, a combination of 

pXRD and TEM revealed this was not the case, with the TEM study giving an average particle size of 

around 3 nm in the samples reduced at 500 °C. Another potential explanation for the results 

involves encapsulation of the metal particles due to the collapse of the pores in the support. Again 

however, evidence suggests this is not the case, since, for example, the BET surface area of the 

materials remained almost constant after reduction at both temperatures. Poisoning of the catalyst 

from impurities in the titania could also potentially lead to the observed results, however the 

authors report the levels of impurities present would have very little impact on the amount of H2 

or CO adsorbed and cannot explain the dramatic effect observed. Therefore, the authors conclude 

that the most likely explanation is SMSI, in which at elevated temperatures, the noble metal atoms 

form bonds with the titania support and these electronic interactions result in the changes in the 

properties of the materials observed.  

Later reports suggested that another possible explanation for SMSI effects was the migration of the 

titania support onto the surface of the metal particles, which could account for the large decrease 

in the ability of the metal particle to adsorb H2 and CO.60 The authors used a model Rh/TiO2 system 

for their experiments, consisting of an oxidised Ti(0001) single crystal onto which rhodium was 

vapour deposited. Using a combination of surface science techniques including static secondary ion 

mass spectrometry (SSIMS), thermal desorption spectroscopy (TDS) and Auger electron 

spectroscopy (AES), the authors were able to observe the presence of reduced TiOx (where x<2) on 

the surface of rhodium overlayers after heating the sample to 502 °C. This potentially suggests that 

in some cases the reason for the lowered chemisorption ability of the metal particles could be that 

the active sites are being blocked by the migration of reduced titania deposits.  
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In more recent years, the term ‘SMSI’ has been more generally used to describe any effects on the 

catalytic behaviour of group 8-10 metals supported on a reducible oxide after an elevated 

temperature reduction step, rather than just reasoning to explain a loss of chemisorption 

capacity.61 When considering general effects on catalysis, electronic and geometrical reasoning did 

not explain all the changes in catalytic behaviour. Therefore, a third effect, proposing changes to 

active sites at the boundary of the metal and the support, was explored to explain some observed 

differences in activity and selectivity. For example, Efstathiou et al.62 investigated the kinetics and 

mechanism of the water gas shift (WGS) reaction (CO/H2O to CO2/H2) using a Pt/TiO2 catalyst and 

proposed that the boundary of the platinum particles and the titania support played an important 

role. The authors suggested that the CO adsorbs on the platinum particles before diffusing towards 

the boundary with the titania. At this metal-support boundary, the CO molecule reacts with labile 

oxygen from the titania and produces CO2 (see Figure 3). The strong interaction between the metal 

particles and the support is essential to produce suitable sites at the boundary in order to allow the 

adsorbed CO to ‘spillover’ onto the titania and react with an oxygen atom. 

 

Figure 3: Illustration of the importance SMSI effects involving the metal-support boundary in WGS reaction with a Pt/TiO2 

catalyst,62 reprinted with permission from Efstathiou et al.62. Copyright 2009. Elsevier. 

Overall, if using supports that are prone to SMSI, such as titania, it is important to take into account 

these effects when interpreting catalytic data. Additionally, since high temperature treatments 

promote SMSI effects, the catalyst pre-treatment conditions should be carefully considered. 

1.4 Bimetallic catalysts 

As discussed above, nickel catalysts typically require modification in order to achieve a high furfuryl 

alcohol selectivity. One such way to modify the catalyst is the introduction of a second metal to 

produce a bimetallic catalyst. Therefore, it is instructive to first consider some key points regarding 

bimetallic catalysts in general, before then discussing bimetallic nickel catalysts for furfural 

hydrogenation. 
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1.4.1 Surface structure 

When discussing doping the surface of metal nanoparticles, it is first important to understand the 

typical structures and sites present on the surface of metal nanoparticles. The formation of a 

surface must be energetically unfavourable otherwise, thermodynamically, atoms would tend to 

move from the bulk to the surface of a particle.63 Therefore, surfaces must require more energy 

than the bulk and this can generally be explained by the fact that the atoms at the surface have less 

neighbouring atoms than those in the bulk. In order to minimise the energy requirements of the 

surface, changes in the surface structure can occur, such as the surface layers contracting in the 

direction perpendicular to the surface or more significant surface reconstruction in the top layers. 

Solid surfaces of particles also almost always contain steps or kinks, which are thought to arise from 

slight orientational differences in the atomic planes. The flat surfaces in between these steps and 

kinks are referred to as terraces. Notably for catalysis, there are differences between planar surface 

sites (such as those in the terraces), edge sites and corner sites, since edge sites are less coordinated 

than planar sites and corner sites are even less coordinated than edge sites. This means that 

different sites on the surface of the particle have different energies, with edge and corner sites 

being of higher energy than the planar sites. Therefore, in structure sensitive reactions, this 

generally translates to edge and corner sites being more reactive than those on the flat surface.63 

Additionally, the adsorption geometry of reagents on these sites may be different, which can lead 

to altered selectivity depending on the numbers of each site present.  

The size of metal particles is highly important to achieve high catalytic activities, primarily because 

smaller particles give higher metal surface areas. The size of the particles also effects the relative 

ratio of corner and edge sites to planar sites. Figure 4 shows how the fraction of edge/corner (low 

coordination) and planar (higher coordination) surface sites, with respect to the total number of 

atoms, vary with particle size for a nickel face centred cubic (fcc) cubooctahedron (structure 

depicted in Figure 5).64-66 The equations used for these calculations are shown in Appendix 1. As the 

size of a particle increases, the fraction of planar sites initially increases before slowly decreasing 

as the fraction of total surface sites decreases. The fraction of corner/edge surface sites is initially 

high but decreases rapidly as particle size increases. Therefore, smaller particles have a higher ratio 

of corner/edge surface sites, relative to the fraction of planar surface sites, than larger particles. 

Additionally, the largest change in the fraction of edge/corner sites occurs over a particle size range 

of around 1 – 7 nm, indicating that this is a more important consideration for small nanoparticles 

in this size range. Overall, the particle size can impact not only the number of active sites available 

(through increased surface area), but also the relative ratio of different sites available.  
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Figure 4: The variance of the surface statistics for nickel fcc cuboctahedron particles with particle size, based on the work 

of Hardeveld and Hartog64, Blackmond et al.65 and Király et al.66   

 

Figure 5: Diagram of a cubooctahedron particle, highlighting the edge/corner sites and the planar sites, reprinted with 

permission from Blackmond et al.65 Copyright 1999. American Chemical Society.  

1.4.2 Ensemble vs. electronic effects 

The introduction of a new species to a catalyst can result in a variety of effects dependent on the 

dopant and the original catalyst. The typical effects are often explained by whether the dopant 

affects the geometric structure of the catalyst surface (ensemble effect) or the electronics of the 

metal (electronic effect). One example of this is a comparison of the surface deposition of copper 

or zinc on a Pd(111) surface.67 The addition of copper to the surface only led to a change in the CO 

adsorption geometry and a decrease in the methanol dehydrogenation capability at fairly high 

coverages of copper, suggesting that the copper is effectively blocking surface sites i.e. the 

ensemble effect. However, the addition of relatively small amounts of zinc resulted in large changes 

in the CO adsorption and methanol dehydrogenation behaviour, suggesting that zinc modifies the 
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electronics of the palladium catalyst and that the electronic effect is dominant in this case. 

Preliminary DFT calculations were only partly consistent with the temperature programmed 

desorption (TPD) data, however they do suggest that zinc would have more of an effect on the 

electron density differences of palladium than copper. Additionally, in comparison to copper, zinc 

has more electrons in its valence shell and has a larger difference in electronegativity with respect 

to palladium. Therefore, this likely explains why ensemble effects are dominant with the addition 

of copper, whereas electronic effects are dominant with the addition of zinc. However, it should be 

noted that, in most cases, the introduction other metals to a catalyst leads to both ensemble effects 

and electronic effects and the outcome is often decided by which effect is more dominant. 

Therefore, this can sometimes make it challenging to differentiate between the two effects and 

determine which effect is leading to any observed changes in the catalyst activity, selectivity or 

deactivation. 

1.4.3 Sn-Ni catalysts 

One possible way of improving the selectivity and/or stability of nickel catalysts is the introduction 

of a second metal. Whilst steam reforming is a very different process to furfural hydrogenation, it 

is a widely used and well-established industrial process that often employs nickel-based catalysts. 

This means there is a large body of research on the process and so it is instructive to consider the 

ways in which nickel-based catalysts have been modified to improve selectivity and stability in this 

process and whether these could be relevant to furfural hydrogenation studied in this work. 

The introduction of tin to nickel-based catalysts has been shown to have a positive impact on the 

amount of coke formed during steam reforming.68 A tin-doped catalyst, containing 1 % tin with 

respect to the amount of nickel and supported on yttria-stabilised zirconia (YSZ), was used for the 

steam reforming of isooctane. The post-reaction samples had no measurable carbon content by 

XPS, XRD and STEM, whereas the nickel-only catalyst was coated in a thick layer of carbon that was 

detected by all 3 techniques (see Figure 6). This suggests the addition of a small amount of tin can 

almost completely suppress coke formation. XPS of the tin-doped catalysts revealed that the 

surface of the tin-doped catalysts was enriched with higher amounts of tin. For instance, in the 

sample that contained 1 wt. % tin w.r.t. nickel, the surface contained around 25 wt. % tin w.r.t to 

nickel. The catalyst was prepared by sequential impregnation, and so some surface enrichment 

would be expected. DFT calculations support these results and so offer a possible explanation for 

the behaviour observed. A nickel-tin surface alloy has a lower formation energy than that of a bulk 

nickel-tin phase or separate nickel and tin phases, hence the surface enrichment of tin. Additionally, 

it was determined that it is thermodynamically favourable for tin to displace nickel in the step-edge 
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sites. As discussed above, these step-edge sites are frequently associated with carbon formation, 

and so replacing these sites with tin could help with the suppression of coke formation. 

 

Figure 6: STEM/EDX of catalysts after steam reforming of isooctane (left) Sn-Ni/YSZ; (right) Ni/YSZ, reprinted with 

permission from Linic et al.68 Copyright 2006. American Chemical Society. 

Nickel-tin alloys have also been studied for furfural hydrogenation in both the vapour and liquid 

phase, with the results summarised in Table 3.69-73 A series of nickel-tin alloys with different nickel 

to tin ratios were prepared via the layered double hydroxide (LDH) synthesis route.69 Subsequent 

annealing in H2 resulted in the formation of nanoparticles of nickel-tin intermetallic compounds 

separated by alumina. The Ni-Sn/Al2O3 particles were fairly large ranging from around 20 nm to 

140 nm and most materials had a wide distribution of sizes (e.g. 40 – 120 nm for one Ni1.5Sn/Al2O3 

material). Vapour-phase furfural hydrogenation was carried out at an atypically high temperature 

(280 °C), possibly due to the fact that the catalyst particles were large, meaning lower surface area 

to volume ratios and therefore lower activities. The different nickel-tin phases formed in this 

LDH-based study, based on the ratio of nickel and tin added, displayed very different activities and 

selectivities. The catalysts with a Ni3Sn phase exhibited higher activities (~4 mmolfur gcat
-1 h-1) but 

poor selectivity to FOL (~30 %). The catalysts with a Ni3Sn4 phase had a high selectivity towards FOL 

of above 70 %, however the catalytic activity was very low (~0.2 mmolfur gcat
-1 h-1). The catalysts with 

a Ni2Sn3 phase had activities of around 3.5 mmolfur gcat
-1 h-1 and a selectivity to FOL of around 60 %. 

It should also be noted the catalysts were tested for only 3 hours, and later stability tests revealed 

that the catalyst with the Ni3Sn phase rapidly deactivated after 3 hours on stream, whereas the 

catalyst with the Ni3Sn2 phase showed an initial drop in activity for the first 7 hours on stream before 

maintaining a stable activity for the remaining 3 hours of the test. The authors attempted to explain 

the differing selectivities by using TEM to determine the exposed surface plane(s) present in the 
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different materials and then carrying out DFT calculations to determine the most likely adsorption 

energies and geometries for furfural on the identified plane(s). This revealed that the adsorption 

energy and the geometry of the adsorbed furfural showed a good correlation with the conversions 

and selectivity observed. The geometry of the adsorbed furfural particularly could be related to the 

major products observed, with the results summarised in Figure 7. The authors conclude that the 

catalyst with the Ni3Sn2 phase performed the best, achieving a moderate conversion and selectivity.  

 

Figure 7: Potential mechanism for the differing selectivities of the various Ni-Sn phases (where red atoms = Ni and blue 

atoms = Sn) based on the crystal planes on the surface of the particles as determined by high-resolution TEM (HR-TEM), 

reprinted with permission from Peter et al.69 Copyright 2018. American Chemical Society. 
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Rodiansono et al. investigated nickel-tin alloys for liquid-phase furfural hydrogenation.70-72 Initially, 

both bulk nickel-tin materials and supported materials were tested for a variety of ketone/aldehyde 

hydrogenation reactions including furfural hydrogenation.70 The material with the best 

performance was a Ni3Sn2/TiO2 catalyst that had an activity of 17 mmolfur gcat
-1 h-1 and selectivity to 

FOL of 100 %, however other Ni3Sn2 catalysts with different supports showed a poorer activity and 

selectivity. A raney-nickel/Al(OH) catalyst exhibited the same activity, however the catalyst 

favoured the formation of THFA and had a selectivity of 100 % for this product. This suggests that 

by alloying nickel with tin, assuming the correct support is chosen, the activity of the catalyst can 

be maintained whilst drastically improving the FOL selectivity of the catalyst. 

A later report investigated a Ni-Sn alloy supported on Al(OH) that was synthesised by modifying a 

Raney-nickel catalyst with a tin salt (Ni/Sn ratio of 3).71 The non-doped Raney-nickel parent material 

exhibited exclusive selectivity towards THFA, however the tin-doped material had a selectivity of 

94 % to FOL. Both catalysts had the same activity (22 mmolfur gcat
-1 h-1), suggesting that the 

incorporation of tin into the catalyst did not have a significant effect on activity. However, it should 

be noted that the results were reported for 100 % conversion, which, for batch reactions, means 

that the activity value reported is the lower bound and differences in activity could be missed if the 

reaction is not frequently monitored until completion. The authors also investigated the stability of 

the nickel-tin alloy catalyst and found that only a small drop in activity was observed over the course 

of 6 runs (22 mmolfur gcat
-1 h-1 to 20 mmolfur gcat

-1 h-1). The decrease in activity can likely be explained 

by the fact that some metal leaching was observed; by the end of run six, 0.96 % of the nickel, 4.8 % 

of the tin and 2.0 % of the aluminium had leached into the solution. Whilst there was only a small 

drop in activity, the leaching of metals into either solvent or products could lead to problems with 

disposal of the solvent or the future application for the product. 

A further paper investigated the impact of a variety of supports for a Ni3Sn2 catalyst for liquid-phase 

furfural hydrogenation.72 The majority of the Ni3Sn2 catalysts showed 99 % or higher selectivity to 

FOL, suggesting that the choice of support does not seem to have a significant impact on the 

selectivity of the catalysts. The notable exception to this was the Ni3Sn2/MgO catalyst, which had 

no selectivity towards FOL or THFA, as well as a low conversion (<10 %), indicating this catalyst is 

not very suitable for furfural hydrogenation. The best performing catalyst was found to be a titania 

supported catalyst, which achieved an activity of 17 mmolfur gcat
-1 h-1. The stability of a zirconia 

supported catalyst, which showed similar results to those of the titania supported catalyst in terms 

of both activity and selectivity to FOL, was examined. A 50% loss of activity was observed dropping 

from 16 mmolfur gcat
-1 h-1 to 8.8 mmolfur gcat

-1 h-1 by the fifth run, however heating the catalyst to 

400 °C for 1 hour in H2 before a sixth reaction resulted in the full recovery of the initial activity. This 
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suggests that the loss of activity was likely due to adsorbed species blocking the active sites rather 

leaching (as seen previously by the author with a related catalyst71) since a high temperature 

treatment would not recover lost metal. 

Nickel catalysts that were supported on silica and surface doped with tin were investigated for 

liquid-phase furfural hydrogenation.73 A NiSn0.2/SiO2 catalyst showed an improved activity of 

5.2 mmolfur gcat
-1 h-1 compared to the parent Ni/SiO2 catalyst that had an activity of 

3.7 mmolfur gcat
-1  h-1, however the selectivity of both catalysts for FOL were very similar (around 

77 %). The introduction of more tin, to form a NiSn0.8 catalyst, resulted in an activity of 

3.7 mmolfur gcat
-1 h-1, which is very similar to the mono-metallic nickel catalyst, however there was 

a significant improvement in the FOL selectivity (97 %).  

Whilst there are limited reports on the impact of introducing tin to nickel-based catalysts for 

vapour-phase furfural hydrogenation, the reports of Sn-Ni catalysts for the liquid-phase reaction 

generally suggest that the introduction of tin significantly improves FOL selectivity. However, in 

some cases, the introduction of tin did lead to a decrease in the activity of the catalyst. The drastic 

improvement in FOL selectivity seen for the liquid-phase reactions means that this may also be 

applicable to the vapour-phase reaction. Ultimately then, the introduction of tin to nickel-based 

catalysts shows significant promise for improving the FOL selectivity during vapour-phase furfural 

hydrogenation. 
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Table 3: Comparison of literature tin-nickel catalysts run in either vapour phase continuous reactors or liquid phase batch reactors; mass activities were calculated at low conversions where 

possible, however some examples only included data for close to 100 % conversion 

Catalyst Liquid- or vapour-phase 

reaction? 

Temperature / ºC Pressure / 

MPa 

Conversion / % Mass activity / 

mmolfur g(cat)
-1 h-1 

Furfuryl alcohol 

selectivity / % 

Ni3.08Sn2.14-(Al2O3)0.59
69 Vapour 280 atmospheric 67.8 3.5 61 

Ni3Sn2/TiO2
70 Liquid 110 3.0 >99 17 >99 

Ni-Sn/AlOH (Ni/Sn ratio 3)71 Liquid 180 3.0 98 22 94 

Ni3Sn2/TiO2
72 Liquid 110 3.0 >99 17 100 

NiSn0.8/SiO2
73 Liquid 100 1.0 31 3.7 97 
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1.5 Colloidal nanoparticle synthesis 

One way of preparing more well-defined, uniform catalysts is to synthesise colloidal nanoparticles. 

These nanoparticles can act as model catalysts, since the increased uniformity means that the 

interpretation of data from characterisation techniques is simplified and complex 

structure-reactivity relationships are more easily elucidated. Colloidal nanoparticles typically 

require a capping agent to stabilise the surface, which helps to prevent sintering and produce a 

narrow particle size distribution. The theories that describe the mechanisms for colloidal 

nanoparticle synthesis are discussed in significant detail the methodology section (Chapter 2). Here, 

the different synthetic approaches for the formation of colloidal nickel nanoparticles will be 

discussed, including the benefits and possible drawbacks of relevant capping agents. 

1.5.1 Polymer capped nanoparticles 

Polymeric capping agents such as polyvinylpyrrolidone (PVP) and polyethylene glycol (PEG) have 

been used to synthesise colloidal nanoparticles of a wide variety of metals such as Pt74, 75, Ru76, Ag77, 

78, Au79, 80 and Pd81, 82. Although to a lesser extent, there are also syntheses that report the use of 

PVP or PEG for colloidal nickel nanoparticles.83-85 For instance, Metin et al.84 was able to produce 

nickel nanoparticles with an average particle size of 3.6 ± 1.6 nm using PVP as the capping agent. 

Whilst the authors did find that the PVP:Ni ratio had to be optimised (too much PVP led to low 

activity, whereas too little led to agglomeration of the nanoparticles), they were able to produce 

catalytically active nanoparticles for the hydrolysis of sodium borohydride. However, whilst 

acceptable catalytic activity was observed here, the presence of the bulky polymers on the surface 

often significantly restricts access to the active sites, leading to low catalytic activity. Therefore, 

there are many reports that discuss the attempted removal of PVP from nanoparticles.75, 86-90  

The removal of PVP from metal nanoparticles has been attempted using a variety of methods 

including decomposition of the capping agent via high temperature treatments (typically in 

oxidising environments or cycling oxidising/reducing environments), extensive washing of the 

nanoparticles with a suitable solvent or treatment of the catalyst with UV light/ozone.91, 92 However, 

there are often issues with these capping agent removal methods; for instance, high temperature 

treatments can lead to sintering and changes to the shape of the nanoparticles.93 Additionally, 

thermal treatments may not completely remove the capping agent, which can lead to coke 

formation that prevents access to active sites.92 Washing the nanoparticles is more suited to weakly 

bound capping agents, however, even in these cases, it typically results in incomplete removal.94 

Supported nanoparticles are often stable to UV/ozone treatments, however there is evidence that 

this method does not lead to complete removal of organic species, with Somorjai et al.95 finding 
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residual pyrrolidone monomers present after the UV/ozone treatment of PVP-capped Pt 

nanoparticles. Ultimately, the use of polymeric capping agents frequently leads to lower catalytic 

activity due to the lack of access to active sites and the removal of these capping agents can often 

be very challenging. 

1.5.2 Reverse micelle synthesis method 

Another approach to the synthesis of well-defined and uniform nanoparticles is the reverse micelle 

synthesis method, in which small droplets of water are homogeneously dispersed in a hydrocarbon 

with the aid of a surfactant.96, 97 The size and shape of the micelles can be controlled by the ratio of 

water to hydrocarbon, which is important for obtaining nanoparticles with the desired size.97 The 

reverse micelle synthesis method has been used to prepare a variety of metallic nanoparticles with 

small particle sizes such as Pt (~5 nm),98 Pd (~4 nm),99 Ag (~5 nm)100 and,  most relevant here, Ni 

(~4 nm101 and ~6 nm102).  

There are certain benefits of this synthetic method, such as the ability to produce uniform, 

monodisperse nanoparticles and the possibility to vary the nanoparticle size by controlling the size 

of the micelles. However, the major disadvantage of this method is the extremely small quantities 

of nanoparticles that can be synthesised, especially when compared to the large amounts of solvent 

required.96 Therefore, this method is unlikely to be able to produce suitable quantities of material 

for catalytic testing and characterisation and so is not an appropriate method for preparing the 

model catalysts required for this thesis. 

1.5.3 Amine capped nanoparticles 

Another common method for the synthesis of colloidal nanoparticles involves the use of long chain 

amines, such as oleylamine or octadecylamine, as capping agents.103 The syntheses of oleylamine 

capped nanoparticles of various catalytically relevant metals have been reported, such as Pt,104 

Pd,105, 106, Rh,107 Ir108 and Ni.109, 110 The methods for nickel nanoparticle synthesis using oleylamine 

as the capping agent will be discussed in further detail below. 

 Chen et al.109 reported the synthesis of large nickel nanoparticles (20 – 60 nm) prepared with 

oleylamine as the capping agent. The smallest and therefore most catalytically relevant (higher 

surface area to volume ratio) nanoparticles were synthesised through direct thermolysis of the 

Ni(acac)2 precursor at 215 °C. The nanoparticles had an average particle size of 22 nm and had a 

fairly broad particle size distribution of 28 %. Increasing the reaction temperature to 240 °C 

produced nanoparticles with a slightly narrower particle size distribution (20 %), but also led to a 

significant increase in average particle size (35 nm). The authors also explored other synthetic 
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methodologies for obtaining narrower particle size distributions, such as seeded growth and hot 

injection, however these methods led to substantially larger nanoparticles (>45 nm) that will have 

very low surface area to volume ratios and so are not as useful or relevant for catalytic applications. 

Overall, this synthetic approach generally leads to larger nanoparticles with relatively broad particle 

size distributions. 

Metin et al.110 also reported a synthesis of nickel nanoparticles prepared with oleylamine as the 

capping agent, however they included a strong reducing agent (borane tributylamine (BTrB)) and 

used a mix of oleylamine and oleic acid. The nanoparticles obtained using this method had an 

average particle size of 3.2 nm, with a narrow distribution of ~7 %. The use of the strong reducing 

agent meant that the Ni(II) pre-cursor could be reduced at the low temperature of 90 °C and 

therefore the reaction could be carried out at significantly lower temperatures than those reported 

by Chen et al.109 Additionally, the authors found that decreasing the BTrB:Ni ratio led to increased 

particle size and broader particle size distributions, suggesting the reducing agent is contributing to 

the uniformity of the nucleation and growth of the nanoparticles.  

The inclusion of oleic acid was also found to be crucial, since if omitted, polydisperse nanoparticles 

were produced. At this stage, the role of oleic acid in producing monodisperse nanoparticles is 

unclear, however there is a report that explores the role of oleic acid for a similar precursor, 

Pt(acac)2, in presence of oleylamine.111 The authors hypothesise that oleic acid may catalyse the 

aminolysis reaction between oleylamine and the acac- ligand. Although not definitive, the authors 

suggest that when only oleylamine is used, oleylamine replaces the acac- ligand leading to the 

formation of [Pt(oleylamine)4]2++2(acac-). However, when oleic acid is included, the aminolysis 

reaction occurs, which results in the formation of [Pt(oleylamine)4]2++2(R-COO-) (where the counter 

ion is deprotonated oleic acid) and the oleylamine-acac amino-ketone as a side product. The 

authors then suggest that these complexes follow different nanoparticle formation mechanisms. 

Under the assumption that oleic acid may be playing a similar role with Ni(acac)2/oleylamine, this 

offers a possible explanation for differences observed when oleic acid is included/excluded from 

the reaction. 

Metin et al.110 also reports that these nickel nanoparticles have a very high activity for the hydrolysis 

of an ammonia-borane complex, without any attempts to remove capping agent, suggesting that 

the presence of the oleylamine capping agent is having a limited impact on catalysis. In summary, 

this method produces small, monodisperse nanoparticles (~3 nm), which is ideal for catalysis since 

the small size means a high surface area to volume ratio and the narrow particle size distribution 

means good uniformity. Additionally, the presence of the oleylamine capping agent appears to have 
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a limited impact on catalytic activity. Therefore, this method has been used for the production of 

some of the model nanoparticle catalysts required in this thesis (Chapter 4). 

1.5.4 Synthesis of larger nickel nanoparticles 

As discussed above, there is a widely used synthesis for the production of small (3 - 4 nm) 

monodisperse colloidal nickel nanoparticles that only requires the use of C, H, N and O atom 

containing capping agents – i.e. oleic acid and an amine capping agent (oleylamine)110. However, 

preparing larger nickel nanoparticles with a similar approach is challenging, often obtaining broad 

particle size distributions.112-114 Therefore, in order to obtain larger nickel nanoparticles with narrow 

particle size distributions, phosphine capping agents (typically tri-n-octylphosphine) are almost 

invariably used.113-115  

The synthetic conditions employed when using a phosphine capping agent are important, since it 

is possible to get phosphorus incorporation leading to the formation of amorphous nickel 

phosphides or a variety of crystalline nickel phosphide phases.116-119 Two key factors in determining 

the structure and morphology of the nanoparticles are the P:Ni molar ratio and the reaction 

temperature.117 At P:Ni molar ratios of ≤1 and a temperature of 240 ºC, it was reported to be 

possible to form metallic nickel nanoparticles. However when the P:Ni molar ratio was increased to 

>9, phosphorus incorporation was observed; at a reaction temperature of 240 ºC, amorphous NixPy 

nanoparticles were formed and upon increasing the reaction temperature to 300 ºC, crystalline Ni2P 

nanoparticles were produced. Sanchez et al.114 found that P:Ni ratios of as low as 4 were enough to 

lead to a broad pXRD signal, however in this case, the authors suggest it corresponds to 

‘amorphous’ nickel (note: amorphous here meaning poorly crystalline, as some order must be 

present to give rise to a broad XRD feature). A similar broad signal at a similar angle was previously 

assigned as ‘amorphous’ nickel phosphide,117 and so it appears it is difficult to distinguish between 

‘amorphous’ nickel and ‘amorphous’ nickel phosphide using pXRD alone. The authors do also state 

that the decomposition temperature of tri-n-octylphosphine (TOP) is in the range of 280 – 350 ºC 

and given their reaction was carried out at 220 ºC, phosphorus incorporation was unlikely. 

However, Tracy et al.117 observed the formation of what they assigned as amorphous nickel 

phosphide at the only moderately higher temperature of 240 ºC, which is also considerably below 

the decomposition temperature range of TOP. Therefore, further and more detailed analysis is 

required to clarify whether it is possible for phosphorus to be incorporated from the use of TOP as 

a capping agent at lower temperatures. 

 Robinson et al.118 carried out a detailed study of the structure of amorphous and crystalline nickel 

phosphide nanoparticles that were prepared using TOP as the phosphorus source. Two sets of 
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diffusion of one component (e.g. A into B) will be faster than the diffusion of the other (e.g. B into 
A), resulting in the formation of voids. 

nanoparticles were produced using the same P:Ni molar ratio of 5.6, but with other reaction 

conditions altered such as temperature (230 ºC vs. 350 ºC). The pXRD pattern for the reaction 

carried out at 230 ºC had a broad reflection centred around 44.5 º, consistent with an ‘amorphous’ 

nickel structure. However, the reaction carried out at 350 ºC had a pattern consistent with 

crystalline Ni2P. TEM confirmed that whilst the nanoparticles from the reaction carried out at the 

lower temperature had an non-crystalline structure, the higher temperature nanoparticles were 

crystalline with d-spacings that matched well with Ni2P and had a hollow structure due to the 

Kirkendall effect (where the Kirkendall effect is as described by Kirkendall120 and Smigelskas and 

Kirkendall121).‡‡ X-ray absorption spectroscopy (XAS) was then used to investigate the structure of 

the amorphous and crystalline nanoparticles further. Extended X-ray absorption fine structure 

(EXAFS) analysis of the XAS data showed that whilst it was possible to get a good fit for the 

crystalline nanoparticles based on Ni2P as expected, it was not possible to fit the data from the 

amorphous nanoparticles using the Ni fcc structure alone. The best fit for the amorphous particles 

was achieved using a mix of the Ni fcc structure and Ni2P, with around 10 atomic % coming from Ni 

in Ni fcc, 57 atomic % coming from Ni in Ni2P and the remaining percentage as P. Therefore, the 

majority of Ni in the amorphous particles was actually found to be present as Ni2P, with only small 

amounts adopting the Ni fcc structure, which is contrary to the pXRD assignment of ‘amorphous’ 

Ni fcc. EXAFS analysis and elemental analysis determined that both sets of nanoparticles were 

atomically around two thirds nickel and one third phosphorus, which is consistent with the 

stoichiometry of Ni2P. This means that at temperatures as low as 230 ºC and with a moderate P:Ni 

ratio of 5.6, significant phosphorus incorporation can occur. Additionally, despite the majority of 

the Ni being present as Ni2P, the pXRD pattern resembles amorphous Ni fcc, and so without doing 

more detailed analysis such as XAS, the phosphorus incorporation may not be detected. Based on 

these results, it is likely that when nickel nanoparticles are prepared using TOP as a capping agent 

under similar conditions, especially if the nanoparticles appear to be amorphous, a significant 

amount of phosphorus is being incorporated into the structure. 

Arrigo et al.122 also carried out a detailed study of the structure of nickel nanoparticles synthesised 

using TOP as the capping agent. Whilst in previous papers, it has been reported the molar ratio of 

P:Ni is an important factor in determining phosphorus incorporation,117 the authors here report 

that the ratio of oleylamine (OAm) to TOP also plays a crucial role.122 When 2.5 eq. of OAm and 1.5 

eq. of TOP with respect to the nickel pre-cursor were used, the authors found that the nanoparticles 

produced were amorphous and had some phosphorus incorporation. There was fairly strong 

evidence for phosphorus incorporation as a variety of techniques all indicated this was the case; 
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Raman showed the presence of Ni-P bonds, HAADF-STEM images showed voids in the centre of 

some nanoparticles due to the Kirkendall effect, STEM-EDX mapping showed the co-location of Ni 

and P in the nanoparticles and XPS showed the presence of a Niδ+ species that is associated with 

nickel phosphides. However, when the amount of oleylamine was increased (5 eq. or 10 eq.; TOP 

kept constant at 1.5 eq.) crystalline nickel nanoparticles were produced and the authors found no 

evidence of phosphorus incorporation using Raman, HAADF-STEM and pXRD. However, the XP 

spectrum for the sample prepared with 5 eq. of OAm did have a small amount of the Niδ+ species 

associated with nickel phosphide present. When the OAm amount was increased to 10 eq., the Niδ+ 

species could no longer be identified. The authors also investigated some silica supported 

nanoparticles prepared using a similar method and found that their results were consistent with 

the unsupported nanoparticles. EXAFS analysis of XAS data showed that low OAm:TOP ratios 

resulted in amorphous nanoparticles with some phosphorus incorporation and samples with higher 

ratios produced crystalline nickel nanoparticles with some oxidation but minimal phosphorus 

incorporation. Overall, this suggests that as the molar ratio of OAm:TOP is increased, the amount 

of phosphorus incorporation decreases significantly and becomes negligible at high ratios. 

As discussed above, the synthetic conditions required to obtain crystalline nickel nanoparticles 

when using TOP as the capping agent have to be chosen very carefully. Nonetheless, there are many 

syntheses in the literature that report the production of such nanoparticles.113-115, 122-129 However, 

even when the synthetic conditions are carefully chosen and crystalline nickel nanoparticles are 

obtained, Robinson et al.130 found that phosphorus incorporation is still likely to be occurring. Initial 

pXRD and HRTEM data indicated the formation of crystalline nickel fcc nanoparticles, however, the 

authors found evidence of phosphorus incorporation from various other analytical techniques. XAS 

experiments revealed that whilst the nanoparticles had a crystalline nickel fcc structure, there was 

a significant reduction in the spectral intensity amplitude for the nanoparticle sample compared to 

a nickel foil reference. This reduction in amplitude was too large to be explained by nanoscale 

effects alone, and so, based on previous reports, where phosphorus incorporation into bulk nickel 

led to reductions in the amplitude,131 the authors proposed that it was likely due to a combination 

of nanoscale effects and phosphorus incorporation.130 Further evidence for phosphorus 

incorporation came from EXAFS analysis of the XAS data; the authors found that they could not 

achieve a good fit using the Ni fcc structure alone or a mix of Ni and NiO fcc structures. The fit was 

improved when a mix of Ni fcc and Ni2P was used, however it was still fairly poor. The authors only 

achieved a good fit when they used a mix of Ni fcc and an artificially created Ni3P fcc structure (i.e. 

the authors substituted one out of the four Ni atoms in the unit cell for a P atom in the standard Ni 

fcc structure). This model was then used to estimate that there was a P content of around 5.3 %, 
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which is a significant amount, especially considering that there was very little evidence of this from 

HRTEM and pXRD. Elemental analysis was also consistent with P incorporation, since the P content 

was too high compared to the C content for the P to only be present as TOP. The authors then 

investigated the effect of increasing reaction time and temperature and found that both correlated 

with increasing P content. As the P content of the nanoparticles increased, the authors also noticed 

some small differences in the pXRD pattern; increasing P content correlated with a lower 2θ angle 

and larger d-spacing for the Ni(111) reflection, with a shift of around 0.5 º and 0.02 Å for the 2θ 

angle and d-spacing respectively for samples with a P content of around 10 %. Therefore, whilst the 

pXRD pattern was still consistent with a Ni fcc structure, there were some subtle changes that 

became more noticeable with increasing P incorporation. Overall, the data and analysis presented 

in this report provides good evidence for P incorporation despite standard analytical techniques 

(HRTEM and pXRD) suggesting the formation of Ni fcc nanoparticles. Therefore, it is likely that a 

significant number of the syntheses that use TOP as a capping agent for nickel nanoparticles result 

in some degree of P incorporation. 

Most syntheses discussed thus far have used reaction temperatures of ≥210 ºC in order to form 

colloidal nickel nanoparticles. Despite these temperatures being significantly below the standard 

decomposition temperature of TOP (reported as 280 – 350 ºC114), there have been several reports 

of phosphorus incorporation.117, 118, 122, 130 However, the standard decomposition temperature does 

not take into account the presence of nickel, which may play a role in TOP decomposition. Carenco 

et al.132 studied the deposition and decomposition of TOP on a Ni foil using NAP-XPS. TOP was first 

deposited at room temperature and then subsequently heated to 100 ºC in 100 mTorr of H2 (to 

mimic the reducing conditions typically used during nanoparticle syntheses). The room 

temperature and 100 ºC spectra were very similar, with both showing partially oxidised nickel metal 

and phosphorus peaks with binding energies that corresponded to phosphorus interacting with the 

metal surface (a doublet of peaks with binding energies of 132.1 and 133 eV). However, when the 

sample was heated to 150 ºC (still under 100 mTorr H2), a significant change in the P 2p spectrum 

was observed. A new peak with a binding energy of 129.3 eV appeared, which is consistent with 

nickel phosphide formation. Therefore, in the presence of a Ni(0) surface, TOP can decompose at 

temperatures as low as 150 ºC, indicating that Ni(0) surfaces acts as a catalyst in TOP 

decomposition. In typical nickel nanoparticle syntheses using TOP, the Ni(II) pre-cursor isn’t 

reduced to Ni(0) metal until temperatures significantly above 150 ºC (typically >200 ºC), however, 

once Ni(0) metal surfaces are present, the reaction temperature is sufficient for them to catalyse 

the decomposition of TOP. Therefore, this explains why phosphorus incorporation is so common in 

nickel nanoparticle syntheses that include TOP, despite moderate reaction temperatures. 
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Computational studies corroborate the low temperatures required for the decomposition of TOP 

in the presence of nickel metal surfaces.133 DFT was used to model the interactions of TOP with 

Ni(111) and Ni(100) surfaces and found that these surfaces can break the P-C bond in TOP ligands, 

which leads to the substitution of a surface nickel atom with a phosphorus atom. The energy 

required for this process is low and in agreement with previously reported temperatures (150 ºC).132 

The authors also modelled TOP decomposition on NiO surfaces and found that they were inert 

when fully oxidised. Heating nickel oxide is known to lead to oxygen vacancies and the authors 

found that in order for NixOy to be active for phosphine decomposition, there would need to be 

areas that were so oxygen depleted that they behaved as nickel metal. This would require a 

temperature of around 250 ºC, and so nickel oxide based materials would likely need significantly 

higher reaction temperatures before phosphorus incorporation became an issue. 

Overall, the use of TOP as capping agent in the synthesis of nickel nanoparticles is likely to lead to 

the incorporation of phosphorus, even if the synthetic conditions are carefully chosen to limit this. 

Additionally, careful and detailed analysis of data from sophisticated analytical techniques is often 

required to reveal the phosphorus incorporation, and so it is easily missed using standard 

techniques. Therefore, it is important to consider the possibility of phosphorus incorporation and 

any effects this may have in the desired application for the nanoparticles (e.g. catalysis, magnetic 

properties). 

1.6 Nickel phosphide catalysts 

Since the syntheses required for larger colloidal nickel nanoparticles are likely to result in the 

incorporation of phosphorus, it is instructive to consider the literature surrounding nickel 

phosphide catalysts for hydrogenation reactions. Nickel phosphide catalysts have been explored 

for a range of hydroprocessing reactions such as hydrodesulfurisation134, hydrodeoxygenation135-138 

and hydrodenitrogenation139 as well as for the hydrogenation of a variety of compounds including 

cinnamaldehyde140, nitrobenzene141-143 and acetophenone144, 145. The excellent activity, and often 

selectivity, of these catalysts is typically attributed to the presence of a slightly electron deficient 

Ni species, Niδ+ (0 < δ < 2), which forms due to a small charge transfer from Ni to P. 146-148 

The electron deficient Niδ+ species can act as a Lewis acid, however nickel phosphide catalysts also 

often contain Brønsted acid sites due to the formation of P-OH species.146-148 The importance of 

acid sites in catalysts for furfural hydrogenation/hydrodeoxygenation was illustrated by Zhu et al.149 

with a series of copper-based catalysts. Selectivity towards the hydrodeoxygenation product, 

2-methylfuran, was correlated with the presence of weak acid sites, whereas catalysts with less acid 

sites were found to favour the hydrogenation product, furfuryl alcohol. Therefore, it might be 
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expected that, compared to metallic nickel, nickel phosphide based catalysts may favour 

hydrodeoxygenation. A summary of the catalysts discussed below can be found in Table 4. 

Wu et al.146, who investigated unsupported nickel phosphide (Ni2P) nanoparticles for the liquid-

phase hydrodeoxygenation of furfural, found that 2-methylfuran was the dominant product in all 

catalysts tested. The authors found that the selectivity was dependent on the Lewis and Brønsted 

acidity of the catalyst, with both types of acid sites required to achieve high selectivity to 

2-methylfuran. However, it should be noted that the authors used NH3-TPD to distinguish between 

Lewis and Brønsted acidic sites; in most cases, this technique should only be used to provide 

information on the number and strength, not type, of acid sites present.150 The authors also report 

that the strength of the acid sites played an important role in selectivity, since stronger acid sites 

led to a slower dissociation of 2-methylfuran from the catalyst, allowing for further transformations 

to take place. The optimised catalyst, which had an appropriate mix of Lewis and Brønsted acid sites 

of a suitable strength, achieved a selectivity of 91.2 % to 2-methylfuran at complete conversion 

(1.5 MPa H2, 260 ºC). 

Maireles-Torres et al.151 explored silica supported nickel phosphide catalysts for the vapour-phase 

hydrodeoxygenation of furfural. Regardless of P:Ni ratio, all catalysts formed a Ni2P crystalline 

phase, however the P:Ni ratio did significantly affect the selectivity of the catalysts. Catalysts with 

P:Ni molar ratios of 1 or 2 favoured the production of 2-methylfuran, however when the P:Ni ratio 

was increased to 3, decarbonylation to furan was found to be the dominant pathway. This is a 

somewhat unexpected result, since furan is also the dominant product for the metallic nickel 

reference catalyst at the chosen reaction temperature.  The authors hypothesise that at lower P:Ni 

ratios, the decrease in the number of Ni atoms on the surface of nickel phosphide nanoparticles 

compared to nickel metal, disfavours the interaction of the carbonyl group in furfural with the 

surface, which leads to the decreased furan formation. However, with increasing P:Ni ratio, the 

number of Brønsted acidic P-OH species increases, and so the authors propose that these species 

could be involved in decarbonylation and therefore lead to the increased furan selectivity seen at 

higher P:Ni ratios. This hypothesis is contrary to that proposed by Wu et al.146 for the liquid-phase 

reaction, as they suggest that the Brønsted acidic sites are required to carry out the hydrogenolysis 

of furfuryl alcohol to 2-methylfuran. However, this remains as speculation until further 

investigations are carried out to clarify the roles of the different acid sites in this complex catalyst. 

Maireles-Torres et al.151 found that the optimised catalyst (P:Ni ratio of 2) achieved a selectivity of 

82.4 % to 2-methylfuran at 5 h TOS and a conversion of 88 %. Whilst this is a significant 

improvement in 2-methylfuran selectivity compared to the metallic nickel reference catalyst, this 

is lower than that achieved by Wu et al.146 (91.2 %) for the liquid-phase reaction. The main reason 
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for this lower selectivity appears to be the formation of furan through decarbonylation, which 

remains as a significant side-product in the vapour-phase reaction. 

Wu et al.152 later went on to explore Ni3P and carbon covered Ni3P (Ni3P@C) catalysts for liquid-

phase furfural hydrogenation. In comparison to the previously studied Ni2P catalysts146, Ni3P 

catalysts favoured the production of furfuryl alcohol. Whilst a Ni2P reference catalyst had a 68.5 % 

selectivity to furfuryl alcohol, with the major side-product being 2-methylfuran, Ni3P had a 

selectivity of 98.2 % to furfuryl alcohol (1.4 MPa H2, 160 ºC). The high selectivity of Ni3P was 

comparable to the selectivity achieved by the nickel reference catalyst and it was also found to be 

around twice as active. The authors propose that since the Ni-Ni bond length in Ni3P is similar to 

that of metallic nickel, Ni3P will, in some regards, behave like metallic nickel, which explains the 

high selectivity to furfuryl alcohol. The increase in activity can be explained by the introduction of 

phosphorus leading to more p-electrons at energies higher than the fermi level, which leads to an 

increase in hydrogen dissociation capability. The authors also found that the Ni3P@C catalyst had a 

significantly higher activity, whilst maintaining a high selectivity, however this appears to 

predominantly be a simple particle size effect since supporting the particles led to significantly 

smaller estimated crystallite sizes. Whilst the Ni3P@C catalyst achieved high selectivity to furfuryl 

alcohol at moderate temperatures (≤160 ºC), increasing the temperature switched the selectivity 

to the hydrodeoxygenation product, 2-methylfuran, achieving a 93.9 % selectivity at 260 ºC. 

Therefore, at the same temperature, the Ni3P@C catalyst actually achieved a slightly higher 

selectivity to 2-methylfuran than the Ni2P catalyst (91.2 %) previously studied by Wu et al.146  

Hu et al.153 investigated a series of nickel phosphide catalysts, supported on γ-Al2O3, for the liquid-

phase conversion of furfural to cyclopentanone. The authors produced catalysts with a variety of 

phases including Ni3P, Ni2P and Ni12P5 and found that at lower temperatures (150 ºC, 3 MPa H2), 

Ni3P was able to achieve a reasonable selectivity to cyclopentanone (87.4 %). However, catalysts 

that contained predominantly Ni2P and Ni12P5 required higher temperatures (190 ºC, 3 MPa H2) to 

produce significant quantities of cyclopentanone and also produced cyclopentanol as a notable 

side-product. This is in contrast to the other nickel phosphide catalysts discussed previously146, 151, 

152, as they predominantly favoured 2-methylfuran or furfuryl alcohol. The difference in selectivity 

could be related to the choice of support, especially as it had strong interactions with phosphorus, 

which resulted in the formation of an AlPO4 phase.  However, further investigation is required to 

determine with certainty the reasons for the differing selectivity compared to other similar 

catalysts. 
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Golubeva et al.154 found that the choice of solvent played a significant role in the selectivity of nickel 

phosphide catalysts for liquid-phase furfural hydroprocessing. When the reaction was carried out 

in toluene, with a catalyst that contained both Ni2P and Ni12P5 crystalline phases, the major product 

was found to be 2-methylfuran, with furan as the main side-product. This remained true at a variety 

of temperatures, however the selectivity to 2-methylfuran increased as reaction temperature 

increased, achieving a 77 % selectivity at 350 ºC (5 MPa H2). This is in contrast to the reaction carried 

out in ethanol, with a catalyst that contained only Ni2P, where a much broader range of products 

were formed. Depending on reaction conditions, 2-methylfuran, ethyl levulinate and furfuryl 

alcohol were often produced in significant quantities as well as many other minor products. 

Notably, with ethanol as the solvent, decarbonylation to furan was completely inhibited, whereas 

it was a significant competing reaction when toluene was used as the solvent. Decarbonylation has 

been found to be a significant competing pathway for nickel phosphide catalysts in the vapour-

phase reaction151, however, it was not seen in the other liquid-phase reactions, which is likely 

explained by the fact that polar solvents, such as propanol, were used in these cases.146, 152 

Therefore, solvent choice appears to play an important role in the selectivity achieved by nickel 

phosphide catalysts in the liquid-phase reaction, and so it should be taken into account when 

comparing the performance of different catalysts. 

Li et al.155 investigated a carbon covered nickel phosphide (Ni-P@C) catalyst derived from a 

metal-organic framework (MOF) for liquid-phase furfural hydrogenation. The authors found that 

heating the Ni-P-MOF to 600 ºC under nitrogen led to the production of a Ni2P crystalline phase. 

The Ni-P@C catalyst achieved a selectivity of 86.9 % to furfuryl alcohol at 140 ºC (2 MPa H2). This is 

consistent with Wu et al.146 who found similar selectivity for their Ni2P based catalyst at comparable 

temperatures. However, at increased temperatures (260 ºC), the Ni-P@C catalyst favoured the 

production of 2-methyltetrahydrofuran, with a selectivity of 57.3 %. 2-methylfuran had a selectivity 

of less than 20 % and significant quantities of tetrahydrofurfuryl alcohol were also produced. This 

is notably different from other Ni2P catalysts at higher temperatures since they favour 

2-methylfuran.146, 151 

Whilst the majority of nickel phosphide catalysts used for hydroprocessing reactions are crystalline, 

amorphous nickel phosphide has also been shown to be an active and selective catalyst for 

hydrogenation reactions.156, 157 Liu et al.156 investigated an unsupported amorphous nickel 

phosphide nanoparticle catalyst for cinnamaldehyde hydrogenation, however they also found their 

catalyst was active and selective for a variety of other substrates including furfural. In the case of 

furfural, it was found that the catalyst had a high selectivity of 95.6 % to furfuryl alcohol (80 ºC, 

1 MPa H2). Whilst a previously discussed crystalline Ni3P@C catalyst achieved a similar selectivity 
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to furfuryl alcohol,152 this amorphous catalyst is an order of magnitude more active (mass activity 

of 150 vs. 14.6 mmolfur g(cat)
-1 h-1). Additionally, the amorphous catalyst was able to achieve this 

excellent activity with a reaction temperature of 80 ºC, compared to 160 ºC for the Ni3P@C catalyst. 

Therefore, amorphous nickel phosphides appear to have the potential to out-perform the 

crystalline analogues in furfural hydrogenation. 

Overall, at higher temperatures (generally ≥260 ºC), nickel phosphide catalysts often favour the 

hydrodeoxygenation product, 2-methylfuran, which is likely related to the presence of both Lewis 

and Brønsted acidic sites that promote the hydrogenolysis of furfuryl alcohol to 2-methylfuran. 

However, at lower temperatures (generally ≤160 ºC), nickel phosphide catalysts typically start to 

favour the hydrogenation product, furfuryl alcohol. For catalysts with lower phosphorus contents 

(i.e. Ni3P vs. Ni2P), it was possible to achieve a high furfuryl alcohol selectivity (<96 %). Additionally, 

an amorphous nickel phosphide catalyst showed promise for furfural hydrogenation; the catalyst 

was found to have a 95.6 % selectivity to furfuryl alcohol and an activity that was an order of 

magnitude higher than crystalline equivalents. Whilst most of these conclusions are based on 

results from liquid-phase reactions, the general principles are still likely to be applicable to the 

vapour-phase reaction. Therefore, these conclusions may help with the interpretation of the 

catalytic data for vapour-phase furfural hydrogenation with the phosphine-capped nanoparticles 

discussed in later this thesis (Chapter 6). 
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Table 4: Summary of nickel phosphide based catalysts for furfural hydrogenation run in either vapour-phase continuous reactors or liquid-phase batch reactors; mass activities were calculated 

at low conversions where possible, however some examples only included data for close to 100 % conversion. 

Catalyst Vapour- or 

liquid-phase 

reaction? 

Solvent Temperature 

/ ºC 

Pressure of 

H2 / MPa 

Conversion 

/ % 

Mass activity / 

mmolfur g(cat)
-1 h-1 

Major product Selectivity 

to major 

product / % 

Ni2P146 Liquid 2-propanol 260 1.5 100 20.1 2-methylfuran 91.2 

Ni2P/SiO2
151

 Vapour N/A 190 Atmospheric 88 13.7 2-methylfuran 82.4 

Ni3P152 Liquid 2-propanol 160 1.4 22 3.32 Furfuryl alcohol 98.2 

Ni3P@C152 Liquid 2-propanol 160 1.4 97 14.6 Furfuryl alcohol 96.3 

260 1.4 ~100 15.1 2-methylfuran 93.9 

Ni-P/γ-

Al2O3
153 

Liquid Water 150 3 98.2 5.16 Cyclopentanone 87.4 

Ni2P/Ni12P5
154 Liquid Toluene 350 5 100 - 2-methylfuran 77 

Ni2P154 Liquid Ethanol 350 5 100 - Ethyl levulinate 40 

Ni2P@C 155 Liquid Ethanol 140 2 55.9 28.0 Furfuryl alcohol 86.9 

260 2 100 50.0 2-methyltetrahydrofuran 57.3 

Amorphous 

Ni-P23 

Liquid Water 80 1.0 99.2 150 Furfuryl alcohol 95.6 
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1.8 Summary 

Furfural is a key bio-based platform chemical, and its hydrogenation allows access to a variety of 

important chemical intermediates, particularly furfuryl alcohol, which is widely used to make resins. 

The current industrial catalyst, copper chromite, contains the highly carcinogenic and 

environmentally toxic Cr(IV) and so an alternative catalyst would be ideal. Nickel-based catalysts 

were generally found to have good activity for furfural hydrogenation, however often had lower 

selectivity. Careful selection of a suitable support (such as those with strongly basic sites) could lead 

to some improvements in FOL selectivity, however generally, this led to lower activity. The 

introduction of tin to nickel-based catalysts significantly improved FOL selectivity in liquid-phase 

reactions, however there were limited reports on the vapour-phase reaction. Such drastic 

improvements in FOL selectivity following the introduction of tin to nickel-based catalysts for the 

liquid-phase reaction, means that this approach may also be applicable in the vapour-phase. 

Colloidal nickel nanoparticles can act as model catalysts due to their high uniformity. Small, 

mono-disperse (~3 nm) nickel nanoparticles can be synthesised using oleylamine as a capping 

agent, however larger nickel nanoparticles (~12 – 15 nm) require the use of a phosphine capping 

agent, which can lead to phosphorus incorporation.  

1.9 Aims and objectives 

Based on the key results from the literature review, this thesis aims to: 

(i) Benchmark the performance of nickel-based catalysts for vapour-phase furfural 

hydrogenation 

(ii) Synthesise mono-disperse and uniform colloidal nickel and tin-nickel nanoparticles to 

act as model catalysts 

(iii) Determine the impact of tin on vapour-phase furfural hydrogenation and understand 

its role through advanced characterisation  

(iv) Determine the impact of phosphorus on nickel and tin-nickel colloidal nanoparticle 

catalysts for vapour-phase furfural hydrogenation and understand its role through 

advanced characterisation 
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Chapter 2: Methodology and Experimental 

2.1 Methodology 

The main aim of this thesis has been to improve the selectivity of nickel-based catalysts for furfural 

hydrogenation. This has required careful catalyst preparation and reactor testing, as well as the use 

of advanced characterisation techniques with model colloidal nanoparticle catalysts to elucidate 

structure-activity relationships. The various techniques that have been employed to prepare and 

analyse the catalysts are discussed below. 

2.1.1 Powder X-ray diffraction (pXRD) 

pXRD is a widely used technique to study solid materials including catalysts and can elucidate 

information on the bulk phase or phases present in a material. X-ray diffraction works on the basis 

of Bragg’s Law (see Figure 8 and Equation 11), since at certain incident angles of radiation, specific 

to the phase and components of the material being studied, the conditions of Bragg’s Law are met 

and constructive interference occurs.1 Assuming the detector is also at a suitable angle, this will 

result in a signal being detected. pXRD is an effective technique since X-rays have a wavelength on 

the Ångstrom scale of atomic lattice spacings as well as energies that allow penetration into solids.  

 

Figure 8: Schematic representing the basis of Bragg’s Law2 

𝑛𝜆 = 2𝑑sin(𝜃) 

where n = an integer, λ = wavelength of radiation, d = lattice spacing and θ = angle of incidence  

Equation 1 
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Not only can pXRD provide information on the phases present in the material, the information 

obtained can be used to estimate the average crystallite size using the Scherrer equation (Equation 

2).3 The crystallite sizes obtained using this method can only be considered an estimate, since, for 

example, the dimensionless shape factor, K, is often assumed to be around 0.9, but this value varies 

with the shape of the crystallite. It can be seen from the Scherrer equation that smaller crystallites 

will lead to larger full width at half maximum (FWHM) values and therefore broader signals. This 

can mean that very small crystallites can sometimes have such broad signals that the error 

associated with determining the FWHM value is fairly large due to the low intensity of the signal. 

This is often true for supported catalyst materials where small metal nanoparticles are highly 

desirable. Additionally, these materials often have low metal loadings that can result in lower 

intensity reflections from available sample sizes, further complicating the analysis of the data. The 

2θ value of the chosen reflection also has an effect on the amount of broadening observed since 2θ 

varies as cos(θ) in the Scherrer equation and so larger angles will result in increased broadening. 

Therefore, the choice of reflection used for analysis is important, since the broadening effect will 

be more noticeable at larger 2θ values. In samples where the crystallites are larger, this normally 

means larger 2θ values will give the best result. However, with smaller crystallites, like those found 

in many supported catalysts, the broadening is already significant. This means it may not be possible 

to use larger 2θ values since the reflections may become too broad to accurately measure the 

FWHM. 

𝛽(2𝜃) =  
𝐾𝜆

𝐿cos(𝜃)
 

where β(2θ) = peak width (FWHM) of reflection at angle 2θ in radians, K = dimensionless shape 

factor (~0.9), λ = wavelength of radiation in nm, L = average crystallite size in nm and θ = angle of 

reflection in radians 

Equation 2 

Whilst the Scherrer equation can produce a rough estimate of the average crystallite size, many 

factors that are not often considered, or hard to estimate, can affect the results.4 Therefore, 

Rietveld refinements are often employed to obtain more reliable average crystallite sizes, as well 

as a significant amount of additional information such as the lattice parameters and the space group 

of the material. A Rietveld refinement uses a least squares approach to minimise the difference 

between the values for a calculated pattern and those of the experimentally data.5 In order to 

produce a suitable calculated pattern, various factors have to be included such as the expected 

structure of the material (e.g. lattice parameters, space group), instrumental parameters and 
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sample height.5 Rietveld refinements of data presented in this thesis were performed by Prof. John 

Evans, a collaborator in this project, using TOPAS academic. 

2.1.2 Transmission electron microscopy (TEM) 

Unlike conventional optical microscopy, which uses the interaction of light with a sample to obtain 

an image, electron microscopy uses the interactions of an electron beam with a sample. The typical 

wavelength of an electron beam is around 5 orders of magnitude smaller than the wavelength of 

light.6 Only objects that are larger than the wavelength of the illumination source can be observed 

and so the resolution of electron microscopy is much greater than the resolution of optical 

microscopes, allowing nanometre sized objects to be imaged. Whilst optical microscopes use 

carefully shaped glass lenses to focus the light, electron microscopes rely on magnetic fields to focus 

an electron beam. When a sample is exposed to an electron beam, the electrons collide with the 

electrons in the sample, resulting in elastic or inelastic scattering. Inelastic scattering can also lead 

to additional processes, such as the emission of an electron or electromagnetic radiation. These 

collisions can result in a deviation of the electrons’ paths and electrons can be back-scattered, 

forward scattered or remain in the sample due to the absorption of energy by the sample. In 

transmission electron microscopy, it is the forward scattered transmitted electrons, as well as those 

that did not interact with the sample, that are detected. The detector, which in modern models is 

typically a charge coupled device (CCD) or complementary metal oxide semiconductor (CMOS) 

camera, then measures the number density of transmitted electrons at an image plane formed by 

an objective lens. Since TEM measures transmitted electrons and the mean free path of electrons 

is small, it is important that the sample thickness is also small, typically less than 100 nm.  

2.1.3 Scanning-transmission electron microscopy (STEM) 

STEM, as the title suggests, consists of aspects of both conventional scanning electron microscopy 

(SEM) and TEM.7 Like in the case of SEM, a beam of electrons is focused using a series of lenses to 

form a focussed convergent beam (often referred to as the probe) at the surface of the sample. 

This probe can then be moved over the sample in a raster pattern to produce an image (see Figure 

9). In comparison to conventional SEM, a thin sample (<100 nm) is used for STEM analysis and so it 

is the transmitted electrons that are detected.  
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Figure 9: Schematic representation of an electron probe moving across a sample in a raster pattern to create an image 

Typically, there are two detectors used for STEM; a bright field detector and a high angle annular 

dark field (HAADF) detector. The HAADF detector measures the total signal of scattered electrons 

with angles between a certain internal and external radius (hence the description of ‘annular’). The 

detector measures high-angle elastic scattering which makes it highly sensitivity to atomic number. 

This sensitivity is a key benefit of ADF detectors since it means that it is possible to get good contrast 

between elements with different atomic numbers. Another particularly useful aspect of operating 

in STEM mode rather than TEM mode, is that since the electron beam is focussed to a spot on the 

sample surface, it is possible to obtain energy dispersive X-ray (EDX) spectra of a specified point on 

the image. This means that it is possible to probe the elemental composition of specific particles or 

specific areas of a particle. Additionally, it is possible to create elemental maps of selected areas of 

interest. The more extensive elemental analysis possible in STEM mode is particularly useful in the 

analysis of small bimetallic nanoparticles (such as those prepared in this report) since it provides 

confirmation that bimetallic particles have been formed, which is not possible with bulk elemental 

analysis. 

2.1.4 Diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS)  

Diffusely reflected light can be defined as reflected light where the angle of incidence is not equal 

to the angle of reflection, as opposed to specular reflection where they are equal.8 Specular 

reflection is generally associated with the reflection from polished surfaces whereas diffuse 

reflection often occurs with powdered samples. Figure 10 illustrates the main types of reflection 

that can occur with a sample consisting of small grains.8 The two types of Fresnel reflection both 

contribute to the signal but contain minimal information with respect to the grains of material 

present since they are not transmitted through any sample grains. The Kubelka-Munk diffuse 

reflectance transmits through at least one grain of sample (as well as reflecting off of others) and 

so contains information on the species present in the sample. It is therefore this type of reflectance 

that allows the production of a DRIFT spectrum. The removal of contributions from specular Fresnel 
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reflectance is possible with the correct instrumentation (e.g. exclude radiation from the plane of 

incidence of the incident radiation), however contributions from diffuse Fresnel reflectance can 

generally only be reduced rather than removed altogether. This is done by ensuring the grain size 

is small which increases the amount of incident radiation will transmit through a sample grain. The 

situation with adsorbed surface species, such as CO in the present study, is slightly more 

complicated, as Fresnel reflections have angular and polarisation selection rules associated with 

them, but light reflected at the surface of a grain of material can in some cases result in the correct 

geometry to result in absorption of the infrared light.  

 

Figure 10: Schematic representation of the types of reflectance expected with a powdered sample during exposure to 

radiation during DRIFTS, adapted from Mitchell8 

Quantitative analysis of DRIFTS data is complex, since there is not a linear relation between the 

intensity of a band and the concentration of the species in the sample.8, 9 The most commonly used 

expression is the Kubelka-Munk equation, which is a simplified model based on the limiting case of 

an infinitely thick sample (see Equation 3). 

 

 

where R∞ is the absolute reflectance of an infinitely thick sample, k is the absorption coefficient and 

s is the scattering coefficient. 

Equation 3 
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Based on the Beer-Lambert law, the absorption coefficient can be expressed as shown in Equation 

4. 

 

where ε is the extinction coefficient and c is the sample concentration. 

Equation 4 

Combining Equation 3 and Equation 4 gives an expression that, if s is assumed to be an intrinsic 

property of the sample and therefore constant, varies directly with sample concentration (see 

Equation 5). This allows for semi-quantitative analysis of DRIFTS data. However, for measuring 

surface adsorbates, except where there is absorbance of most of the infrared light by the sample, 

experiments suggest absorbance to provide a more quantitative measure of concentration in 

practice.10 For this reason, Kubelka Monk units have not been used in this report. It must also be 

remembered that DRIFTS is at best semi-quantitative. 

 

Equation 5 

One of the most common uses for DRIFTS with respect to heterogeneous catalysis with metal-based 

catalysts is CO-DRIFTS. This involves first exposing the catalyst to CO which binds to the surfaces of 

the metal particles. The CO can bind to sites in different ways depending on the type of site; linearly 

in the case of corner or edge sites and bridging in the case of the flat surface. The different ways in 

which the CO interacts with the surface results in shifts in the wavenumber of the carbonyl peak 

due to differences in the extent of π-backbonding (see Figure 11). This is important for catalysis 

since corner, edge and flat surface sites have different extents of coordination to other atoms, 

which results in corner and edge sites having higher energies than sites on the flat surface. 

Therefore, in structure sensitive reactions, this generally translates to edge and corner sites being 

more reactive than those on the flat surface.11 Additionally, the adsorption geometry of reactants 

and/or products on these sites, which often plays a major role in determining selectivity, may be 

different.  
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Figure 11: Representation of the orbitals involved in π-backbonding when CO interacts with a metal 

The ratio of corner/edge sites to flat surface sites becomes increasingly important with the addition 

of a second metal to a catalyst since it could indicate the position(s) that the second metal 

substitutes. This is especially true if the aim of introducing a second metal is to target a specific type 

of surface site. For instance, the effect of Re on the surface of a Pd-based catalysts (RePd/Al2O3) 

was investigated using CO-DRIFTS.12 The authors report that the introduction of Re consistently led 

to an increase in the ratio of linear to bridging CO. Therefore, in this case, the Re is not selectively 

substituting the edge/corner sites and is instead more generally disrupting the surface of the Pd 

metal particles. The authors then suggest, in combination with other analytical techniques, that the 

superior activity and selectivity of the Re-doped catalysts was as a consequence of the close contact 

of Re clusters with the Pd particles. 

2.1.5 Gas chromatography – flame ionisation detector (GC-FID) 

Gas chromatography is a technique that is used to separate mixtures of volatile chemicals for 

further analysis and/or quantitative detection.13 The ease at which quantitative detection is 

possible using GC is often considered one of the merits of this technique. A GC operates by 

introducing a mixture of chemicals and rapidly heating them in the presence of an inert carrier gas, 

typically helium or hydrogen. This leads to the volatilisation of the sample before being introduced 

to the GC column. The GC column is typically a long metal tube with the inner surface coated in a 

thin layer of stationary phase such as polymer or inert solid supports. The GC column is kept inside 

an oven that can be temperature programmed to aid optimisation of peak separation as molecules 

pass through the column. The molecules interact with the stationary phase to different degrees 

depending on the functional groups in the molecule, which affects the retention time of the 

molecule (the time at which the chemical elutes from the column). Other factors can also affect the 

retention time of a molecule such as the boiling point. There are a variety of potential detectors 

that can be used to quantify the molecules exiting the column, including flame ionisation detectors 

(FIDs; Figure 12). FIDs operate by combustion of the organic molecules that exit from the column. 
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This combustion process results in the formation of ions. A voltage is applied between the flame jet 

and the nearby collector plates to create a potential difference between them such that ions move 

from the flame jet to the collector plates producing a current. This current is measured and is the 

signal output for the detector. It is important to note however that different molecules will have 

different response factors based on the ease with which they burn and the number of ions they 

produce during combustion. These response factors can be estimated by Equation 6 and Equation 

714 since the response factors can be related to chemical make-up of the molecule. However, direct 

calibrations are almost always carried out to ensure reliable results.  

 

Figure 12: Simplified schematic of an FID detector, adapted from Rood13 

𝑀𝑅𝐹 =  −0.071 + 8.57 × 10−4∆𝐻𝐶𝑜𝑚𝑏
𝑀𝐹 + 0.127𝑛𝐵𝑒𝑛𝑧 

Equation 6 

∆𝐻𝐶𝑜𝑚𝑏
𝑀𝐹 = 11.06 + 103.57𝑛𝐶 + 21.85𝑛𝐻 − 48.18𝑛𝑂 + 7.46𝑛𝑁 + 74.67𝑛𝑆 

−23.57𝑛𝐹 − 27.44𝑛𝐶𝑙 − 11.90𝑛𝐵𝑟 − 2.04𝑛𝐼 

where MRF = molar response factor and nx = number of atoms (e.g. C, H, O etc.) or fragments (e.g. 

Benz = benzene rings)  

Equation 7 
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2.1.6 Gas chromatography – mass spectrometry (GC-MS) 

As discussed above, GC-FID allows for the separation and quantification of compounds in a mixture. 

However, for the identification of products, GC-MS is more suitable since the GC separated 

compounds are passed through to a mass spectrometer. The mass spectrometer operates by first 

ionising the molecules, typically by electron impact (EI) ionisation in the case of GC-MS.15 The 

produced ions are then separated by their mass-to-charge ratios (m/z) before reaching a detector. 

Unless using specialist techniques, most ions produced will only be singly charged, therefore the 

m/z ratio usually corresponds to the mass of an ion. During ionisation using EI, fragmentation of 

the molecules normally occurs due to the large amount of energy transferred to the molecules 

during the ionisation process. The fragmentation pattern produced can often give information 

about the original molecule and, in combination with other information from the mass spectrum 

such as the molecular ion, the identity of the molecule can normally be determined. 

2.1.7 Inductively coupled plasma – optical emission spectroscopy/mass spectrometry 

(ICP-OES/ICP-MS) 

ICP-OES is a commonly used analytical technique to determine elemental compositions and is 

applicable to a variety of elements. ICP relies on a plasma to transfer energy to a sample that leads 

to atomisation, ionisation and electronic excitation of atoms within the sample.16 A plasma can be 

defined as a gas that is ionised, but that is overall neutral, containing equal numbers of positively 

and negatively charged particles. An argon plasma is used in ICP-OES as it has many useful 

properties such as a high ionisation energy and chemical inertness, therefore producing a simple 

emission spectrum and ensuring the argon ions do not form stable compounds with the element 

being analysed. When the atoms excited by the plasma return from these excited states to lower 

energy states, electromagnetic radiation is emitted. Optical emission spectroscopy can then 

separate the radiation emitted by wavelength, with specific elements (and their corresponding 

individual electronic transitions) appearing as spectral lines. The intensity of these lines can be 

related to the concentration of the element in the sample. ICP-OES instruments typically have 

detection limits of parts per billion (ppb), however ICP-MS instruments have a lower detection limit 

of parts per trillion (ppt)17, 18 and so ICP-MS is often used to quantify the concentration of elements 

in very dilute samples. In ICP-MS systems, the ions produced from the sample in the plasma are 

transferred to a quadrupole mass analyser, which separates the ions present by their mass-to-

charge ratios (m/z), and the number of these ions can then be determined (typically in counts per 

second) at the detector.17, 19 The counts can then be correlated to a sample concentration after 

suitable instrument calibration. 
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One important point, particularly relevant for the analysis of supported metal catalysts, is that 

samples for ICP must be in the solution state. This is due to the fact that the sample is introduced 

to the plasma via a nebuliser, commonly an ultrasonic nebuliser. This device produces a fine mist 

of solution particles (an aerosol), however, it is not able to operate with solids or suspensions. 

Therefore, in order to analyse the metal content of these solid materials, the metals have to be 

removed from the support through a process commonly referred to as digestion. This typically 

involves heating the sample in concentrated acid or a mix of acids to dissolve the metal, thereby 

producing a solvated sample suitable for analysis.  

2.1.8 Solid state nuclear magnetic resonance spectroscopy (SS NMR) 

NMR is an analytical technique that can provide information on the structure and composition of 

molecules present in a sample, which can often help to identify them. NMR involves placing a 

sample in a magnetic field (B0), which, if the nuclei has a non-zero spin, leads to a magnetic moment 

that is nearly aligned along the same axis as the magnetic field, in either the parallel or anti-parallel 

direction.20 The parallel direction is a lower energy state than the anti-parallel direction, and so the 

population of the spins in the parallel direction is higher. This leads to a net magnetisation along 

the same axis and in the same direction as the magnetic field. By applying a pulse of radio 

frequency, the net magnetisation can be moved into the xy plane (Figure 13).20 Relaxation back to 

the z-axis is recorded as a free induction decay (FID) and, by carrying out a Fourier transform of the 

FID, a typical NMR spectrum is produced.  

 

Figure 13: An example of the net magnetisation during an NMR experiment, adapted from Günther20 

Carrying out NMR experiments of materials in the solid state, as opposed to the solution state, 

creates a variety of additional challenges. These challenges mainly arise from the fact that the 

orientation of molecules in solids is mostly fixed, whereas in solutions the molecules are rapidly 

tumbling.21 Therefore, whilst in solution state NMR any values that depend on orientation are 
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averaged out, this is not the case for solid state experiments. There are three important and 

common techniques used in SS NMR that help alleviate some of the problems caused by fixed 

orientations, which are high power proton decoupling (HPPD), magic angle spinning (MAS) and 

cross polarisation (CP).21  

The dipolar interactions between different atoms (e.g. 1H and 15N, or 1H and 13C) can lead to 

significant line broadening, especially with compounds that contain a large number of protons. This 

can be overcome using HPPD, which eliminates both the scalar and dipolar coupling and therefore 

helps with achieving narrower peaks.21 

Another key source of line broadening in SS NMR is shielding anisotropy, in which nuclei in different 

crystallites, and therefore with different orientations with respect to the magnetic field, will have 

slightly different chemical shifts. All internal NMR interactions have a dependence on orientation 

when in a magnetic field as described by Equation 8.21 

1

2
(3cos2𝜃 − 1) 

Equation 8 

If the solid sample is rapidly rotated at a certain angle, β, with respect to the applied magnetic field, 

Equation 8 can be expressed as shown in Equation 9.21 

〈
1

2
(3cos2𝜃 − 1)〉 =  

1

2
(3cos2𝛽 − 1) ×  

1

2
(3cos2𝛩 − 1) 

where Θ is the angle between a molecular level direction (e.g. interatomic distance) and the axis of 

rotation. 

Equation 9 

If β is set to 54.44 º, then cosβ is equal to 1/√3 which means the equation goes to zero and any 

effects from the anisotropy disappear, leading to a significant reduction in peak broadness.21 Rapid 

rotation at this angle had such a dramatic impact on the broadness of the peaks that it was referred 

to as the ‘magic angle’, hence the technique was named magic angle spinning (MAS). 

Cross polarisation involves the transfer of magnetisation from abundant nuclei (e.g. 1H) to a dilute 

nuclei with the same spin of 1/2 (e.g. 13C).21 CP does not impact peak broadness unlike HPPD and 

MAS, however it has other benefits, with the main two being shorter relaxation times and an 

increase in signal intensity. In solids, the relaxation times for dilute spins (e.g. 13C) tend to be long, 

which means significantly longer pulse sequences and therefore longer experiment times to achieve 
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a good signal to noise ratio. In cross-polarisation experiments, the magnetisation originates from 

the abundant nuclei (typically 1H), and so the relaxation time depends on the recovery of the 1H 

magnetisation, and not the relaxation of the dilute nucleus. The time required to recover the 1H 

magnetisation is significantly shorter than the relaxation time of the dilute nucleus, and so it is 

possible to significantly reduce the experimental time required to achieve good signal to noise 

ratios. Additionally, due to differences in the equilibrium populations for the abundant and dilute 

nuclei, there is an increase in signal intensity. As an example, the maximum for 13C is a factor of 

around 4, however this does depend significantly on the efficiency of the magnetisation transfer 

and the cross polarisation process in general.21 This increase in signal again leads to a reduction in 

the amount of experimental time required to achieve spectra with good signal to noise ratios. 

Overall, whilst the spectra obtained from solid state experiments are generally of lower resolution 

and can take longer to acquire than solution state equivalents, the techniques discussed above 

mean that it is possible to obtain useful spectra from solid samples. 

2.1.9 Temperature programmed reduction/oxidation (TPR/TPO) 

TPR is a characterisation technique commonly employed in the context of metal or metal oxide 

based catalysis to investigate the reduction processes that occur when the catalyst or pre-catalyst 

is heated at a constant rate in a reducing atmosphere (typically H2, although CO is used in some 

cases).22  A detector such as a thermal conductivity detector (TCD) is used to indicate when gas 

consumption occurs during the heating process, allowing the reduction temperature to be 

established. Additionally, careful calibration of the detector allows the consumption of the reducing 

gas to be quantified, which, when related to the number of moles of metal present in the sample, 

can provide additional information about the reduction process or processes that are occurring.  

TPO is very similar to TPR, with the key difference being that TPO experiments are carried out in an 

oxidising atmosphere (e.g. oxygen) whereas TPR experiments are carried out in a reducing 

atmosphere. TPO is frequently employed to gain information on the oxidation processes that occur 

for metal or metal oxide catalysts, however, in the context of this thesis, the focus will be on its use 

for coke characterisation.  

Many catalysts experience deactivation due to the formation of carbon deposits that, directly or 

indirectly, block access to active sites. This process is known as coking. In order to investigate the 

nature of the coke species present, spent catalysts are often analysed by TPO, since it can provide 

useful information about the coke including the type/morphology,23, 24 the amount and, in some 

cases with detailed experiments and analysis, the location of the coke.25  
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Brown et al.26 proposed the mechanism for coke combustion shown below in Figure 14, where -Cf 

corresponds to a free carbon site available for the chemisorption of oxygen and -C(O) and -C(O2) 

correspond to dissociated and undissociated surface oxides respectively. Initially, oxygen is 

adsorbed onto a free site on the carbon surface (1), followed by re-arrangement to a more stable 

surface species resulting in the release of CO (2). The more stable surface species can then desorb 

to form additional CO (3) or react with additional oxygen resulting in the release of CO2 (4). 

Additionally, the undissociated surface oxide, as formed in reaction (1), can desorb forming CO2 (5). 

The authors also discuss some likely reasons for the changes in the TPO spectra of coked catalysts 

from different reactions, in comparison to charcoal. They suggested that the key reasons were the 

interactions between the coke and the catalyst (support and/or metal) particularly at low coverages 

of coke, a difference between the activation energy of coke combustion for coke in the pores and 

on the external surface of the catalyst and differences in the coke morphology and/or chemical 

species present leading to variability in the chemical reactivity.26 Hence, TPO can be used to 

investigate various aspects of the coke present on catalysts. 

 

Figure 14: Proposed mechanism for the combustion of coke26  

2.1.10 X-ray photoelectron spectroscopy 

XPS is a technique that can be used to determine the surface composition of different materials, 

including elemental composition and the oxidation states of the elements present.27, 28 In XPS 

experiments, the sample is exposed to an X-ray source which provides the energy required to emit 

electrons from atoms in the material. By measuring the kinetic energy of these emitted electrons, 

it is possible to determine the binding energy of the electrons using Equation 10 shown below.27 A 

typical XPS spectrum is then produced by plotting binding energy against intensity. Importantly, 

only those electrons that are coming from atoms near the surface of the material will escape and 

reach the detector, meaning that XPS is a surface sensitive technique.  
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𝐸𝐾 = ℎ𝜈 − (𝐸𝐵 − 𝜙) 

where EK is the kinetic energy, hν is the energy of the incident photons (where h is Plank’s constant 

and ν is the frequency), EB is the binding energy and Φ is the work function. 

Equation 10 

In order to measure the kinetic energy of the emitted electrons, it is important that the system is 

under ultra-high vacuum (UHV), since if gas molecules are present, the electrons would interact 

with the gas molecules, resulting in an attenuation of the photoelectron intensity observed. The 

requirement of UHV results in significant limitations, in particular for catalysis, since it means that 

in most cases, it is not possible to study the surface of a catalyst under reaction conditions. 

Therefore, instruments have been developed for near-ambient pressure XPS (NAP-XPS) 

experiments, where small amounts of gaseous molecules (typically up to around 25 mbar) can be 

present. One example of such an instrument is the near-ambient pressure end station of the B07 

beamline at Diamond Light Source.29 In this instrument, the ability to record spectra under 

near-ambient conditions is achieved by placing a small aperture (typically less than 1 mm diameter) 

very close to the sample. The aperture then connects to a differential pumping system that 

incrementally reduces the pressure before the photoelectrons reach the detector, which is under 

UHV (see Figure 15).29 Although NAP-XPS is a relatively newly developed technique, it has been 

employed to study a variety of samples relevant to those discussed in this thesis, including 

bimetallic nanoparticles e.g. CoPt nanoparticles studied under reducing conditions30 or CuNi/CuCo 

nanoparticles studied under reducing and oxidising conditions.31 

 

Figure 15: Schematic representation of a typical NAP-XPS set up29 
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The background chosen for XP spectra is important when carrying out quantitative analysis, as this 

can have a significant impact on the results, particularly the peak areas. Some of the more common 

backgrounds employed include the Shirley background and the Tougaard background and so these 

models will be discussed in further detail here.32 

The Shirley background was first described in 1972 to allow for the detailed analysis of gold XP 

spectra.33 The model accounts for step changes in the background over the energy range of the 

peak by assuming that the background at any specific binding energy is proportional to the 

integrated intensity of the peak at higher kinetic energies.32 As briefly mentioned in the original 

paper by Shirley,33 an iterative approach may be required to reduce the errors associated with the 

fact that the area of the peak, as used to calculate the Shirley background, is initially determined 

based on a linear background rather than the Shirley background. Therefore, an iterative Shirley 

background is frequently employed. 

Tougaard and Sigmund proposed a background for XP spectra, known as the Tougaard background, 

based on contributions to the background from the extrinsic inelastic scattering of higher kinetic 

energy electrons.34 This background is calculated based on the electron energy loss function and, 

by taking into account a variety of inelastic scattering events, the background was found to extend 

over a relatively large energy range.32 Whilst this method can act as a good background model at 

energies higher than around 50 eV above the binding energy, it has been suggested that it is not as 

successful at accounting for the step changes often observed in the near-peak region.35 

Other important considerations when carrying out quantitative analysis of XPS data are the inelastic 

mean free path (IMFP) of the electrons at the chosen kinetic energy, the cross section of the 

elements and, if carrying out experiments at near-ambient pressure, the extent of signal 

attenuation due to the presence of the gas molecules. The IMFP can be roughly estimated for most 

materials using a universal curve, as described by the equations detailed in a paper by Seah and 

Dench.36 The cross sections of the elements being studied at the selected energies can be 

determined based on the work by Yeh and Lindau37 who calculated the cross sections of a large 

number of elements at a variety of different energies. The extent of signal attenuation due to the 

presence of gas molecules in near-ambient pressure experiments is largely based on the instrument 

used to carry out the experiments and so cannot be universally calculated. Correction factors for 

signal attenuation due to the presence of gases for the NAP-XPS experiments discussed in this thesis 

can be estimated using the data reported by Held et. al.,29 which details relevant the data for the 

instrument used. 
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2.1.11 Nanoparticle synthesis via chemical reduction 

In comparison to the metal nanoparticles formed using incipient wetness techniques, forming 

nanoparticles as a colloidal solution via chemical reduction and subsequently loading onto oxide 

supports allows for the production of more well-defined particles with a monodisperse particle size 

distribution. Less variation in particle size and, for bimetallic materials, metal distribution, can make 

the interpretation of catalytic and/or analytical data easier, since it should lead to simplified data. 

The formation of nanoparticles using the solution-phase chemical-reduction method is not 

definitively understood, however the most commonly reported and likely mechanisms for 

nucleation, growth and ripening are discussed below. 

2.1.11.1 Classical nucleation theory 

Classical nucleation theory (CNT) was first developed in the 1920s and 30s to describe the process 

of particle formation in general38-40 and is now a common model used to explain nanoparticle 

formation.41, 42 In general, it describes the nucleation of a new phase (e.g. liquid from a vapour or 

solid from a melt or solution) and so can be applied to nanoparticle synthesis to describe the 

nucleation of metal atoms from a solution to form solid metal nanoparticles. In the case of 

nanoparticle synthesis, a metal salt pre-cursor is normally used, and so the first step in the synthesis 

requires reduction of the metal salt to form metal(0) atoms. The next stage is then nucleation to 

form small clusters of atoms. The change in Gibbs free energy (ΔG) associated with this nucleation 

(assuming homogeneous nucleation and spherical particles) can be expressed as shown in Equation 

11.41 

∆𝐺 =  
−4𝜋𝑟3

3𝑣
𝑘𝑇𝑙𝑛𝑆 + 4𝜋𝑟2𝜎 

where r is the radius of a spherical nucleus, v is the volume of a single atom/molecule, k is the 

Boltzmann constant, T is the temperature, S is the vapour supersaturation ratio and σ is the specific 

surface energy of the interface between the nucleus and the surrounding vapour. 

Equation 11 

The first term, corresponding to a decrease in free energy due to the phase transition during 

nucleation (bulk energy), and the second term, corresponding to an increase in free energy due to 

surface formation (interfacial energy), depend on the radius of the nucleus in opposing manners.42 

As a result, a maximum ΔG will be reached at a certain radius (see Figure 16). This radius is known 

as the radius of critical nucleus (r*) since it corresponds to a minimum in the probability of nucleus 
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formation and so, for a nucleus that has r = r*, the further addition of atoms/molecules leads to 

decreasing free energy and therefore increasing probability of formation.   

 

Figure 16: The dependence of Gibbs free energy on the radius of the nucleus based on classical nucleation theory 

2.1.11.2 LaMer’s nucleation and growth theory 

LaMer’s theory was based on CNT and introduced the concept of separate nucleation and growth 

stages.43, 44 As the monomer concentration (typically metal(0) atoms in the case of metal 

nanoparticles) increases, the solution will reach a critical supersaturation value (Cs) where 

nucleation is possible, but there is not enough energy to overcome the energy barrier (i.e. the 

energy required to form nuclei with r = r*; Figure 16). As the concentration of monomers continues 

to increase, the solution will then reach the minimum supersaturation value (Cmin) where there is 

enough energy to overcome the energy barrier, resulting in rapid, homogeneous nucleation, 

termed ‘burst nucleation’ (see Figure 17). This burst nucleation leads to a rapid decrease in the 

concentration of monomer in the solution, bringing the supersaturation value down below Cmin and 

therefore resulting in an end to the nucleation stage. The system then enters the growth stage, 

where any additional monomer is added to the particles via diffusion to the particle surface.45 Once 

the concentration of the monomer drops below the Cs value, then the particle can no longer grow 

via diffusion of the monomers to the particle surface and so the ripening stage begins.46 The most 

applicable ripening mechanisms are discussed below. 
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Figure 17: Schematic representation of the variation of monomer saturation with time according to LaMer’s nucleation 

and growth theory, adapted from Polte45 and Sorensen et al.46 

2.1.11.3 Ostwald ripening 

Ostwald ripening, which was first described over 100 years ago47, is a process that leads to 

increasing average particle size. Smaller particles in the suspension, over time, re-dissolve into the 

solution and, in turn, the larger particles grow (see Figure 18).48 The decreasing number of smaller 

particles, which have a high surface area to volume ratio, and the growth of larger particles, which 

lowers their surface area to volume ratio further, results in a decrease in the total surface area of 

the system. This decrease in total surface area corresponds to a decrease in the total free energy 

of the system and therefore acts as the thermodynamic driving force (as seen in Figure 16 where, 

once nucleation has occurred, increasing particle size results in decreasing free energy). There have 

been many proposed quantitative models reported to describe Ostwald ripening48, however it is 

outside the scope of this thesis to discuss them in detail.  

 

Figure 18: Schematic representation of Ostwald ripening 

2.1.11.4 Digestive ripening 

Digestive ripening essentially follows the opposite process to Ostwald ripening and is likely relevant 

to the nanoparticle syntheses in this report due to the small size of the nanoparticles produced by 

this method (~4 nm) and the presence of long chain amine and/or phosphine capping agents.46 It is 

an important mechanism since it can offer some explanation for the formation of a narrow size 

distribution around an equilibrium particle size. Larger particles become smaller and smaller 

particles become larger, eventually converging at an equilibrium size, as opposed to Ostwald 

ripening where particles will continue to grow and an equilibrium size will not be reached. The 

reasoning behind this mechanism is not well understood,46, 49-53 although it has been hypothesised 
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that it could be explained by employing a modified version of Equation 11 to account for a more 

realistic particle shape (polygonal rather than spherical). Rather than just terms for bulk and surface 

(inter-facial) sites, edge and corner sites also have to be considered (with dimensionalities of 1 and 

0 respectively).46 Therefore, the change in free energy can be given by a generalised expression, 

Equation 12.  

 

Equation 12 

Since the edge sites have a first-order dependence on particle radius, this term can have an impact 

on the free energy when r is low, as shown in Figure 19 where there is a minimum in the free energy. 

The radius at which this minimum occurs is then the equilibrium particle radius, req. However, this 

does rely on the edge term being negative, which is somewhat unexpected since the surface term 

is positive due to the increase in surface free energy as the surface becomes larger, and so, 

following similar logic, it would be expected that the edge site term would also be positive. 

Therefore, a key flaw with this model is that there is no definitive explanation for the edge term 

being negative, although the authors do suggest that it may be related to the presence of adsorbed 

ligands on the surface (e.g. amine or phosphine capping agents).46  

 

Figure 19: The dependence of Gibbs free energy on the radius of the nucleus comparing the results from digestive ripening 

and classical nucleation theory 

Chikan and Kelly54 explored the role of the capping agent during the synthesis of nanoparticles, in 

relation to digestive ripening. They proposed that the interaction of these ligands with the surface 

of the particles is the source of the minimum in free energy required to form an equilibrium particle 
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size. The binding of a ligand to the surface is energetically favourable and so it will have a negative 

contribution to the total free energy of the system. This offsets the increase in free energy resulting 

from increasing surface area and results in a minimum in the free energy. The radius at which this 

minimum occurs is then the equilibrium particle radius. The value of the equilibrium radius is 

dependent on the binding energy of the chosen ligand, with ligands that bind more strongly 

resulting in smaller particles. The authors backed up the key role of the ligand in digestive ripening 

by producing MoS2 nanoparticles, from previously synthesised polydisperse samples, with a particle 

size of 3.5 nm or 8 nm dependent on the ligand used (I- or SH- respectively). Therefore, the ligand 

is likely playing a key role in the digestive ripening mechanism, although as stated previously, this 

complex process is still generally regarded as not well understood. 

2.2 Experimental 

2.2.1 Materials and general methods 

Deionised water was obtained from a Purite Neptune and had a resistivity ≤18.2 MΩ. All gases were 

obtained from BOC and had a minimum purity of 99.99 %. The gases were further purified and dried 

using zeolite and activated carbon filters. The silica and titania catalyst supports were obtained 

from commercial sources: Cab-O-Sil M5 silica (CABOT) and P25 titania (Evonik). The ceria support, 

SBA-15 and KIT-6 silica were all synthesised in-house using the standard procedures detailed below. 

Ni(NO3)2.6H2O, ethanol (HPLC grade), acetone (HPLC grade), n-hexane (HPLC grade), oleylamine 

(80 – 90 % C18), oleic acid (~70 % oleic acid), furfuryl alcohol (98 %), tetrahydrofuran (99.5 %) and 

dichloromethane (analytical grade) were purchased from Fisher Scientific. Furfural (99 %), cerium 

nitrate hexahydrate (99%), heptane (HPLC grade), 1,2-dichlorobenzene (99 %), tetraethyl 

orthosilicate (98 %), Pluronic 123 (average Mn ~ 5800), borane tert-butylamine complex (97 %), 1-

octadecene (90 %), diphenyl ether (99 %) and Na2CO3 (99.5 - 100.5 %) were purchased from Sigma 

Aldrich. Sn(II) 2-ethylhexanoate (96 %), Ni(acac)2 (95 %) and SnCl2.2H2O (98 %) were purchased 

from Alfa Aesar. 3-(trimethoxysilyl)propyl methacrylate (>98 %) was purchased from TCI. Dibenzyl 

ether (99 %) was purchased from Acros organics. 1-Butanol (99.4+ %) was purchased from 

Fluorochem. Tri-n-octylphosphine (97 %) was purchased from STREM chemicals and transferred 

under nitrogen flow to a Schlenk flask for storage. The furfural was purified via vacuum distillation 

from Na2CO3 before use.55 The furfuryl alcohol was used as received, unless specifically stated that 

it was vacuum distilled from Na2CO3 before use. All other compounds were used as received. Unless 

stated otherwise, a Sorvall Legend centrifuge with 50 mL centrifuge tubes was used for all 

centrifugation. 
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2.2.2 Incipient wetness impregnation (IWI) catalysts 

2.2.2.1 Estimation of the apparent pore volume of supports 

Cab-O-Sil M5 silica (~0.6 g) was dried in a vacuum oven for around 4 hours at 120 °C. UHP water 

was added dropwise to a known mass of the dried silica, and a vortex mixer was used frequently to 

ensure an even dispersion of the water. Once the silica was seen to be macroscopically wet, 

observed as agglomeration, the pores were assumed to be filled. The mass (and therefore volume) 

of water added was measured, and this was used to calculate the approximate apparent pore 

volume of the silica. An analogous procedure was carried out for the other supports used for IWI 

catalysts (mesoporous CeO2, TiO2 and KIT-6). 

2.2.2.2 Preparation of supported Ni(NO3)2 catalysts via IWI 

To prepare a nominally 5 wt. % Ni/SiO2 catalyst, the silica (Cab-O-Sil) was first dried for a minimum 

of 4 h in a vacuum oven at 120 °C. The dried silica (4.10 g) was placed in a round bottom flask or 

conical flask. Ni(NO3)2.6H2O (1.07 g) was dissolved in deionised  water (12.7 mL) (as determined by 

the pore volume of the support). The Ni(NO3)2.6H2O solution was added dropwise to the silica with 

frequent mixing using a vortex mixer to ensure an even distribution. The impregnated silica was 

then dried overnight in an oven at 120 °C and then further dried in a vacuum oven for a minimum 

of 4 h at 120 °C. The nominally 5 wt. % Ni/TiO2 and Ni/CeO2 catalysts were prepared in an analogous 

manner (Ni/TiO2: P25 titania (dried) 0.5048 g, Ni(NO3)2.6H2O 0.1348 g, deionised  water 0.55 mL; 

Ni/CeO2: mesoporous ceria (dried) 0.1324 g, Ni(NO3)2.6H2O 0.0355 g, deionised  water 0.1 mL). 

2.2.2.3 Ex situ reduction of IWI catalysts 

In order to prepare samples for analysis (e.g. TEM or pXRD) or prior to impregnation with the Sn 

precursor (during the successive impregnation procedure detailed below in Section 2.2.2.4), the 

nickel nitrate impregnated samples had to be reduced. (Note: before catalysis, all samples were 

reduced in situ and so ex situ reduction was not necessary in these cases). Samples were placed 

into a quartz tube (either 1/8th or 1/2 inch ID dependent on mass of catalyst used - typically around 

80 mg for 1/8th inch tube or 1 – 2 g for 1/2 inch tube). The tube contained a quartz wool plug that 

supported the catalyst, and when using the larger 1/2 inch tube, a second piece of glass wool was 

placed at the top of the catalyst bed to ensure it remained approximately level when turned 

horizontal. The tube was then placed inside a horizontal tube furnace. A K-type thermocouple was 

attached to the outside of the quartz tube using wire, ensuring that the end of the thermocouple 

was level with the position in the furnace of the centre of the catalyst bed. This thermocouple was 

used to provide feedback for an Omega CN7500 PID temperature controller that controlled the 
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temperature inside the tube furnace. Gases were supplied to the set up using computer controlled 

MKS G-series mass flow controllers (MFCs). The gases were passed through filters comprising of 

activated carbon and zeolite sieves to remove hydrocarbon impurities and/or water prior to 

entering the MFCs. The quartz tubes were attached to the gas supply via Ultra-Torr vacuum fittings 

(Swagelok). Catalyst reduction (for all samples except the titania supported catalyst) was carried 

out in 30 mL min-1 of hydrogen by heating to 500 °C at a rate of 15 °C min-1 and holding at 500 °C 

for 2 h before cooling to room temperature. The titania supported catalyst was reduced at the 

lower temperature of 300 °C but all other parameters remained the same as used for the other 

catalysts (lowering the reduction temperature to 300 °C gave an approximately three-fold more 

active catalyst, but did not significantly affect selectivity, likely due to strong metal support 

interaction (SMSI) effects reducing access to the nickel).56 All reduced catalysts were stored in air 

prior to and during characterisation (TEM/pXRD), as well as prior to and during impregnation with 

tin in the successive impregnation method (Section 2.2.2.4), unless specifically stated otherwise. 

2.2.2.4 Preparation of Sn-doped Ni/SiO2 catalysts via successive IWI 

To prepare a nominally 1.5 wt. % Sn-5 wt. % Ni/SiO2 catalyst (denoted 1.5Sn-Ni/SiO2 throughout 

this thesis), the Ni(NO3)2/SiO2 pre-catalyst prepared as in Section 2.2.2.2 was reduced under the 

conditions outlined in Section 2.2.2.3. The reduced Ni/SiO2 catalyst (1.6772 g) was weighed into a 

vial. SnCl2.2H2O (0.0485 g; 0.2150 mmol) was weighed out and then dissolved in 4.5 mL of acetone. 

The SnCl2.2H2O solution was added dropwise to the catalyst with frequent mixing using a vortex 

mixer to ensure an even distribution. The impregnated catalyst was dried for at least 6 hours in an 

oven at 120 °C, before being further dried in a vacuum oven overnight at 120 °C. The dried 

impregnated catalyst was then reduced under the conditions outlined Section 2.2.2.3. Initially, 

these catalysts were then washed with 5 x 15 mL portions of UHP water. However, it was found 

that this was not necessary since the chlorine had already been removed from the catalyst, likely 

during the reduction step (Section 5.5.1 in Chapter 5). A nominally 0.25 wt. % Sn-5 wt. % Ni/SiO2 

catalyst (denoted 0.25Sn-Ni/SiO2 throughout this thesis) was prepared using a similar method, 

however the mass of the tin salt required was too small to be accurately weighed. Therefore 

SnCl2.2H2O (0.0442 g, 0.1959 mmol) was dissolved in 25 mL of acetone and then 5 mL of this 

solution was added to the reduced Ni/SiO2 (1.8692 g) dropwise with frequent mixing using a vortex 

mixer to ensure an even distribution. Apart from this small deviation, the procedure was analogous 

to the other sample. 
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2.2.3 Preparation of mesoporous supports 

2.2.3.1 Synthesis of KIT-6 silica 

The KIT-6 silica was prepared following the method outlined by Pirez et al.57 P123 (6.0 g) was added 

to a mixture of deionised water (217 mL) and concentrated HCl (11.8 g) in a polypropylene 

bottle.  The obtained mixture was stirred at 35 °C until homogeneous.  1-Butanol (6.0 g) was then 

added to the mixture and it was stirred at 35 °C for 1 h. Tetraethyl orthosilicate (TEOS) (12.9 g) was 

added and the mixture was continuously stirred at 35 °C for 24 h before aging at 100 °C for a further 

24 h.  The solid product was isolated by filtration whilst hot and without washing, and then dried at 

100 °C for 24 h. The dried product was calcined in static air to remove the template material by 

heating it to 550 °C at a rate of 1 °C min-1 and holding it at 550 °C for 6 h. 

2.2.3.2 Synthesis of mesoporous ceria 

The mesoporous ceria was prepared based on methods outlined by Bruce et al.58 and Tuysuz et al.59 

Ce(NO3)3·6H2O (1.5 g) was dissolved in ethanol (20 mL), followed by the addition of KIT-6 silica (1 g). 

The mixture was stirred at room temperature until a nearly dry powder was obtained (~36 h). Then 

the sample was calcined by heating in static air to 500 °C at a rate of 1 °C min-1 and kept at 500 oC 

for 6 h. To remove the KIT-6 silica template, the resulting sample was added to 2 M NaOH (20 mL) 

in a polypropylene bottle and heated to 70 °C for around 24 h. The resulting mixture was 

centrifuged at 8000 rpm for 10 min to separate the solid. The solid was then added to another 

portion of 2 M NaOH (20 mL) in a polypropylene bottle. The mixture was sonicated to disperse the 

solid before being heated to 90 °C in static air for ~24 h. The sample was then separated via 

centrifugation at 8000 rpm for 10 min. The solid was washed 3 times with deionised water and then 

dried at 60 °C overnight. 

2.2.3.3 Synthesis of SBA-15 silica 

The SBA-15 silica was prepared by the method outlined by Somorjai et al.60 Note: the SBA-15 silica 

was synthesised by a summer student (Rob Welsh). P123 (8 g) was added to deionised water (60 

mL) and HCl (2 M, 240 mL) in a polypropylene bottle and stirred at 45 °C for 30 min. TEOS (17 g) 

was then added and the solution was stirred at 45 °C for 20 h. The solution was then aged at 100 °C 

for 24 h without stirring. The resulting material was filtered and washed with ethanol and deionised 

water. Then the product was calcined in static air to remove the template material by heating it to 

550 °C at a rate of 1 °C min-1 and holding it at 550 °C for 4 h. 
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2.2.3.4 Synthesis of 3-(trimethoxysilyl)propyl methacrylate-grafted SBA-15 

SBA-15 (~1 g) was dried at 120 °C in an oven overnight. Oven-dried SBA-15 (1 g) was added to a 

dried Schlenk tube and placed under vacuum using a Schlenk line. The sample was heated to 125 °C 

under vacuum overnight using an oil bath. The sample was then cooled to room temperature and 

back-filled with nitrogen. Dry toluene (75 mL) and 3-(trimethoxysilyl)propyl methacrylate (50 μL) 

were added to the sample. The solution was left stirring for 24 h under nitrogen. The sample was 

isolated by filtration (under air) and washed twice with toluene (2 x 15 mL), then twice with hexane 

(2 x 15 mL) and finally twice with methanol (2 x 15 mL). The sample was then left to dry at room 

temperature for around 2 days before being dried in a vacuum oven at room temperature for 2 h. 

The silane content was quantified by CHN analysis. 

2.2.4 Synthesis of colloidal nanoparticles via chemical reduction 

2.2.4.1 Synthesis of Ni nanoparticles (~4 nm) 

These nanoparticles were prepared using a method outlined by Metin et al.61 A 3-necked round 

bottom flask with a condenser was evacuated/backfilled with nitrogen three times. All glassware 

was dried in an oven at 120 oC overnight before use and was assembled whilst still hot to prevent 

water deposition. Then, Ni(acac)2 (257mg, 8.17x10-4 mol), oleylamine (15 mL, 4.55x10-2 mol), and 

oleic acid (0.32 mL, 1.01x10-3mol) was added to the flask under a stream of nitrogen. The formed 

solution was heated to 110 °C while stirring over 20 min, and was kept at 110 °C for 1 h. The 

temperature was controlled using a PID controlled isomantle with feedback from a K-type 

thermocouple immersed in the reaction solution. Then, the solution was cooled down to 90 °C. 

Borane tert-butylamine complex (264 mg, 3.03x10-3 mol) and oleylamine (2 mL, 6.07x10-3mol) was 

added to a second 3-necked round bottom flask under nitrogen and stirred for around 1 h until 

dissolved. This solution was injected into the flask containing the Ni(acac)2. The solution was kept 

at 90 °C for 1 h before rapidly cooling it to room temperature using an ice bath. Once the 

nanoparticle solution had reached room temperature, the reaction was exposed to air. The 

nanoparticle product was precipitated using the anti-solvent ethanol (~30 mL). The mixture was 

centrifuged at 8000 rpm for 10 min and then the supernatant was decanted. The particles were 

washed by first re-dispersing the precipitate in the smallest amount of hexane possible (~4 mL). The 

resulting solution was concentrated by evaporating some of the hexane until only a small amount 

remained (<1 mL), followed by the addition of the anti-solvent ethanol (~30 mL) to precipitate the 

nanoparticles. Finally, the mixture was centrifuged at 8000 rpm for 10 min and the supernatant was 

decanted. This washing process was performed a further 3 times. The particles were then dispersed 

in hexane (20 or 25 mL) for storage. 
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2.2.4.2 Synthesis of co-addition SnNi nanoparticles (~4 nm) 

The co-addition Sn-Ni nanoparticles were prepared in an analogous method to that of the nickel 

nanoparticles (see Section 2.2.4.1), with the exceptions of adding tin (II) 2-ethylhexanoate (0.1076 

mL, 2.12 x 10-4 mol) at the same point that Ni(acac)2 was introduced and increased amounts of 

oleylamine (20 mL, 6.07 x 10-2 mol) and oleic acid (0.43 mL, 1.34 x 10-3 mol) were used. 

2.2.4.3 Synthesis of sequential addition SnNi nanoparticles (~ 4 nm) 

A 3-necked round bottom flask with a condenser was evacuated/backfilled with nitrogen three 

times. All glassware was dried in an oven at 120 oC overnight before use and was assembled whilst 

still hot to prevent water deposition. Then, Ni(acac)2 (257 mg , 8.17x10-4 mol), oleylamine (20 mL, 

6.07 x 10-2 mol), and oleic acid (0.43 mL, 1.34 x 10-3 mol) was added to the flask under a stream of 

nitrogen. The formed solution was heated to 110 °C while stirring in 20 min, and was kept at 

110 °C for 1 h. The temperature was controlled using a PID controlled isomantle with feedback from 

a K-type thermocouple immersed in the reaction solution. The solution was cooled down to 90 °C. 

Borane tert-butylamine complex (264 mg, 3.03x10-3 mol) and oleylamine (2 mL, 6.07x10-3 mol) was 

added to a second 3-necked round bottom flask under nitrogen and stirred for around 1 h until 

dissolved. This solution was then injected into the flask containing the Ni(acac)2 and the solution 

was kept at 90 °C for 1 h. Tin (II) 2-ethylhexanoate (0.1076 mL, 2.12 x 10-4 mol) and heptane (5 mL) 

were added to a third 3-necked round bottom flask under nitrogen and briefly stirred to ensure a 

homogeneous solution. This solution was injected into the nickel nanoparticle solution using a 

syringe pump at a rate of 0.333 mL min-1 to ensure slow, controlled addition. Once the addition of 

the tin reagent was complete, the solution was rapidly cooled to room temperature using an ice 

bath. Once the nanoparticle solution had reached room temperature, the reaction was exposed to 

air. The nanoparticle product was then precipitated using the anti-solvent ethanol (~30 mL). The 

mixture was centrifuged at 8000 rpm for 10 min and then the supernatant was decanted. The 

particles were washed by first re-dispersing the precipitate in the smallest amount of hexane 

possible (~4 mL). Then solution was concentrated by evaporating some of the hexane until only a 

small amount remained (<1 mL), followed by the addition of the anti-solvent ethanol (~30 mL) to 

precipitate the nanoparticles. Finally, the mixture was centrifuged at 8000 rpm for 10 min and the 

supernatant was decanted. This washing process was performed a further 3 times. The particles 

were dispersed in hexane (20 or 25 mL) for storage. 
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2.2.4.4 Synthesis of Ni nanoparticles (~12 nm; amorphous) 

These nanoparticles were prepared using a method outlined by Mézailles et al.62 A 3-necked round 

bottom flask with a condenser was evacuated/backfilled with nitrogen three times. All glassware 

was dried in an oven at 120 oC overnight before use and was assembled whilst still hot to prevent 

water deposition. Ni(acac)2 (500 mg, 1.95 mmol), oleylamine (4 eq., 2.6 mL, 7.8 mmol), 

tri-n-octylphosphine (4 eq., 3.5 mL, 7.8 mmol) and 1-octadecene (0.8 mL) were added to the flask 

under a flow of nitrogen. The mixture was heated to 100 °C and maintained at this temperature 

until bubbling stopped (to degass the solution) and was then heated to 210 °C in around 20 min 

and kept at 210 °C for 2 h. The temperatures were controlled using a PID controlled isomantle with 

feedback from a K-type thermocouple immersed in the reaction solution. Once the reaction mixture 

had been held at reaction temperature for the appropriate length of time, it was cooled to 80 °C 

before being rapidly cooled to room temperature using an ice bath. Once the nanoparticle solution 

had reached room temperature, the reaction was exposed to air. The nanoparticle product was 

then precipitated using the antisolvent acetone (around 30 mL, HPLC grade). The mixture was 

centrifuged at 8000 r.p.m. for 10 min., then the supernatant was decanted. In order to wash the 

particles, the precipitate was re-dispersed in the smallest amount of hexane possible (around 4 mL, 

HPLC grade). The solution was then concentrated by evaporating some of the hexane until only a 

small amount remained (<1 mL). Then the anti-solvent acetone (around 45 mL, HPLC grade) was 

added to precipitate the nanoparticles. The mixture was centrifuged at 8000 r.p.m. for 10 min. and 

the supernatant was decanted. This washing process will be performed a further 3 times. The 

particles were dispersed hexane (around 20 mL, HPLC grade) for storage. 

2.2.4.5 Synthesis of sequential addition SnNi nanoparticles (~12 nm; amorphous) 

A 3-necked round bottom flask with a condenser was evacuated/backfilled with nitrogen three 

times. All glassware will be dried in an oven at 120 oC overnight before use and will be assembled 

whilst still hot to prevent water deposition. Ni(acac)2 (500 mg, 1.95 mmol), oleylamine (4 eq., 2.6 

mL, 7.8 mmol), tri-n-octylphosphine (4 eq., 3.5 mL, 7.8 mmol) and 1-octadecene (0.8 mL) were 

added to the flask under a flow of nitrogen. The mixture was heated to 100 °C and maintained at 

this temperature until bubbling stopped (to degass the solution) and was then heated to 210 °C in 

around 20 min and kept at 210 °C for 2 h. The temperatures were controlled using a PID 

controlled isomantle with feedback from a K-type thermocouple immersed in the reaction solution. 

A second flask 3-necked round bottom flask was evacuated/backfilled with nitrogen 3 times. A 

solution of Sn(II) 2-ethylhexanoate (31 µL, 0.096 mmol) in 1-octadecene (5 mL) was prepared. At 

the end of the 2 h reaction time, the Sn-containing solution was injected into the reaction flask at 
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a rate of 1.14 mL min-1 using a syringe pump. The reaction mixture was then cooled to 80 °C before 

being rapidly cooled to room temperature using an ice bath. Once the nanoparticle solution had 

reached room temperature, the reaction was exposed to air. The nanoparticle product was then 

precipitated using the antisolvent acetone (around 30 mL, HPLC grade). The mixture was 

centrifuged at 8000 r.p.m. for 10 min, then the supernatant was decanted. In order to wash the 

particles, the precipitate was re-dispersed in the smallest amount of hexane possible (around 4 mL, 

HPLC grade). The solution was then concentrated by evaporating some of the hexane until only a 

small amount remained (<1mL). Then the anti-solvent acetone (around 45 mL, HPLC grade) was 

added to precipitate the nanoparticles. The mixture was centrifuged at 8000 r.p.m. for 10 min. and 

the supernatant was decanted. This washing process will be performed a further 3 times. The 

particles were dispersed hexane (around 20 mL, HPLC grade) for storage. This procedure gave 

nanoparticles with a nominal Sn:Ni ratio of around 1:20. Nanoparticles with other Sn:Ni ratios were 

prepared in an analogous manner, with the amount of Sn(II) 2-ethylhexanoate varied to give the 

appropriate Sn:Ni ratio (Sn:Ni 1:50: 12 µL (0.037 mmol) of Sn(II) 2-ethylhexanoate, 2 mL of 1-

octadecene, flow rate of 1.14 mL min-1). Nanoparticles with Sn:Ni ratio of around 1:3 were prepared 

by using an excess of Sn(II) 2-ethylhexanoate (459 µL, 1.42 mmol) dissolved in 5 mL of 1-octadecene 

and added at a rate of 0.171 mL min-1. It is suspected that the additional Sn is present in the 

supernatant/insoluble particles. 

2.2.4.6a Synthesis of Ni nanoparticles (~16 nm; amorphous) 

These nanoparticles were prepared using a method outlined by Emmerling et al.63 A 3-necked round 

bottom flask was evacuated/backfilled with nitrogen three times. All glassware was dried in an oven 

at 120 oC overnight before use and will be assembled whilst still hot to prevent water deposition. 

Ni(acac)2 (65 mg, 0.253 mmol), oleylamine (10 eq., 0.83 mL, 2.53 mmol), and diphenyl ether 

(8.9 mL) were added to the flask under a stream of nitrogen (total reaction volume of ~10 mL). 

Nitrogen was bubbled through the solution for around 2 min to degass before the mixture was 

heated to 100 °C and held at that temperature for 10 min. Tri-n-octylphosphine (2 eq., 0.23 mL, 

0.506 mmol) was added and then nitrogen was bubbled through the solution for 2 min to degass. 

The solution was then heated to 220 °C (in around 20 mins) and was kept at 220 °C for 2 h. The 

temperature was controlled using a PID controlled isomantle with feedback from a K-type 

thermocouple immersed in the reaction solution. Once the reaction was complete, it was allowed 

to cool to 80 °C, before being placed in an ice bath to rapidly cool to room temperature. Once the 

nanoparticle solution had reached room temperature, the reaction was exposed to air. The 

nanoparticle product was precipitated using the antisolvent acetone (around 30 mL, HPLC grade). 

The mixture was centrifuged at 8000 r.p.m. for 10 min, then the supernatant was decanted. In order 
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to wash the particles, the precipitate was re-dispersed in the smallest amount of hexane possible 

(around 4 mL, HPLC grade). The solution was then concentrated by evaporating some of the hexane 

until only a small amount remained (<1mL). The anti-solvent acetone (around 30 mL, HPLC grade) 

was added to precipitate the nanoparticles. The mixture was centrifuged at 8000 r.p.m. for 10 min 

and the supernatant was decanted. This washing process was performed a further 3 times. The 

particles were then dispersed hexane (around 20 mL, HPLC grade) for storage. 

2.2.4.6b Synthesis of Ni nanoparticles (~16 nm; polycrystalline)  

These nanoparticles were prepared using a method outlined by Emmerling et al.63 A 3-necked round 

bottom flask was evacuated/backfilled with nitrogen three times. All glassware was dried in an oven 

at 120 oC overnight before use and will be assembled whilst still hot to prevent water deposition. 

Ni(acac)2 (65 mg, 0.253 mmol), oleylamine (10 eq., 0.83 mL, 2.53 mmol), and dibenzyl ether 

(3.9 mL) were added to the flask under a stream of nitrogen (total reaction volume of ~5 mL). 

Nitrogen was bubbled through the solution for around 2 min to degass before the mixture was 

heated to 100 °C and held at that temperature for 10 min. Tri-n-octylphosphine (2 eq., 0.23 mL, 

0.506 mmol) was added and then nitrogen was bubbled through the solution for 2 min to degass. 

The solution was then heated to 220 °C (in around 20 mins) and was kept at 220 °C for 2 h. The 

temperature was controlled using a PID controlled isomantle with feedback from a K-type 

thermocouple immersed in the reaction solution. Once the reaction was complete, it was allowed 

to cool to 80 °C, before being placed in an ice bath to rapidly cool to room temperature. Once the 

nanoparticle solution had reached room temperature, the reaction was exposed to air. The 

nanoparticle product was precipitated using the antisolvent acetone (around 30 mL, HPLC grade). 

The mixture was centrifuged at 8000 r.p.m. for 10 min, then the supernatant was decanted. In order 

to wash the particles, the precipitate was re-dispersed in the smallest amount of hexane possible 

(around 4 mL, HPLC grade). The solution was then concentrated by evaporating some of the hexane 

until only a small amount remained (<1mL). The anti-solvent acetone (around 30 mL, HPLC grade) 

was added to precipitate the nanoparticles. The mixture was centrifuged at 8000 r.p.m. for 10 min 

and the supernatant was decanted. This washing process was performed a further 3 times. The 

particles were then dispersed hexane (around 20 mL, HPLC grade) for storage.  

2.2.4.7 Synthesis of sequential addition SnNi nanoparticles (~16 nm; polycrystalline) 

A 3-necked round bottom flask was evacuated/backfilled with nitrogen three times. All glassware 

was dried in an oven at 120 oC overnight before use and will be assembled whilst still hot to prevent 

water deposition. Ni(acac)2 (65 mg, 0.253 mmol), oleylamine (10 eq., 0.83 mL, 2.53 mmol), and 

dibenzyl ether (3.9 mL) were added to the flask under a stream of nitrogen. Nitrogen was bubbled 
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through the solution for around 2 min to degass before the mixture was heated to 100 °C and held 

at that temperature for 10 min. Tri-n-octylphosphine (2 eq., 0.23 mL, 0.506 mmol) was added and 

then nitrogen was bubbled through the solution for 2 min to degass. The solution was then heated 

to 220 °C (in around 20 mins) and was kept at 220 °C for 2 h. The temperature was controlled using 

a PID controlled isomantle with feedback from a K-type thermocouple immersed in the reaction 

solution. A second flask 3-necked round bottom flask was evacuated/backfilled with nitrogen 3 

times. A solution of Sn(II) 2-ethylhexanoate (12 µL, 0.037 mmol) in dibenzyl ether (3 mL) was 

prepared and nitrogen was bubbled through the solution for 2 mins to degass. At the end of the 2 h 

reaction time, the 1 mL of the Sn-containing solution was injected into the reaction flask at a rate 

of 1.71 mL min-1 using a syringe pump. The reaction mixture was then cooled to 80 °C in air before 

being rapidly cooled to room temperature using an ice bath. Once the nanoparticle solution had 

reached room temperature, the reaction was exposed to air. The nanoparticle product was 

precipitated using the antisolvent acetone (around 30 mL, HPLC grade). The mixture was 

centrifuged at 8000 r.p.m. for 10 min, then the supernatant was decanted. In order to wash the 

particles, the precipitate was re-dispersed in the smallest amount of hexane possible (around 4 mL, 

HPLC grade). The solution was then concentrated by evaporating some of the hexane until only a 

small amount remained (<1mL). The anti-solvent acetone (around 30 mL, HPLC grade) was added 

to precipitate the nanoparticles. The mixture was centrifuged at 8000 r.p.m. for 10 min and the 

supernatant was decanted. This washing process was performed a further 3 times. The particles 

were then dispersed hexane (around 20 mL, HPLC grade) for storage. Nanoparticles with a molar 

Sn:Ni ratio of 1:50 were prepared in an analogous manner, with the amount of Sn(II) 2-

ethylhexanoate varied to give the appropriate Sn:Ni ratio (injected 0.4 mL of a solution that consists 

of 12 µL (0.037 mmol) of Sn(II) 2-ethylhexanoate in 3 mL of dibenzyl ether using a syringe pump 

with a flow rate of 1.71 mL min-1). 

2.2.4.8 Synthesis of Ni nanoparticles using a seeded growth method  

A 3-necked round bottom flask was evacuated/backfilled with nitrogen three times. All glassware 

was dried in an oven at 120 oC overnight before use and was assembled whilst still hot to prevent 

water deposition. Ni(acac)2 (1028mg , 3.27 mmol), oleylamine (15 mL, 45.5 mmol), and oleic acid 

(1.28 mL, 4.04 mol) were added to the flask under a stream of nitrogen. At room temperature, the 

mixture was a solid, and so the reaction mixture was first heated to 70 ºC in order to form a solution, 

and then heated to 110 ºC in 11 min and kept at 110 oC overnight before it was cooled to room 

temperature. The temperatures were controlled using a PID controlled isomantle with feedback 

from a K-type thermocouple immersed in the reaction solution. A 3-necked round bottom flask will 

be evacuated/backfilled with nitrogen three times, then Ni(acac)2 (257 mg , 0.817 mmol), 
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oleylamine (15 mL, 45.5 mmol), and oleic acid (0.32 mL, 1.01 mmol) was added to the flask under a 

stream of nitrogen. The solution was heated to 110 oC whilst stirring in 20 min and was kept at 

110 oC for 1 h. Then, the solution was cooled down to 90 oC. Another 3-necked round bottom flask 

was evacuated/backfilled with nitrogen three times and a solution of borane tert-

butylamine complex (264 mg, 3.03x10-3mol) dissolved in Oleylamine (2 mL, 6.07x10-3mol) was 

prepared and stirred for around 1 h to ensure homogeneity, after which it was injected into the 

reaction solution. The reaction was kept at 90 oC for an hour. Another 3-necked round bottom flask 

was evacuated/backfilled with nitrogen three times and a solution of borane tert-butylamine 

(BTB) complex (1056 mg, 1.21x10-2 mol) dissolved in Oleylamine (16.3 mL, 4.95 x10-2 mol) was 

prepared and stirred for around 1 h to ensure homogeneity. The Ni(acac)2 solution that was stirred 

overnight and the BTB/oleylamine solution was co-fed into the reaction flask using a dual syringe 

pump at a rate of 0.1358 mL min-1 (~ 2 h injection time). Once the addition was complete, the 

reaction was then rapidly cooled to room temperature using an ice bath. Once the nanoparticle 

solution had reached room temperature, the reaction was exposed to air. The nanoparticle product 

was then split into 3 centrifuge tubes and precipitated using the antisolvent ethanol (around 100 

mL split between the 3 centrifuge tubes, ≥99%, Sigma-Aldrich). The mixture was centrifuged at 

8000 r.p.m. for 10 minutes and then the supernatant was decanted. In order to wash the particles, 

the precipitate was redispersed in the smallest amount of hexane possible (around 4 mL, 95%, 

Fischer-Scientific). The solution was concentrated by evaporating some of the hexane until only a 

small amount remained (<1mL). The anti-solvent ethanol (around 30 mL, ≥99%, Sigma-Aldrich) was 

added to precipitate the nano-particles. The mixture was centrifuged at 8000 r.p.m. for 10 minutes 

and then the supernatant was decanted. This washing process was performed a further 3 times. 

The particles were then dispersed hexane (around 20 mL, ≥99%, Sigma-Aldrich) for storage. 

2.2.5 Preparation of supported nanoparticle catalysts 

2.2.5.1 Impregnation of nanoparticles onto KIT-6 support 

KIT-6 (~0.2 g) was dried at 120 °C in an oven overnight. Oven-dried KIT-6 (0.2 g) was added to a 

dried Schlenk tube and placed under vacuum using a Schlenk line. The sample was heated to 120 °C 

under vacuum overnight using an oil bath. The sample was then cooled to room temperature and 

back-filled with nitrogen. Under nitrogen flow, the KIT-6 was covered with hexane (~4 mL). The 

mixture was then exposed to air and all subsequent procedures were carried out in air. The mixture 

was sonicated for around 5 min until it was homogeneous. The solution of small nickel nanoparticles 

in hexane (as prepared in Section 2.2.4.1) was also sonicated for around 5 min, before a portion 

(10 mL - the required volume to prepare a nominally 5 wt. % Ni catalyst) was added to the KIT-
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6/hexane mixture. The resultant mixture was sonicated for 1 h, before the solid was isolated via 

centrifugation (8000 rpm, 10 min). The solid was washed by adding 20 v/v % ethanol in acetone (15 

mL) and then centrifuging the mixture at 8000 rpm for 10 min to separate the solid. This was 

repeated a further 6 times before the sample was dried in an oven at 70 °C for 2.5 d. The other 

nanoparticles were impregnated in an analogous method with the amounts of pre-cursor varied 

accordingly to achieve nominally 5 wt. % Ni catalysts (Typical masses are listed here, however it 

should be noted that the masses varied slightly between different batches of the same catalyst; co-

addition small Sn-Ni nanoparticles: oven dried KIT-6 (0.35 g), nanoparticle/hexane solution (14.1 

mL); sequential addition small Sn-Ni nanoparticles: oven dried KIT-6 (0.44 g), nanoparticle/hexane 

solution (15.8 mL); larger amorphous Ni nanoparticles: oven dried KIT-6 (0.47 g), 

nanoparticle/hexane solution (7.7 mL); larger amorphous SnNi nanoparticles (Sn:Ni ratio of 1:20): 

oven dried KIT-6 (0.49 g), nanoparticle/hexane solution (7.9 mL); larger amorphous SnNi 

nanoparticles (Sn:Ni ratio of 1:50): oven dried KIT-6 (0.49 g), nanoparticle/hexane solution (8.1 mL); 

larger crystalline Ni nanoparticles: oven dried KIT-6 (0.19 g), nanoparticle/hexane solution 

(16.2 mL); larger crystalline SnNi nanoparticles (Sn:Ni ratio of 1:20): oven dried KIT-6 (0.19 g), 

nanoparticle/hexane solution (16.4 mL); larger crystalline SnNi nanoparticles (Sn:Ni ratio of 1:50): 

oven dried KIT-6 (0.19 g), nanoparticle/hexane solution (16.2 mL)).  

2.2.5.2 Treatment of Ni nanoparticles (~4 nm) supported on KIT-6 with ozone 

A sample of the Ni nano/KIT-6 material (0.033 g) was added to a quartz tube supported by glass 

wool. The quartz tube was connected to a Triogen LAB2B ozone generator which was supplied with 

oxygen at a rate of 2 L min-1. The ozone generator was then started and the top portion of the 

catalyst bed turned from dark grey to black within <1 min of ozone exposure. The catalyst was 

exposed to the ozone for around 1 h at which point around a quarter of the bed was black (see 

Figure 20). The bed was then shaken slightly to mix the sample and then exposed to ozone for a 

further hour. Then bed was then shaken for a third time and exposed to ozone for a further 5 min, 

by which point it most of the sample was black. 

 

Figure 20: Ni nano/KIT-6 after around 1 h of treatment with ozone 
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2.2.6 Furfural hydrogenation 

2.2.6.1 Vacuum distillation of furfural 

Furfural (100 mL) was added to a round bottom flask, followed by ~7 wt. % Na2CO3 (8.12 g) to 

neutralise any acidic components such as 2-furoic acid.55 A standard vacuum distillation set-up was 

used, with the addition of a fractionation column (~15 cm in length) since a substantial amount of 

bumping occurred during the distillation. The flask that contained the crude furfural was heated to 

around 100 °C using an oil bath and the pressure in the set-up was reduced to around 40 Torr, 

however the pressure gauge continually mal-functioned when exposed to the reaction set-up and 

so the exact pressure at which the distillation occurred is not known. The pressure in the set-up 

was reduced gradually in steps until the distillation occurred at a steady rate. A clear liquid 

(originally dark brown/black) was obtained and transferred to a Schlenk flask under nitrogen. The 

Schlenk flask was then wrapped in aluminium foil to limit exposure to light and placed in the freezer 

for storage. 

2.2.6.2 Vapour phase furfural hydrogenation 

A schematic representation of the reactor used for vapour-phase furfural hydrogenation is depicted 

in Figure 21. Furfural hydrogenation was carried out in a fixed bed reactor, consisting of a 1/4 inch 

outer diameter stainless steel tube that sat inside a vertical tube furnace. Gases were delivered by 

computer controlled MKS mass flow controllers. Unreduced catalyst (10 – 120 mg as necessary to 

obtain comparable / desired catalyst activities) was added to the reactor tube supported by a glass 

rod and glass wool. The IWI catalysts (excluding the titania supported catalyst) were reduced in situ 

in 30 mL min-1 of hydrogen by heating to 500 °C at a rate of 15 °C min-1 and holding at 500 °C for 2 h 

before cooling to the reaction temperature of 180 °C. The nanoparticle catalysts, Ni/TiO2 and the 

copper chromite catalyst required lower reduction temperatures and were heated to 300 °C (still 

at a rate of 15 °C min-1) under the same hydrogen flow (30 mL min-1) but held at 300 °C for varying 

amounts of time (2 h for the nanoparticle catalysts, 3 h for Ni/TiO2 and 4 h for copper chromite) 

before cooling to the reaction temperature of 180 °C. The conditions for the activation of the 

nanoparticle catalysts were chosen based on TPR analysis, the conditions for copper chromite were 

taken from literature protocols,64 and the conditions for Ni/TiO2 were established experimentally, 

since lowering the reduction temperature to 300 °C gave an approximately three-fold more active 

catalyst. 

During furfural hydrogenation, the hydrogen flow rate was increased to 70 mL min-1 and distilled 

furfural was supplied at a rate of 0.0138 mL min-1 using a syringe pump (World Precision 
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Instruments, molar H2:furfural ratio 19:1). The furfural and hydrogen passed into a vaporiser, which 

consisted of a stainless steel ConFlat full nipple containing glass beads for heat transfer and was 

heated to 170 °C using heat tapes, as monitored by a K-type thermocouple positioned on the 

vaporizer. All tubing/components after the vaporizer were heat traced (160 – 220 °C) to prevent 

condensation. The catalyst bed was kept at 180 °C during reaction, with temperature feedback 

provided by a K-type internal thermocouple that sat just above the catalyst bed. Typical runs lasted 

around 16 h. Online sampling of the reactor effluent was achieved by connecting the exit to a six-

way Vici-Valco sampling valve, before venting via a cold trap. The samples from the valve were 

injected into a Hewlett Packard HP5890 gas chromatograph (GC) with a flame ionisation detector 

(FID), equipped with a SGE BP5 30 m column (ID: 0.53 mm; film thickness: 1 μm). Samples were 

collected automatically (around 5 h-1) and analysed using the GC-FID (Oven temperature 

programme: 4 min at 60 °C, then heated to 140 °C (heating rate of 20 °C min-1) and held at 140 °C 

for 1 min). Calibrations of the FID sensitivity factors and GC retention times were conducted by 

initially identifying products from the cold trap after reaction using an off-line GC-MS and then 

injecting commercial samples of the identified products into the online GC to calculate FID 

sensitivity factors and confirm retention times. Selectivity was calculated as the fraction: (moles of 

a given product) / (moles of all detected products) and expressed as a percentage. Selectivity was 

seen to be stable after the first few hours in all cases (even though conversion decreased during a 

run), therefore data was averaged over a period from ~5 -10 h time on stream (TOS) to obtain the 

most accurate values possible for smaller components in the product mixture. To obtain results for 

consistent conversion profiles conversion at 5 h TOS were targeted to be ~25% (and were all within 

the range 5-40%). Given that no strong selectivity variations were seen over time as catalysts 

deactivated across this conversion range, this eliminated the possibility that variations in selectivity 

seen were the result of obtaining measurements at substantially different conversions, or from 

catalysts experiencing different mass transport regimes.  Conversion was calculated as the fraction: 

(moles of all products detected)/(initial moles of furfural). The mass balance was seen to be close 

to unity within experimental sensitivity and reproducibility (overall < 10%), although as discussed 

in several later chapters, some deposition of carbonaceous materials must be occurring. Errors 

shown are based on 4 repeat measurements of a typical sample (the standard error in the mean 

for the Ni/SiO2 sample as this was reproduced 4 times to get an estimate of reproducibility, or 

standard error in this typical sample, where applied to samples repeated a smaller number of 

times). 
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Figure 21: Schematic representation of the reactor set-up used for vapour-phase furfural hydrogenation 

2.2.7 Characterisation techniques 

2.2.7.1 TPR 

A schematic representation of the TPR set-up is shown in Figure 22. Impregnated catalyst (50 mg) 

was added to a quartz tube, supported with quartz wool, placed inside a tube furnace and 

connected to gas lines via Ultra-torr type fittings. Gas flows were set to 10 mL min-1 of hydrogen 

and 40 mL min-1 of nitrogen. The outlet of the quartz tube was connected to a calcium chloride 

column to remove water before the gases were analysed with a homebuilt thermal conductivity 

detector (TCD). The hydrogen amount represented by TPR peaks was calibrated by TPR of known 

masses of CuO diluted in SiC (CuO + H2 → Cu + H2O; 3 different masses, each run in duplicate). 
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Figure 22: Schematic representation of a typical TPR set-up (MFC: mass flow controller) 

2.2.7.2 pXRD 

For supported metal catalysts, pXRD patterns were acquired using a Bruker AXS D8 Advance 

diffractometer, fitted with a Lynxeye Soller PSD detector and controlled by Diffrac and XRD 

commander software. Samples were placed on a low background silicon sample holder (silicon 

wafer (100)-cut off orientation 9 ° towards (001), Sil’tronix Silicon Techniologies, mounted in a 

plastic puck). Copper Kα1 (λ = 1.5406 Å) and Kα2 (λ = 1.5444 Å) radiation was used. Patterns were 

recorded with a 2θ range of 10 – 90 o and a typical scan lasted ~110 min. All samples were reduced 

prior to analysis, however they were exposed to air before and during analysis.  

For unsupported nanoparticles, 5 - 10 mL of the nanoparticles dispersed in hexane (depending on 

the concentration of the nanoparticle solution) was deposited onto a low background silicon wafer 

by drop-casting. The silicon wafer was mounted in a plastic puck using white tack before collecting 

pXRD patterns. The pXRD patterns were acquired using the same instrument and radiation as used 

for the supported catalysts discussed above. Patterns were recorded with a 2θ range of 10 – 140 o 

and a typical scan lasted ~90 min. 

The Scherrer equation was used to estimate crystallite sizes for several samples. MATLAB was used 

to apply an exponential background to the section of the data in the 2θ range of 23 – 50 ° and fit a 

Gaussian function to the Ni (111) reflection at 44.5 °. This gave the full width at half maximum 

(FWHM) of the reflection, permitting crude estimation of the crystallite size using the Scherrer 

equation (Equation 2). 
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Rietveld refinements were carried out by Prof. John Evans, a collaborator in this project, using 

TOPAS academic. 

2.2.7.3 ICP-OES/ICP-MS 

For supported samples, the digestion was carried out by boiling a small amount of catalyst (typically 

~20 mg) in around 3 mL of aqua regia (3:1 v/v conc. HCl: conc. HNO3) at 80 °C for 1 h.  For 

unsupported nanoparticle samples, the desired volume of nanoparticles dissolved in hexane was 

added to a boiling tube and heated to evaporate the hexane (50 – 70 °C depending on the volume 

of sample). Once the hexane had evaporated, the tubes were left to cool to room temperature, 

around 3 mL of aqua regia (3:1 v/v conc. HCl: conc. HNO3) was added and then the samples were 

digested by heating them to 80 °C for 1 h.  

After digestion was complete and the solutions were at room temperature, they were diluted with 

deionised water using volumetric flasks to achieve a solution with the appropriate metal 

concentration (Ni: 80 mg L-1 or 8 mg L-1; Sn: 8 mg L-1 or 0.08 mg L-1). Controls were prepared from 

the water-soluble salt precursor Ni(NO3)2.6H2O for Ni and SnCl2.2H2O (soluble low concentration 

acidic solutions), and used to confirm the absence of any significant deviations on a given run. The 

required amount of the salt was dissolved and diluted in aqua regia and deionised water, ensuring 

both the metal and acid concentrations matched that of the digested samples. All samples were 

prepared in duplicate. 

Initially, a Jobin Yvon Horiba Ultima 2 instrument was used to carry out the ICP-OES analysis, 

however, due to the instrument breaking, a Thermo iCAP 6000 series instrument was used for later 

measurements (from November 2019). Both instruments had a cyclonic spray chamber and a 

concentric nebuliser, however the Jobin Yvon Horiba Ultima 2 instrument had a radial torch and 

the Thermo iCAP 6000 series instrument had a vertical torch. The nickel content was determined 

from the emission line at 231.604 nm and the tin content was determined from the emission line 

at 242.949 nm. The instrument was calibrated before the samples were measured using 

commercial Ni and Sn calibration standards of known metal content.  

The tin content of the crystalline tin-nickel nanoparticles (prepared with TOP) had to be determined 

using a more sensitive instrument (ICP-MS) due to the requirement of low concentration solutions 

(the synthesis method used lower amounts of precursors and the Sn:Ni ratios of 1:20 and 1:50 were 

also very low). For these samples, analysis was carried out at Leeds University using a Thermo 

Scientific iCAPQc ICP-MS. 
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2.2.7.4 XRF 

A PANalytical Epsilon 1 benchtop X-ray fluorescence (XRF) instrument was used for XRF. Around 0.5 

g of sample was placed into a 35 mm sample cup with a 4 μm thick polypropylene film forming the 

bottom of the cup. The sample was flattened to ensure it covered the polypropylene film evenly, 

since this acted as the window through which the sample was exposed to the radiation. The X-ray 

source was a 50 kV thin-walled Ag anode X-ray tube. The instrument was not user-calibrated for 

chlorine, however the instrument was calibrated by the manufacturer. Therefore, whilst there is 

increased uncertainty in the reliability of the results reported, it is likely that they are a reasonable 

estimate. Additionally, the sample analysed was compared to a sample suspected to contain a high 

level of chlorine to confirm a difference was observable. 

2.2.7.5 CHN 

An Exeter Analytical CE440 Elemental Analyser was used for CHN analysis. Static combustion of the 

sample (typically 3- 7 mg) contained within a tin cup was carried out in pure oxygen using a 

horizontal furnace. The instrument was calibrated with acetanilide before each set of samples. 

2.2.7.6 BET 

The BET surface area of ceria was measured by nitrogen adsorption and desorption at 77 K using a 

Micromeritics ASAP 2020 volumetric adsorption analyzer. Samples were degassed at 350 °C (ramp 

rate: 10 °C min-1) for 4 h under dynamic vacuum before analysis. P/P0 values between 0.05-0.25 

were used in the BET calculation for evaluation of the surface area. 

2.2.7.7 DRIFTS  

DRIFTS measurements were carried out using a Nicolet iS10 FTIR spectrometer, fitted with a Praying 

Mantis diffuse reflection accessory. Samples were analysed for 32 scans with a resolution of 

0.5 cm-1.  Spent catalyst samples were diluted in KBr (10 mg sample; 400 mg KBr) by grinding the 

sample and diluent together using a pestle and mortar until homogeneous. Samples were typically 

backgrounded against the relevant catalyst support diluted in KBr (10 mg support; 400 mg KBr). For 

the spent nickel powder spectra, pre-reaction nickel powder diluted in KBr was used as the 

background. Silane-grafted SBA-15 was analysed without dilution and backgrounded on SBA-15 

that was also not diluted in KBr. To qualitatively visualise the DRIFTS data, the spectra were plotted 

in transmittance. 
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2.2.7.8 CO-DRIFTS 

The DRIFTS spectra in this section were also obtained using a Nicolet iS10 FTIR spectrometer, fitted 

with a Praying Mantis diffuse reflection accessory. Samples were analysed for 32 scans with a 

resolution of 0.5 cm-1. The CO-DRIFTS was carried out using an in-house developed cell. The 

development of the cell is detailed in Appendix 4, however a brief description of the cell will be 

included here for clarity. Figure 23 shows an image of the DRIFTS cell used for CO-DRIFTS 

experiments and a schematic representation of the window sealing mechanism. The cell has two 

beds, one for sample and one for the reference material, that are separated by two gratings with 

glass wool in the middle, to allow an even gas flow through the sample/reference material without 

any mixing. Gases were introduced to the cell through 1/8th inch pipe, sealed to the cell using JB 

weld and attached to ball valves using standard Swagelok joints. In future experiments, this cell is 

expected to be able to operate at temperature and so a thermocouple was inserted into the sample 

bed, so that sample temperature can be closely monitored. A seal around the thermocouple 

entrance was also made using JB weld. A seal was also required between the cell and the KBr 

window, which was achieved by screwing the window down onto an O-ring using a metal ring 

(Figure 23b).   

 

Figure 23: The in-house developed cell used for CO-DRIFTS experiments (a) image of the cell and (b) schematic 

representation of the window sealing mechanism 

Since the heating capabilities of the cell have yet to be developed, the catalysts had to be reduced 

prior to loading them into the cell. This was carried out using the setup described in Section 2.2.2.3, 

with some minor modification to allow the sample to be transferred to a glovebox without any 

exposure to oxygen. The cell was filled and sealed in the glovebox to prevent oxidation of the 

catalyst. Spectra were then taken of both the catalyst and reference material prior to CO-exposure.  



77 
 

 The CO exposure was carried out using the set up shown in Figure 24. Gases were supplied using 

MKS G-series MFCs controlled using a computer program. A gas line was vented with Ar and, with 

an Ar flow of 12 mL min-1, attached to the T-joint with the ball vale open to the oil bubbler. At this 

point the gas flow was changed to 10 mL min-1 of CO. The ball joints to the DRIFTS cell were opened 

and then the ball joint to the oil bubbler was closed to prevent any gas by-passing the cell. The 

sample and reference were exposed to the CO for ~30 minutes before the gas was changed back to 

12 mL min-1 Ar in order to vent the system. After venting the cell for ~30 mins, the cell was sealed 

and the gas flows were stopped. Spectra were then taken of the catalyst and reference material. 

To qualitatively visualise the DRIFTS data, the spectra were plotted in transmittance, however for 

quantitative analysis, absorbance (strictly, pseudo-absorbance in the case of DRIFTS) was used. 

 

Figure 24: Schematic of the method of CO exposure 

2.2.7.9 Soxhlet extraction for coke analysis by GC-MS 

Spent catalyst (10 mg) was placed into an extraction thimble. Dichloromethane (DCM) (100 mL) was 

used as the extraction solvent. DCM was refluxed in the Soxhlet extraction apparatus for around 

2.5 days. The resulting solution was concentrated under reduced pressure and then dissolved in a 

minimal volume of DCM (<0.5 mL). This sample, along with a sample of DCM for reference were 

analysed by gas chromatography-mass spectrometry (GC-MS). GC-MS analysis was carried out 

using a Shimadzu QP2010-Ultra with a Rxi-5Sil MS  10 m column (column ID: 0.15 mm; column film 

thickness: 0.15 μm; oven temperature program: 30 °C for 1 min, heat to 300 °C at a rate of 50 °C 

min-1 and hold at 300 °C for 5 min). 

For the reference sample, furfuryl alcohol had to be purified by vacuum distillation. Furfuryl alcohol 

(5 mL) was added to a round bottom flask, followed by ~7 wt. % Na2CO3 (0.40 g) to neutralise any 

acidic components. A standard vacuum distillation set-up was used, with the addition of a 

fractionation column (~15 cm in length). The flask that contained the crude furfuryl alcohol was 
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heated to around 100 °C using an oil bath and the pressure in the set-up was reduced gradually in 

steps until the distillation occurred at a steady rate (around 1.4 Torr). A clear liquid (originally dark 

orange/brown) was obtained and transferred to a Schlenk flask under nitrogen. The Schlenk flask 

was then wrapped in aluminium foil to limit exposure to light and placed in the freezer for storage. 

2.2.7.10 GC-MS 

Samples were prepared by diluting the sample in dichloromethane (DCM) or 1,2-dichlorobenzene 

(DCB) to achieve a solution where each component had a concentration of around 1 mg mL-1. 

A Shimadzu QP2010-Ultra fitted with an Rxi-17Si MS 10 m column (inner diameter: 0.15 mm; film 

thickness: 0.15 μm) was used for the GC-MS experiments. Electron impact (EI) ionisation was 

carried out at 70 eV and the working mass range was 35 – 650 u.  

Data was analysed using MestreNova software, before being exported and plotted in Matlab. Mass 

spectra were compared to those in the National Institute for Standards and Technology Chemistry 

WebBook database.64 

2.2.7.11 TEM/STEM 

Supported samples and copper chromite were dispersed in ethanol by sonication and unsupported 

nanoparticles were diluted in hexane by sonication, before the samples were deposited onto 

300 mesh copper grids with a carbon film (EM Resolutions). The grids for the unsupported 

nanoparticles were dried in a vacuum oven at 80 °C for a minimum of 4 h after deposition. 

Supported samples and the nanoparticles were reduced prior to analysis however they were 

exposed to air before analysis.  

TEM imaging was carried out using a JEOL 2100F FEG microscope with a Schottky field emitter at 

200 keV. Initial images (up until March 2020) were obtained using a Gatan Orius camera (Charge 

coupled device (CCD)). The camera was then updated to a Gatan Rio 16 camera (complementary 

metal oxide semiconductor (CMOS)), which was used to obtain all subsequent images. At least 6 

areas were sampled in order to ensure the images selected were representative of the sample. To 

obtain particle size distributions, a total of at least 100 particles were measured from at least 6 six 

different TEM grid areas. 

STEM imaging and EDX analysis (including elemental mapping) of the IWI catalysts was carried out 

using the same microscope used for TEM, with the addition of a JEOL HAADF/dark field 

photomultiplier tube (PMT) and Gatan ADF/bright field PMT (imaging carried out at 200 keV). All 

other STEM imaging and EDX analysis was carried out by Dr. Nicole Hondow at Leeds University 
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using an FEI Titan3 Themis 300 (imaging carried out at 300 keV) with a Gatan OneView 4K CMOS 

digital camera (for TEM imaging), multiple HAADF/ADF/BF STEM detectors and an FEI Super-X 4-

detector EDX system. In order to get more reliable EDX data, it was necessary to plasma clean the 

samples prior to analysis. 

2.2.7.12 SS NMR 

CP/MAS 13C NMR spectra were acquired at 100.63 MHz using a Bruker Avance III HD spectrometer 

and 4 mm (outer diameter) probe. Spectra were acquired at a spin rate of 10 kHz. Cross-polarisation 

(CP) was carried out using TOSS spinning sideband suppression, a 0.5 ms contact time and a recycle 

delay of 1 s. Carbon spectral referencing was relative to neat tetramethylsilane, carried out by 

setting the high-frequency signal from an external sample of adamantane to 38.5 ppm. 

2.2.7.13 TGA/TPO 

A Perkin Elmer TGA 8000 was used for TGA/TPO analysis of small quantities of post-reaction sample. 

Samples were heated from room temperature at a rate of 5 °C min-1 or 2 °C min-1 as indicated in 

flowing air for the spent silica samples and spent Ni/SiO2 catalyst respectively. 

2.2.7.14 NAP-XPS 

NAP-XPS experiments were performed at beamline B07, Diamond Light Source, Oxfordshire, UK. 

Details of the NAP-XPS apparatus and B07 beamline are described elsewhere.29 Samples were 

prepared by drop-casting the nanoparticles onto silicon wafers from solutions of the nanoparticles 

dissolved in hexane. Spectra were recorded with photon energies of 1100 eV and 1490 eV or 

1650 eV for Ni 2p, 700 eV and 1100 eV or 1300 eV for Sn 3d, 550 eV and 1100 eV for P 2p and 

1100 eV for O 1s, N 1s, Si 2p and C 1s. The samples were analysed using higher and lower photon 

energies to allow for analysis at different sample depths and the photon energies were selected so 

that, where possible, the kinetic energies were approximately equal. Beam induced damage was 

checked for by recording regular survey scans (typically after a scan set was complete) and in most 

samples, no detectable beam damage was observed. However, occasionally, some minor beam 

induced damage was observed and when this was the case, the beam was moved to a different 

spot on the sample and any effected scans were repeated. The binding energy was calibrated using 

the Fermi edge of nickel for spectra where the Fermi energy was clearly defined (i.e. where the 

sample was metallic). In oxidised samples (where the Fermi edge was poorly defined), the binding 

energy correction was assumed to be similar to the correction determined for the reduced sample 

at the same photon energy and, where possible, verified by the shift in the O 1s peak, assuming 

that the main peak corresponded to oxygen as part of SiO2 (present on the surface of the silicon 
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wafer). After subtraction of a Shirley background, the integral areas of the peaks were used to 

determine the molar ratios of the different elements. Attenuation of the signal due to the presence 

of different gases and transmission corrections were accounted for based on data reported 

elsewhere for the instrument29 and cross sections for the chosen elements were extrapolated from 

data reported by Yeh and Lindau.37 
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Chapter 3: Incipient wetness impregnated nickel catalysts as 

furfural hydrogenation catalysts: performance evaluation, 

characterisation and study of deactivation by carbon containing 

species 

Nickel-based catalysts are effective for a variety of hydrogenation reactions, as well as more 

complex reactions such as steam reforming.1, 2 However, the high activity of these catalysts can 

often mean they are prone to rapid deactivation, typically due to coke formation.3-5 Nickel and 

modified-nickel catalysts have been explored for both liquid-phase6-15 and vapour-phase16-20 

furfural hydrogenation but were commonly found to have low selectivity or exhibit deactivation. 

This chapter benchmark’s the chemistry of furfural hydrogenation on nickel incipient wetness 

catalysts, comparing them to the current industry standard, copper chromite. The activity, 

selectivity and deactivation profiles of these catalysts have been determined and compared. The 

role of the support and the nature of the carbonaceous deposits, which likely account for the rapid 

deactivation, have also been discussed in detail. Understanding the baseline behaviour of nickel 

catalysts allows for the development and rational design of improved catalysts for this important 

bio-refinery transformation. 

3.1 Optimisation of the furfural hydrogenation reactor 

Optimisation of the fixed-bed reactor used to carry out furfural hydrogenation was crucial for 

obtaining consistent results. Vapour-phase furfural hydrogenation is a somewhat challenging 

reaction due to the propensity of the reactant to polymerise, which led to frequent blockages and 

inconsistent catalytic results. The blockages that occurred did so at the furfural inlet to the vaporiser 

(Figure 25) and, since it was thought that these blockages were likely related to the issues with 

inconsistency, optimisation of the vaporiser set-up was anticipated to be key to improving the 

reactor.  

 

Figure 25: Schematic representation of the initial vaporiser set-up, illustrating the position where the blockages occurred 
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Therefore, during troubleshooting, there was a focus on vaporiser optimisation, however many 

other variables were also altered in order to ensure that other issues were not missed. The most 

effective changes that were made are described below: 

(i) Vacuum distillation of furfural - purification of furfural by vacuum distillation to a 

colourless liquid (as well as appropriate post-purification storage at -18 ºC under N2 and 

kept away from light) was found to significantly improve reactor consistency. The 

discolouration of furfural via a yellow to a brown/black liquor results from highly 

conjugated oligomeric impurities, which form due to hydrogen abstraction by oxygen 

acting as a diradical.21   Even though these are thought to be present at << 1%, incorrect 

storage or the absence of purification resulted in more frequent blockages of the 

reactor, inconsistent catalytic results and more rapid catalyst deactivation. 

 

(ii) Heating of the vaporiser – the addition of a jacket allowed the vaporiser to be wrapped 

with heat tape more evenly, ensuring consistent heating with a reduced chance of 

hotspots. Additionally, the position of the thermocouple was moved to near the 

furfural inlet pipe, to ensure this part, which was typically where the blockages 

occurred, was at the correct temperature. The temperature of the vaporiser was also 

lowered from 190 ºC to 170 ºC to help lower the rate of furfural polymerisation.  

 

(iii) Modification of the furfural inlet to the vaporiser - the original furfural inlet pipe 

(stainless steel 1/16th inch pipe) was replaced with a section of PTFE pipe that feeds 

through a section of 1/4th inch stainless steel pipe into the vaporiser (Figure 26). This 

configuration means that if a blockage were to occur, only one plastic ferrule joint 

would have to be disconnected to remove the section of PTFE pipe. The blocked section 

could then be simply cut off before re-attaching the PTFE pipe, with the whole process 

taking <5 min. Whilst the purpose of this modification was to reduce the time required 

to clear a blockage, it also, somewhat inadvertently, stopped the blockages forming at 

all. In the ~1.5 years (at time of writing) since the modification was implemented, no 

blockages have occurred, however with the previous configuration, blockages typically 

occurred every 2-4 weeks. The updated configuration therefore massively improved 

the efficiency and consistency of the reactor, eliminating the problems associated with 

frequent blockages. 
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Figure 26: Schematic representation of the updated vaporiser inlet configuration 

3.2 Synthesis and Characterisation of the Ni/SiO2 IWI catalyst 

Incipient wetness impregnation is a widely employed and relatively simple technique for the 

preparation of nickel-based catalysts. Therefore, it is used here to prepare series of catalysts to 

benchmark the performance of nickel-based catalysts for furfural hydrogenation. 

3.2.1 Characterisation of the catalyst 

The catalyst was prepared using the Ni(NO3)2.6H2O salt and had a target nickel loading of 5 wt. %. 

ICP-OES analysis showed that the nickel loading was 4.82 wt. % which is in good agreement with 

the target loading. Since the nickel precursor was a Ni(II) salt, the catalyst had to be reduced prior 

to use. Typically, activation of nickel nitrate catalysts involves calcination to NiO followed by 

reduction to nickel metal, however in a report by Nakagawa et al.17, direct reduction of 

Ni(NO3)2/SiO2 catalysts, without an initial calcination step, showed superior activity. This 

calcination-free approach was adopted for the incipient wetness catalysts discussed in this chapter. 

In order to study this reduction process further, TPR was carried out (Figure 27). The reduction of 

the silica-supported catalyst resulted in two peaks; a sharp peak centred at 263 ºC and broad 

shoulder centred at 304 ºC. The peaks were deconvoluted as shown in Figure 27b, with the areas 

found to correspond to 0.91 (± 0.04) and 0.98 (± 0.08) H2 molecules per nickel atom for the lower 

temperature and higher temperature peak, respectively. This suggests a two-step reduction 

process since each of the peaks correspond to around 1 mol of H2 consumed per mol of nickel and 

is consistent with previous literature that reports a two-step reduction process as shown Scheme 

1.17, 22 Whilst not to the same extent as reported in other papers,17 it should be noted that the lower 

temperature peak, corresponding to nitrate reduction, is slightly sub-stoichiometric. This lower 

than expected consumption of H2 can be explained by the formation of basic nitrate species such 
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as Ni(NO3)2.2Ni(OH)2 which can form during the drying of impregnated catalysts.22 (Note: the 

calibration for the TCD detector used in these TPR experiments is detailed in Appendix 2). 

 

Figure 27: (a) TPR profile showing the consumption of hydrogen for Ni(NO3)2 impregnated silica, and (b) showing a 

deconvolution of the data, which has two clear components (20 v/v % H2 in N2, total gas flow rate 50 mL min-1, heating 

rate 5 °C min-1) 

 

Scheme 1: Reactions steps occurring during a 2-step reduction process for Ni(NO3)2 to nickel metal 

The pXRD pattern of the silica-supported catalyst after reduction showed the presence of nickel 

metal reflections (see Figure 28). The Scherrer equation was used to estimate the average crystallite 

size, based on the Ni(111) reflection, to be 7 ± 1 nm. TEM was also used to analyse the post-

reduction silica-supported catalyst (see Figure 29). Whilst distinguishing the support from the metal 

particles can be challenging due to poor contrast, especially for smaller particles, a rough particle 

size distribution is provided below. There was a broad distribution of particle sizes, with the average 

particle found to be 7 ± 6 nm, which is in good agreement with the results from the pXRD data. 

However, it should be noted that in both pXRD and TEM, larger particles are likely to be favoured, 

since pXRD provides a volume average and in TEM, smaller particles are harder to distinguish from 

the support compared to larger particles. 
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Figure 28: pXRD pattern of post-reduction Ni/SiO2 sample, the positions of metallic f.c.c. nickel reflections are marked by 

the vertical dashed lines 

 

Figure 29: (a) TEM images of post-reduction Ni/SiO2 and (b) corresponding particle size distribution 

3.2.2 Furfural hydrogenation with Ni/SiO2 

The Ni/SiO2 catalyst was evaluated for furfural hydrogenation, with the results displayed in Figure 

30. The catalytic performance was evaluated at both low and high conversion by varying the mass 

of catalyst used. The catalyst exhibited similar selectivity at both low (37 % at 5 h TOS) and high 

(82 % at 5 h TOS) conversion (see Figure 30), with around a 50 % selectivity to the desired furfuryl 

alcohol product. A range of by-products were produced, including significant quantities of furan, 
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which is produced by decarbonylation. Therefore, the nickel catalyst not only carries out 

hydrogenation reactions, but also decarbonylation, which contributes to the fairly poor selectivity 

achieved by this catalyst. From the low conversion data (where mass transport and/or equilibrium 

effects are less significant) the intrinsic mass activity was found to be 622 ± 192 mmol(prod) g(cat)
-1 h-1 

after 1 h time on stream (TOS).  However, as seen from Figure 30c, moderately rapid deactivation 

occurred, and so after 5 h TOS the mass activity had almost halved to 329 ± 109 mmol(prod) g(cat)
-1 h-1. 

If the deactivation is fitted to a rate equation that assumes simple 1st order kinetics (to minimise 

the effect of the time the first reaction sample is taken), then a deactivation rate constant can be 

calculated (in this case 0.16 ± 0.02 h-1). Determination of a deactivation rate constant is useful when 

comparing different catalysts and so will be used throughout this thesis. The rapid deactivation is 

likely to be due to either sintering or coking, or a combination of both, and this is explored in detail 

in Section 3.5. 
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Figure 30: (a) An example of selectivity for Ni/SiO2 as a function of time on stream (TOS) at low conversion (37 % at 5 h 

TOS), (b) Comparison of low (37 % at 5 h TOS) and high conversion (82 % at 5 h TOS) Ni/SiO2 average selectivity under 

stable operation and (c) deactivation profile showing mass activity as a function of time on stream for Ni/SiO2 under low 

conversion conditions. Low and high conversions were achieved by varying the mass of catalyst used. Errors shown are 

based on repeat measurements of a typical sample as indicated in the experimental section. Key to product abbreviations: 

FOL=furfuryl alcohol, 2-MF=2-methyl furan, furan=furan, THFA=tetrahydrofurfuryl alcohol, others are predominantly 

butanal, 1-butanol, 2-methyl tetrahydrofuran and tetrahydrofuran. 

3.3 Comparison of Ni/SiO2 to copper chromite 

Copper chromite is the current standard industrial catalyst for furfural hydrogenation and therefore 

acts as an important comparison. A sample of commercially available copper chromite was 

obtained for this purpose. 

3.3.1 Characterisation of copper chromite 

Figure 31 shows a TEM image of a typical particle of the as received copper chromite catalyst. The 

reduction process of the copper chromite catalyst was also explored using TPR (see Figure 32). 

Whilst the reduction conditions for the copper chromite catalyst were chosen based on literature 

protocols,23 it was important to confirm that these conditions were appropriate. There were two 

peaks, a sharp one centred at 191 ºC and a broad shoulder centred at 213 ºC. Notably, the reduction 
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process is complete by around 260 ºC, meaning that the reported reduction conditions used (4 h at 

300 ºC) are able to reduce the catalyst. The presence of two peaks suggests that there are different 

copper species present in the catalyst. The peak at 191 ºC is likely due to the reduction of CuO to 

Cu metal.24 The peak areas were determined by deconvoluting the data (Figure 32b) and the peak 

at 191 ºC was found to correspond to 0.77 (± 0.01) H2 molecules per copper atom. The reduction 

process of CuO occurs as described in Scheme 2 and consumes one mole of H2 per mole of copper. 

The presence of the second peak at 213 ºC suggests that there is a second copper species being 

reduced, likely copper in a spinel form.24 The broadness of the peak meant that small adjustments 

to the background resulted in significant changes in the peak area, and so it was not possible to 

accurately determine the hydrogen consumption of the second peak.  

 

Figure 31: Typical TEM image of the as received copper chromite catalyst 

 

Figure 32: (a) TPR profile showing the consumption of hydrogen for copper chromite and (b) showing a deconvolution of 

the data, which has two clear components (20 v/v % H2 in N2, total gas flow rate 50 mL min-1, heating rate 5 °C min-1). 

 

Scheme 2: Reduction process of copper oxide 
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3.3.2 Furfural hydrogenation using copper chromite 

The copper chromite catalyst was received as a powder and so was initially loaded into the reactor 

in this form. However, it was noticed that there was a significant increase in the inconsistency of 

the furfural GC peak. Running the reactor with a silica blank gave consistent furfural peaks, 

suggesting that the issue was related to the copper chromite catalyst, not the reactor. Since copper 

chromite has a low surface area/porosity and was a fairly fine powder, it was thought that the issue 

could be related to an increased back pressure from the catalyst bed. Therefore, a sample was 

prepared by pelleting a portion of the catalyst and then lightly crushing the pellet so that larger 

catalyst particles could be loaded into the reactor, which should lead to a decreased back pressure. 

When this catalyst was evaluated for furfural hydrogenation, the furfural GC peak consistency 

significantly improved, confirming that a higher back pressure had likely caused the issue. 

The results for furfural hydrogenation using the powdered and crushed pellet versions of the 

copper chromite catalyst are shown in Figure 33. The results were generally comparable, however 

there were some differences; the selectivity to furfuryl alcohol was decreased by around 8 % and 

both the mass activity and deactivation rate constant were roughly halved. This is likely due to 

changes in mass transport and diffusion due to the larger catalyst particles in the crushed pellet 

catalyst.  
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Figure 33: Comparison of the as received powdered copper chromite catalyst and the lightly crushed pelleted version 

during furfural hydrogenation (a) Average selectivity under stable operation; (b) Mass activity after 1 and 5 hrs TOS; (c) 

Deactivation rate constants. Errors shown are based on repeat measurements of a typical sample as indicated in the 

experimental section. Key to product abbreviations: FOL=furfuryl alcohol, 2-MF=2-methyl furan, furan=furan, 

THFA=tetrahydrofurfuryl alcohol, others are predominantly butanal, 1-butanol, 2-mtheyl tetrahydrofuran and 

tetrahydrofuran. 

Since consistent results were achieved with the crushed pellet catalyst, these results were 

compared to the Ni/SiO2 IWI catalyst (Figure 34). The copper chromite catalyst had a mass activity 

that was an order of magnitude lower than the Ni/SiO2 catalyst, despite the fact that the copper 

chromite catalyst contains around 40 wt. % copper whereas the nickel catalyst contains only around 

5 wt. % nickel.  

Copper chromite was found to be 90 % selective to furfuryl alcohol, with small amounts of 

2-methylfuran as a minor side product (see Figure 34), in contrast to the Ni/SiO2 catalyst, which had 

a selectivity of ~50 % to furfuryl alcohol and formed a range of by-products including furan which 

had a selectivity of around 20 %. Decarbonylation leads to the formation of furan, and so whilst this 

appears to be a significant competing reaction for the nickel catalyst, it does not occur with the 

copper chromite catalyst. This accounts for a significant portion of the improved selectivity of the 

copper chromite catalyst. 
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The copper chromite catalyst exhibited moderately rapid deactivation and had a deactivation rate 

constant that was broadly comparable to that of the nickel catalyst. Since it is generally thought 

that copper chromite catalysts have good stability, as seen in a range of other reactions,25 it was 

somewhat unexpected for the catalyst to rapidly deactivate at a similar rate to the nickel catalyst. 

However, the deactivation of copper chromite in this reaction has been highlighted by others.26, 27 

 

Figure 34: Comparison of Ni/SiO2 and copper chromite (crushed pellet) during furfural hydrogenation (a) Average 

selectivity under stable operation; (b) Mass activity after 1 and 5 hrs TOS; (c) Deactivation rate constants. Errors shown 

are based on repeat measurements of a typical sample as indicated in the experimental section. Key to product 

abbreviations: FOL=furfuryl alcohol, 2-MF=2-methyl furan, furan=furan, THFA=tetrahydrofurfuryl alcohol, others are 

predominantly butanal, 1-butanol, 2-mtheyl tetrahydrofuran and tetrahydrofuran. 

3.4 The role of the support for nickel incipient wetness catalysts 

The use of silica supports, whose surfaces contain acidic silanol groups, raises the possibility that 

these sites can catalyse unwanted side reactions that contribute to the deactivation seen above. 

Specifically, furfural and furfuryl alcohol polymerisation can be acid catalysed, which may promote 
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coke formation. To address this question, two further catalysts were prepared in an analogous 

manner on two non-acidic supports: titania and ceria. 

3.4.1 Characterisation of the catalysts 

Whilst the point of the experiment was to explore the impact of support acid sites, it was important 

to consider the exposed surface area of the support if this was responsible for unwanted side 

reactions. A commercial TiO2 powder with slightly lower surface area was used, but for CeO2, it was 

found necessary to prepare a mesoporous ceria to obtain a material of comparable surface area to 

the silica. Their BET surface areas are reported in Table 5. 

Table 5: BET surface areas of the different supports; avalue obtained from specification documentation provided by the 

supplier 

Support BET surface area / m2 g-1 

Cab-O-Sil M5 silica 200a 

Aeroxide P25 titania 35 – 65a 

Mesoporous ceria 

(prepared in-house) 

152 

It is generally known that silica is weakly acidic due to the presence of hydroxyl groups on the 

surface of the support, however, in order to demonstrate this, the acidity of the supports was 

assessed using a simple Hammett indicator test. Methyl red was chosen as a suitable indicator; in 

a solution above pH 6.2, it appears as yellow, changing to orange and then red once at pH 4.2 (pKa 

4.8). The results of the test are show in Figure 35, where it can be seen that the indicator, which 

forms an orange solution in toluene, changed to a darker orange with ceria, a light pink with titania 

and a distinct magenta/red colour with silica. Therefore, as expected, the acidity of the supports is 

as follows: SiO2>TiO2>CeO2. It should also be noted that when methyl yellow was used as the 

indicator (pKa 3.3), none of the supports produced a colour change, confirming that the acid sites 

present are fairly weak. 

 

Figure 35: Photograph showing the colour change on exposure of different oxide supports to and adsorption of the 

Hammett indicator methyl red in toluene solution: silica (left); titania (middle); ceria (right) 
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ICP-OES analysis was used to confirm the catalysts had close to the nominal 5 wt. % nickel loading 

targeted, with the results displayed in Table 6. 

Table 6: The nickel loading of the incipient wetness catalysts, based on ICP-OES data. Duplicate samples were 

digested/analysed and the error based on the standard deviation of those results  

Catalyst Ni wt. % 

Ni/SiO2 4.82 ± 0.05 

Ni/TiO2 6.1 ± 0.3 

Ni/CeO2 6.0 ± 0.5 

The TPR data (Figure 36) for the titania- and ceria-supported samples were notably different to that 

of the silica-supported sample discussed previously in this chapter, since significantly larger peaks 

were obtained that were not able to be reliably deconvoluted. This meant that for both the 

titania- and ceria-supported samples, the total area of the peak, rather than the individual 

components, was used to determine the H2 consumption. For the titania-supported sample, greater 

than 2 equivalents of H2 were consumed during reduction, which is likely explained by the 

reducibility of the support (TiO2 to TiOx). This is also likely responsible for the different peak shape 

compared to the silica-supported sample. Ceria is also a reducible support as it can form Ce2O3. This 

resulted in a very large peak, corresponding to almost 8 equivalents of hydrogen. The reducibility 

of both the titania and ceria supports unfortunately meant that the underlying nickel reduction 

process was masked. However, all of the catalysts reduced at similar temperatures to the Ni/SiO2 

catalyst and so the standard reduction conditions used previously should also be suitable for these 

materials.  

 

Figure 36: TPR traces for Ni(NO3)2 impregnated silica, titania and ceria 

TEM images were taken for post-reduction Ni/CeO2 and Ni/TiO2, however, as seen in the example 

image of Ni/CeO2 (Figure 37), it was difficult to distinguish between the support and the metal 

particles due to poor contrast. 
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Figure 37: TEM image of post-reduction Ni/CeO2 

3.4.2 Comparison of the support during furfural hydrogenation 

The effect of the support was then evaluated by carrying out furfural hydrogenation. When the 

titania supported catalyst was reduced at the standard temperature of 500 °C and then used to 

carry out furfural hydrogenation, the mass activity was found to be low, likely due to strong metal 

support interaction (SMSI) effects reducing access to the nickel.28 Therefore, to limit these SMSI 

effects, the reduction temperature of the titania supported catalyst was lowered to 300 °C. Whilst 

the selectivity and deactivation rate were not significantly affected, the mass activity was around 3 

times higher than the catalyst reduced at 500 °C (see Figure 38). 

 

Figure 38: Mass activity at 1 and 5 h TOS for Ni/TiO2 reduced at 500 °C and 300 °C 

The results from furfural hydrogenation with the SiO2, TiO2 and CeO2 supported catalysts are 

displayed in Figure 39. As seen in Figure 39a, changing the support did not have a significant effect 

on the selectivity, implying that the selectivity is predominantly controlled by the metal. The 

deactivation rate constants were also fairly similar (Figure 39b), suggesting the hypothesis that 

weakly acidic sites present on the SiO2 support promoted furfural/furfuryl alcohol polymerisation, 

and therefore increased deactivation, is incorrect or the effect is insignificant. The TiO2 supported 
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sample does appear to have a slightly lower deactivation rate constant, however this may be within 

error or else is only a small difference. The mass activity (Figure 39c) of the titania and ceria 

supported catalysts was lower than that of the silica supported catalyst, but this could easily result 

from particle size effects and was unimportant from the point of view of understanding 

deactivation, so was not investigated further. The key observation is that the slightly acidic silanol 

groups on the silica support are not a significant factor in catalyst deactivation. 

 

Figure 39: Comparison of different supports during furfural hydrogenation (a) Average selectivity under steady operation; 

(b) Deactivation rate constants; (c) Mass activities at 1 and 5 h TOS. Errors shown are based on repeat measurements of 

a typical sample as indicated in the experimental section. 

3.5 Catalyst Deactivation 

All of the catalysts tested, including copper chromite, exhibited rapid deactivation therefore it was 

important to understand the reasons for this deactivation. The deactivation is likely to result from 

either sintering or coking. The pXRD pattern in Figure 40 is for the post-reaction Ni/SiO2 catalyst. 

The pattern is very similar to the pre-reaction catalyst with only a slight narrowing of the Ni(111) 

reflection corresponding to an estimated average crystallite size of 10 nm. Assuming spherical 

particles, this increase in particle size would, at most, correspond to a decrease in surface area of 
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50 %, however the activity decreases by an order of magnitude. Therefore, this small increase in 

particle size would not alone account for the deactivation.  

TEM imaging of the post-reaction catalyst (Figure 41a) was also consistent with minimal sintering. 

The average particle size was found to be 4 ± 3 nm, with the particle size distribution compared to 

the pre-reaction catalyst shown in Figure 41b. This average particle size is actually smaller than that 

obtained for the pre-reaction catalyst (7 ± 6 nm). There are a number of potential explanations that 

could account, or partially account, for this change, including: 

i) Upgraded TEM camera – the pre-reaction catalyst was imaged using the old TEM 

camera that produced poorer quality images and made it more difficult to reliably 

distinguish small metal particles from the support. Whereas the post-reaction catalyst 

was imaged using the new, improved camera that was able to produce higher quality 

images that made it easier to distinguish the smaller particles. Unfortunately, due to 

the timing of these results it was not possible to obtain comparable images on the same 

sample with both cameras. 

 

ii) Oxidation – the smaller metal particles would be expected to oxidise more easily. 

Therefore, in the pre-reaction catalyst (reduction only), any smaller metal particles 

present may become oxidised when exposed to air during sample preparation and 

storage. Since small metal particles are already challenging to distinguish from the 

support, oxidation may make this impossible. However, as discussed below, significant 

coking appears to occur during furfural hydrogenation. This means that the metal 

particles in the post-reaction catalyst will likely be covered with carbonaceous deposits, 

which may offer some protection against oxidation. If so, this may mean the smaller 

particles remain in the metallic state and are therefore more easily distinguishable. 

 

iii) Metal migration – it is possible that during reaction, the metal migrates across the 

support, resulting in the formation of some smaller metal particles. This seems unlikely 

unless the increased net surface area of smaller particles can be strongly stabilised in 

some way, as the converse (Ostwald ripening) typically occurs when metal is mobile on 

surfaces, so as to minimise energetically unfavourable surface free energy.  

The average particle size of the spent catalyst by TEM is also significantly smaller than that 

estimated by pXRD, however this is likely due to the fact that pXRD produces a volume average, 

and so smaller particles contribute less to the average particle size compared to TEM which is a 
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number average. Overall, the key result from TEM and pXRD characterisation is that sintering alone 

cannot account for the rapid deactivation of the catalysts. 

 

Figure 40: pXRD pattern of post-reaction Ni/SiO2 sample, the positions of metallic f.c.c. nickel reflections are marked by 

the vertical dashed lines 

 

Figure 41: (a) TEM images of post-reaction Ni/SiO2 and (b) particle size distribution for the pre-reaction Ni/SiO2 (‘fresh’) 

catalyst and the post-reaction Ni/SiO2 (‘spent’) catalyst 
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Another likely source of deactivation is coking, and so this was investigated by carrying out TPO 

analysis (Table 7). There was significant carbon deposition on the spent Ni/SiO2 catalyst, with a mass 

loss of around 30 wt. % by 500 ºC. Contributions to coking from the support were also investigated 

by carrying out TPO analysis on silica that was exposed to either furfural or furfuryl alcohol under 

standard reaction conditions (180 °C, 70 mL min-1 H2). Both samples of silica (furfural-SiO2 and 

furfuryl alcohol-SiO2) exhibited a mass loss, however the mass loss was significantly lower than for 

the spent Ni/SiO2 catalyst (<15 wt. % vs. 30 wt. %). The copper chromite catalyst also had a mass 

loss, however it was significantly less than the other samples (spent Ni/SiO2, furfural-SiO2 and 

furfuryl alcohol-SiO2) at only 1.3 wt. %. The lower mass loss for the copper chromite catalyst is likely 

due to the low surface area of the catalyst compared to the other catalysts that were supported on 

high surface area supports. 

Table 7: The mass losses from TPO data for silica exposed to furfural or furfuryl alcohol under standard reaction conditions 

and spent catalysts (Ni/SiO2 and copper chromite). Mass loss that occurred before 200 °C is likely due to water loss and 

was therefore excluded. A small mass gain for copper chromite (likely due to copper oxidation) was observed at around 

200 °C and so the mass loss for this sample was determined from temperatures above 320 °C to exclude this feature 

Sample wt. % loss 

Furfural-SiO2 9.5 

Furfuryl alcohol-SiO2 10 

Spent Ni/SiO2 30 

Spent copper chromite 1.3 

In order to further understand the coking occurring on these catalysts, differential mass loss 

analysis of the TPO data was carried out (Figure 42). Both the spent Ni/SiO2 catalyst and the spent 

SiO2 samples had a peak at around 300 ºC, however the spent Ni/SiO2 catalyst had a second peak 

at around 450 ºC. This means that in the presence of nickel, a second coke species is forming, and 

so whilst SiO2 does appear to contribute to coke formation, nickel is also playing a significant role 

in the coking process.  

Consideration of the spatial volume of coke present on the catalysts can also provide some useful 

information on the type of coke forming on the catalysts. The volume of the nickel metal can be 

roughly estimated as 5 x 10-3 cm3 gcat
-1 (assuming spherical particles with a density equivalent to 

bulk nickel metal and crystallites the size of those observed by pXRD). Assuming the coke is present 

as hydrocarbons (density ~1 g cm-3) or graphitic carbon (density 2.3 g cm-3), then a 15 wt. % loss 

(roughly the weight loss associated with both the peak at ~300 ºC and ~450 ºC) gives a coke:Ni 
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volume ratio of ~30:1 or ~15:1 respectively. The coke:Ni volume ratio can be instructive when 

considering the type of deactivation occurring, which can be generally classified as either site 

blocking, encapsulation or pore blocking.29 When the coke:Ni volume is large, as in this case, then 

encapsulation and/or pore blocking are likely to be occurring.  

Additionally, the coke:Ni volume ratio can aid in the interpretation of the differential mass loss 

spectra. Since the majority of the coke will not be directly on the surface of nickel particles, we can 

reasonably assume that nickel will not significantly contribute to the decomposition of coke species 

during the TPO experiment. Therefore, the peaks in the differential mass loss spectra can be 

assigned based on literature TPO analysis of polymer-silica composites. The peak at around 300 ºC, 

seen in both the spent Ni/SiO2 and spent SiO2 samples, is consistent with that seen for low 

coverages of poly(furfuryl alcohol) on MCM-41 during TGA experiments carried out in air.30 The 

same study also investigated a sample that had higher coverages of poly(furfuryl alcohol) on 

MCM-41 and found that this resulted in a second higher temperature peak centred at around 

480 ºC. It is unclear what the origin of this higher temperature peak is in the case of poly(furfuryl 

alcohol), however the temperature range is consistent with long chain hydrocarbons such low 

density polyethylene (both alone or as a silica-composite).31 For the Ni/SiO2 catalyst discussed in 

this chapter, the presence of the ~450 ºC peak can be attributed to a different coke species from 

the lower temperature peak since the spent SiO2 samples did not exhibit this feature. Metal oxide 

and metal/metal oxide catalysts at low temperatures (<200 ºC) have been found to mainly produce 

coke consisting of components from rearrangement and condensation reactions of the reactants 

and products, as opposed to the formation of poly(aromatics), which occurs at higher temperatures 

(>350 ºC).32 During furfural hydrogenation with the Ni/SiO2 catalyst, the presence of both Ni and H2 

is likely to lead to additional reactions such as hydrogenation, deoxygenation or dehydration. The 

acid-catalysed formation of polymers from the reactant and products likely results in the lower 

temperature peak at 300 ºC, which is present both with and without nickel. Whilst these polymers 

may possibly also contribute to the higher temperature peak at 450 ºC, this peak is likely due to the 

formation of long chain hydrocarbons species (‘poly-ethylene like’) that result from the dehydration 

of the initially formed polymers of furfural or furfuryl alcohol.  
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Figure 42: Differential mass loss during TGA in flowing air of (a) silica exposed under reaction conditions to furfural 

(5 °C min-1); (b) silica exposed under reaction conditions to furfuryl alcohol (5 °C min-1); (c) spent Ni/SiO2 (2°C min-1) 

To further investigate the nature of the coke species present, Soxhlet extraction of any soluble 

species from the post-reaction catalysts was carried out, followed by analysis of the extracted 

species by GC-MS. A sample of spent Ni/SiO2 catalyst was analysed using this method. The 

extraction solution had to be concentrated to ensure that the extracted species were at an 

appropriate concentration for GC-MS analysis. It should be noted that after concentrating the 

solution, a trace insoluble residue remained on the flask and so could not be analysed. Several of 

the peaks in the GC trace corresponded to long chain hydrocarbons, identified by the distinctive 

mass spectra that have regular spacings of one methylene unit between peaks (see example 

spectrum shown in Figure 43a). Some of the long chain hydrocarbon peaks were able to be 

identified from their parent ions including C21H44, C22H46, C23H48 and C24H50. Figure 43b shows the 

mass spectrum of a lower retention time peak with fragments at 155, 139, 99, 57, and 41 m/z. 

Although a definitive assignment cannot be made (as several combinations of fragments fit the 

data) the dominant m/z = 155 and 99 features (and absence of m/z = 71 implying this isn’t a linear 

hydrocarbon fragment) indicate the likelihood of this belonging to either ring opened furanic 

oligomers or hydrogenated linear oligomers of furfuryl alcohol. Possible fragments are shown in 

Figure 43c. A wide range of such structures have been proposed for furfuryl alcohol oligomers 

formed over acidic solids such as Al2O3 or WO3.33, 34 
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Figure 43: GC-MS mass spectra (m/z 35-350) of species extracted from spent Ni/SiO2 catalyst using a Soxhlet extraction: 

(a) example of a mass spectrum of a long chain hydrocarbon (consistent with tricosane; C23H48); (b) mass spectrum of 

lower retention time peak attributed to hydrogenated furanic or ring opened furanic oligomers, (c) possible hydrogenated 

components of short chain furanic oligomers contributing to the spectrum in (b). 

Since Soxhlet extraction involves refluxing the solvent (in this case DCM), it was important to rule 

out the possibility of the reflux itself leading to the formation of furfuryl alcohol oligomers or other 

similar compounds. Therefore, an experiment was carried out where a small amount of furfuryl 

alcohol (which would be equivalent to a catalyst having a ~29 wt. % loading of furfuryl alcohol) was 

added to DCM and then left to reflux using the Soxhlet apparatus for the same time as a typical 

experiment, but with no Soxhlet thimble or spent catalyst. The GC trace (Figure 44a) shows one 

main peak and two significantly smaller peaks. The mass spectrum of the main peak matches 

furfuryl alcohol as expected (Figure 44b). The mass spectrum of one of the smaller peaks is shown 

in Figure 44c and appears to potentially be a side-product that formed during the vacuum 

distillation of furfuryl alcohol from sodium carbonate (Figure 44d). It can be concluded from this 

experiment that the Soxhlet extraction procedure does not lead to the formation of furfuryl alcohol 

oligomers or other species in significant quantities, and therefore, any species found during the 

Soxhlet extraction of spent catalysts can be attributed to carbonaceous deposits that formed on 

the catalysts during furfural hydrogenation. 
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Figure 44: (a) GC spectrum of a blank Soxhlet extraction (no catalyst or thimble included) where distilled furfuryl alcohol 

was added to the DCM, (b) GS-MS mass spectrum (m/z 35-350) of the main peak in the GC spectrum corresponding to 

furfuryl alcohol, (c) GC-MS mass spectrum (m/z 35-350) of a possible furfuryl alcohol impurity, (d) possible structure of 

the furfuryl alcohol impurity corresponding to the mass spectrum in (c) 

Since coking appears to be playing a significant role in deactivation, the nature of the carbon 

deposits was investigated further using DRIFTS. In order to distinguish between species present on 

the support and species present on the metal, the silica and a sample of nickel powder were 

exposed to furfural, furfuryl alcohol or products under standard furfural hydrogenation conditions. 

The DRIFT spectra of the nickel powder samples contained no significant peaks, likely due to the 

low surface area of the material. However, there were several peaks observed for the silica samples 

(Figure 45). The peaks observed in the spectrum of silica exposed to furfural matched well with the 

reference furfural spectrum, with only some small shifts in peak position, likely due to interactions 

with the support or oligomerisation. The spectrum for silica exposed to furfuryl alcohol contained 

similar infrared bands to those observed in the spent Ni/SiO2 catalyst, with two very broad peaks in 

the 1350 – 2000 cm-1 region and four weak peaks in the C-H region (2800-3000 cm-1). Therefore, 

one of the coke species present is likely related to furfuryl alcohol or its oligomers. The furfuryl 

alcohol reference spectrum generally has weak signals, however there is a sharp peak at 1504 cm-1 

which has been assigned as C=C stretching.35 This sharper signal was not present in either the silica 
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exposed to furfuryl alcohol or the spent Ni/SiO2, perhaps due to interaction of furfuryl alcohol with 

the silica or oligomerisation. Some examples of furfuryl alcohol polymers are shown in Figure 46, 

although other versions such as cross-linked polymers are known.34  

 

Figure 45: Infrared spectra showing (3200-2600 cm-1 left, 2000-1350 cm-1 right): (a) Furfural reference spectrum,36 

multiplied by 0.2 for comparison (b) Furfuryl alcohol reference spectrum (ATR); (c) Silica exposed to furfural (DRIFTS); (d) 

Silica exposed to furfuryl alcohol (DRIFTS); (e) spent Ni/SiO2 catalyst (DRIFTS). Spectra (b-e) offset vertically for clarity. 

For (c) and (d) furfural or furfural alcohol were fed into the reactor under otherwise standard catalyst testing conditions 

with only the support rather than a catalyst present. 

 

Figure 46: Examples of possible furfuryl alcohol polymers34 

Changing the support to titania and ceria did not have a significant effect on the peaks observed in 

the DRIFT spectra (see Figure 47), suggesting that similar coke species are present in all catalysts 

and that these species are likely related to furfuryl alcohol. The similarity across all supports fits 

with the fact that changing the support had little effect on the selectivity and deactivation of the 

catalysts. If the finding by infrared that the main species seen are furfuryl alcohol-like is considered 

relative to the TPO and GC-MS data above, it must be remembered that the presence of long chain 

hydrocarbons is hard to see by infrared, with the only distinguishing features likely to be in the 

same region as the C-H stretches already seen. Furthermore, if the more deoxygenated coke forms 
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in the pores around the nickel it may be less evenly distributed than the oligomers formed over 

silica alone, which in turn may make the long-chain hydrocarbons less readily probed during DRIFTS 

measurements that result from light reflecting off multiple surfaces in the sample.37 An overall 

model for deactivation therefore likely involves both condensation to form oligomers and polymers 

of the product (and perhaps reactant), followed by Ni catalysed hydrogenation and dehydration to 

produce deoxygenated coke. The volume of coke is sufficient to encapsulate the nickel or block 

access via the pores of the silica and gradually results in a large fractional loss of activity over ~10 h 

TOS. 

 

Figure 47: DRIFT spectra (3200-2600 cm-1 left, 2000-1350 cm-1 right); (a) spent Ni/SiO2; (b) spent Ni/TiO2; (c) spent 

Ni/CeO2. Spectra offset for vertically clarity 

The spent copper chromite sample had much weaker bands in the infrared spectrum (Figure 48), 

which is consistent with the lower mass loss in the TPO experiment and is attributable to the lower 

surface area of the catalyst compared to the supported catalysts. The infrared spectra show bands 

in the C-H stretching region (~2850-3000 cm-1), although with slight differences from the nickel 

samples. This potentially suggests that different oligomeric species are formed as the dominant 

carbon containing products, which is feasible given the change of catalyst, but their presence again 

supports the formation of hydrocarbons as well as purely carbonaceous coke. 
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Figure 48: DRIFT spectra (3200-2600 cm-1 left, 2000-1350 cm-1 right); (a) spent Ni/SiO2; (b) spent copper chromite. Spectra 

offset for vertically clarity 

3.6 Conclusions 

In summary, supported nickel catalysts were found to produce furfuryl alcohol as the dominant 

product with a selectivity of ~50% during vapour phase furfural hydrogenation. The Ni/SiO2 IWI 

catalyst was seen to be significantly more active than copper chromite but exhibited much poorer 

selectivity when tested under comparable conditions. The deactivation behaviours of Ni/SiO2 and 

copper chromite were found to be relatively similar as a function of time on stream. Ni/TiO2 and 

Ni/CeO2 exhibited similar deactivation profiles, indicating that acidic sites on the catalyst support 

are not strongly implicated in the deactivation occurring. pXRD analysis of the Ni/SiO2 catalyst 

before and after reaction indicated that sintering was not a significant cause of the rapid 

deactivation observed. TPO, infrared and solvent extraction of spent catalysts provided evidence 

that deactivation is likely the result of the gradual formation of oligomeric/polymeric forms of the 

product (or reactant) and their deoxygenation to hydrocarbons. Overall, the high activity seen 

points to the potential for developing new catalysts based on nickel for furfural hydrogenation, and 

two important areas for further work, which will be explored in later chapters, have been identified: 

(1) tuning the selectivity of the nickel, potentially by introducing a second metal, and (2) preventing 

the oligomerisation and deoxygenation steps that result in deactivation by coking of the catalyst.  
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Chapter 4: Synthesis of nickel, tin-nickel and nickel phosphide 

colloidal nanoparticles 

In the previous chapter, incipient wetness nickel catalysts were prepared and evaluated for furfural 

hydrogenation. Whilst incipient wetness impregnation is a widely used and simple technique for 

preparing supported nickel catalysts, the catalysts produced often have broad particle size 

distributions. Additionally, for bi-metallic catalysts, which will be explored for furfural 

hydrogenation in later chapters, the distribution of the metals may also be heterogeneous. This can 

make analysis more challenging, particularly when using advanced characterisation techniques 

such as XAS or NAP-XPS. Therefore, in order to produce more homogeneous catalysts, colloidal 

nanoparticles have been synthesised. Small nickel and tin-nickel monodisperse nanoparticles 

(~4 nm) have been prepared using a phosphine-free method, however larger versions of these 

nanoparticles (10 - 15 nm) required the use of a phosphine capping agent. The importance of the 

synthetic conditions employed during the syntheses that use a phosphine capping agent has been 

demonstrated, with effects on the structure, composition and morphology of the resulting 

nanoparticles considered.   

4.1 Synthesis of small (~4 nm) colloidal nickel and tin-nickel nanoparticles 

The synthesis of small colloidal nanoparticles using oleylamine as a capping agent and a 

borane-amine complex as a reducing agent was first described by Metin et al.1 and has become a 

popular synthetic method for colloidal nickel nanoparticles since it produces small (~4 nm) 

nanoparticles with a narrow size distribution. This synthetic method has therefore been adopted 

here to produce small nickel nanoparticles, as well as adapted to produce small tin-nickel bimetallic 

nanoparticles. 

4.1.1 Synthesis of small nickel nanoparticles 

The main aim of synthesising colloidal nanoparticles was to produce model catalysts that were 

more uniform in terms of their particle size and composition, which should allow the impact of tin 

on catalysis to be understood in greater detail (e.g. by identifying clear structure-activity 

relationships). However, it is important to also synthesise monometallic nickel nanoparticles to act 

as an appropriate reference. Figure 49 shows a TEM image of the monometallic nickel nanoparticles 

and the corresponding size distribution. The average particle size was found to be 4.3 ± 0.6 nm, 

which is a fairly narrow size distribution and indicates good uniformity. These results are relatively 

consistent with Metin et al.1 who reported an average particle size of 3.2 ± 0.2 nm using the same 
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synthetic conditions, however the nanoparticles produced in this report have a slightly larger 

particle size and a slightly broader particle size distribution. The authors did note that lowering the 

borane tributyl amine (BTrB) to nickel ratio from 3 to 1 led to small increases in particle size (3.2 nm 

to 5.4 nm by altering the BTrB:Ni ratio from 3 to 1) and slightly broader particle size distributions. 

Borane tert-butylamine (BTB, used in this work) is only weakly soluble in oleylamine and a small 

volume (2 mL) was used to dissolve the BTB, a potential explanation for the small differences in 

both particle size and distribution could be that not all of the BTB was dissolved and therefore 

injected into the reaction mixture, slightly lowering the BTB:Ni ratio. 

 

Figure 49: TEM image of the nickel nanoparticles (left) and the corresponding particle size distribution (right) 

The percentage yields and, where relevant, Ni:Sn molar ratios for the nanoparticles synthesised in 

this chapter are reported in Table 8. The yield for the nickel nanoparticles synthesised in this section 

(‘small Ni nanoparticles’) was found to be 36.9 ± 0.9 %. This yield, although seemingly fairly low, is 

typical of colloidal nanoparticle syntheses. However, for our purposes it is considered acceptable 

since the purpose here is to produce a model catalyst and it easily provides enough nickel 

nanoparticles to make a suitable quantity of supported catalyst for testing and analysis.  
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Table 8: The yields and Sn:Ni ratios of the colloidal nanoparticles synthesised in this chapter, based on ICP-OES or ICP-MS 

analysis. ICP analysis, including digesting of samples, was carried out in duplicate to ensure consistency and allow errors 

to be determined. aAlthough the sample was sealed in a vial with a taped lid, some of the hexane evaporated over the 

time between synthesis and ICP analysis, resulting in a yield of >100 %, however the nickel yield is expected to be similar 

to other samples prepared using this synthetic method (~ 90 %). bthe error was estimated based on the error in a similar 

sample (crystalline larger SnNi (1:50) nanoparticles) since there was an issue with the instrument when the duplicate 

sample was run (it was not possible to repeat the analysis due to the small amount of sample produced in this reaction, 

of which a significant portion was required for catalytic testing). 

Sample Yield / % 

(based on Ni) 

Nominal Ni/Sn 

molar ratio 

Experimental 

Ni/Sn molar ratio 

Small Ni nanoparticles 36.9 ± 0.9 N/A N/A 

Small SnNi nanoparticles – co-addition 

method 

56.2 ± 0.3 3 3.3 ± 0.2 

Small SnNi nanoparticles – sequential 

addition method 

13.9 ± 0.6 3 2.9 ± 0.1 

Amorphous larger Ni nanoparticles 68.4 ± 0.9 N/A N/A 

Amorphous larger SnNi (1:3) 

nanoparticles 

35.5 ± 0.5 3 4.19 ± 0.08 

Amorphous larger SnNi (1:20) 

nanoparticles 

74 ± 1 20 18.1 ± 0.7 

Amorphous larger SnNi (1:50) 

nanoparticles 

68.8 ± 0.6 50 33.6 ± 0.7 

Crystalline larger Ni nanoparticles — a  N/A N/A 

Crystalline larger SnNi (1:20) 

nanoparticles 

92.7 ± 0.9b 20 23.6 ± 0.5 

Crystalline larger SnNi (1:50) 

nanoparticles 

91.6 ± 0.8 50 56.7 ± 0.7 

 

4.1.2 Synthesis of small tin-nickel nanoparticles via the co-addition method 

In order to synthesise bimetallic tin-nickel nanoparticles, the method used for the synthesis for the 

nickel nanoparticles was modified. There are two main ways in which this could be done; the 

addition of a Sn(II) precursor at the same time that the Ni(II) precursor was added or first forming 

the nickel nanoparticles before adding the Sn(II) precursor (see Figure 50). These synthetic routes 



114 
 

are described as the co-addition method and the sequential addition method respectively. The SnNi 

bimetallic nanoparticles prepared using the co-addition method are discussed in this section. 

 

Figure 50: Reaction schemes illustrating the differences between the co-addition and sequential addition synthesis 

methods for the SnNi bimetallic nanoparticles 

Figure 51 shows a TEM image of the nanoparticles and the corresponding particle size distribution. 

The average particle size was found to be 4.4 ± 1.3 nm, which is very similar to the nickel 

monometallic nanoparticles, but with a broader particle size distribution. This may indicate that the 

presence of the Sn(II) precursor during reduction is leading to less a uniform nucleation and growth 

of the nanoparticles.  

 

Figure 51: (a) TEM image and (b) particle size distribution for the co-addition SnNi particles 

The yield of the reaction, determined by ICP-OES, was found to be 56.2 ± 0.3 % with respect to 

nickel (Table 8), which is a reasonable yield and actually slightly higher than the analogous nickel 

only reaction. The nanoparticles were synthesised with a nominal Ni:Sn molar ratio of 3:1 and 

ICP-OES analysis confirmed that the Ni/Sn molar ratio (3.3 ± 0.2) was very close to the targeted ratio 

(Table 8).  
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4.1.3 Synthesis of small tin-nickel nanoparticles via the sequential addition method 

Since it was thought that the presence of the Sn(II) precursor during the reduction step may be 

detrimental to obtaining a narrow particle size distribution, bimetallic nanoparticles were then 

prepared using the sequential addition method. It was thought that this method may also lead to a 

more narrow distribution of Ni:Sn molar ratios, as the Sn(II) reagent will be slowly added using a 

syringe pump (2.6 mg(Sn) min-1) and so should be evenly added to the already formed nickel 

nanoparticles. Slow addition of the Sn(II) precursor is necessary to ensure that the concentration 

will remain below that required for nucleation, since this will result in the addition of tin to existing 

nickel nanoparticles rather than the formation of new tin nanoparticles.2 Figure 52 shows a TEM 

image of the SnNi nanoparticles prepared using the sequential addition method, as well as the 

corresponding particle size distribution. The average particle size was found to be 4.4 ± 0.8 nm 

which means the nanoparticles are of a similar size to both the monometallic nickel and bimetallic 

SnNi co-addition method nanoparticles. However, the particle size distribution is narrower than the 

bimetallic nanoparticles prepared using the co-addition method and is much more similar to that 

obtained for the monometallic nickel nanoparticles. This confirms that the presence of the Sn(II) 

precursor during the reduction, nucleation and growth of the nanoparticles is leading to a 

broadened particle size distribution. ICP-OES analysis revealed the nanoparticles had a lower yield 

of 13.9 ± 0.6 %. However, since these nanoparticles have been synthesised to act as a model 

catalyst and the yield still provided enough material to make a reasonable mass of catalyst for 

testing and analysis, the low yield was deemed acceptable. The nanoparticles were prepared with 

a nominal Ni:Sn molar ratio of 3:1, and ICP-OES analysis confirmed the nanoparticles had a Ni/Sn 

ratio of 2.9 ± 0.1, which is very close to the targeted ratio (see Table 8). 

 

Figure 52: (a) TEM image and (b) particle size distribution for the sequential addition SnNi particles 
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High resolution TEM (HRTEM) imaging of the nanoparticles revealed that the nanoparticles had a 

polycrystalline structure, with an example image shown in Figure 53a. The d-spacings were 

determined by carrying out a fast Fourier transform (FFT) of the image of the nanoparticle and were 

found to be 0.20 nm and 0.21 nm which correspond to Ni(111) and NiO(200) respectively (Figure 

53b). Therefore, the crystalline regions of the as made nanoparticles appear to remain as nickel 

metal or nickel oxide, with nothing to suggest significant tin incorporation. This could be consistent 

with the formation of core-shell nanoparticles, where the centre is nickel metal and the surface 

consists of a tin-containing phase. The tin is present in relatively low amounts, and so it is 

reasonable to assume it would not be possible to see this phase in TEM images, especially since the 

nanoparticles are small and therefore already challenging to image. Alternatively, the tin phase 

could be amorphous and therefore not produce any lattice fringes. The formation of core-shell 

nanoparticles would fit with the synthetic method used since nickel nanoparticles are first formed 

before tin is added, therefore it is reasonable to hypothesise that the tin would be added to the 

surface of the nickel nanoparticles and not necessarily be incorporated into the nickel centre. 

 

Figure 53: (a) HRTEM image of a SnNi sequ. add. nanoparticle and (b) FFT of the HRTEM image of the nanoparticle shown 

in (a) 

Figure 54 shows the pXRD patterns of the as prepared and reduced (at 300 °C and 350 °C) SnNi 

sequential addition nanoparticles. The pattern for the as prepared nanoparticles contains broad 

reflections, suggesting the particles are mostly amorphous or consist of very small crystallite sizes, 

which is consistent with the TEM images where the visible crystalline regions are limited to around 

1 – 2 nm, despite the nanoparticles being around 4 nm in size. After reduction at 300 °C (the 

pre-treatment used before catalytic reactions in later chapters), there is the introduction of some 

sharper reflections, in particular at around 42.3 °. Higher temperature reduction (350 °C) produces 

a very similar pattern, but with slightly sharper reflections. The reflections at 42.3 °, 71.8 ° and 86.8, 
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as well as a weak reflection at around 48.6 ° fit well with the expected reflections for cubic Ni3Sn 

(auricupride structure).3 The stoichiometry of this structure is consistent with the Ni:Sn molar ratio 

as determined by ICP analysis, and is also similar to the Ni-Sn phase observed by pXRD in the IWI 

catalysts (Chapter 5). Whilst Ni3Sn appears to fit well with several of the reflections, there are still 

some unaccounted for broader reflections. The unaccounted for reflections do not fit well with any 

expected structures (e.g. metallic nickel or tin, nickel-tin alloys, nickel and/or tin oxides, nickel 

and/or tin phosphides, nickel and/or tin carbides), however the reflections may roughly correspond 

to NiO. At this stage, it is hard to make a definitive assignment, however other nanoparticle samples 

(discussed later in this chapter) were found to contain nickel oxide after similar treatments. 

Additionally, whilst the samples were reduced prior to analysis and kept under inert atmosphere 

until around 30 minutes prior to analysis, they were exposed to air immediately prior to analysis 

and during analysis, which could lead to oxidation. HAADF-STEM imaging of the as prepared 

nanoparticles (discussed below and shown in Figure 56) revealed likely surface oxidation of the 

nanoparticles, so it does appear that these nanoparticles are susceptible to oxidation. 

 

Figure 54: (a) pXRD patterns of SnNi sequential addition nanoparticles for the as prepared (‘fresh’) nanoparticles and after 

reduction at 300 °C and 350 °C and (b) the nanoparticles after reduction at 350 °C compared to reference patterns of 

Ni3Sn (cubic, auricupride structure) and NiO. 

Whilst ICP-OES can provide the bulk molar ratio of Ni:Sn, it should be noted that it does not provide 

the elemental composition of individual nanoparticles. Therefore, there is the potential for there 

to be significant variation in the ratios of individual nanoparticles, with the most extreme situation 

being the formation of separate monometallic nickel and tin nanoparticles. Therefore, to confirm 

that bimetallic SnNi nanoparticles have been successfully synthesised, and to obtain a distribution 

of Ni:Sn molar ratios, a particle specific technique, such as STEM-EDX, is required.  

STEM-EDX is distinct from EDX analysis whilst operating in TEM mode. In TEM mode, it is only 

possible to obtain an EDX spectrum of the whole field of view, which means that the spectrum will 
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provide the average Ni:Sn ratio of all nanoparticles in the field of view. Therefore, TEM-EDX, like 

with ICP analysis, can only provide a bulk Ni:Sn ratio. In STEM mode, the electron beam is 

concentrated to a point on the surface of the sample, and so it is possible to obtain an EDX spectrum 

of a specific point in the field of view and therefore of an individual nanoparticle. Consequently, 

STEM-EDX analysis permits confirmation of the formation of SnNi bimetallic nanoparticles and 

provides a distribution of Ni:Sn ratios. 

Figure 55 shows the distribution of Ni:Sn molar ratios based on STEM-EDX analysis of individual 

nanoparticles prepared via the sequential addition method. The average Ni/Sn molar ratio was 

found to be 2.5 ± 0.9 and is close to the average determined by ICP analysis (2.9 ± 0.1), although 

the distribution is broader, as may be expected since ICP is a bulk technique that would average 

variations between individual nanoparticles. It should be noted that the data reported here are for 

a sample that was plasma cleaned prior to analysis. A set of data that was acquired without plasma 

cleaning was found to exhibit a lower Ni:Sn molar ratio, however organic contaminants (e.g. 

capping agent) were thought to be interfering with measurement (see experimental). 

 

Figure 55: The distribution of Ni:Sn molar ratios for the small SnNi nanoparticles, as determined by STEM-EDX analysis of 

individual nanoparticles  

STEM imaging can also be useful for obtaining more detailed images, since a high angle annular 

dark field (HAADF) camera can be used, which provides higher contrast. The increased contrast is 

illustrated in Figure 56a, where it can be seen that the nanoparticles have a core-shell structure, 

likely due to oxidation of the surface of the nanoparticles since they were exposed to air during 

sample storage.  

Additionally, whilst operating the microscope in STEM mode, it is possible to use EDX analysis to 

obtain elemental maps, which show the distribution of the chosen elements across the 

nanoparticles. STEM-EDX analysis was used to obtain elemental maps of the nanoparticles 

produced here and it can be seen that both nickel and tin are present in the nanoparticles (Figure 
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56b). However, due to the small size of the nanoparticles, the resolution was not high enough to 

obtain maps with sufficient detail to see the distribution of the metals within the nanoparticles. 

 

Figure 56: (a) HAADF-STEM image of the sequential addition SnNi nanoparticles and (b) elemental mapping 

The SnNi sequential addition nanoparticles were also analysed using near ambient pressure X-ray 

photoelectron spectroscopy (NAP-XPS), with the results shown in Figure 57. The Ni 2p spectra 

(Figure 57a and b) were recorded at 1100 eV and 1490 eV to probe different depths into the 

nanoparticles (kinetic energies (KE) of around 200 eV and 600 eV, corresponding to inelastic mean 

free paths (IMFP) of roughly 0.77 nm and 1.3 nm respectively4). The spectra for the as synthesised 

nanoparticles (room temperature, high vacuum) both have very little signal, which is likely due to 

the presence of large quantities of capping agent (or synthesis agents including entrained solvent) 

on the surface of the nanoparticles. Heating the sample to 300 °C in 1 mbar of H2 (to mimic the 

conditions of the reduction step carried out prior to catalysis), results in the appearance of a peak 

at around 852.6 eV, which corresponds to the Ni 2p3/2 peak for nickel metal.5 The corresponding 

Ni 2p1/2 peak (not shown in the figure) was also observed at around 869.8 eV. Heating the sample 

in hydrogen is likely to result in the removal of some capping agent, as seen by the significant 

decrease in the C 1s signal (Figure 57e) and the disappearance of the weak N 1s peak (Figure 57d). 

This confirms that it is the presence of capping agent that is preventing any signal from nickel in the 

as prepared nanoparticles. The sample was then cooled to 180 °C, still in 1 mbar of H2, to mimic the 

temperature at which catalysis is carried out and it can be seen that the nickel remains metallic.  

The Sn 3d spectra (Figure 57c and d) were recorded at two photon energies that resulted in kinetic 

energies, and therefore IMFP’s, similar to that obtained for the nickel spectra (photon energies of 

700 eV and 1100 eV to give KE’s of roughly 200 eV and 600 eV). The more surface sensitive 

spectrum for the as prepared nanoparticles (room temperature, high vacuum) does not contain any 
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peaks, which is consistent with the results of the nickel spectra and is again likely due to the 

presence of large amounts of capping agent. However, in the spectrum recorded at higher kinetic 

energy, there are two weak peaks present at 486.7 eV and 495.2 eV, which correspond to the 

Sn 3d5/2 and Sn 3d3/2 peaks of oxidised tin (SnO2) respectively.5 This provides an additional 

explanation for the absence of nickel in both the lower and higher kinetic energy spectra; tin is 

coating the surface of the as prepared nanoparticles and so in combination with large amounts of 

capping agent, it is not possible to get any significant nickel signal. The presence of a tin-based 

surface would fit well with the synthesis method employed since it involves the formation of nickel 

nanoparticle seeds followed by the addition of a tin precursor, which is expected to deposit on the 

nickel to form an overlayer. Additionally, the presence of an oxidised surface is consistent with the 

HAADF-STEM imaging which also evidenced oxidation of the surface of the nanoparticles. 

Heating the sample to 300 °C in 1 mbar of H2 results in strong peaks in both the lower and higher 

kinetic energy spectra, with the main peaks centred at 484.7 eV and 493.1 eV corresponding to the 

Sn 3d5/2 and Sn 3d3/2 peaks for metallic tin.5 However, especially in the lower kinetic energy, more 

surface sensitive spectrum, there is a significant tail on the higher binding energy side of the peak, 

suggesting that some oxide remains on the surface of nanoparticles and that the tin is not fully 

reduced. Cooling the sample to 180 °C in 1 mbar of H2 results in an increase in the shoulder that 

corresponds to oxidised tin. Since the sample was kept under reducing conditions (1 mbar H2), it is 

unclear as to the source of the oxygen. It is important to note that the standard reaction conditions 

have a significantly higher amount of hydrogen present (~1000 mbar vs 1 mbar), so it is unclear 

whether the oxidation observed here would still occur. However, this does highlight the ease at 

which the tin can be oxidised and suggests that it may be particularly susceptible to oxidation.  
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Figure 57: NAP-XP spectra of the SnNi sequential addition nanoparticles deposited on a silicon wafer recorded at room 

temperature under high vacuum (‘r.t. – no gas’), at 300 °C under 1 mbar of H2 (‘300C – H2’) and at 180 °C under 1 mbar 

of H2 (‘180C – H2’); (a) Ni 2p spectra recorded with a photon energy (Eph) of 1100 eV (kinetic energy (KE) of 250 eV), (b) 

Ni 2p spectra recorded with a Eph of 1490 eV (KE of 640 eV), (c) Sn 3d spectra recorded with a Eph of 700 eV (KE of 220 eV), 

(d) Sn 3d spectra recorded with a Eph of 1100 eV (KE of 620 eV), (e) C 1s spectra recorded at 1100 eV and (f) N 1s spectra 

recorded at 1100 eV. Binding energy was corrected as described in the experimental section (Chapter 2). 

The Ni:Sn ratios were then determined by comparing the corrected peak areas of similar kinetic 

energy spectra. At 300 °C in 1 mbar of H2, the most surface sensitive measurement reveals a Ni:Sn 

molar ratio of around 3:1, which then increases to around 4:1 when the sample is cooled to 180 °C. 

For the higher kinetic energy spectra, a significantly higher amount of tin is found at both 300 °C 

and 180 °C, with a Ni:Sn molar ratio of around 0.4 found in both cases. This indicates that the top 



122 
 

surface of the nanoparticles consists of a nickel rich Sn-Ni phase, which is then followed by a section 

of the nanoparticle that consists almost entirely of tin. HRTEM images suggest the centre 1 – 2 nm 

of the nanoparticles consists of nickel or nickel oxide, and so the core of the nanoparticles is then 

likely to consist of mostly nickel. A representation of the proposed structure for the nanoparticles 

based on these results is shown in Figure 58. 

 

Figure 58: A representation of the proposed structure for the SnNi sequential addition nanoparticles after reduction at 

300 °C and at the temperature at which catalysis is carried out (180 °C) based on the NAP-XPS results, with nickel shown 

in red and tin shown in green 

4.2 Synthesis of larger (~10 nm) colloidal nickel nanoparticles without a phosphine 

capping agent 

The nanoparticles synthesised in Section 4.1 were all ~4 nm in size, which meant that analysis by 

key techniques (e.g. TEM/STEM, pXRD) was challenging. Since the purpose of synthesising the 

colloidal nanoparticles was to be able to analyse them in greater detail, the smaller nanoparticles 

were not ideal candidates. Therefore, the synthesis of larger analogues was attempted. The 

synthesis of larger nickel nanoparticles with a narrow particle size distribution typically requires the 

use of sulfur or, more commonly, phosphorus containing capping agents, with tri-n-octylphosphine 

(TOP) frequently used in the literature.6-8 However, both sulfur and phosphorus will interact 

strongly with the surface of the nanoparticles, and so may impact catalysis or even lead to complete 

inactivity. Additionally, phosphorus incorporation has been noted when using TOP as a capping 

agent.9-14 Therefore, for this work it was hoped the use of phosphorus or sulfur containing capping 

agents could be avoided. The synthesis of larger nickel nanoparticles (~8 nm) with only an amine 

capping agent was reported by Hensen et al.15 using a seeded growth based method. However, 

even under the optimised conditions, there was clear evidence of a broader than desirable particle 

size distribution, which could lead to difficulties achieving an even addition of tin given the differing 

sizes of the preformed nickel nanoparticles. Whilst this seeded growth method led to a broader 

distribution of particle sizes than ideal, it did show some promise and identified that one of the key 
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reasons for improved results in their optimised synthesis was the rapid decomposition of the 

additional nickel precursor, which they achieved by heating to 220 °C. Here, an alternative seeded 

growth approach was attempted where additional nickel precursor will be co-fed with additional 

reducing agent into a solution of preformed nickel seeds in attempt to rapidly reduce the nickel 

precursor as it is added to the solution and so achieve even addition to the seeds.   

4.2.1 Synthesis of larger nickel nanoparticles via seeded growth with the addition of a Ni(II) 

pre-cursor (Ni(acac)2) 

The seeds for the larger nanoparticles were formed by carrying out the reaction described in 

Section 4.1.1, which leads to the formation of nickel nanoparticles that have a size of ~4 nm. The 

additional nickel was added to the seeds using a Ni(acac)2 based pre-cursor. Ni(acac)2 is not soluble 

in oleylamine/oleic acid at room temperature, however it has been found that by heating this 

mixture at 110 ºC overnight, the nickel pre-cursor remains soluble once it is cooled to room 

temperature. Whilst the exact complex or species that forms during the overnight reaction is 

unknown, it is likely that the oleylamine/oleic acid is interacting with the Ni(acac)2 to form a new 

species, since a variety of species are known to form under similar conditions with Pd(acac)2 and 

Pt(acac)2.16, 17 Since the nickel pre-cursor was in the Ni(II) oxidation state and needed to be reduced 

in order to be added to the seeds as nickel metal, a solution of BTB in oleylamine was co-fed with 

the Ni pre-cursor into the seed reaction mixture. Figure 59a and b show a typical TEM image of the 

nanoparticles formed during this reaction and the corresponding particle size distribution. The 

average particle size was found to be 6 ± 2 nm, however the particle size distribution obtained was 

bimodal and when compared to the nanoparticle size distribution obtained for a typical seed 

reaction (Figure 59c), it is clear that nanoparticles the size of nickel seeds are present, alongside a 

set of larger nickel nanoparticles. This suggests that along with a seeded growth-based mechanism, 

there is some nucleation of the additional nickel precursor, which is leading to the formation of 

new nanoparticles. Therefore, a seeded growth mechanism is unlikely to be a viable option for 

synthesising larger nickel nanoparticles. 
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Figure 59: (a) TEM image of the seeded growth nickel nanoparticles, (b) the corresponding particle size distribution and 

(c) a comparison of the particle size distribution of the nickel nanoparticle seeds to the particle size distribution of the 

seeded growth nickel nanoparticles. The number of particles were normalised in (c) to facilitate comparison of the 

distributions. 

4.3 Synthesis of larger colloidal nickel and tin-nickel nanoparticles (~10 – 15 nm) using a 

phosphine capping agent 

Whilst it is desirable to synthesise larger nickel nanoparticles without the use of a phosphine 

capping agent, as discussed above, this has so far been unsuccessful, therefore, larger nickel 

nanoparticles were prepared based on a synthesis reported by Mézailles et al.7 that used TOP as a 

capping agent. A reaction temperature of 210 ºC, rather than the 220 ºC reported in the paper, was 

employed, since the reaction was found to bump excessively at temperatures higher than 210 ºC. 

4.3.1 Synthesis of larger nickel nanoparticles (amorphous)  

The yield of the reaction (68.4 ± 0.9 %), as determined by ICP-OES, was found to be significantly 

higher than the reaction for the small nickel nanoparticles, which had a yield of <40 %. TEM was 

then used to characterise the nanoparticle size and size distribution (Figure 60). The nanoparticles 
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had a narrow size distribution, with an average particle size of 11.6 ± 1.3 nm. This particle size is 

slightly lower than that obtained by Mézailles et al.7 who reported an average particle size of 

15 ± 1 nm under similar conditions (but this could be due to the small change in temperature). The 

particle size distributions were consistent and narrow.  

HRTEM imaging of the nanoparticles (Figure 60c) revealed some important information; the 

nanoparticles were amorphous, not crystalline. Whilst the authors did not provide a pXRD pattern 

or HRTEM image of the nanoparticles produced with the same synthetic conditions used here, they 

did provide a pXRD pattern that corresponded to crystalline nickel metal for a different set of 

nanoparticles. Crucially, the nanoparticles for which the authors reported this pXRD pattern, were 

produced with a significantly lower TOP:Ni ratio (0.8 eq. of TOP compared to 4 eq. of TOP). The 

TOP:Ni ratio has been found to play a significant role in the extent of phosphorus incorporation 

during nickel nanoparticle synthesis, with higher amounts of TOP leading to the production of 

amorphous nickel phosphide nanoparticles.7, 9-11 Therefore, the amorphous morphology of the 

nanoparticles produced here is likely explained by the formation of an amorphous nickel phosphide 

phase and also suggests significant quantities of phosphorus have been incorporated into the 

nanoparticles. 
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Figure 60: (a) TEM image of the larger amorphous nickel nanoparticles, (b) the corresponding particle size distribution 

and (c) a HRTEM image illustrating the amorphous structure of the nanoparticles 

The structure and composition of the nanoparticles was further investigated using pXRD (Figure 

61). The pattern for the as prepared nanoparticles contained one broad reflection centred at 

around 45 °. The broadness of the reflection is indicative of a poorly crystalline structure, which is 

consistent with the HRTEM images of these nanoparticles that also showed an amorphous 

structure. Additionally, the position of the reflection, in combination with the broadness, fits well 

with the pattern reported in the literature for amorphous nickel phosphide nanoparticles prepared 

using similar methods.9, 10 Reduction of the nanoparticles at 300 °C resulted in the introduction of 

several additional reflections as well as slightly sharper reflections. The slight sharpening of the 

reflections suggests some small regions of crystallinity have formed upon reduction, however since 

the reflections are still relatively broad, it suggests only partial crystallisation and very small regions 

of crystallinity. The reflections observed in the pattern for the reduced nanoparticles fit well with 

Ni2P and NiO (Figure 61b). Although the sample was reduced, it was exposed to air immediately 

prior to and during measurement which may provide an explanation for the presence of oxidised 

nickel. The presence of Ni2P fits well with the fact that this synthesis appears to result in significant 
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phosphorus incorporation, such that the as synthesised nanoparticles are amorphous nickel 

phosphide. Reduction of these nanoparticles has then led to the amorphous nickel phosphide 

partially crystallising to form Ni2P. 

 

Figure 61: (a) pXRD patterns for the as prepared (‘fresh’) amorphous nickel phosphide nanoparticles after deposition onto 

a silicon wafer, as well as after reduction at 300 °C and (b) a comparison of the pattern for the nanoparticles after 

reduction at 300 °C to reference patterns for Ni2P (red)18 and NiO (blue).19 The patterns are vertically offset for clarity. 

The amorphous nickel phosphide nanoparticles were then analysed using NAP-XPS (Figure 62). The 

Ni 2p spectra (Figure 62a and b) were recorded with photon energies of 1100 eV and 1650 eV (KE’s 

of ~200 eV and 800 eV respectively). The lower kinetic energy spectrum for the as synthesised 

nanoparticles (room temperature, high vacuum) contains two main peaks; a weak peak at 852.4 eV 

and a stronger peak at 855.8 eV. The peak at 852.4 eV fits well with the Ni 2p3/2 peak for metallic 

nickel,5 indicating that the surface of the as prepared nanoparticles does contain some amount of 

metallic nickel. It should also be noted that despite a small charge transfer from nickel to 

phosphorus in nickel phosphide materials, this typically does not result in an observable of shift of 

the peak compared to metallic nickel.20-22 The assignment of the larger peak at 855.6 eV is less 

certain and frequently debated in the literature. It is often assigned to Ni3+ species,23, 24 possibly as 

part of a structure such as Ni2O3, however it has also been proposed to correspond to lattice 

distortions that form due to vacancies in nickel oxide25 or nickel hydroxide species.26 Marcu et al.27 

found that increasing amounts of phosphorus on the surface of nickel oxide particles corresponded 

to an increase in the intensity of a peak at 855.6 eV, suggesting the presence of phosphorus is 

promoting the formation of this species. Ultimately, the presence of this peak, along with the fact 

that it is relatively strong compared to the metallic nickel peak in the lower kinetic energy spectrum, 

suggests a significant portion of the surface is higher oxidation state nickel in the as prepared 

nanoparticles. In the higher kinetic energy Ni 2p spectrum, the Ni 2p3/2 peak at 852.6 eV which 

corresponds to metallic nickel, or Ni+
 as part of nickel phosphide, is significantly stronger compared 
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to the Ni 2p3/2 peak at around 855.8 eV that corresponds to oxidised nickel species. This indicates 

that it is only the top surface that has significant oxidation, and that the bulk of the nanoparticles 

remain as nickel metal or nickel phosphide.  

The sample was then heated to 300 °C in 1 mbar of hydrogen to mimic the conditions used in the 

reduction step carried out prior to catalysis. In both the lower and higher kinetic energy spectra, 

this results in an increase of the peak corresponding to metallic nickel or Ni+ compared to the peak 

that corresponds to oxidised nickel. However, particularly for the lower kinetic energy spectrum, 

the peak corresponding to oxidised nickel species does still remain and so the surface is not fully 

reduced. The sample was then cooled to 180 °C, still in 1 mbar of H2, since this is the temperature 

at which catalysis is carried out, and in both the lower and higher kinetic energy spectra, there are 

no significant changes in the extent of reduction. 

The P 2p spectra (Figure 62c and d) were also recorded with different photon energies to probe 

different depths into the nanoparticles (photon energies of 550 eV and 1100 eV corresponding to 

KE’s of ~400 eV and ~1000 eV respectively). The lower kinetic energy spectrum for the as prepared 

nanoparticles (room temperature, high vacuum) contains two main peaks; one centred at 133 eV 

and one at 129.3 eV. The P 2p3/2 and P 2p1/2 peaks are only separated by around 0.84 eV,5 meaning 

that they commonly overlap and that it is likely that the two peaks observed here actually consist 

of contributions from both the P 2p3/2 and P 2p1/2 peaks. The higher binding energy peak at around 

133 eV has been previously assigned as phosphorus as part of the TOP capping agent interacting 

with surface of the nanoparticles, whereas the lower binding energy peak at 129.3 eV was assigned 

as P- species as part of nickel phosphide.28 This therefore confirms the presence of nickel phosphide 

on the surface of the nanoparticles. The higher kinetic energy spectrum contains the same two 

peaks, however there is a significant increase in the intensity of the phosphide peak when 

compared to the intensity of the capping agent peak, which is consistent with the formation of 

amorphous nickel phosphide nanoparticles. If the bulk of the nanoparticles consists of nickel 

phosphide and TOP is only on the surface of the nanoparticles, then probing deeper into the 

nanoparticles would result in an increase in the amount of phosphide species observed when 

compared to the capping agent. 

Heating the sample to 300 °C in 1 mbar of H2, followed by subsequent cooling to 180 °C, had little 

effect on any of the P 2p spectra, apart from slight increases in the intensity of the phosphide peak 

compared to the capping agent. Possible explanations for this slight increase include the heating of 

the sample resulting in increased phosphorus incorporation to the nanoparticles, migration of 

phosphorus from the bulk of the nanoparticles to the surface or a decrease in the amount of 
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capping agent present on the nanoparticles (which would attenuate the signals). The intensity of 

the C1s peak (Figure 62e) and the weak N1s peak (Figure 62f) remain relatively unaltered, which 

suggests that a decrease in capping agent can likely be ruled out as a possible explanation for the 

relative increase in the phosphide peak intensity. Carenco et al.28 found that, in the presence of a 

Ni(111) surface, temperatures of as low as 150 °C were enough to decompose the phosphine 

capping agent used to prepare these nanoparticles (TOP), leading to phosphorus incorporation. 

Therefore, whilst migration of phosphorus from the bulk cannot be ruled out, additional 

phosphorus incorporation is likely to be occurring under the conditions employed here. 
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Figure 62: NAP-XP spectra of the amorphous nickel phosphide nanoparticles deposited on a silicon wafer recorded at 

room temperature under high vacuum (‘r.t. – no gas’), at 300 °C under 1 mbar of H2 (‘300C – H2’) and at 180 °C under 1 

mbar of H2 (‘180C – H2’); (a) Ni 2p spectra recorded with a photon energy (Eph) of 1100 eV (kinetic energy (KE) of 250 eV), 

(b) Ni 2p spectra recorded with a Eph of 1490 eV (KE of 640 eV), (c) P 2p spectra recorded with a Eph of 550 eV (KE of 

420 eV) (d) P 2p spectra recorded with a Eph of 1100 eV (KE of 970 eV) (e) C 1s spectra recorded at 1100 eV and (f) N 1s 

spectra recorded at 1100 eV. Binding energy was corrected as described in the experimental section (Chapter 2). 

The presence of phosphorus in the nanoparticles was further investigated using Raman 

spectroscopy. Arrigo et al.11 found that if there was enough phosphorus incorporation for the 

produced nanoparticles to form amorphous nickel phosphide, it was possible to detect a peak in 

the Raman spectrum at around 600 cm-1 that confirmed the presence of Ni-P bonds in the sample. 

Therefore, since amorphous nanoparticles were produced suggesting significant phosphorus 
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incorporation, the nanoparticles were analysed using Raman spectroscopy (see Figure 63). 

Unfortunately, the only signals detected in the region corresponded to peaks produced by the 

silicon wafer that the nanoparticles were deposited on. There are a number of possible 

explanations for the absence of the peak, such as the amount of phosphorus incorporation in the 

nanoparticles produced here is lower than that of Arrigo et al.11 or the assignment of the peak at 

600 cm-1 to Ni-P bonds is inaccurate since it was based on the Raman spectrum of NiPS3 where the 

authors assign the peak at ~600 cm-1 to part of a doubly-degenerate pair of bands for the νd(PS3) 

vibration.29 

 

Figure 63: Raman spectrum of the amorphous nickel nanoparticles deposited on a silicon wafer for analysis. 

4.3.2 Synthesis of larger amorphous tin-nickel nanoparticles 

The incorporation of phosphorus into the nanoparticles is, as discussed above, likely to affect 

catalytic performance, and may also complicate structural analysis. However, as discussed in 

Chapter 6, these amorphous nanoparticles were still found to be active for furfural hydrogenation, 

so it was decided to continue with this synthetic route and modify the synthesis to produce 

Sn-doped nickel phosphide nanoparticles.  The synthesis was carried out in a similar way to the 

sequential addition method described previously for the smaller SnNi bimetallic nanoparticles 

(Section 4.1.3), since that method was found to give a narrower particle size distribution than the 

co-addition method. Therefore, in this synthesis, the nickel phosphide nanoparticles were first 

formed by carrying out the standard reaction and then a solution of the Sn(II) precursor dissolved 

in 1-octadecene was added using a syringe pump. A Ni:Sn ratio of 3:1 was chosen to match the 

Ni:Sn ratios used for the smaller SnNi nanoparticles discussed in Section 4.1. ICP-OES analysis (Table 

8) revealed the nanoparticles had a 35.5 ± 0.5 % yield and a Ni/Sn molar ratio of 4.19 ± 0.08 which 

is slightly higher than the targeted ratio, but acceptable for the intended purpose. A TEM image 

and the corresponding particle size distribution are shown in Figure 64. The average particle size 

was found to be 13.6 ± 1.4 nm, which means the nanoparticles have, as expected, a slightly larger 
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particle size than the nickel phosphide nanoparticles but maintain a narrow particle size 

distribution.  

 

Figure 64: (a) TEM image of the larger SnNi (1:3) amorphous nanoparticles and (b) the corresponding particle size 

distribution 

HAADF-STEM imaging of the nanoparticles revealed a core-shell structure, which was confirmed by 

STEM-EDX mapping and shows the nanoparticles have a nickel-based core and a tin-based shell 

(Figure 65). This fits well with the synthetic route chosen, since the nickel phosphide nanoparticles 

are first formed, followed by the addition of tin which is then deposited on the surface of the nickel 

phosphide nanoparticles. However, it should be noted that in the HAADF-STEM image, the core is 

brighter than the shell, which is not consistent with the shell consisting only of tin metal since tin is 

heavier than nickel and would appear brighter in the HAADF-STEM image. Therefore, the tin-based 

shell is likely to consist of either a tin oxide or phosphide. 

 

Figure 65: (a) HAADF-STEM image of the larger SnNi (1:3) amorphous nanoparticles and (b) elemental mapping 
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Figure 66a shows pXRD patterns for the as prepared nanoparticles as well as for nanoparticles after 

reduction at 300 ºC and 400 ºC. The pattern for the as prepared nanoparticles contains two broad 

reflections that appear at around 25 – 37 º and 40 – 50 º, which confirms the poorly crystalline 

morphology of the nanoparticles and suggests that a substantial amount of phosphorus has been 

incorporated into the nanoparticles. The pattern for the nanoparticles that were reduced at 300 ºC 

is very similar to the pattern of the as prepared sample, apart from the appearance of a slightly 

sharper reflection at 47.9 º, which suggests the sample is starting to crystallise. Increasing the 

reduction temperature to 400 ºC produced a clear crystalline pattern. Several of the main 

reflections were found to fit well with Ni3Sn2, with the remaining key reflections tentatively 

assigned to Ni10SnP3 (see Figure 66b). A Rietveld refinement of the pattern for the nanoparticles 

reduced at 400 ºC, based on Ni3Sn2 and Ni10SnP3, is shown in Figure 66c. The calculated pattern fits 

fairly well with experimental pattern, however there are some differences, particularly for the 

reflections that correspond to the Ni10SnP3 structure.  This could be due to a variety of factors 

including small differences in the composition of the phase or effects due to strain caused by the 

small crystallite size of the phase. The Rietveld refinement estimated the sample composition to be 

34 % Ni3Sn2 and 66 % Ni10SnP3. STEM-EDX mapping of the fresh nanoparticles showed a clear 

core-shell structure, with the centre composed of nickel and the shell consisting of a tin based 

phase. However, after reduction at 400 ºC, both of the bulk phases identified by pXRD contained 

nickel and tin, which implies that reduction at 400 ºC leads to the migration of tin from the surface 

to the bulk of the nanoparticles. Additionally, 66.0 % of the sample was composed of a phase that 

contained phosphorus (Ni10SnP3), which confirms that a significant amount of phosphorus is being 

incorporated into the nanoparticles. It should be noted however that prior to carrying out furfural 

hydrogenation, the catalyst is reduced at 300 ºC and so the catalyst used for furfural hydrogenation 

is likely to be mostly amorphous, with some small crystalline regions. It should also be noted that, 

as discussed in Chapter 6, this catalyst was found to be inactive, and so the phases identified here 

may be inactive for furfural hydrogenation.   
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Figure 66: (a) pXRD of larger SnNi (1:3) amorphous nanoparticles; ‘as prepared’ refers to a sample where the nanoparticles 

were drop cast onto a silicon wafer, ‘red. 300 ºC’ refers to a sample where the nanoparticles were reduced at 300 ºC once 

deposited on the silicon wafer and ‘red. 400 ºC’ refers to a sample where the nanoparticles were reduced at 400 ºC once 

deposited on the silicon wafer.  The data is vertically offset for clarity. (b) pXRD pattern of the nanoparticles reduced at 

400 ºC compared to reference patterns of Ni3Sn2 (red)30 and Ni10SnP3 (blue).31 (c) A Rietveld refinement of the pXRD 

pattern of the nanoparticles reduced at 400 ºC, based on Ni3Sn2 and Ni10SnP3  

Since the nanoparticles with a Ni:Sn ratio of 3:1 were found to be inactive for furfural 

hydrogenation, analogous nanoparticles were prepared with significantly lower amounts of tin 

(Ni:Sn molar ratios of 20:1 and 50:1). The nanoparticles with a nominal Ni:Sn molar ratio of 20:1 

were found to have a yield (based on nickel) of 74 ± 1 % and a Ni/Sn molar ratio of 18.1 ± 0.7, which 

is close to the targeted ratio. Figure 67a and b show a TEM image and the particle size distribution 

for the nanoparticles prepared with a Ni:Sn ratio of 20:1. The nanoparticles were found to have an 

average particle size of 10.9 ± 1.2 nm, which is similar to the other nanoparticles prepared using 

this method. HRTEM imaging of the nanoparticles (Figure 67c) shows that the nanoparticles have 

an amorphous core with a polycrystalline shell. The amorphous core is consistent with the parent 
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nanoparticles forming amorphous nickel phosphide. The addition of Sn appears to lead to a 

crystalline phase forming on the surface of the nanoparticles, however considering the low tin 

loading in this sample (Ni:Sn molar ratio of 20:1), the thickness of the layer is inconsistent with a Sn 

only phase. Additionally, the centre of the nanoparticles is darker than the shell, which supports 

the prior suggestion that the outer layer is not consistent with a tin only phase as tin is heavier than 

nickel so should appear darker. In an attempt to identify the crystalline phase forming on the 

surface of the nanoparticles, a FFT of the image was carried out, with the result shown in Figure 

67d. The d-spacing was found to be 0.21 nm, which fits well with NiO(200). FFT analysis of other 

HRTEM images of the nanoparticles commonly showed d-spacings of 0.21 nm and 0.24 nm 

(consistent with NiO(111)), and so the crystalline phase observed can reasonably be assigned as 

NiO. Therefore, the nanoparticles likely consist of an amorphous nickel phosphide core and a 

polycrystalline NiO shell and so does not suggest an answer to the question of where the Sn is 

located.  

 

Figure 67: (a) TEM image of the larger SnNi (1:20) amorphous nanoparticles, (b) the corresponding particle size 

distribution, (c) a HRTEM image of the nanoparticles and (d) FFT of the image of the nanoparticle shown in (c) 
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HAADF-STEM imaging was consistent with the HRTEM imaging, showing the nanoparticles had a 

core-shell structure (Figure 68a). Elemental mapping was also carried using STEM-EDX (Figure 68b), 

however whilst it was clear that the nanoparticles contained both nickel and tin, the tin signal was 

too low to determine if it was sitting on the surface of the nanoparticles, like observed for the 

nanoparticles that had a Ni:Sn molar ratio of 3:1. However, since the nanoparticles were prepared 

in an analogous method, it is reasonable to assume that these nanoparticles when synthesized will 

also have a core composed of a nickel-based phase and shell composed of a tin-based phase. 

 

Figure 68: (a) HAADF-STEM image of the larger SnNi (1:20) amorphous nanoparticles and (b) elemental mapping 

Figure 69 shows the pXRD patterns of the amorphous SnNi nanoparticles (Ni:Sn molar ratio of 20:1) 

after reduction at 300 °C and 400 °C. The pXRD pattern of the as prepared nanoparticles (i.e. drop 

cast onto the silicon wafer with no other treatment; pattern not shown here) contained a very 

broad reflection centred around 27 ° and some sharp reflections that corresponded to silicon (likely 

due to a defect in the silicon wafer). The broad reflection indicates that the as prepared 

nanoparticles are poorly crystalline, as expected based on the HRTEM images that indicate the 

nanoparticles consist of an amorphous core and a polycrystalline NiO shell. Reducing the 

nanoparticles at 300 °C led to the introduction of several reflections and these reflections 

sharpened after reduction at 400 °C. Most of the reflections fit well with those for NiO, however 

there is an unidentified reflection at around 48.9 °. Robinson et al.10 also reported unidentified 

reflections at around 50 ° in the pXRD pattern of nickel nanoparticles prepared using TOP as a 

capping agent (although a higher reaction temperature of 350 °C was employed). These reflections 

were assigned to impurities. The fact that the main reflections in the patterns here correspond to 

NiO, despite reduction at either 300 °C or 400 °C, is likely due to the samples being exposed to air 

prior to and during analysis, resulting in oxidation. Although there are some unidentified phases 

present in the sample (i.e. the reflection at 48.9 °), it should be noted that there is no clear evidence 

for the formation of nickel phosphide species (no nickel phosphide structures were found to 

account for the reflection) unlike that seen for the nickel only nanoparticles prepared using this 
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method, which consisted of NiO and Ni2P after reduction at 300 °C. This suggests that tin, even in 

the small quantities used in these nanoparticles, is either affecting the crystallisation of the nickel 

phosphide phase, leading to the segregation of nickel and phosphorus or altering the 

structure/composition of the nickel phosphide phase present. If the latter were true, this may 

explain presence of the reflection for the unidentified phase at around 48.9 °.  

 

Figure 69: (a) pXRD of larger SnNi (1:20) amorphous nanoparticles; the nanoparticles were drop cast onto a silicon wafer 

and then reduced at 300 °C (‘ 300 ºC’) and 400 °C (‘400 °C’). The patterns are vertically offset for clarity. (b) pXRD pattern 

of the nanoparticles reduced at 400 ºC compared to a reference pattern of NiO.19 

In order to further investigate the crystallinity of the nanoparticles after reduction at 300 ºC, the 

nanoparticles were deposited onto a SiOx grid, reduced at 300 ºC and then imaged using TEM 

(Figure 70). Some of the nanoparticles formed large agglomerations and those that remained a 

similar size to the as prepared nanoparticles developed large shells encapsulating them. This 

encapsulation effect was not seen in subsequent work with the samples that had been supported 

on silica catalyst supports, and then heat treated, and so it was suspected this was due to some 

interaction of the grid with the nanoparticles during reduction. HRTEM images revealed that the 

nanoparticles were crystalline, which is in contrast to the pXRD results that showed the sample was 

mostly poorly crystalline after reduction at 300 ºC. Carrying out FFT’s of the HRTEM images of the 

nanoparticles (Figure 70d) revealed the had nanoparticles had d-spacing’s that fitted well with 

those expected for Ni2P (Ni2P(111) = 0.221 nm, Ni2P(201) = 0.203 nm and Ni2P(211) = 0.167 nm). 

However, only a small number of HRTEM images were able to be obtained since the grid was found 

to move back and forth fairly rapidly at higher magnifications, likely due to the fact that the grid 

was SiOx based and so susceptible to beam damage. This, coupled with the encapsulation of the 

nanoparticles, means that the reliability of the data is likely lower.  
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Figure 70: Larger SnNi (1:20) amorphous nanoparticles after reduction at 300 ºC on a SiOa/FORMVAR copper TEM grid; 

(a) TEM image, (b) and (c) HRTEM images and (d) FFT of the image of the nanoparticle shown in (c) 

The amorphous SnNi nanoparticles (nominal molar Ni:Sn ratio of 20:1) were then further analysed 

using NAP-XPS (Figure 71). The Ni 2p spectra (Figure 71a and b) were recorded with photon energies 

of 1100 eV and 1650 eV in order to probe different depths into the nanoparticles (KE’s of ~200 eV 

and ~800 eV respectively). The lower kinetic energy spectrum of the as prepared nanoparticles had 

a weak peak at 853.5 eV and a second weak peak at 856.7 eV. The first peak fits well with the 

Ni 2p3/2 peak for nickel oxide5 and the second peak can be tentatively assigned as the Ni 2p3/2 peak 

for a Ni3+ species that is thought to correspond to oxidised nickel that forms in the presence of 

phosphorus.27 The higher kinetic energy spectrum contains the same two peaks that are present in 

the lower kinetic energy spectrum, however the intensity of the peak that corresponds to standard 

nickel oxide is significantly more intense relative to the peak that corresponds to the nickel oxide 

species that forms in the presence of phosphorus. Therefore, unlike in the analogous nickel-only 

nanoparticles, the surface of the as prepared SnNi nanoparticles consists of only oxidised nickel 

species, suggesting that the presence of tin may be promoting the oxidation of nickel.  
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The sample was then heated to 300 °C in 1 mbar of H2 to mimic the conditions employed during the 

reduction step prior to catalysis. In both the lower and higher kinetic energy spectra, this results in 

a strong peak at around 852.7 eV that corresponds to the Ni 2p3/2 peak for nickel metal5 or Ni+ 

species as part of nickel phosphide.20-22 However, in the lower kinetic energy, more surface sensitive 

spectrum, there is still a small contribution from oxidised nickel species, indicating that the surface 

is not fully reduced. The temperature was then lowered to 180 °C since this is the temperature at 

which catalysis is carried out and for both the lower and higher kinetic energy spectra it can be seen 

that there is no significant change in the extent of reduction. 

The Sn 3d spectra (Figure 71c and d) were also recorded with different photon energies, such that 

the KE’s would roughly match those used for the nickel spectra (photon energies of 700 eV and 

1300 eV, which corresponds to KE’s of ~200 eV and 800 eV). The spectra of the as prepared 

nanoparticles for both the lower and higher kinetic energy spectra contain two peaks at 487.3 eV 

and 495.7 eV. These binding energies fit with those expected for the 3d5/2 and 3d3/2 peaks for SnO2.5 

However, the formation of tin phosphides, such as trigonal Sn3P4, results in Sn2+ and Sn4+ species 

that have very similar binding energies to those found for tin oxide.32 Since these nanoparticles are 

synthesised using a phosphine capping agent and there was clear evidence of significant 

phosphorus incorporation in the analogous nickel-only nanoparticles, it is certainly a possibility that 

tin phosphides may be forming.  

Heating the sample to 300 °C in 1 mbar of H2 gave spectra, at both lower and higher energies, where 

the main peaks (487.3 eV and 495.7 eV) were consistent with those observed in the as prepared 

nanoparticles. However, small shoulders are now observed at 484.8 eV and 493.1 eV which are 

consistent with the 3d5/2 and 3d3/2 peaks for metallic tin.5 This means that only a small portion of 

the tin present has been reduced to tin metal, with the large majority remaining as the Sn2+ and/or 

Sn4+ species identified in the as prepared nanoparticles. In the small phosphorus-free SnNi 

nanoparticles, it was observed that the tin was particularly susceptible to oxidation, however 

despite this susceptibility, at 300 °C the majority of the tin was present as metal. Whilst this does 

raise the possibility that the presence of phosphorus may be promoting the oxidation of tin further, 

the fact that so little tin is reduced means that if this the case, it must be a particularly strong effect 

and so other explanations should be considered. As discussed above, it is definitely possible that 

tin phosphides, such as trigonal Sn3P4, may form during synthesis, as well as, in this case, during 

heating to 300 °C in H2. This type of tin phosphide would result in Sn2+ and Sn4+ species and the 

structure could be stable to reducing conditions, which would provide an explanation as to why the 

majority of the tin present is not reduced to metallic tin. Whilst it is not possible to definitively 

determine the cause for the resistance to reduction, the formation of tin phosphide may provide a 
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plausible explanation that fits well with the fact that a significant amount of phosphorus 

incorporation is known to occur with the synthesis method used for these nanoparticles. When the 

sample is then cooled to 180 °C, the spectra at both lower and higher kinetic energies remain fairly 

similar to those at 300 °C, apart from a slight decrease in the metallic tin peak relative to the 

oxidised tin/tin phosphide peak.  

Initially, the P 2p spectra were obtained with a photon energy of 330 eV and 930 eV to match the 

kinetic energies used for the nickel and tin spectra. However, as can be seen with the spectra for 

the as prepared nanoparticles (room temperature, high vacuum), this resulted in very weak signals 

(Figure 71e and f), particularly for the lower kinetic energy spectrum. Therefore, for the remaining 

spectra, photon energies of 550 eV and 1100 eV were used. Whilst it is not possible to get much 

information from the lower kinetic energy spectrum for the as prepared nanoparticles, the higher 

kinetic energy spectrum does contain two peaks at 133.6 eV and 129.8 eV. As discussed previously, 

the P 2p3/2 and P 2p1/2 peaks are only separated by around 0.84 eV,5 meaning that significant 

overlap typically occurs and that they often appear as one peak. Similar to that observed in the 

nickel-only equivalent of these nanoparticles, the peak at 133.6 eV can be assigned to the 

phosphine capping agent interacting with the surface and the lower kinetic energy peak at 129.8 eV 

can be assigned as phosphide, either due to the formation of nickel phosphide, tin phosphide or a 

combination of the two.28 Heating the sample to 300 °C in 1 mbar of H2 and subsequent cooling to 

180 °C does not result in significant changes to the spectra recorded at both lower and higher 

kinetic energies. 

Similar to the spectra obtained for the small phosphorus-free SnNi nanoparticles, heating the 

sample to 300 °C in H2 results in a significant decrease in the C 1s peak (Figure 71g), as well as the 

disappearance of the weak N 1s peak (Figure 71h), indicating the removal of a significant amount 

of capping agent. This provides a good explanation for the weaker tin, and particularly nickel, signals 

for the as prepared nanoparticles when compared to the data obtained after the reduction step. 
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Figure 71: NAP-XP spectra of the amorphous SnNi nanoparticles (molar Ni:Sn ratio of 20:1) deposited on a silicon wafer 

recorded at room temperature under high vacuum (‘r.t. – no gas’), at 300 °C under 1 mbar of H2 (‘300C – H2’) and at 

180 °C under 1 mbar of H2 (‘180C – H2’); (a) Ni 2p spectra recorded with a photon energy (Eph) of 1100 eV (kinetic energy 

(KE) of 250 eV), (b) Ni 2p spectra recorded with a Eph of 1490 eV (KE of 640 eV), (c) Sn 3d spectra recorded with a Eph of 

700 eV (KE of 220 eV), (d) Sn 3d spectra recorded with a Eph of 1100 eV (KE of 620 eV), (e) P 2p spectra recorded at 330 eV 

for the r.t. spectrum and 550 eV for the higher temperature spectra (KEs of 200 eV and 420 eV respectively) (f) P 2p 

spectra recorded at 930 eV for the r.t. spectrum and 1100 eV for the higher temperature spectra (KEs of 800 eV and 

970 eV respectively) (g) C 1s spectra recorded at 1100 eV and (h) N 1s spectra recorded at 1100 eV. Binding energy was 

corrected as described in the experimental section (Chapter 2). 
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The Ni:Sn molar ratios at different depths were then determined by comparing the corrected areas 

for the nickel and tin peaks from the spectra recorded with the lower and higher kinetic energies. 

The Ni:Sn molar ratio for the most surface sensitive measurement (KE of ~200 eV) after heating the 

sample to 300 °C in 1 mbar of H2 was found to be around 3:1. Cooling the sample to 180 °C did not 

lead to any significant changes in the Ni:Sn molar ratio. The ratios obtained here are remarkably 

similar to those found for the small phosphorus-free SnNi nanoparticles, where the Ni:Sn ratios 

were found to be around 3:1 at 300 °C and around 4:1 at 180 °C. This provides a good explanation 

for the very similar furfuryl alcohol selectivity of these catalysts (discussed in later chapters), 

despite having very different bulk Ni:Sn molar ratios (around 3:1 for the small phosphorus-free 

version, and around 20:1 for the amorphous SnNi version). 

The Ni:Sn ratio using the higher kinetic energy spectra (KE of ~800 eV) was found to be around 0.7:1 

at 300 °C in 1 mbar of H2, with a slight increase to around 0.8:1 after cooling to 180 °C. This indicates 

that whilst the top surface consists of a nickel-rich SnNi phase, there is a region below that is 

enriched with tin. As the total tin in the particle would correspond to only around 1 monolayer of 

atoms at the surface (slightly more in lower layers) the strength of the tin signal relative to nickel 

observed by XPS at the higher kinetic energy strongly points to all the tin being near the surface 

with a nickel overlayer (the calculation for the thickness of the Sn layer is detailed in Appendix 3). 

Again, this result is similar to that found for the small phosphorus-free SnNi nanoparticles. Although 

very different synthetic procedures were used to prepare the nanoparticles, the same methodology 

was used; nickel nanoparticles were first formed, followed by the addition of a tin precursor. This 

method may be expected to result in a layer of tin on the surface of the nickel nanoparticles, and 

so this fits well with the XPS results that indicate a tin-rich layer. Since these nanoparticles were 

amorphous, it was not possible to observe lattice fringed by HRTEM imaging. Therefore, this 

technique could not be used to determine whether tin was incorporated into the core of the 

nanoparticles. However, the addition of tin to the nanoparticles did result in the formation of a 

polycrystalline shell that was identified as nickel oxide and showed no identifiable contributions 

from tin. This implies it is likely that there is not any significant tin incorporation into the bulk of the 

nanoparticles in general and so the amorphous region likely consists of nickel phosphide. Therefore, 

after reduction at 300 °C and at catalytic temperatures, the nanoparticles likely have a structure 

similar to that shown in Figure 72, where the top surface consists of a nickel-rich SnNi layer, 

followed by region consisting almost entirely of tin-based species and then core consisting of nickel 

phosphide-based species. 
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Figure 72: A representation of the proposed structure for the amorphous SnNi nanoparticles (nominal Ni:Sn molar ratio 

of 20:1) after reduction at 300 °C and at the temperature at which catalysis is carried out (180 °C) based on the NAP-XPS 

results, with nickel shown in red and tin shown in green 

Nanoparticles with a nominal Ni:Sn ratio of 50:1 were also prepared using this method. The 

nanoparticles were found to have a yield (based on nickel) of 68.8 ± 0.6 % and a Ni/Sn molar ratio 

of 33.6 ± 0.7, which is significantly lower than the targeted ratio. This is likely because the targeted 

amount of tin in these nanoparticles is so low that small variations in the amount of tin added will 

lead to large differences in the Ni:Sn molar ratio. However, this ratio is still significantly higher than 

the previous nanoparticle sample that had a Ni/Sn molar ratio of ~18, and so the effect of differing 

tin contents can still be determined. Figure 73a and b show a TEM image and the corresponding 

particle size distribution, with the nanoparticles found to have an average particle size of 

11.3 ± 1.6 nm. The average particle size and particle size distribution are consistent with the other 

nanoparticles prepared using this method. HRTEM imaging (Figure 73c) of the nanoparticles 

revealed they have a core-shell structure, with an amorphous core and a polycrystalline shell. The 

nanoparticles prepared using an analogous method but with a Ni:Sn ratio of 20:1 also had a 

core-shell structure, identified as a nickel phosphide core and polycrystalline NiO shell, and so it is 

likely that these nanoparticles are similar.  
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Figure 73: (a) TEM image of the larger SnNi (1:50) amorphous nanoparticles, (b) the corresponding particle size 

distribution and (c) a HRTEM image of the nanoparticles 

HAADF-STEM imaging (Figure 74a) of the nanoparticles confirmed the core-shell structure of the 

nanoparticles observed by HRTEM. Elemental mapping using STEM-EDX was also carried out, 

however, like with the sample with a Ni:Sn molar ratio of 20:1, the tin signal was not strong enough 

to determine anything other than that the nanoparticles contain both nickel and tin as expected. 
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Figure 74: (a) HAADF-STEM image of the larger SnNi (1:50) amorphous nanoparticles and (b) elemental mapping 

4.3.3 Synthesis of larger crystalline nickel nanoparticles 

As discussed in Section 4.3.1, there is clear evidence that amorphous nanoparticles are produced 

using the synthetic method outlined by Mézailles et al.7, which suggests significant amounts of 

phosphorus incorporation. Whilst phosphorus incorporation is likely to occur to some extent 

regardless of the synthetic conditions if TOP is used as a capping agent,12 limiting this incorporation 

may help to minimise any effects of the phosphorus. Therefore, nanoparticles were prepared using 

a method based on that reported by Emmerling et al.8, which used the lower TOP:Ni ratio of 2. 

Tracy et al.9 showed that the P:Ni ratio, as well as reaction temperature, is key in determining the 

morphology, structure and composition of nickel nanoparticles prepared using TOP as a capping 

agent, with lower P:Ni ratios being claimed to favour the formation of nickel metal nanoparticles 

with less phosphorus incorporation. Therefore, the lower P:Ni ratio used in the synthesis outlined 

by Emmerling et al.8 should favour the production of crystalline nickel metal nanoparticles with 

limited phosphorus incorporation. 

Initially the reaction was carried out using diphenyl ether (DPE) as the solvent (the authors reported 

the use of dibenzyl ether (DBE), however the properties of DPE were thought to be similar enough 

to DBE that it could substituted) and a reaction volume of 10 mL. This reaction procedure was 

denoted DPE-10mL. Figure 75a and b show a TEM image of the nanoparticles and the corresponding 

particle size distribution. The nanoparticles were found to have an average particle size of 

12.5 ± 0.9 nm, which is consistent with the particle size and distribution reported by Emmerling et 

al.8 However, when HRTEM imaging was carried out, the nanoparticles were found to be 

amorphous (see Figure 75c). The fact that the nanoparticles were found to be amorphous suggests 

there was significant phosphorus incorporation leading to the formation of amorphous nickel 

phosphide nanoparticles, similar to those produced using the previous synthetic method. 
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Figure 75: Nickel nanoparticles prepared using the DPE-10 mL synthetic route (a) TEM image, (b) the corresponding 

particle size distribution and (c) a HRTEM image of the nanoparticles 

Since a different solvent was used to that reported in the procedure, it was then decided to repeat 

the reaction using DBE, the exact solvent reported in the literature procedure. Additionally, the 

authors reported carrying out the reaction with both a 10 mL and 5 mL reaction volume. In the 

previous synthesis, the reaction volume chosen was 10 mL, and so 5 mL was chosen for the second 

reaction since the reaction volume may also be impacting the results. This synthetic method was 

then denoted DBE-5mL. A TEM image and the particle size distribution for the nanoparticles can 

found in Figure 76a and b. The nanoparticles were found to have an average particle size of 

15.2 ± 1.3 nm, which is slightly larger than the average particle size reported by Emmerling et al.8, 

as well as that found for the nanoparticles produced using the DPE-10mL synthetic method, 

however the particle size distribution is still narrow. Importantly, HRTEM imaging of the 

nanoparticles (Figure 76c) revealed that the majority of the nanoparticles were polycrystalline, 

although there were a small minority of nanoparticles that appeared amorphous. Carrying out FFT’s 

of the HRTEM images confirmed that the nanoparticles were mostly crystalline nickel metal, with 
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the nanoparticle shown in Figure 76c having d-spacings of 0.20 nm, 0.18 nm and 0.10 nm (Figure 

76d), which fit with Ni(111), Ni(200) and Ni(222) respectively. A d-spacing of 0.21 nm was observed 

for one nanoparticle which fits better with NiO(200), indicating that in a limited number of 

nanoparticles, there may be some areas oxidation. Overall, the DBE-5mL synthetic method has 

been mostly successful, producing mostly crystalline nickel nanoparticles. 

 

Figure 76: Nickel nanoparticles prepared using the DBE-5 mL synthetic route (a) TEM image, (b) the corresponding particle 

size distribution, (c) HRTEM images of a polycrystalline nanoparticle and (c) FFT of the nanoparticle in the HRTEM image 

shown in (c) 

Further evidence that the nanoparticles were crystalline nickel metal came from pXRD analysis 

(Figure 77). Both the as prepared nanoparticles and those reduced at 300 ºC had a pattern that 

corresponded to nickel metal, with the only difference being that the pattern after reduction at 

300 ºC had slightly sharper reflections, suggesting that there was a small increase in crystallite size. 

There is also no evidence of oxide in the as prepared or reduced patterns, indicating that the NiO 

identified from the HRTEM images is present in very low amounts or the crystallite size is very small. 
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The crystallite sizes of the nanoparticles were estimated by fitting Lorentzian peaks and then using 

the Scherrer equation. The as prepared nanoparticles were found to have an average crystallite size 

of 3.6 nm, whereas after reduction at 300 ºC, the estimated crystallite size increased slightly to 

4.7 nm. This is consistent with the reflections appearing visually slightly sharper after reduction, 

however, since the Scherrer equation only provides a rough estimate of the average crystallite size, 

the minimal increase observed may not be significant. However, the estimated crystallite sizes do 

confirm the polycrystalline morphology of the nanoparticles, since the average particle size 

determined by TEM is roughly 3 to 4 times larger than the average crystallite sizes calculated from 

the pXRD patterns. 

 

Figure 77: pXRD of the nickel nanoparticles prepared using the DBE-5 mL synthetic route; (a) as prepared nanoparticles 

deposited onto a silicon wafer and (b) the nanoparticles reduced at 300 ºC whilst deposited on the silicon wafer. The data 

is vertically offset for clarity. 

The crystalline nickel nanoparticles were investigated further using NAP-XPS (Figure 78). The Ni 2p 

spectra were obtained using photon energies of 1100 eV and 1650 eV (KE’s of ~200 eV and ~800 eV 

respectively) in order to probe different depths into the nanoparticles. The lower kinetic energy 

spectrum for the as prepared nanoparticles (room temperature, high vacuum) contained two 

peaks, one at 856.1 eV and a second at 852.4 eV. The peak at 856.1 eV fits well with the Ni 2p3/2 

peak for Ni3+ species found when nickel oxide is in the presence of phosphorus,27 whereas the peak 

at 852.4 eV fits well with the Ni 2p3/2 peak for metallic nickel5 or the Ni+ species found in nickel 

phosphide.20-22 Since the peak for the Ni+ species associated with the formation of nickel 

phosphides does not result in a significant shift relative to nickel metal, it is not possible to 

determine from the nickel spectra alone whether phosphorus incorporation has occurred. The 

higher kinetic energy spectrum contains the same two peaks, however the amount of the metallic 

nickel/Ni+ species present is increased relative to the oxidised species. This indicates that only the 

surface of the nanoparticles is oxidised and that the bulk of the nanoparticles consists of nickel 

metal/nickel phosphide. 
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The sample was then heated to 300 °C in 1 mbar of H2, which mimics the conditions used for the 

reduction step that is carried out prior to catalysis. The lower kinetic energy spectrum contains the 

same peaks seen in the as prepared nanoparticles, however there is significant increase in the 

intensity of the peak that corresponds to metallic nickel/nickel phosphide relative to the peak that 

corresponds to oxidised nickel. The presence of the small peak corresponding to oxidised nickel 

does however mean that, although only to a minimal extent, the surface of the nanoparticles has 

not been fully reduced. In the higher kinetic energy spectrum, there is a strong peak for nickel 

metal/nickel phosphide species and the peak for oxidised nickel species is no longer present, 

indicating that it is only the top surface that is partially reduced. Cooling the sample to 180 °C (the 

temperature at which catalysis is carried out) does not result in significant changes in the extent of 

reduction for both the lower and higher kinetic energy spectra. 

The P 2p spectra (Figure 78) were also recorded with different photon energies (550 eV and 

1100 eV corresponding to KE’s of ~400 eV and 800 eV) in order to probe different depths into the 

nanoparticles. Both the lower and higher kinetic energy spectra have a main peak centred around 

133 eV and a weaker peak, especially in the lower kinetic energy spectrum, at 129.6 eV. The energy 

difference between the 2p3/2 and 2p1/2 peaks for phosphorus is relatively low at around 0.84 eV,5 

meaning that significant overlap often occurs and that the two peaks frequently appear as one. The 

peak at around 133 eV then likely corresponds to the P 2p3/2 and P 2p1/2 peaks for the phosphine 

capping agent interacting with the nanoparticles and the peak at 129.6 eV likely corresponds to the 

P 2p3/2 and P 2p1/2 peaks for P- species that form as part of nickel phosphide.28 This provides clear 

evidence that despite the bulk structure of these nanoparticles being crystalline nickel metal, 

indicating minimal phosphorus incorporation, the surface of the nanoparticles does include nickel 

phosphide.  

Heating the sample to 300 °C in 1 mbar of H2 resulted in an increase in the intensity of the 

phosphide peak relative to the peak for the phosphine capping agent, especially in the higher kinetic 

energy spectrum. There are a number of possible explanations for this, such as the heating of the 

sample in H2 resulting in the removal of capping agent, which would lower the amount of phosphine 

capping agent present on the sample. This explanation could be supported by the fact that there is 

a significant decrease in the C 1s signal after reduction at 300 °C (Figure 78e), although the 

disappearance of the weak N 1s signal (Figure 78f) also indicates that this could at least partially be 

accounted for by the loss of amine capping agent. Another potential explanation could be that 

heating the sample leads to increased phosphorus incorporation in the surface, due to 

decomposition of the phosphine capping agent, which is known to occur on Ni(111) metal surfaces 

at temperatures as low as 150 °C.28 Finally, this could also be due to migration of phosphorus from 
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the bulk to surface during the reduction procedure. However, this seems unlikely since HRTEM 

imaging and pXRD revealed the bulk of these nanoparticles consisted of crystalline nickel metal, 

and so minimal, if any, phosphorus incorporation in the bulk would be expected. Lowering the 

temperature to 180 °C led to minimal changes in the phosphorus spectra at both lower and higher 

kinetic energies. 

 

Figure 78: NAP-XP spectra of the crystalline nickel nanoparticles (prepared using TOP) deposited on a silicon wafer 

recorded at room temperature under high vacuum (‘r.t. – no gas’), at 300 °C under 1 mbar of H2 (‘300C – H2’) and at 

180 °C under 1 mbar of H2 (‘180C – H2’); (a) Ni 2p spectra recorded with a photon energy (Eph) of 1100 eV (kinetic energy 

(KE) of 250 eV), (b) Ni 2p spectra recorded with a Eph of 1490 eV (KE of 640 eV), (c) P 2p spectra recorded with a Eph of 

550 eV (KE of 420 eV) (d) P 2p spectra recorded with a Eph of 1100 eV (KE of 970 eV) (e) C 1s spectra recorded at 1100 eV 

and (f) N 1s spectra recorded at 1100 eV. Binding energy was corrected as described in the experimental section (Chapter 

2). 
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It is instructive to compare the ratios of the peaks for phosphide and phosphine capping agent for 

the amorphous nickel phosphide nanoparticles and the crystalline nickel metal nanoparticles, in 

order to compare the extent of phosphide present (Figure 79). For the as prepared nanoparticles 

(room temperature, high vacuum), the ratio of phosphide to capping agent is similar for the lower 

kinetic energy, more surface sensitive data, however there is higher proportion of phosphide 

present in the amorphous nanoparticles for the higher kinetic energy data (Figure 79a). This is 

consistent with the fact that the bulk of the amorphous nanoparticles is nickel phosphide, whereas 

the bulk of the crystalline nanoparticles is nickel metal, since this suggests that the majority of 

phosphide is only present on the surface of the crystalline nanoparticles. Heating the sample to 

300 °C in 1 mbar of H2 results in a slight general increase in phosphide content relative to the 

amount of capping agent present, however again the ratio for the lower kinetic energy data is very 

similar for both sets of nanoparticles and is higher for the amorphous nanoparticles in the higher 

kinetic energy data. Finally, lowering the temperature has minimal effect on the phosphide to 

capping agent ratios for both sets of nanoparticles at both lower and higher kinetic energies. 

Ultimately, the similar ratios observed for the lower kinetic energy, more surface sensitive data 

provides a reasonable explanation for the fact that, as discussed in later chapters, both sets of 

nanoparticles were found to have an almost identical increase in furfuryl alcohol selectivity when 

compared to phosphorus-free nickel catalysts. Additionally, these results also confirm that the 

phosphorus incorporation is mostly limited to the surface of the crystalline nanoparticles but 

extends to the bulk for the amorphous nanoparticles, which is consistent with data on the bulk 

structures of the nanoparticles from HRTEM imaging and pXRD. Representations of the structures 

for the amorphous and crystalline nanoparticles are shown in Figure 80. 
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Figure 79: Comparison of the contribution to the P 2p XP spectra recorded at different kinetic energies (420 eV or 970 eV) 

for nickel phosphide and TOP capping agent for the amorphous nickel phosphide nanoparticles (‘Ni amor.’) and the 

crystalline nickel metal nanoparticles prepared using TOP (‘Ni crys.’); (a) room temperature under high vacuum, (b) 300 °C 

under 1 mbar H2 and (c) 180 °C under 1 mbar H2 

 

Figure 80: A representation of the proposed structure for the amorphous nickel phosphide nanoparticles and the 

crystalline nickel nanoparticles after reduction at 300 °C and at the temperature at which catalysis is carried out (180 °C) 

based on the NAP-XPS results, with nickel shown in red and phosphorus shown in blue 
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4.3.4 Synthesis of larger crystalline tin-nickel nanoparticles 

Since the DBE-5mL synthetic method successfully produced crystalline nickel nanoparticles, the 

method was then modified to produce SnNi bimetallic nanoparticles. The bimetallic nanoparticles 

were prepared in a similar way to the sequential addition method discussed in Section 4.1.3, where 

the nickel nanoparticles are first synthesised followed by the addition of the Sn(II) precursor using 

a syringe pump. The Ni:Sn molar ratios were chosen as 20:1 and 50:1 to match the ratios chosen 

for the previously described amorphous nanoparticles. ICP-OES/ICP-MS analysis revealed the 

nanoparticles with a nominal Ni:Sn molar ratio of 20:1 had a yield of 92.7 ± 0.9 % (based on nickel) 

and a Ni/Sn molar ratio of 23.6 ± 0.5, which is relatively consistent with the targeted ratio (see Table 

8). Figure 81a and b show a TEM image of the nanoparticles and the corresponding particle size 

distribution. The average particle size was found to be 15.7 ± 1.7 nm, which is consistent with the 

nickel only analogue of these nanoparticles. HRTEM imaging of the nanoparticles showed that they 

were polycrystalline and carrying out FFT’s of the HRTEM images confirmed that the nanoparticles 

had d-spacings that were mostly consistent with nickel metal (Figure 81d), however, again, there 

were some d-spacings that corresponded to NiO (e.g. NiO(201) = 0.187 nm which fits with the 

d-spacing of 0.19 nm). Therefore, there does appear to be some limited oxidation of the 

nanoparticles, similar to that observed for the nickel only analogue. 
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Figure 81: SnNi (1:20) nanoparticles prepared using the DBE-5 mL synthetic route (a) TEM image, (b) the corresponding 

particle size distribution, (c) HRTEM image of a polycrystalline nanoparticle and (d) FFT of the nanoparticle in the HRTEM 

image shown in (c) 

The crystallinity of the nanoparticles was confirmed through pXRD (see Figure 82). The as prepared 

nanoparticles have a pattern that corresponds to nickel metal, which fits well with the TEM data. 

Like with the nickel only analogue, there is no evidence of NiO in the as prepared nanoparticles 

which indicates that the NiO is present in very low amounts or as very small crystallites. However, 

after reduction at 300 °C (and exposure to air at room temperature immediately before and during 

acquisition of the pXRD pattern), the sample is a mix of NiO and Ni metal. A plausible explanation 

could be that the reduction process is resulting in the removal of some capping agent, making the 

nanoparticles more susceptible to oxidation when exposed to air immediately prior to and during 

analysis. 
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Figure 82: pXRD of the tin nickel nanoparticles with a Ni:Sn molar ratio of 20:1 prepared using the DBE-5 mL synthetic 

route; (a) as prepared nanoparticles deposited onto a silicon wafer (‘fresh’) and (b) the nanoparticles reduced at 300 ºC 

whilst deposited on the silicon wafer (‘300 °C’). The data is vertically offset for clarity. 

Nanoparticles were also prepared with a Ni:Sn molar ratio of 50:1. ICP-OES/ICP-MS revealed the 

yield of the reaction was 91.6 ± 0.8 % (based on nickel) and the Ni/Sn molar ratio was 56.7 ± 0.7, 

which is consistent with the targeted ratio. The nanoparticles were imaged using TEM, which was 

used to determine the particle size distribution (see Figure 83a and b). The average particle size was 

found to be 16.0 ± 1.3 nm, which is consistent with the other nanoparticles prepared using this 

method. These nanoparticles were also imaged using HRTEM, which showed that the nanoparticles 

had a polycrystalline morphology, again confirming that the addition of tin does not affect the 

crystallinity of the nanoparticles. Unfortunately, it was not possible to collect corresponding 

NAP-XPS data for the crystalline SnNi nanoparticle samples due to beamtime constraints and 

prioritisation of the amorphous nanoparticle sample with which more work had been conducted.  
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Figure 83: SnNi (1:50) nanoparticles prepared using the DBE-5 mL synthetic route (a) TEM image, (b) the corresponding 

particle size distribution and (c) HRTEM image showing a polycrystalline nanoparticle 

4.4 Conclusions 

Small (~4 nm) monometallic nickel and bimetallic SnNi colloidal nanoparticles have been 

successfully prepared with only the use of an amine capping agent. The nanoparticles were found 

to have a narrow size distribution and an acceptable distribution of Ni:Sn molar ratios, where 

relevant. NAP-XPS revealed the top surface of the nanoparticles consisted of a nickel-rich SnNi 

phase with a Ni:Sn ratio of ~3:1 (depending on the conditions), followed by a tin-rich layer and then 

a nickel-based core. Whilst the synthesis of larger nickel nanoparticles without the use of a 

phosphorus containing capping agent was attempted, this led to a bimodal distribution of particle 

sizes. Therefore, larger nickel nanoparticles (10 – 15 nm) had to be synthesised using a phosphine 

capping agent, TOP, which was found to lead to phosphorus incorporation into the surface of the 

nanoparticles regardless of the bulk structure (i.e. amorphous nickel phosphide or crystalline nickel 

metal). The larger nickel nanoparticles were successfully modified with differing amounts of tin in 

order to later study the effect of tin on furfural hydrogenation. NAP-XPS of the larger amorphous 
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SnNi nanoparticles revealed the nanoparticles had a similar structure to the small SnNi 

nanoparticles, with the top surface consisting of a SnNi phase with a Ni:Sn molar ratio of ~3:1, 

followed by a tin-rich layer and then a nickel-based core. Overall, a series of well-defined and 

uniform colloidal mono and bimetallic nanoparticles have been synthesised, which can act as model 

catalysts for furfural hydrogenation and should allow easier elucidation of complex 

structure-activity relationships. 
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Chapter 5: The effect of tin on nickel-based catalysts for furfural 

hydrogenation 

Incipient wetness impregnation (IWI) nickel catalysts were shown to be highly active for furfural 

hydrogenation in Chapter 3. However, they were also found to only have a selectivity of around 

50 % to furfuryl alcohol and suffer from rapid deactivation due to coking. Therefore, in order to 

improve the selectivity and/or stability of the nickel catalysts, tin was introduced as a dopant. In 

steam reforming, the introduction of Sn to nickel-based catalysts led to improvements in catalytic 

performance, particularly with regard to stability.1 Whilst this a fairly different reaction, the premise 

of stabilising coordinatively unsaturated corner and edge sites, which may have different reactivity 

and stability, was thought to also likely be applicable to furfural hydrogenation. In fact, Peter et al.2 

found that for vapour-phase furfural hydrogenation, layered double hydroxide Ni-Sn/Al2O3 catalysts 

exhibited moderate improvements in furfuryl alcohol selectivity (up to ~75 %) when the alloy 

present was Ni3Sn4. However, the catalysts also had very low activities, despite the high reaction 

temperature of 280 °C. Ni-Sn based catalysts showed more significant improvements in furfuryl 

alcohol selectivity (<95 %) when the reaction was carried out in the liquid phase in batch reactors.3-

6 Whilst these reaction conditions are very different to those used in this thesis (the current work 

uses vapour-phase furfural, and a flow reactor), the addition of tin may still have beneficial effects 

on furfuryl alcohol selectivity. Therefore, in this chapter, Sn-doped nickel IWI catalysts and SnNi 

colloidal nanoparticle catalysts are evaluated for vapour-phase furfural hydrogenation.  

5.1 Tin-doped nickel IWI catalysts for furfural hydrogenation 

The initial tin-doped catalysts in the current study were prepared using successive IWI as a simple 

way of synthesising catalysts containing the two metals to determine the effect of tin on nickel 

catalysts for furfural hydrogenation. The following sections discuss the synthesis and 

characterisation of the IWI catalysts, catalytic performance and catalyst deactivation. 

5.1.1 Synthesis and characterisation of tin-doped nickel IWI catalysts 

The direct reduction of Ni(NO3)2/SiO2, without calcination, has been shown to give superior activity 

elsewhere for furfural hydrogenation,7 therefore this approach was adopted for the catalysts here 

without further investigation. The direct reduction process for Ni(NO3)2/SiO2 catalysts was 

discussed in Chapter 3 and indicated a two-step reduction process whereby the nickel precursor 

was first reduced to NiO and then reduced to Ni metal in a second step. The reduced nickel catalyst 

was then impregnated with SnCl2 and reduced under the same conditions as chosen for the 
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reduction of the nickel precursor in order to prevent the reduction procedure affecting the already 

formed nickel particles. There was some concern that the SnCl2 precursor may result in significant 

quantities of chlorine remaining on the catalyst, however XRF analysis of the pre-reduction and 

post-reduction Sn-doped catalysts revealed very little remained on the catalysts after reduction 

(pre-reduction: 6500 ppm; post-reduction: 180 ppm; note ppm is by mass of catalyst). Two tin 

doped catalysts were prepared, one with a tin loading of 0.25 wt. % and a second with a higher tin 

loading of 1.5 wt. %, denoted as 0.25Sn-Ni/SiO2 and 1.5Sn-Ni/SiO2 respectively. The Ni loading for 

comparison with the Sn values is nominally 5 wt. % throughout.   

Figure 84 shows TEM images of the post-reduction Ni/SiO2 and 1.5Sn-Ni/SiO2 IWI catalysts. Both 

catalysts were found to have a broad distribution of metal particle sizes, with the average particle 

found to be 7 ± 6 nm and 9 ± 4 nm for Ni/SiO2 and 1.5Sn-Ni/SiO2 respectively.  

 

Figure 84: TEM images of (a) post-reduction Ni/SiO2 IWI catalyst and (b) post-reduction Sn-Ni/SiO2 IWI catalyst 

The 1.5Sn-Ni/SiO2 catalyst was also imaged using STEM. Figure 85 includes a high angle annular 

dark field (HAADF) image, a bright field (BF) image and elemental maps of nickel and tin produced 

using STEM-EDX analysis. The elemental mapping revealed that there was a very uneven 

distribution of tin across the nickel particles, with some nickel particles containing almost no tin. 

This means that correlating any effects of tin on catalysis may be challenging since some areas will 

behave like the nickel only catalyst, whilst others will be heavily tin doped. 
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Figure 85: (a) HAADF-STEM image of 1.5Sn-Ni/SiO2, (b) BF-STEM image of 1.5Sn-Ni/SiO2 and (c) elemental map of Ni and 

Sn for the 1.5Sn-Ni/SiO2 catalyst produced using STEM-EDX analysis 

Further information on the structure and composition of the metal particles in the Sn-doped 

catalysts was obtained through pXRD analysis (Figure 86). All patterns contain a reflection at around 

44.5 °, which corresponds to the Ni(111) reflection for metallic nickel, indicating all catalysts contain 

nickel metal. There were not any observable changes in the pattern for the 0.25Sn-Ni/SiO2 catalyst 

compared to the nickel only catalyst, however when tin loading was increased to 1.5 wt. %, there 

was an additional reflection at 42.3 °. The resolution is too low to make a definitive assignment for 

this reflection, however it is reasonable to ascribe this to one of the two cubic forms of Ni3Sn, which 

both have a reflection close to this angle.8, 9 
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Figure 86: pXRD patterns for post-reduction Ni/SiO2, 0.25Sn-Ni/SiO2 and 1.5Sn-Ni/SiO2 IWI catalysts; reduction procedure: 

samples were heated to 500 °C at a rate of 15 °C min-1 in 30 mL min-1 of H2 and held at 500 °C for 2 h before cooling to 

room temperature. Samples were exposed to air prior to and during analysis. The data has been vertically offset for 

clarity. 

In order to study the distribution of tin on the surface of the nanoparticles, the IWI catalysts were 

analysed using CO-DRIFTS (for details on the development of the cell used for this experiment, see 

Appendix 4). Figure 87a shows the spectra obtained for the nickel only catalyst (although supported 

on KIT-6 silica to allow for easier packing of the bed rather than the Cab-O-Sil silica, which is the 

standard silica used for IWI catalysts) and the 1.5Sn-Ni/SiO2 catalyst. Both spectra contain two key 

peaks at around 2000 cm-1 and 1880 cm-1 that, for nickel catalysts, correspond to linear and bridging 

CO respectively.10, 11 There is also a significant peak at around 1625 cm-1 in the spectrum of the 

Ni/KIT-6 catalyst which has previously been assigned as an absorbed carbonate species formed 

from CO interacting with support or NiO.11 Since the surface area of the KIT-6 silica is around 3 to 4 

times higher than that of the standard silica used for the IWI catalysts (Cab-O-Sil), the presence of 

the peak in the KIT-6 supported sample is likely related to the increased surface area of the support.  

By plotting the data in absorbance (as required for quantitative analysis) and fitting Gaussian peaks 

to the bridging and linear CO peaks, the ratio of the two species present can be evaluated. The ratio 

of bridging to linear CO is slightly higher for the Ni/KIT-6 sample (1.36) than for the 1.5Sn-Ni/SiO2 

catalyst (1.24), however this difference is likely within the error of the peak fitting. A Ni/-Al2O3 

catalyst prepared via IWI was reported to have a ratio of bridging to linear CO of 1.0,12 which is 

roughly similar to the results found here for the Ni/KIT-6 catalyst (it should be noted that the 

authors12 do not report the average metal particle size for the Ni//-Al2O3 catalyst, although broad 

metal reflections in the pXRD pattern may suggest the average size is roughly similar to the metal 

particles in the catalysts prepared here). The similar ratios of bridging to linear CO likely indicates 

that tin is occupying both corner/edge sites and sites on the flat surface. CO typically binds linearly 

on the edge and corner sites since there is enough space for a CO molecule to bind to every site, 
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whereas CO typically binds in bridging modes on flat surfaces (except at higher pressures of CO) 

since there is more crowding.13 Therefore, if tin were to occupy edge/corner sites, then there would 

be a decrease in linearly bound CO. However, if tin were to occupy sites on the flat surface, then 

there would be an increase in linearly bound CO since there will be some nickel sites on the flat 

surface that are surrounded by tin resulting in linear CO binding. Therefore, if tin is occupying both 

types of site, then the effects on the amount of linearly bound CO would counteract themselves, 

resulting in similar bridging to linear CO ratios. Therefore, this could indicate that there is a 

relatively even distribution of tin on the surface of the nickel particles. However, there are other 

explanations worth consideration such as some segregation of nickel and tin or the reduction 

process resulting in the migration of tin from the surface of the nickel particles into bulk, such that 

there is minimal tin on the surface of the nickel particles. 

 

Figure 87: (a) CO-DRIFTS spectra of post-reduction Ni/KIT-6 and 1.5Sn-Ni/SiO2 IWI catalysts (spectra are vertically offset 

for clarity), (b) fitted peaks for linear (~2000 cm-1) and bridging (~1880 cm-1) CO for Ni/KIT-6 and (c) fitted peaks for linear 

(~2000 cm-1) and bridging (~1880 cm-1) CO for 1.5Sn-Ni/SiO2. For the fitted spectra (shown in (b) and (c)), the data was 

plotted in absorbance and a polynomial baseline was applied before Gaussian peaks were fitted.  Reduction procedure: 

samples were heated to 500 °C at a rate of 15 °C min-1 in 30 mL min-1 of H2 and held at 500 °C for 2 h before cooling to 

room temperature. Samples were transferred to a glovebox under inert conditions prior to being loaded and sealed in 

the cell.  
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Table 9: Positions of the linear and bridging CO peaks and the ratios of bridging to linear CO from CO-DRIFTS analysis of 

the IWI catalysts.  

Catalyst Position of linear 

peak / cm-1 

Position of bridging 

peak / cm-1 

Ratio of bridging 

to linear CO 

Ni/KIT-6 1992 1872 1.36 

1.5Sn-Ni/SiO2 2002 1878 1.24 

 

5.1.2 Tin-doped Ni/SiO2 IWI catalysts for furfural hydrogenation 

The IWI catalysts were then evaluated for furfural hydrogenation (Figure 88). The introduction of 

tin, even in low amounts (0.25 wt. %), led to an order of magnitude drop in mass activity. However, 

the introduction of a larger amount of tin (1.5 wt. %) caused a comparatively minor further 

decrease in mass activity. Therefore, once tin is present in the catalyst, even in small amounts, the 

addition of further tin does not appear to have a significant effect on mass activity. It should also 

be noted that the mass activity of copper chromite, the current standard industrial catalyst for this 

process, was previously found to be 23 mmolprod gcat
-1 h-1 after 5 h TOS (Chapter 3) which is fairly 

similar to the mass activities found for the Sn-doped catalysts. Therefore, although the introduction 

of tin is detrimental to catalytic activity, it is still expected to be of an acceptable level when 

comparing to the standard industrial catalyst. The effect of tin on the selectivity of the catalysts 

followed a different trend; increasing amounts of tin led to increasing selectivity towards furfuryl 

alcohol.  In fact, 1.5Sn-Ni/SiO2 had a selectivity to furfuryl alcohol of around 85 % which is a 

significant improvement of around 35 % compared to Ni/SiO2. It should be noted that although the 

conversions were different for the two catalysts (due to the significant differences in activity), 

conversion has a minimal impact on selectivity for the Ni/SiO2 catalyst. As discussed in Chapter 3, 

the selectivity was maintained throughout a reactor run despite rapid deactivation of the catalyst 

(due to coking) resulting in progressively lower conversions. The deactivation rate constants (as 

introduced in Section 3.2.2 in Chapter 3) were not significantly affected by the addition of tin to the 

nickel-based catalysts. Overall, despite decreases in catalytic activity, the introduction of tin 

appears to be beneficial due to the significant increase in selectivity. 
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Figure 88: Averaged results for Ni/SiO2 and Sn-doped Ni/SiO2 where 0.25Sn and 1.5Sn are 0.25Sn-Ni/SiO2 and 1.5Sn-

Ni/SiO2 respectively; (a) mass activity at 1 and 5 h TOS; (b) selectivity; (c) deactivation rate constant; errors shown are 

based on repeat measurements of a typical sample as indicated in the experimental section. Key to product abbreviations: 

FOL = furfuryl alcohol, 2-MF = 2-methylfuran, furan = furan, THFA = tetrahydrofurfuryl alcohol, other are predominantly 

butanal, 2-methyl tetrahydrofuran and tetrahydrofuran 

5.1.3 Determining the effect of furfural:H2 ratio and reaction temperature on the catalytic 

performance of Sn-doped nickel catalysts during furfural hydrogenation 

The furfural:H2 ratio has the potential to impact the selectivity, activity and stability of the catalysts. 

To study this, furfural hydrogenation was carried out using 1.5Sn-Ni/SiO2 with a furfural:H2 ratio of 

1:37 compared to the standard conditions of 1:19. Both mass activity and selectivity were not 

significantly affected by this change and only a minor difference was seen in the deactivation rate 

constant (see Figure 89). Therefore, changing the furfural:H2 in this range does not significantly 

impact the results. 
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Figure 89: Averaged results comparing the impact of altering furfural:H2 ratio for 1.5 wt. % Sn-Ni/SiO2; (a) mass activity 

at 1 and 5 h TOS; (b) selectivity; (c) deactivation rate constant; errors shown are based on repeat measurements of a 

typical sample as indicated in the experimental section. Key to product abbreviations: FOL=furfuryl alcohol, 2-MF=2-

methyl furan, furan=furan, THFA=tetrahydrofurfuryl alcohol, others are predominantly butanal, 1-butanol, 2-methyl 

tetrahydrofuran and tetrahydrofuran. 

It is also possible for the reaction temperature to impact the selectivity, activity and stability of the 

catalysts. Furfural hydrogenation was carried out with 1.5Sn-Ni/SiO2 at a reaction temperature of 

165 °C compared to the standard temperature of 180 °C. The results at 165 °C were very similar to 

those obtained under standard conditions, with only a slight increase in the deactivation rate 

constant (see Figure 90). The decrease in temperature employed here was only moderate – mainly 

due to the boiling point of furfural (162 °C) – however, some literature examples have carried out 

the reaction at significantly different temperatures. Nakagawa et al.7 carried out furfural 

hydrogenation with Ni/SiO2 catalysts at lower temperatures such as 130 °C. They reported FOL or 

THFA as the main product (dependent on conversion), however furan and other side products were 

not observed in significant quantities, which is markedly different to the results of the Ni/SiO2 

catalyst discussed previously in Chapter 3. However, operating at such low temperatures (~30 °C 

lower than the boiling point of furfural), may lead to the condensation of reactants and products 

on the catalyst bed. Though it is unclear what impact this may have, it could be contributing to the 

differences in selectivity observed between the results of Nakagawa et al. and those in this thesis. 
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However, the impact of temperature on selectivity is also supported by Vargas-Hernández et al.14 

They reported that a Ni/SBA-15 catalyst had a selectivity to furan of 98 % when furfural 

hydrogenation was carried out at 230 °C compared to between 40 % and 70 % (depending on TOS) 

when the reaction was carried out at 170 °C. Therefore, with Ni/SiO2-based catalysts, 

decarbonylation to furan appears to be highly temperature dependent over the range of 130 – 

230 °C, going from a minor impurity to the dominant product.  

 

Figure 90: Averaged results comparing the impact of altering temperature for 1.5 wt. % Sn-Ni/SiO2; (a) mass activity at 1 

and 5 h TOS; (b) selectivity; (c) deactivation rate constant; errors shown are based on repeat measurements of a typical 

sample as indicated in the experimental section. Key to product abbreviations: FOL=furfuryl alcohol, 2-MF=2-methyl 

furan, furan=furan, THFA=tetrahydrofurfuryl alcohol, others are predominantly butanal, 1-butanol, 2-methyl 

tetrahydrofuran and tetrahydrofuran. 

5.1.3 Investigating the cause of the rapid deactivation observed during furfural hydrogenation 

The spent catalysts were analysed using a variety of techniques (as for the pure Ni catalyst in 

Chapter 3) in order to investigate the potential reasons for the relatively rapid deactivation of the 

catalysts (complete loss of activity over ~15 – 20 h TOS). Whilst there was no significant change in 

the pXRD pattern for the nickel reference catalyst apart from some slight narrowing of the 

reflections likely due to a small amount of sintering, there were some differences observed for the 

post-reaction 1.5Sn-Ni/SiO2 catalyst (Figure 91). There does not appear to be any significant 
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sintering occurring during the reaction, however the relative intensity of the reflection at around 

42.3 °, earlier ascribed to one of the cubic variants of Ni3Sn, has significantly increased compared 

to the reflection assigned to nickel metal at around 44.5 °. This suggests that during the course of 

the reaction, tin is migrating throughout or into the nickel metal particles, leading to an increase in 

the amount of the Ni3Sn phase present. It is unclear whether the increasing amounts of Ni3Sn 

present in the catalyst is a source of the deactivation observed. However, as both the Ni/SiO2 

catalyst and the catalyst doped with 0.25 wt. % Sn both exhibited similar rapid deactivation, it is 

likely that there is another factor contributing to the rapid deactivation observed. Additionally, the 

pXRD data indicates that sintering cannot account for the large and rapid loss of activity for the IWI 

catalysts. 

 

Figure 91: pXRD patterns of 1.5Sn-Ni/SiO2 pre-reaction (reduction only) and post-reaction (i.e. after complete 

deactivation; ~15 – 20 h TOS). Reduction procedure for pre-reaction sample: the sample was heated to 500 °C at a rate 

of 15 °C min-1 in 30 mL min-1 of H2 and held at 500 °C for 2 h before cooling to room temperature. Furfural hydrogenation 

was carried out after in situ reduction of the catalyst (standard reduction conditions for IWI catalysts) and under standard 

reaction conditions. The data has been vertically offset for clarity. 

Figure 92 shows a TEM image of the spent 1.5Sn-Ni/SiO2 catalyst, where it can be seen that no 

significant sintering has occurred (pre-reaction: 9 ± 4 nm; post-reaction: 10 ± 5 nm), in agreement 

with the pXRD patterns of the spent catalysts. This confirms that sintering is unlikely to be the 

primary reason for the rapid deactivation observed. 
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Figure 92: TEM image of spent (i.e. after complete deactivation; ~15 - 20 h TOS) 1.5Sn-Ni/SiO2; furfural hydrogenation 

was carried out after in situ reduction of the catalyst (standard reduction conditions for IWI catalysts) and under standard 

reaction conditions 

As discussed in Chapter 3, the Ni/SiO2 reference catalyst exhibited rapid deactivation during furfural 

hydrogenation due to coking, therefore, it may be expected that the Sn-doped catalysts may also 

deactivate due to coking. To investigate this, the spent 1.5Sn-Ni/SiO2 catalyst was analysed using 

DRIFTS and SS NMR. 

Figure 93 shows the DRIFT spectra of the spent IWI catalysts. The spectra for the Sn-doped catalysts 

are very similar to the spectrum for the Ni/SiO2 catalyst, indicating that the same coke species are 

likely present on both catalysts. Previous analysis (Chapter 3) of the spent Ni/SiO2 catalyst identified 

that the coke species present were related to furfuryl alcohol since the spectrum had several key 

features that were also present in a sample of silica that was exposed to furfuryl alcohol under 

standard reaction conditions. This implies that the Sn-doped samples also have coke species related 

to furfuryl alcohol and that the introduction of tin does not affect this coking mechanism. 



171 
 

 

Figure 93: DRIFT spectra of Ni/SiO2, 0.25Sn-Ni/SiO2 (0.25Sn) and 1.5Sn-Ni/SiO2 (1.5Sn) showing (a) 3200 – 2600 cm-1 and 

(b) 2000 – 1350 cm-1. Spectra have been vertically offset for clarity. 

Further evidence of the coke species being related to furfuryl alcohol came from solid state cross 

polarization/magic angle spinning 13C-NMR (CP/MAS 13C-NMR) analysis of spent 1.5Sn-Ni/SiO2 

(Figure 94). The main peaks in the spectrum correspond to furfuryl alcohol (153.0 ppm, 143.1 ppm, 

109.4 ppm, 57.7 ppm)15 and notably, there is no indication that furfural is present on the spent 

catalyst.16 There is an additional weak peak at 24.8 ppm, which is in the alkane C-H region. NMR 

studies of poly(furfuryl alcohol)17, 18 have shown that the bridging CH2 groups present in furfuryl 

alcohol polymers gives a strong peak at around 28 ppm, which is fairly close to the weak peak 

observed at 24.8 ppm. Additionally, no peak is observed at 57.0 ppm in poly(furfuryl alcohol) since 

the methylol group is only present at the end of the polymer chain and so not readily detected. In 

the spectrum for the spent Sn-doped catalyst, the combination of a strong methylol peak and a 

weak bridging CH2 peak suggests that rather than furfuryl alcohol polymers, furfuryl alcohol 

oligomers may be present, as oligomers would have less bridging CH2 groups and more methylol 

groups. Alternatively, the signal at 24.8 ppm may correspond to long chain hydrocarbons as these 

species were previously identified on a sample of the spent IWI Ni/SiO2 catalyst by Soxhlet 

extraction/GC-MS analysis, as discussed in Chapter 3. Overall, NMR analysis strongly implicates 

furfuryl alcohol in the coking process and therefore deactivation of the catalysts. 
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Figure 94: solid state CP/MAS 13C NMR spectrum of spent 1.5Sn-Ni/SiO2, with the positions of the peaks for furfuryl alcohol 

(solution-state NMR) shown by the red vertical lines15 and the positions of the peaks for furfural (solution-state NMR) 

shown by the blue vertical lines16 

5.2 Supported colloidal Ni and SnNi nanoparticle catalysts for furfural hydrogenation 

The synthesis of small phosphorus-free colloidal nickel and tin-nickel nanoparticles was discussed 

in detail in Chapter 4. These nanoparticles have a narrow particle size distribution and a relatively 

uniform distribution of tin. Additionally, the increased uniformity of these nanoparticles allows for 

clearer interpretation of analysis using more advanced analytical techniques such as near ambient 

pressure X-ray photoelectron spectroscopy (NAP-XPS) as discussed in Chapter 4, which identified 

further details on the structure and composition of the surface of the nanoparticles. Therefore, 

carrying out furfural hydrogenation using these nanoparticles will allow correlations between the 

structure and composition of the catalyst and catalytic performance to be more reliably established.  

5.2.1 Characterisation of the KIT-6 supported colloidal nanoparticle catalysts 

In order to test the catalysts during vapour-phase furfural hydrogenation, the nanoparticles had to 

be supported on silica, in this case mesoporous KIT-6 silica. This support was chosen as it was used 

effectively in prior work to support nanoparticles by capillary inclusion.19-21 A targeted nickel loading 

of 5 wt. % was chosen for ease of comparison to the IWI catalysts, however the sequential addition 

catalyst was found to have a lower than expected nickel loading of 1.4 wt. % (based on ICP-OES 

analysis). This was because the amount of nanoparticles loaded onto the support was based on the 

yield of the other similar nanoparticle reactions, however it was later found that the sequential 

addition method resulted in a significantly lower yield in the batch used (reason unknown). TEM 
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images of the supported nanoparticles are shown in Figure 95, which indicate that the nanoparticles 

have been successfully supported on the KIT-6 silica. 

 

Figure 95: TEM images of the KIT-6 supported nanoparticles; (a) nickel nanoparticles and (b) SnNi sequential addition 

method nanoparticles 

Whilst the nanoparticles were reduced during synthesis, exposure to air during sample storage did 

result in oxidation of the surface of the nanoparticles, as shown by the HAADF-STEM imaging which 

revealed they had a core-shell structure. Therefore, a reduction procedure was necessary prior to 

the catalysts being used for furfural hydrogenation. To investigate the appropriate reduction 

temperature for these catalysts, TPR analysis was carried out. All of the catalysts consumed 

hydrogen during the TPR experiment, confirming that the nanoparticles had oxidised to some 

extent. Although there was some slight variance in the reduction temperature for the nanoparticle 

catalysts, hydrogen consumption was complete by 300 °C in all cases, and so this temperature was 

chosen for in situ reduction prior to catalysis. It should be noted that the peak for the sequential 

addition catalyst is smaller than the other colloidal nanoparticle catalysts, however this is due to 

the fact that the metal loading of the sequential addition catalyst was lower than targeted and so 

a lower hydrogen consumption would be expected. 
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Figure 96: TPR of the supported nanoparticle catalysts, where Ni nano is Ni nano/KIT-6, SnNi co-add. is SnNi co-addition 

method nanoparticles supported on KIT-6 and SnNi sequ. add. is SnNi sequential addition method nanoparticles 

supported on KIT-6. The sloping baselines are due to external factors e.g. changes in the temperature of the 

equipment/lab. Spectra are vertically offset for clarity. 

Figure 97 shows TEM images of the SnNi sequential addition nanoparticle catalyst after reduction 

at 300 °C as well as after 30 minutes of furfural hydrogenation (note: the catalyst is still highly active 

after 30 minutes TOS). In both cases, there is significant sintering, although there are still some 

areas where smaller nanoparticles can be seen. The presence of capping agents on the surface of 

colloidal nanoparticles has been shown to modify metal-support interactions,22, 23 which may offer 

a possible explanation for the increased sintering.  

 

Figure 97: TEM images of the SnNi sequential addition nanoparticle catalyst after (a) reduction at 300 °C and (b) in situ 

reduction at 300 °C followed by 30 minutes of furfural hydrogenation under standard reaction conditions 

In order to determine the impact of the sintering on the particle size distribution for the 

nanoparticle catalysts, the particle size distributions were normalised to the number of particles, 

the surface area and the volume (Figure 98). The distributions were compared to those of the 

unsupported nanoparticles as a reference. In the number average graph, there are still a number 
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of nanoparticles with similar sizes to the unsupported nanoparticles, however there is a notable tail 

consistent with the significant amount of sintering observed in the TEM images. Since surface area 

is an important variable for catalysis, the impact on surface area should also be considered. As 

expected, the sintering had a larger effect on the surface area distribution; the distribution is very 

broad and most of the contributions to surface area are attributable to larger nanoparticles. 

Although less important for catalysis, the volume average should still be considered as analytical 

techniques such as pXRD produce a volume average. The sintering has a very significant effect on 

the volume distribution, with the large nanoparticles dominating the contributions. Therefore, the 

results from techniques that produce volume averages like pXRD will favour larger nanoparticles 

and may not be representative of any smaller nanoparticles present. Overall, the extent of the 

sintering observed means that significant amounts of the surface area will be coming from larger 

nanoparticles and therefore the catalysis is likely to be occurring on nanoparticles with a range of 

different sizes.  

 

Figure 98: Particle size distributions for SnNi sequential addition nanoparticle catalyst after in situ reduction at 300 °C 

followed by 30 minutes of furfural hydrogenation (30 min reac.) and the unsupported SnNi sequential addition 

nanoparticles (fresh – unsupported) based on (a) the number of nanoparticles, (b) the surface area and (c) the volume 
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The extensive sintering of the catalyst during reduction is disappointing, as one of the purposes of 

preparing colloidal nanoparticles as model catalysts was to produce catalysts with narrow particle 

size distributions. However, another key reason for preparing colloidal bimetallic nanoparticles was 

to improve the uniformity of the tin distribution across the nickel particles. Elemental maps of the 

IWI Sn-doped catalysts revealed that the tin distribution was uneven, with some nickel particles 

containing almost no tin, and others containing significant quantities. Therefore, the preparation 

of colloidal bimetallic nanoparticles is still highly beneficial over conventional IWI catalysts. In order 

to confirm that the Ni:Sn molar ratios still had a narrow distribution in the sintered catalyst (i.e. the 

sample that was reduced in situ, followed by 30 minutes of furfural hydrogenation), STEM-EDX 

analysis was used to produce elemental maps, as well as obtaining point EDX spectra. Elemental 

mapping (Figure 99b) revealed that both the larger metal particles and smaller metal particles all 

contained nickel and tin indicating that the sintering does not result in significant segregation of 

the two metals. Figure 99c shows the distribution of Ni:Sn molar ratios for the sintered catalyst 

compared to the unsupported, as prepared nanoparticles. There is a significant increase in the 

average Ni:Sn molar ratio observed by STEM-EDX for the sintered catalyst (5.0 ± 2.3) compared to 

the as prepared nanoparticles (2.4 ± 0.8). Care must be taken to avoid over-interpretation of the 

data since there was no verification of the calibration of the EDX detector by external methods (e.g. 

ICP-OES), however this could indicate that the less easily detected smaller metal particles may be 

enriched with tin. Additionally, the sintered catalyst has a broader distribution of Ni:Sn molar ratios. 

It should be noted that the areas analysed to obtain the distribution of Ni:Sn molar ratios were 

generally larger areas with significant sintering, as it was challenging to get enough signal to analyse 

the smaller particles. Therefore, careful consideration needed to be given to the possibility the 

significant increase in Ni:Sn molar ratio was due to smaller particles containing more tin, whereas 

the larger particles contained more nickel. Consequently, it was important to determine if there 

was a relationship between the size of the metal particle and the amount of nickel that the particle 

contains relative to tin (Figure 99d). Particles that were larger than around 20 nm generally 

contained ≥80 % nickel atoms whereas the particles that were smaller than around 20 nm had a 

broader range of nickel contents. However, overall, there is only a minimal correlation between 

particle size and metal composition and the key result is that all metal particles contain both nickel 

and tin. Therefore, despite the sintering and the resulting changes in the composition of the metal 

particles, the colloidal nanoparticle catalyst is still an improvement over the IWI catalysts since 

there appears to be no areas of complete segregation. 
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Figure 99: STEM imaging of the KIT-6 supported SnNi sequential addition nanoparticles after in situ reduction followed 

by 30 minutes of furfural hydrogenation; (a) HAADF-STEM image, (b) elemental mapping of nickel, tin and silicon 

produced using STEM-EDX analysis and (c) comparison of the distributions of Ni:Sn molar ratios for the as prepared 

unsupported nanoparticles (‘unsupported’) and the KIT-6 supported nanoparticles after in situ reduction followed by 30 

minutes of furfural hydrogenation under standard reaction conditions. 

It should also be noted that when the spent colloidal nickel nanoparticle catalyst (i.e. post-reaction, 

inactive catalyst) was analysed by TEM, the extent of sintering appeared to be somewhat lessened 

compared to the SnNi version (Figure 100). In the particle size distributions for the nickel only 

catalyst, there are significant contributions from smaller nanoparticles to both the number of 

particles and surface area, in comparison to the SnNi catalyst where the majority of surface area 

was associated with larger nanoparticles. Therefore, this suggests that tin is playing a role in the 

sintering process and potentially promoting the sintering of the nanoparticles. 
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Figure 100: (a) TEM image of spent Ni nano/KIT-6 (post-reaction, inactive catalyst) and the corresponding particle size 

distributions compared to those of the unsupported nickel nanoparticles (‘fresh – unsupported’) normalised to the (b) 

number of particles, (c) surface area and (d) volume 

5.2.2 Supported colloidal nanoparticle catalysts for furfural hydrogenation 

The supported nickel nanoparticle catalyst was found to have an almost identical selectivity during 

furfural hydrogenation as the IWI Ni/SiO2 catalyst (Figure 101), which indicates that the presence 

of capping agent is not significantly affecting the selectivity. However, in comparison to the IWI 

Ni/SiO2 catalyst, the supported nickel nanoparticle catalyst had a mass activity that was an order of 

magnitude lower (Ni/SiO2 IWI: 622 ± 192 mmol(prod) g(cat)
-1 h-1 after 1 h TOS, Ni nano/KIT-6: 

66.1 ± 35.4 mmol(prod) g(cat)
-1 h-1 after 1 h TOS). There could be a number of reasons for this although, 

since sintering has already been shown to be an issue during the reduction of the colloidal 

nanoparticle catalysts, this could provide a simple explanation. Alternatively (or in combination), 

the presence of capping agent on the surface of the nanoparticles may block access to some active 

sites, resulting in a loss of catalytic activity. The deactivation rate constant was also altered 

compared to the IWI catalyst, with the nickel nanoparticle catalyst having a deactivation rate 

constant around 3 times higher (Ni/SiO2 IWI: 0.16 ± 0.02 h-1, Ni nano/KIT-6: 0.5 ± 0.1 h-1). Whilst 
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sintering could also be playing a role in the rapid deactivation observed, it was found that for the 

SnNi nanoparticle catalyst, the reduction step led to significant sintering (this analysis at an 

intermediate stage was only performed on the bimetallic system), making it likely that at the start 

of the reaction, the catalyst will already be significantly sintered. Consequently, it is somewhat 

unlikely that further sintering would result in the rapid deactivation observed. Another potential 

explanation for the increase in deactivation rate could be the remaining capping agent, which may 

contribute to coke formation and therefore result in rapid deactivation. 

 

Figure 101: Average selectivity under stable operation of the Ni/SiO2 IWI catalyst (‘Ni IWI’) and the Ni nano/KIT-6 catalyst 

(‘Ni nano’) during furfural hydrogenation under standard reaction conditions. Key to product abbreviations: FOL=furfuryl 

alcohol, 2-MF=2-methyl furan, furan=furan, THFA=tetrahydrofurfuryl alcohol, others are predominantly butanal, 1-

butanol, 2-methyl tetrahydrofuran and tetrahydrofuran. 

The supported SnNi (sequential addition) nanoparticles were then evaluated for furfural 

hydrogenation and compared to the nickel nanoparticle catalyst as well as a Sn-doped IWI catalyst 

(1.5Sn-Ni/SiO2), with the results shown in Figure 102. The SnNi nanoparticle catalyst had a >95 % 

selectivity to furfuryl alcohol, which is significantly higher than even the Sn-doped IWI catalyst that 

achieved a selectivity of around 85 %. It should be noted that since the SnNi nanoparticles were 

prepared with a molar Ni/Sn ratio of around 3, that the SnNi nanoparticle catalyst will contain 

significantly more Sn (roughly double that of the 1.5Sn-Ni/SiO2 catalyst). Therefore, the 

improvement in selectivity may be due to the higher amount of Sn in the catalyst. However, 

STEM-EDX mapping of the IWI catalyst revealed an uneven distribution of tin across the nickel 

particles, with some nickel particles containing almost no tin. Nickel metal has consistently been 

seen to produce a much broader range of products, generally achieving a selectivity to furfuryl 

alcohol of around 50 %. Therefore, if the catalyst contains a mix of Sn-doped nickel and nickel only 

particles, then the selectivity of the catalyst would be expected to be lower. Since the SnNi 

nanoparticle catalyst had a more uniform distribution of tin, this may explain the increase in 

selectivity towards furfuryl alcohol. The mass activity of the SnNi nanoparticle catalyst was around 
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4 times lower than the nickel nanoparticle catalyst. However, since the nickel content of the catalyst 

is around 3 times lower due to the low loading of the catalyst, the decrease in activity is likely mostly 

explained by the lower metal loading. This means that whilst the introduction of tin to the IWI 

catalysts led to an order of magnitude decrease in activity, the introduction of tin to the 

nanoparticle catalysts appears to have had a minimal effect. In comparison to the Sn-doped IWI 

catalyst, the activity is also lower, however again, the nickel content is around 3 times lower in the 

SnNi nanoparticle catalyst, so the activity is actually likely comparable per metal atom present. The 

deactivation rate constant for the SnNi nanoparticle catalyst is very similar to the nickel 

nanoparticle catalyst, but significantly higher than the Sn-doped IWI catalyst. This suggests the 

introduction of tin to the nanoparticle catalyst is having very little effect on the deactivation rate 

and that the colloidal nanoparticle catalysts have higher deactivation rates in general. As discussed 

above, this could potentially be due to sintering, however it is more likely to be related to the 

presence of capping agent leading to increased coking. Overall, the selectivity of the SnNi 

nanoparticle catalyst (>95 %) is improved over both the nickel nanoparticle catalyst (~50 %) and the 

Sn-doped IWI catalyst (~85 %) and is comparable to the copper chromite catalyst (~90 %) discussed 

in Chapter 3, however nanoparticle catalysts do exhibit more rapid deactivation. 
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Figure 102: Comparison of 1.5Sn-Ni/SiO2 IWI catalyst (‘1.5Sn IWI’) to the KIT-6 supported colloidal nanoparticle catalysts, 

Ni nano/KIT-6 (‘Ni nano’) and SnNi nano (sequential addition)/KIT-6 (‘SnNi nano’) during furfural hydrogenation (a) 

Average selectivity under stable operation; (b) Mass activity after 1 hr TOS; (c) Deactivation rate constants. Errors shown 

are based on repeat measurements of a typical sample as indicated in the experimental section. Furfural hydrogenation 

was carried out under standard reaction conditions. Key to product abbreviations: FOL=furfuryl alcohol, 2-MF=2-methyl 

furan, furan=furan, THFA=tetrahydrofurfuryl alcohol, others are predominantly butanal, 1-butanol, 2-methyl 

tetrahydrofuran and tetrahydrofuran. 

5.2.3 Characterisation of the spent colloidal nanoparticle catalysts 

As discussed above, the nanoparticle catalysts suffer from significant sintering during the reduction 

step prior to reaction, and so the post-reaction catalyst would be expected to appear sintered. An 

example image of the spent SnNi sequential addition catalyst is shown in Figure 103, which indeed 

shows significant sintering.  
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Figure 103: TEM image of the spent KIT-6 supported SnNi (post-reaction, inactive) sequential addition SnNi nanoparticle 

catalyst 

However, as discussed above, the majority of the sintering appears to occur in the reduction step 

and so the active catalyst is already significantly sintered. Therefore, it was thought that sintering 

was somewhat unlikely to lead to the rapid deactivation seen in the nanoparticle catalysts. Coking 

was explored as an alternative since this was identified as the major source of deactivation in the 

IWI catalysts. The CP/MAS 13C-NMR spectrum of the spent SnNi nanoparticle catalyst is shown in 

Figure 104. In contrast to the spectrum for the IWI Sn-doped catalyst that contained only furfuryl 

alcohol peaks, the spectrum here predominantly consists of peaks corresponding to furfural and 

only has some smaller furfuryl alcohol peaks. This suggests that for the nanoparticle catalyst, 

furfural species and, to a lesser extent, furfuryl alcohol species are playing a role in catalyst 

deactivation. However, it is important to note that there is a chance that the catalyst was exposed 

to furfural at temperatures <180 °C as a result of the shutdown procedure used in this experiment, 

which could result in the condensation of furfural on the catalyst. This would explain the presence 

of the furfural peaks in the spectrum, however it would not account for the presence of the furfuryl 

alcohol peaks since the catalyst was completely deactivated before the reactor was shut down (i.e. 

it would not have been exposed to furfuryl alcohol at temperatures <180 °C). Therefore, whilst it is 

not possible to determine whether the furfural-based species are due to coking or the condensation 

of furfural on the catalyst, it is likely that the furfuryl alcohol-based species are related to coking.  

Similarly to the spent IWI Sn-doped catalyst, there is also a peak in the alkane region at around 

25.2 ppm, however the signal is significantly broader here. As discussed above, this may indicate 

the formation of oligomers of furfuryl alcohol17, 18 or, in this case, furfural. The presence of furfuryl 

alcohol-based species on the spent catalyst indicates that coking is likely contributing to the rapid 

deactivation seen. 



183 
 

 

Figure 104: solid state CP/MAS 13C NMR spectrum of the spent SnNi sequential addition nanoparticle catalyst, with the 

positions of the peaks for furfuryl alcohol (solution-state NMR) shown by the red vertical lines15 and the positions of the 

peaks for furfural (solution-state NMR) shown by the blue vertical lines16 

The role of coking in the deactivation of the SnNi nanoparticle catalyst was also investigated using 

DRIFTS (Figure 105). Whilst there were only weak peaks in the C-H region for the spent SnNi 

nanoparticle catalyst, there were strong signals that corresponded to furfural seen in the lower 

wavenumber region, with the spectrum matching closely to that of the sample of Cab-O-Sil exposed 

to furfural under reaction conditions (180 °C, 70 mL min-1 H2).  This fits well with the SS NMR 

spectrum, which showed the dominant species on the spent catalyst was related to furfural, 

however as discussed above, the presence of furfural is likely due to condensation of furfural on 

the catalyst bed as it was exposed to furfural at temperatures <180 °C. Since the furfural peaks are 

so strong in the DRIFTS spectrum, it is hard to determine whether there are any other species 

present, however there are some unaccounted for peaks (~1750 cm-1 (broad) and ~1500 cm-1). 

These peaks roughly fit with some seen in the spectra for furfuryl alcohol and silica exposed to 

furfuryl alcohol under reaction conditions, suggesting that furfuryl alcohol-based species may also 

be present. This is consistent with the SS NMR spectrum which also suggested the presence of 

furfuryl alcohol-based species. Therefore, this provides further evidence that furfuryl alcohol 

and/or its oligomers are playing a role in the coking and deactivation of the catalyst. 
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Figure 105: DRIFT spectra of spent IWI 1.5Sn-Ni/SiO2 and spent SnNi/KIT-6 sequential addition nanoparticle catalyst from 

(a) 3200 – 2600 cm-1 and (b) 2200 – 1350 cm-1 and (c) a comparison of the DRIFT spectrum of Cab-O-Sil silica exposed to 

furfural under reaction conditions (‘Cab-O-Sil – furfural’; 180 °C, 70 mL min-1 H2) to the spent SnNi nanoparticle catalyst. 

Spectra are vertically offset for clarity. 

5.3 Conclusions 

The introduction of tin to IWI nickel catalysts leads to significant improvements in furfuryl alcohol 

selectivity, reaching around 85 % when the catalyst contains around 1.5 wt. % Sn. Whilst the 

deactivation rate was not significantly affected by the introduction of tin, the mass activity 

decreased by around an order of magnitude when even a moderate amount of tin was included 

(0.25 wt. %). However, when more tin was included, there was a comparatively minor additional 

impact on mass activity compared to the lower Sn loading. The colloidal nanoparticle catalysts 

initially had a significantly narrower particle size distribution and a more even distribution of tin in 

the nickel nanoparticles, however it was found that the pre-reaction reduction step caused 

significant sintering. This led to a very broad particle size distribution, however the distribution of 

tin, although broadened compared to the as prepared nanoparticles, was still an improvement over 

the IWI Sn-doped catalysts. The sequential addition SnNi nanoparticle catalyst was found to have 

an excellent furfuryl alcohol selectivity (~95 %), which is higher than the IWI Sn-doped catalysts. 
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The mass activity of the SnNi nanoparticle catalyst was similar to that of the Sn-doped IWI catalysts, 

however the deactivation rate constant was significantly higher. Coking was identified as a major 

source of deactivation, similar to the IWI catalysts, and the main coke species were found likely be 

related to furfuryl alcohol-based species. Overall, the introduction of tin to nickel-based catalysts 

led to a significant improvement in furfuryl alcohol selectivity (up to around 95 %), however this 

does come at the cost of a decrease in mass activity. 
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Chapter 6: The effect of phosphorus on nickel and tin-nickel 

catalysts for furfural hydrogenation 

As discussed in previous chapters, the synthesis of larger colloidal nickel nanoparticles requires the 

use of phosphine capping agents. This can lead to the incorporation of phosphorus1-4 since Ni(111) 

surfaces can catalyse the decomposition of one of the most common capping agents 

(tri-n-octylphosphine, TOP) at temperatures as low as 150 °C5, 6 whereas the syntheses are typically 

carried out at temperatures of >200 °C. In fact, XPS analysis revealed that regardless of the bulk 

structure of the nickel nanoparticles prepared using TOP (i.e. amorphous nickel phosphide or 

crystalline nickel metal), the surface contained nickel phosphide. Nickel phosphide may be 

expected to behave differently to nickel metal during catalysis as there will be different active sites. 

In particular, nickel phosphide is slightly Lewis acidic due to a small charge transfer from nickel to 

phosphorus resulting in Ni + species.7-9 Therefore, the nanoparticles prepared using TOP may 

perform differently during furfural hydrogenation compared to the phosphorus-free catalysts 

discussed in previous chapters. Whilst surface composition is often a key factor in determining 

catalytic performance, it is unclear whether the bulk composition of the nanoparticles will also play 

a role. Therefore, the amorphous nickel phosphide and crystalline nickel metal nanoparticle 

catalysts will be compared. Finally, the addition of tin to nickel-based catalysts has been shown to 

significantly improve the selectivity towards furfuryl alcohol, and so the impact of tin on 

phosphorus-containing nickel catalysts will also be studied. 

6.1 The effect of phosphine capping agents and phosphorus incorporation on 

nickel-based catalysts 

Two sets of nickel nanoparticles synthesised using TOP as a capping agent were prepared; one with 

an amorphous morphology and one with a crystalline nickel metal structure. Evaluating these 

catalysts for furfural hydrogenation will allow a comparison of the impact of phosphorus on 

catalysis as well as any effects resulting from the differing bulk nanoparticle architecture and 

structure. 

6.1.1 Amorphous nickel phosphide nanoparticles for furfural hydrogenation 

Higher P:Ni ratios, among other factors, can lead to significant phosphorus incorporation during the 

synthesis of nickel nanoparticles, such that the bulk phase of the nanoparticles is amorphous nickel 

phosphide.2, 3 This was found to be the case when synthesising nickel nanoparticles using a method 

outlined by Mézailles et al.,10 which produced amorphous nanoparticles with a size of 11.6 ± 1.3 nm 
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(Chapter 4). The nanoparticles were supported on KIT-6 silica (Figure 106) so that they could be 

evaluated for vapour-phase furfural hydrogenation.  

 

Figure 106: TEM imaging of the amorphous nickel phosphide nanoparticles supported on KIT-6 silica 

The amorphous nickel phosphide nanoparticle catalyst was then evaluated for furfural 

hydrogenation (Figure 107). The selectivity towards furfuryl alcohol was found to be ~67 %, which 

is roughly 15 % higher than that found for both the IWI Ni/SiO2 catalyst and smaller nickel 

nanoparticle catalyst (phosphine-free nanoparticle synthesis). This suggests that the presence of 

phosphorus is increasing the furfuryl alcohol selectivity.  

Maireles-Torres et al.11 investigated silica supported Ni2P catalysts for vapour-phase furfural 

hydrogenation. Although they did not carry out the reaction at 180 °C, they did find that at 170 °C 

only a minimal amount of furfuryl alcohol was produced and at 190 °C, no furfuryl alcohol was 

produced. The major product in both cases was found to be 2-methylfuran, although the higher 

temperature also led to increasing amounts of furan formation. Clearly this result is substantially 

different to the results obtained for the amorphous nickel phosphide nanoparticle catalyst studied 

here. However it should be noted that the H2:furfural ratio was around 12, compared to 19 used in 

this work, and the reactant feed was composed of 5 v/v% furfural in cyclopentanyl methyl ether 

(CPME). Whilst the relatively small difference in H2:furfural ratio is fairly unlikely to significantly 

effect catalysis since there is already a large excess of hydrogen, it is unclear whether the presence 

of CPME is having any effect on the results. Despite the potential for differing reaction conditions 

to be affecting the results of catalysis, the difference in selectivity is large and so it is unlikely that 

the reaction conditions alone can account for the altered selectivity. Other explanations for the 

difference include differing amounts of phosphorus incorporation in the nickel metal particles or 

the speciation of the excess phosphorus present. In the case of the catalyst studied by Maireles-

Torres et al.11 there was enough phosphorus incorporation that they formed crystalline Ni2P, 
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whereas there may be less phosphorus incorporation in the amorphous nickel phosphide 

nanoparticles studied here. Lower amounts of phosphorus may alter the selectivity of the catalyst, 

as more of the surface is likely to behave as nickel metal, which is known to have a selectivity to 

furfuryl alcohol of around 50 %. Alternatively, the selectivity towards 2-methylfuran may be related 

to the presence of Brønsted acidic P-OH species which are thought to form on the surface of nickel 

phosphide catalysts. Maireles-Torres et al.11 work actually used relatively large excesses of 

phosphorus to form the Ni2P catalysts (P:Ni molar ratios of 1, 2 and 3). XPS analysis of their catalysts 

suggests that there are significant quantities of oxidised phosphorus species such as PO4
3- and 

HPO3H- present on the surface of the Ni2P particles. These species would act as Brønsted acid sites, 

which raises the possibility that the presence of Brønsted acid sites promotes the production of 

2-methylfuran. Certainly, there are reports that the introduction of Brønsted acid sites to metal 

catalysts promotes the hydrodeoxygenation pathway with other similar substrates such as benzyl 

alcohol.12 In the case of the nanoparticles synthesised using TOP, the phosphorus that is not 

incorporated into the nickel nanoparticles is likely still present as a phosphine, and so will not act 

as a Brønsted acid, hence the minimal selectivity towards 2-methylfuran observed. 

The mass activity of the amorphous nickel phosphide nanoparticle catalyst was found to be an order 

of magnitude lower than that of the IWI Ni/SiO2 catalyst, however it was similar to that found for 

the smaller nickel nanoparticle catalyst (phosphine-free synthesis). Whilst the mass activity would 

be expected to vary significantly with metal particle size (and therefore metal surface area), as 

discussed in Chapter 5, significant sintering occurred during the reduction step prior to catalysis for 

the smaller nickel nanoparticle catalyst. This may offer an explanation for the similar mass activities 

of the catalysts despite the difference in size of the as synthesised nanoparticles. The lower activity 

compared to the IWI catalyst is likely due to the presence of the capping agent on the surface of 

the nanoparticles limiting access to the active sites. The deactivation rate constant (as introduced 

in Section 3.2.2 in Chapter 3) is relatively similar to that found for the IWI Ni/SiO2 catalyst and is 

lower than that found for the small nickel nanoparticle catalyst (phosphine-free synthesis). This 

suggests that the inclusion of phosphorus, either as a nickel phosphide species or as a phosphine 

capping agent on the surface of the nanoparticles, is helping to reduce coking, as this was identified 

as a major source of deactivation in the phosphorus-free small nickel nanoparticle catalyst. It should 

be noted however, that the catalyst does still exhibit fairly rapid deactivation, meaning that any 

stability provided by the phosphorus is limited and, ultimately, the catalyst still deactivates at a 

similar rate to the IWI catalyst. 
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Figure 107: Comparison of the amorphous nickel phosphide nanoparticle catalyst (‘amor. Ni’) to the IWI Ni/SiO2 catalyst 

(‘Ni IWI’) and the smaller nickel nanoparticle catalyst (‘small Ni’) during furfural hydrogenation (a) Average selectivity 

under stable operation; (b) Mass activity after 1 hr TOS; (c) Deactivation rate constants. Errors shown are based on repeat 

measurements of a typical sample as indicated in the experimental section. 

Maireles-Torres et al.11 found that for Ni2P/SiO2 catalysts, increasing the reaction temperature 

favoured the production of 2-methylfuran, reaching a selectivity of around 82 % at 210 °C after 5 h 

TOS and with the only other significant product found to be furan. Therefore, it was thought that 

increasing the reaction temperature may also favour the formation of 2-methylfuran for the 

amorphous nickel phosphide nanoparticle catalyst. The results of furfural hydrogenation at 220 °C 

are shown in Figure 108. The selectivity towards furfuryl alcohol dropped by around 15 % compared 

to the selectivity at a reaction temperature of 180 °C, however this still makes furfuryl alcohol the 

dominant product with a selectivity of around 50 %. The selectivity towards 2-methylfuran did 

increase as expected, however the increase was very minimal, going from around 17 % at 180 °C to 

around 20 % at 220 °C. There was more of an increase in the selectivity towards furan, which went 

from around 16 % at 180 °C to around 23 % at 220 °C, however overall, this increase in selectivity 

is also fairly minor. The fact that the selectivity to furfuryl alcohol remains high despite the increase 

in reaction temperature is a somewhat unexpected result. Vargas-Hernández et al.13 reported that 

for a Ni/SBA-15 silica catalyst, a reaction temperature of 230 °C resulted in a selectivity towards 

furan of 98 % during vapour-phase furfural hydrogenation. However, again it should be noted that 

the H2:furfural ratio was around 12 compared to around 19 in this work and the reactant feed was 

composed of 5 v/v% furfural in CPME. As discussed above, it is unclear what effect these differing 
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reaction conditions, especially the presence of CPME, will have on the selectivity of the catalyst. 

However, such a clear preference for decarbonylation to furan at higher temperatures suggests 

that nickel catalysts are generally likely to follow this trend. Therefore, if the amorphous nickel 

phosphide nanoparticle catalyst was behaving like a standard nickel catalyst, higher reaction 

temperatures would be expected to produce furan as the major product, yet only minimal increases 

in furan selectivity were observed. Alternatively, if the amorphous nickel phosphide catalyst was 

behaving like a Ni2P catalyst, a reaction temperature of 220 °C would be expected to produce 

2-methylfuran as the major product, yet again only minimal increases in 2-methylfuran selectivity 

were observed. This suggests that the amorphous nickel phosphide catalyst is not behaving like 

nickel metal or Ni2P catalysts. This could be due to a number of reasons, as discussed above, 

including a lower amount of phosphorus incorporation compared to Ni2P or the presence of 

unincorporated phosphorus as phosphine-based ligands on the surface rather than oxidised 

phosphorus species which can act as Brønsted acids.  

As would be expected by an increase in temperature, there was an increase in the mass activity of 

the catalyst at 220 °C, however the increase was relatively minor. The deactivation rate constant 

was also increased, roughly doubling for the reaction carried out at 220 °C. Again, an increase in 

deactivation rate at higher temperatures is somewhat expected since higher reaction temperatures 

are likely to promote sintering and coking. 
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Figure 108: Comparison of the amorphous nickel phosphide nanoparticle catalyst during furfural hydrogenation at the 

standard reaction temperature of 180 °C and at 220 °C; (a) Average selectivity under stable operation; (b) Mass activity 

after 5 hrs TOS; (c) Deactivation rate constants. Errors shown are based on repeat measurements of a typical sample as 

indicated in the experimental section. 

Overall, the use of a phosphine capping agent and the resulting incorporation of phosphorus have 

minor effects on the activity and deactivation rate of the catalyst, however it does result in an 

increased selectivity to furfuryl alcohol at both 180 °C and 220 °C.  

6.1.2 Crystalline nickel nanoparticles, prepared using TOP, for furfural hydrogenation 

Based on a method reported by Emmerling et al.14, which used a lower P:Ni ratio, it was found 

possible to synthesise larger nickel nanoparticles where the bulk structure consisted of crystalline 

nickel metal whilst still using TOP as the capping agent. The method was found to produce 

nanoparticles with a size of 15.2 ± 1.3 nm (Chapter 4), which is slightly larger than the amorphous 

nickel phosphide nanoparticles discussed above. The nanoparticles were supported on KIT-6 silica 

(Figure 106a and b) so that they could be evaluated for vapour-phase furfural hydrogenation. 

HRTEM imaging of the unsupported nanoparticles (Figure 106c) showed that the nanoparticles did 

not have a core-shell structure. However, like with the amorphous nickel phosphide nanoparticles, 

the procedure used to support the nanoparticles appears to result in the formation of a core-shell 

structure (Figure 106b). The core-shell structure is likely due to the formation of an oxide layer on 

the surface of the nanoparticles. The supporting procedure involves drying the catalyst at around 
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70 °C in static air, which may provide a potential explanation for the formation of the oxide surface 

layer. 

 

Figure 109: TEM imaging of the crystalline nickel nanoparticles prepared using TOP (a) supported on KIT-6, (b) HRTEM 

image showing the core-shell structure of the KIT-6 supported nanoparticles and (c) HRTEM image of an unsupported 

nanoparticle 

The catalyst was then evaluated for furfural hydrogenation, with the results shown in Figure 110. 

Despite the bulk structures of the nanoparticles being very different, the crystalline nickel 

nanoparticle catalyst has a very similar selectivity to the amorphous nickel phosphide nanoparticle 

catalyst. The major product was found to be furfuryl alcohol and had a selectivity of around 66 %. 

The only small difference appears to be slightly higher selectivity for furan compared to 

2-methylfuran for the crystalline versus the amorphous nanoparticle catalysts. Nickel phosphide 

catalysts are known to favour 2-methylfuran production11, so potentially this suggests the slight 

increase in 2-methylfuran selectivity in the amorphous nickel phosphide nanoparticle catalyst may 

be related to increased phosphorus incorporation compared to the crystalline nickel metal catalyst. 
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However, these changes in selectivity are fairly minor and so the selectivity of the two catalysts are 

still very comparable, likely since the surface of both catalysts were shown to contain nickel 

phosphide (Chapter 4). 

The mass activity of the crystalline nickel metal nanoparticle catalyst is around 3 – 4 times lower 

than that of the amorphous version. Whilst the amorphous nickel phosphide nanoparticles are 

smaller than the crystalline version (11.6 nm vs. 15.2 nm respectively), this only results in a 

reduction in surface area per mole of nickel of around 1.7 times, which therefore cannot account 

for the 3 – 4 fold decrease in mass activity, given the same nominal Ni loading of ~5 wt. %. Another 

potential explanation could be that more of the phosphine capping agent remains on the surface 

of the nanoparticles since there is significantly less phosphorus incorporation into the bulk of the 

structure. If this is the case, this may further limit access to active sites on the surface of 

nanoparticles and therefore, result in a lower mass activity. The deactivation rate of the crystalline 

nickel nanoparticle catalyst is significantly higher than that of the amorphous version and much 

more similar to that observed for the small nickel nanoparticle catalyst (phosphine-free synthesis). 

It is unclear why this is the case, however this may suggest that the formation of a bulk nickel 

phosphide phase is lowering the deactivation rate. Alternatively, as discussed for the changes in 

mass activity, if a larger amount of the phosphine capping agent is present on the surface of the 

catalyst, this may result in increased coking and therefore deactivation. Sintering should also be 

considered when exploring deactivation, however as discussed below, sintering is very limited or 

even completely eliminated for nanoparticle catalysts prepared using TOP.  

Overall, the bulk phase of the nanoparticles (i.e. crystalline nickel metal or amorphous nickel 

phosphide) appears to have limited effects on the catalytic performance, especially in terms of 

selectivity. This is likely due to the fact that the surfaces of both sets of nanoparticles contain nickel 

phosphide (Chapter 4) and so the catalysts are likely to behave in a similar manner during catalysis. 
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Figure 110: Comparison of the crystalline nickel nanoparticle catalyst, prepared using TOP, (‘Ni crys.’) to the amorphous 

nickel phosphide nanoparticle catalyst (‘Ni amor.’) during furfural; (a) Average selectivity under stable operation; (b) Mass 

activity after 5 hrs TOS; (c) Deactivation rate constants. Errors shown are based on repeat measurements of a typical 

sample as indicated in the experimental section. 

6.1.3 The effect of phosphorus on sintering in nickel-based nanoparticle catalysts 

Significant sintering was found to occur in the small Ni and SnNi nanoparticle catalysts 

(phosphine-free synthesis). The majority of the sintering was found to occur during the reduction 

step prior to catalysis and therefore, the active catalyst was actually the sintered version. This led 

to broader particle size distributions in the working catalyst. Since the IWI catalysts did not exhibit 

any significant sintering, a possible explanation for the sintering with the small nanoparticle 

catalysts is a decrease in metal-support interactions due to the layer of capping agent on the surface 

of the nanoparticles. Therefore, it was important to determine whether sintering was also occurring 

for the nanoparticle catalysts synthesised using phosphine capping agents.  

Figure 111 shows an image of the spent amorphous nickel phosphide nanoparticle catalyst, along 

with particle size distributions normalised to the number of particles, surface area and volume. The 

catalyst exhibits some minimal sintering, as seen by the small tails towards higher particle size on 

the distributions, however compared to the small nickel nanoparticle catalyst (Section 5.2 in 

Chapter 5), much less sintering is occurring. The surface is key in terms of catalysis and, in this case, 

the majority of the surface area is still coming from nanoparticles with a similar size to the as 
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synthesised nanoparticles, confirming the minimal impact that the sintering should have on 

catalysis. It should be noted that there was a slightly unusual shift of the particle size distribution 

to lower particle sizes in the spent catalyst compared to both the as prepared unsupported 

nanoparticles (as shown in Figure 111) but also the fresh supported nanoparticle catalyst 

(pre-reaction, pre-reduction). In fact, the average metal particle size in the spent catalyst was found 

to be 10.7 ± 3 nm whereas the as prepared nanoparticles had an average particle size of 

11.6 ± 1.3 nm. The cause of the decrease in metal particle size is unclear at this time and further 

investigation would be required to determine the exact reason. However, a potential explanation 

could be that some of the phosphorus that is incorporated into the bulk of the as prepared 

nanoparticles is segregated to the surface during the reduction step or catalysis. This would result 

in a bulk structure that would be closer to nickel metal, which could lead to smaller nanoparticles. 

Overall, the slight shift to smaller nanoparticles in the spent catalyst is a minimal change and so will 

have a relatively minor effect on catalysis. The more important point is that the presence of 

phosphorus significantly limits the sintering that occurs with nickel-based nanoparticle catalysts 

compared to nickel nanoparticle catalysts synthesised using only amine capping agents.  
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Figure 111: (a) TEM image of spent Ni nano (amor.)/KIT-6 and corresponding particle size distributions normalised to the 

(b) number of particles, (c) surface area and (d) volume 

Figure 112 shows a TEM image of the spent crystalline nickel metal catalyst and the corresponding 

particle size distributions normalised to the number of particles, surface area and volume. For this 

catalyst there is even less sintering, to the point where sintering is almost eliminated. This again 

suggests that the presence of phosphorus is helping to prevent sintering.  

However, it should be noted there could also be an alternative explanation since the decrease in 

sintering also correlates with increasing nanoparticle size. Although there is not specific data for a 

Ni/SiO2-based system, Campbell et al. determined the chemical potential of various metal atoms in 

nanoparticles supported on several different oxides.15-22 They summarised the results by reporting 

that the chemical potential of metal atoms in a nanoparticle increases rapidly with particle 

diameters of less than ~6 nm.23 Chemical potential is a measure of the thermodynamic driving force 

for sintering, and so this means that particle size plays a significant role in the extent of sintering 

for metal nanoparticles with a diameter less than ~6 nm. However, for nanoparticles larger than 

~6 nm, particle size has a lesser effect on sintering. Therefore, particle size may be contributing to 

the increase in sintering for the small phosphorus-free nanoparticles (~4 nm) compared to the 
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larger phosphorus containing nanoparticles (~12 - 15 nm). However, it is unlikely that particle size 

can explain the increase in sintering between the amorphous nickel phosphide nanoparticles 

(~12 nm) and the crystalline nickel nanoparticles (~15 nm). Therefore, increasing particle size alone 

is unlikely to be responsible for the increased sintering resistance. Additionally, the IWI Ni/SiO2 had 

a broad distribution of nickel particle sizes, with many particles of a similar size to the small nickel 

nanoparticles, and yet very little sintering occurred (although this is harder to measure on an 

already broad distribution) and the smaller particles were still present after catalysis. This suggests 

that the presence of a capping agent is the major factor contributing to sintering in the smaller 

nanoparticles, which implies that it is the change to a phosphine capping agent that is lowering or 

eliminating sintering in the larger nanoparticles. Therefore, the use of a phosphine capping agent 

may be a facile route to limiting sintering in colloidal nickel-based nanoparticle catalysts. 

 

Figure 112: (a) TEM image of spent crystalline Ni nanoparticles supported on KIT-6 and corresponding particle size 

distributions normalised to the (b) number of particles, (c) surface area and (d) volume 
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6.1.4 Deactivation of nickel nanoparticle catalysts synthesised using a phosphine capping agent 

Since the presence of phosphorus almost eliminates or significantly limits sintering, the rapid 

deactivation of the catalysts must be mainly attributed another factor. For all of the previous nickel-

based catalysts discussed in this thesis, the main cause of the rapid deactivation was found to be 

coking and so this will also be examined for the catalysts discussed in this chapter. 

Solid state cross polarization/magic angle spinning 13C-NMR (CP/MAS 13C-NMR) can be a useful 

probe of surface carbon species on spent catalysts and so was used to analyse the spent amorphous 

nickel phosphide nanoparticle catalyst (Figure 113). The strongest peaks (152.0 ppm, 142.6 ppm, 

109.3 ppm and 57.7 ppm) correspond to furfuryl alcohol,24 however there are some additional 

weaker peaks that correspond to furfural (179.5 ppm and 123.8 ppm, plus possible shoulders on 

the peaks at 152.0 ppm and 109.3 ppm)25 and tetrahydrofurfuryl alcohol (THFA; 79.3 ppm, 

68.1 ppm, 63.3 ppm and 25.2 ppm).26 This suggests that the major coke component is related to 

furfuryl alcohol, similar to many of the other catalysts previously discussed. The presence of peaks 

corresponding to THFA was slightly unexpected since the catalyst produced very little THFA. One 

potential explanation may be that the coke species related to furfuryl alcohol, which will be 

adsorbed on the surface of the catalyst for long periods of time, are further hydrogenated to THFA. 

In this spectrum, there are also some strong peaks in the alkane region. Whilst some of these may 

be partially accounted for by the presence of THFA species, the other signals that correspond to 

THFA are relatively weak, and so THFA alone is unlikely to account for the large peaks in alkane 

region. It has previously been discussed (Section 5.1.3 in Chapter 5) that the presence of peaks in 

the alkane region may indicate the formation of furfuryl alcohol oligomers, since their formation 

results in bridging CH2 moieties.27, 28 In the spectra for the spent IWI Sn-doped catalyst and, to a 

lesser extent, the spent small SnNi nanoparticle catalyst, the presence of a strong methylol peak at 

around 57 ppm and a weak bridging CH2 peak at around 25 ppm suggested the presence of 

relatively short chain oligomers (Chapter 5). In this spectrum, the methylol peak is significantly 

weaker and the bridging CH2 peak is significantly stronger, which suggests more extensive 

oligomerisation than with the previous catalysts. Therefore, the SS NMR data provides evidence 

that coking is likely to be playing a major role in the deactivation of the catalysts and that furfuryl 

alcohol and its oligomers appear to be the main species involved. 
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Figure 113: solid state CP/MAS 13C NMR spectrum of the spent amorphous nickel phosphide nanoparticle catalyst, with 

the positions of the peaks for furfuryl alcohol (solution-state NMR) shown by the red vertical lines24, the positions of the 

peaks for furfural (solution-state NMR) shown by the blue vertical lines25 and the positions of the peaks for 

tetrahydrofurfuryl alcohol (solution-state NMR) shown by the grey vertical lines26 

There was some concern that these catalysts were likely to contain some signals relating to the 

presence of capping agents, rather than coke species. To investigate this, a fresh sample 

(pre-reaction, pre-reduction) and a reduced sample (pre-reaction but reduced at 300 °C under 

30 mL min-1 of H2 for 2 h) were analysed. It should be noted that the sample used was a Sn-doped 

sample of the amorphous nickel phosphide nanoparticles in order to also account for any effects 

from the addition of tin. However, a minimal amount of tin was added compared to all other 

reagents and so it should have a minimal effect. The spectra are shown in Figure 114. Two intense 

peaks at 59.3 ppm and 15.3 ppm, as well as a weak signal at 29.0 ppm, were observed in both the 

fresh sample and the reduced sample. Whilst the signal intensities may appear comparable, it 

should be noted that the acquisition time of spectrum for the reduced sample was significantly 

longer, and so overall the signal intensity of the reduced sample was around 75 % of that attained 

for the fresh sample. Therefore, whilst the species appears not to be significantly altered during the 

reduction procedure, it is partially removed. At this time, the species that corresponds to the 

spectrum obtained is unclear. The presence of the peak at 59.3 ppm suggests the species contains 

an alcohol, ether or amine group whilst the signal at 15.3 ppm likely corresponds to alkane CH3 or 

CH2 groups. Both oleylamine and TOP contain many more remote CH2/CH3 groups than CH2-NH2 or 

CH2-PR2 moieties respectively. Therefore, the fact that the relative intensity of the signal at 

59.3 ppm is higher than the alkane signal at 15.3 ppm indicates that neither the presence of 

oleylamine or TOP could account for the signal at 59.3 ppm. Other reagents included in the 
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synthesis are 1-octadecene, Ni(acac)2 and tin(II) 2-ethylhexanoate. 1-octadecene does not contain 

any groups that could account for the signal at 59.3 ppm and the ligands for the nickel and tin 

reagents would have to react with other reagents to form a molecule with groups that has the 

potential to account for the signal at 59.3 ppm. In the case of the ligands, it should also be noted 

that most of the possible products from the ligands reacting with another reagent/species would 

also produce many other signals that are not present in the spectrum. An important takeaway from 

this experiment is that the signals present do not correspond directly to the capping agents that 

may be expected to be present on the catalyst (i.e. oleylamine or TOP). Additionally, the signals 

present on the fresh and reduced catalyst do not appear in the spectrum for the spent catalyst, and 

so the signals identified on the spent catalyst likely do correspond to coke species. 

 

Figure 114: solid state CP/MAS 13C NMR spectrum of an amorphous SnNi nanoparticle catalyst before (‘as prepared’) and 

after reduction at 300 °C (‘reduced’). The acquisition times for the as prepared sample and reduced sample were 0.67 h 

and 4 h respectively. 

To investigate coking further, a sample of the spent amorphous nickel phosphide nanoparticle 

catalyst was analysed using DRIFTS (Figure 115). The spectrum has a broad peak at around 

1700 cm-1, which fits with a similar peak in the spectrum for silica that was exposed to furfuryl 

alcohol under standard reaction conditions (180 °C, 70 mL min-1 H2). There is also a peak at around 

1505 cm-1 which fits well with a peak in the furfuryl alcohol reference spectrum assigned to C=C 

stretching.29 This means that furfuryl alcohol species account for the majority of the peaks in the 

spectrum, which implicates furfuryl alcohol in the coking process. This result is consistent with the 

NMR data which also suggested that furfuryl alcohol species were involved coking. There are also 

additional peaks (a small shoulder at ~1670 cm-1, ~1590 cm-1, ~1460 cm-1) which roughly fit with 
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some of the peaks found when silica was exposed to furfural under reaction conditions, suggesting 

that small amounts of furfural-based species are also present. Again, this is consistent with the NMR 

results since they also suggested small amounts of furfural species were present on the spent 

catalyst. Overall, this suggests that coking is likely to be largely responsible for the deactivation of 

the catalyst and that coke formation is largely related to furfuryl alcohol and its oligomers. 

 

Figure 115: The DRIFT spectrum of the spent amorphous Ni nanoparticle catalyst (‘Ni amor.’) compared to the spectra of 

Cab-O-Sil silica exposed to furfural (‘SiO2-FUR’) or furfuryl alcohol (SiO2-FOL)  under standard reaction conditions 

(70 mL min-1 H2, 180 °C) in different key regions of the spectra; (a) 3200 – 2600 cm-1 and (b) 2200 – 1350 cm-1 

Like with the NMR data, there was some concern that the presence of capping agent on the 

catalysts may be contributing to the IR spectrum obtained for the spent catalyst. Therefore, a 

sample of the fresh catalyst was analysed (Figure 116). There was a strong peak at around 

1700 cm-1, which couldn’t be easily assigned (note: the additional peaks in the ~1900 – 1450 cm-1 

region are due to atmospheric water not being appropriately cancelled out by the background). 

After supporting the nanoparticles on the KIT-6 silica, the catalyst is washed several times with a 

mix of 20 v/v% ethanol in acetone. The catalyst is then dried overnight at ~70 °C in static air, which 

should remove the majority of the solvent, however the strong peak at around 1700 cm-1 in the 

DRIFT spectrum suggested that this potentially wasn’t the case (the frequency is typical of an 

organic C=O bond). Therefore, a sample of the catalyst was then vacuum dried at 70 °C for ~5 h 

before a DRIFT spectrum was obtained. In this sample, the peak at around 1700 cm-1 had 

disappeared, confirming that the peak was resulting from the presence of solvent on the catalyst. 

This likely means that the catalyst used for furfural hydrogenation may also contain traces of the 

solvents used for washing, however the in situ reduction step carried out prior to catalysis should 
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remove any residual solvent. The spectrum of the vacuum dried catalyst still contained some peaks 

in the alkane region, likely due to the presence of the long chain capping agents used in the 

synthesis of the nanoparticles. There was also a broad peak at around 1576 cm-1 and two slightly 

sharper peaks at 1399 cm-1 and 1385 cm-1. These peaks are likely associated with the capping agents 

on the nanoparticles and a very weak peak at around 1399 cm-1 can still be seen on the sample of 

spent catalyst discussed above, however, the contribution of capping agent to the DRIFT spectrum 

is fairly small and inconsequential. This therefore confirms that the majority of the peaks observed 

in the DRIFT spectrum of the spent catalyst can be assigned to coke species formed during catalysis. 

 

Figure 116: DRIFT spectra of the fresh amorphous Ni nanoparticle catalyst and after vacuum drying at 70 °C for ~5 h for 

different key regions of the spectra; (a) 3200 – 2600 cm-1 and (b) 2200 – 1350 cm-1 

6.2 The effect of tin on nickel nanoparticles prepared using a phosphine capping agent 

Whilst the presence of phosphorus in nickel-based catalysts led to an increase in furfuryl alcohol 

selectivity, it was still relatively low at around 67 %. Previously, the introduction of tin to nickel 

catalysts significantly improved the furfuryl alcohol selectivity, reaching around 95 % for the small 

colloidal SnNi nanoparticle catalyst. Therefore, in order to further improve the selectivity of the 

phosphorus containing nickel nanoparticle catalysts, nanoparticles with varying tin contents were 

synthesised and their evaluation for furfural hydrogenation is discussed below. 
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6.2.1 The effect of tin on amorphous nickel phosphide nanoparticle catalysts for furfural 

hydrogenation 

Initially, the nanoparticles with a nominal Ni:Sn molar ratio of 3:1 were supported on KIT-6 and 

evaluated for furfural hydrogenation, since the small SnNi nanoparticle catalyst tested previously 

was prepared with this 3:1 Ni:Sn molar ratio and was found to be highly selective to furfuryl alcohol. 

However, when the larger SnNi amorphous nanoparticles were tested, they were almost 

completely inactive. Whilst increasing the mass of catalyst may have meant some activity could be 

observed, significant conversions similar to other catalysts would only be achieved with at least an 

order of magnitude increase in activity. The mass of catalyst required for this increase in activity 

would not be feasible in the current reactor setup. The lack of activity for this catalyst may be 

explained by the fact that the surface area per mole of nickel will be around 12 times lower for the 

larger nanoparticles (~13.6 nm) than the smaller nanoparticles (~4 nm). The chosen synthetic 

method for both sizes of nanoparticle is likely to result in most of the tin being located on the 

surface of the nanoparticles, as confirmed by elemental maps produced using STEM-EDX analysis 

(Chapter 4). Whilst reducing the nanoparticles appears to result in some migration of the tin to the 

bulk of the nanoparticles, it is likely that significant amounts will remain on the surface. Assuming 

this is the case, then the lower overall surface area for the larger nanoparticles would result in a 

higher concentration of tin on the surface compared to the smaller nanoparticles. It was seen that 

the introduction of tin to nickel catalysts resulted in lower activities, and therefore, a higher 

concentration of tin on the surface of the larger nanoparticles is a likely explanation for their 

inactivity. Subsequently, it was decided to prepare some nanoparticles using an analogous method 

but with substantially lower amounts of tin in order to obtain active catalysts. 

Nanoparticles with nominal Ni:Sn molar ratios of 20:1 and 50:1 (Note: ICP revealed the 

nanoparticles prepared with a nominal Ni:Sn molar ratio of 50:1 actually had a ratio of ~30:1) were 

therefore prepared and supported on KIT-6 silica so that they could be evaluated for their 

performance during furfural hydrogenation. An image of the KIT-6 supported SnNi nanoparticles 

(nominal Ni:Sn molar ratio of 20) is shown in Figure 117, indicating an even distribution of the 

nanoparticles on the support. 
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Figure 117: TEM image of fresh KIT-6 supported amorphous SnNi (nominal Ni:Sn molar ratio of 20) 

The amorphous SnNi nanoparticle catalysts were then evaluated for furfural hydrogenation (Figure 

118). Increasing the tin content of the amorphous nickel nanoparticles led to increasing furfuryl 

alcohol selectivity, reaching around 93 % for nanoparticles with a Ni:Sn molar ratio of around 20. 

This selectivity is only slightly lower than that achieved by the smaller SnNi nanoparticles (Ni:Sn 

molar ratio of around 3) that had a selectivity of ~95 %. This confirms the need for significantly 

lower tin levels to achieve the same excellent selectivity in the larger amorphous nanoparticles, 

likely due the lower surface area per mole of nickel as discussed above. Additionally, this also means 

that the presence of phosphorus is not significantly changing the behaviour of the catalyst when tin 

is introduced, since the addition of tin is still leading to significant improvements in selectivity. 

The mass activity of the amorphous SnNi nanoparticle catalysts was found to be around half that 

of the nickel only equivalent, therefore the introduction of tin is leading to a decrease in the activity 

of the catalyst. This is consistent with the results of the IWI catalysts, where the introduction of tin 

also led to decreased mass activity, however the decrease observed for the amorphous 

nanoparticles here is to a much lesser extent than seen for the IWI catalysts. The deactivation rate 

constants do not follow a consistent trend in terms of increasing tin levels, however both of the 

Sn-doped catalysts have higher deactivation rate constants, suggesting that the presence of tin is 

resulting in slightly more rapid deactivation. Deactivation of the catalysts will be discussed in further 

detail in Sections 6.2.3 and 6.2.4, however the increased deactivation rate may be related to the 

introduction of tin resulting in a slight increase in sintering. 

Overall, the introduction of tin to the amorphous nickel phosphide nanoparticles has produced very 

similar results to that observed when tin is introduced to other nickel-based catalysts, meaning that 

the selectivity of this catalyst can also be successfully tuned towards furfuryl alcohol. Additionally, 
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this suggests the presence of phosphorus is having a limited impact on the change to the catalyst 

caused when tin is introduced. 

 

Figure 118: Comparison of the amorphous SnNi nanoparticle catalysts with Ni:Sni molar ratios of around 30 and 20 

(‘SnNi30’ and ‘SnNi20’ respectively) to the amorphous nickel phosphide nanoparticle catalyst (‘Ni amor.’) during furfural 

hydrogenation (a) Average selectivity under stable operation; (b) Mass activity after 1 hr TOS; (c) Deactivation rate 

constants. Errors shown are based on repeat measurements of a typical sample as indicated in the experimental section. 

6.2.2 The effect of tin on crystalline nickel nanoparticle catalysts (prepared using TOP) for furfural 

hydrogenation 

Since the furfuryl alcohol selectivity of the crystalline nickel nanoparticles (prepared using TOP) was 

around 66 %, SnNi versions of these nanoparticles were also prepared in an attempt to improve the 

selectivity. Since significantly lower levels of tin were required to achieve suitable activity in the 

amorphous nanoparticles, which have a roughly similar size to the crystalline nanoparticles, they 

were also prepared with nominal Ni:Sn molar ratios of 50 and 20. An example TEM image of the 

KIT-6 supported nanoparticles (nominal Ni:Sn molar ratio of 20) is shown in Figure 119, which 

indicates the nanoparticles have been successfully supported and have a relatively even 

distribution. 
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Figure 119: TEM image of fresh KIT-6 supported crystalline SnNi (nominal Ni:Sn molar ratio of 20) 

Again, the increasing tin content leads to increasing furfuryl alcohol selectivity, with the 

nanoparticles with a nominal Ni:Sn molar ratio of 20 achieving a furfuryl alcohol selectivity of 88 %. 

This is slightly lower than the amorphous catalyst with a similar Ni:Sn molar ratio, however only by 

a small amount. The addition of tin still clearly results in significant improvements to selectivity. 

Unlike previous catalysts, the introduction of tin to these nanoparticles appears to initially improve 

mass activity, with further addition of tin resulting in slightly lower mass activity, although still 

higher than the nickel only catalyst. At this time there is no clear reasoning for this result, since in 

most other samples the introduction of tin resulted in lower mass activity, however one hypothesis 

might be the presence of tin is resulting in less phosphorus (either as metal phosphide or as capping 

agent) on the surface of the catalyst. This may initially improve activity, however with further 

addition of tin, the benefits are outweighed by the increasing presence of tin and so the activity 

starts to decrease again. The deactivation rate constants for this catalyst remain relatively constant, 

with no clear trend associated with tin content. This suggests the introduction of tin is not having 

any major effects on the deactivation of the catalyst. As discussed in detail in Section 6.2.3 below, 

this is may be because the crystalline nanoparticles exhibit almost no sintering regardless of 

whether tin is present or not, meaning deactivation is likely a result of coking which, as seen with 

other catalysts, is not largely impacted by the presence of tin. 

Overall, the introduction of tin to the crystalline nickel nanoparticles has again led to significant 

improvements in the selectivity towards furfuryl alcohol, however not quite to the same extent as 

seen with the amorphous SnNi nanoparticle catalyst or the smaller phosphorus-free SnNi 

nanoparticle catalyst. However, since the overall trend is very similar, this again suggests that the 

presence of phosphorus is not having a significant impact on the behaviour of the catalyst when tin 

is introduced. 
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Figure 120: Comparison of the crystalline SnNi nanoparticle catalysts with nominal Ni:Sni molar ratios of 50 and 20 

(‘SnNi50’ and ‘SnNi20’ respectively) to the crystalline nickel nanoparticle catalyst (‘Ni crys.’) during furfural hydrogenation 

(a) Average selectivity under stable operation; (b) Mass activity after 1 hr TOS; (c) Deactivation rate constants. Errors 

shown are based on repeat measurements of a typical sample as indicated in the experimental section. 

6.2.3 The effect of tin on sintering in nickel nanoparticles prepared using a phosphine capping 

agent 

The presence of phosphorus on nickel nanoparticles appears to significantly improve their 

resistance to sintering, with the crystalline nickel version of the nanoparticles exhibiting almost no 

sintering. However, it was previously found that the introduction of tin to the small 

phosphorus-free nickel nanoparticles appeared to promote sintering. Therefore, it was important 

to determine if that was also the case with the phosphorus-containing nickel nanoparticles.  

Figure 121 shows a TEM image of the spent amorphous SnNi nanoparticle catalyst (nominal Ni:Sn 

molar ratio of 20) and the corresponding particle size distributions normalised to the number of 

particles, surface area and volume. Whilst to a significantly lesser extent than observed for the small 

phosphorus-free SnNi nanoparticles, some sintering has definitely occurred. Additionally, when 

compared to the nickel-only version of this catalyst, there appears to be more sintering as the tail 

towards higher particle size is more significant. This suggests that similar to the smaller 

phosphorus-free nanoparticles, the addition of tin is promoting sintering, which could explain the 

slight increase in deactivation rate for the Sn-doped catalysts in comparison to the nickel-only 

equivalent. However, especially when considering the particle size distribution by surface area, the 
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extent of the sintering would not be expected to have a significant impact on selectivity, since there 

is still a large fraction of the surface area coming from particles of a similar size to the as prepared 

nanoparticles. Additionally, whilst sintering may be contributing to the deactivation of the catalysts, 

it is unlikely to account for the rapid and complete loss of activity observed, suggesting that there 

is another source of deactivation such as coking (which may of course also be affected by the 

presence of tin). 

 

Figure 121: (a) TEM image of spent amorphous SnNi nanoparticles (nominal Ni:Sn molar ratio of 20) supported on KIT-6 

and corresponding particle size distributions normalised to the (b) number of particles, (c) surface area and (d) volume 

It was also important to consider whether tin would have a promotional effect on sintering in the 

crystalline version of the catalyst. Figure 122 shows a TEM image of the spent SnNi crystalline 

nanoparticle catalyst (nominal Ni:Sn ratio of 20) and the corresponding particle size distributions 

based on the number of particles, surface area and volume. The particle size distributions are 

almost identical to the as prepared nanoparticles, indicating almost no sintering has occurred. 

Therefore, the introduction of tin does not appear to have had any effect on sintering for the 

crystalline nanoparticles. Additionally, this means that sintering is not the cause of the rapid 
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deactivation of the catalyst, which indicates there is another source of the deactivation such as 

coking. 

 

Figure 122: (a) TEM image of spent crystalline SnNi nanoparticles (nominal Ni:Sn molar ratio of 20) supported on KIT-6 

and corresponding particle size distributions normalised to the (b) number of particles, (c) surface area and (d) volume 

Therefore, the introduction of tin to phosphorus-containing nickel nanoparticle catalysts does 

appear to promote sintering in the case of the amorphous nanoparticles but has little effect on the 

crystalline version. Overall, the beneficial effects of phosphorus mean that despite tin possibly 

promoting sintering, significantly less sintering is observed in both the amorphous and crystalline 

nanoparticles compared to the smaller phosphorus-free nanoparticles (Section 5.2 in Chapter 5). 

6.2.4 Deactivation of tin-doped nickel nanoparticles prepared using a phosphine capping agent 

As discussed above (Section 6.2.3), the rapid deactivation of the catalysts cannot be explained by 

sintering alone. In fact, in the case of the crystalline SnNi nanoparticles, almost no sintering was 

observed, meaning that sintering cannot be contributing to deactivation. Therefore, the rapid 

deactivation observed must be caused by a different mechanism, likely coking. In order to 
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determine whether this is indeed the case, as well as to gain further understanding of the coking 

process, the spent catalysts were analysed using SS NMR and DRIFTS.  

Figure 123 shows the CP/MAS 13C NMR spectrum of spent amorphous SnNi nanoparticle catalyst 

(nominal Ni:Sn ratio of 20). The main signals fit well with furfuryl alcohol (152.2 ppm, 142.9 ppm, 

109.5 ppm and 58.0 ppm),24 however there are also some additional signals in the alkane region of 

the spectrum. In contrast to the nickel-only version of this catalyst, there are no additional peaks 

that correspond to furfural or THFA, suggesting that the introduction of tin limited the coke to 

furfuryl alcohol-based species. Additionally, in this spectrum, the methylol peak at 58.0 ppm is 

relatively strong compared to the other furfuryl alcohol peaks whereas the peaks in the alkane 

region are relatively weak. This suggests less extensive oligomerisation compared to the nickel-only 

equivalent which had a fairly weak methylol peak and stronger alkane peaks. Therefore, this 

potentially means that the introduction of tin is also limiting the extent of furfuryl alcohol 

oligomerisation.  If this hypothesis is correct, it might be expected that the introduction of tin, by 

preventing extensive oligomerisation and therefore coking, would help to prevent deactivation. 

However, in this catalyst, the introduction of tin did appear to lead to small increases in the 

deactivation rate (although there was no clear pattern with regard to tin content). As discussed 

above, the introduction of tin does appear to promote sintering, and so perhaps despite the 

decrease in coking, the increase in sintering means that overall, the catalyst deactivates at a slightly 

increased rate. 

 

Figure 123: solid state CP/MAS 13C NMR spectrum of the spent amorphous SnNi (nominal Ni:Sn molar ratio of 20) 

nanoparticle catalyst, with the positions of the peaks for furfuryl alcohol (solution-state NMR) shown by the red vertical 

lines24 and the positions of the peaks for furfural (solution-state NMR) shown by the blue vertical lines25 
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DRIFTS was also used to analyse the coke species present on the spent SnNi amorphous catalysts 

(Figure 124). The spectra for the Sn-doped catalysts are fairly similar to the nickel-only equivalent, 

however there are some key differences. The peak at around 1700 cm-1 that corresponds to a 

similar peak seen in a sample of silica exposed to furfuryl alcohol under reaction conditions is 

notably less distinct in the Sn-doped catalysts. However, they do still have a relatively intense peak 

at around 1505 cm-1 which is observed in a furfuryl alcohol reference spectrum. This suggests that 

the furfuryl alcohol species present on the Sn-doped catalysts are more similar to furfuryl alcohol, 

which fits reasonably with the NMR data that suggested a lower extent of furfuryl alcohol 

oligomerisation in the Sn-doped catalysts. However, contrary to the NMR data, the DRIFTS analysis 

suggests the presence of furfural species in addition to furfuryl alcohol, since there are a number 

of peaks which correspond to those observed in a sample of silica that was exposed to furfural 

under reaction conditions. This implicates both furfuryl alcohol and furfural in the coking process, 

however the NMR data suggests that it is mainly furfuryl alcohol. The reason for this discrepancy is 

not clear, however it should be noted that DRIFTS is a more surface sensitive technique, whereas 

NMR looks at the bulk, so DRIFTS may be more sensitive if small amounts of a species are present 

on the surface of the catalyst. 

 

Figure 124: The DRIFT spectrum of the spent amorphous SnNi nanoparticle catalysts (Ni:Sn molar ratios of 30 and 20, 

corresponding to ‘SnNi30’ and ‘SnNi20’ respectively) compared to the spectra of spent amorphous nickel phosphide 

nanoparticle catalyst (‘Ni amor.’) in different key regions of the spectra; (a) 3200 – 2600 cm-1 and (b) 2200 – 1350 cm-1 

Overall, coking appears to be contributing significantly to catalyst deactivation, with the main coke 

species being furfuryl alcohol and, to some extent, furfuryl alcohol oligomers. The presence of tin 

seems to limit the extent of furfuryl alcohol oligomerisation occurring when compared to the 



213 
 

nickel-only equivalent. However, as tin also promotes sintering in the amorphous nanoparticle 

catalysts, the potential improvement tin provides in terms of coking is counteracted by the increase 

in sintering and so the catalysts still deactivate rapidly. 

6.3 Conclusions 

The use of a phosphine capping agent and subsequent presence of phosphorus in colloidal nickel 

nanoparticles resulted in a furfuryl alcohol selectivity of around 67 %, which is an increase of around 

15 % compared to phosphorus-free nickel catalysts. The mass activity and deactivation rate 

constants were not significantly affected when compared to the phosphorus-free colloidal nickel 

nanoparticle catalyst. However, the mass activities of all colloidal nanoparticle catalysts were 

significantly lower than the catalyst prepared via IWI, likely due to the presence of capping agents 

limiting access to active sites. The morphology and structure of the nanoparticles (i.e. amorphous 

nickel phosphide vs. crystalline nickel metal) was found to have minimal impact on catalytic 

performance. The use of a phosphine capping agent significantly limited or even eliminated 

sintering during reduction and/or catalysis. This is in contrast to nanoparticles prepared using only 

an amine capping agent, which actually promoted sintering when compared to the IWI nickel 

catalysts and resulted in a severe sintering during the in situ reduction step prior to catalysis. Whilst 

particle size may be playing a role in sintering, the choice of capping agent appears to be the major 

factor in determining the extent of sintering. The use of a phosphine capping agent instead of, or 

in addition to, an amine capping agent may be a facile way to prevent sintering in colloidal nickel 

nanoparticles. Since sintering was significantly limited in the nickel catalysts prepared using a 

phosphine capping agent, the likely cause of the rapid deactivation was determined to be coking. 

The main coke species was found to be furfuryl alcohol and its oligomers.  

The introduction of tin to nickel nanoparticles prepared using a phosphine capping agent increased 

the furfuryl alcohol selectivity to around 93 %, which is comparable to the smaller phosphine-free 

SnNi nanoparticle catalyst. The mass activity and deactivation rates were only minimally affected 

by the presence of tin. In the case of the amorphous nanoparticles, the presence of tin appears to 

have a slight promotional effect on sintering, however the introduction on tin to the crystalline 

nanoparticles still exhibited almost no sintering like with the nickel-only equivalent. The rapid 

deactivation of the catalysts was again mostly attributed to coking due to furfuryl alcohol and its 

oligomers.  

Overall, the use of phosphine capping agents appears to be mostly beneficial, increasing the furfuryl 

alcohol selectivity and preventing sintering. Additionally, like with previous nickel-based catalysts, 

the introduction of tin can be used to further tune the selectivity towards furfuryl alcohol. 
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Chapter 7: The effect of phosphorus on the oxidation of nickel and 

tin-nickel colloidal nanoparticles 

Up to this point, the general focus of this thesis has been on nickel-based catalysts for furfural 

hydrogenation. However, the nanoparticles synthesised as part of this work can also act as model 

catalysts for other applications including as electrocatalysts for anion exchange membrane fuel 

cells1 or solid oxide fuel cells2, 3 or for other heterogeneous catalytic processes such as the 

methanation of CO2.4, 5 In these applications, oxidation stability is an important consideration; for 

instance, nickel catalysts used for the methanation of CO2 are susceptible to oxidation if a highly 

reducing atmosphere is not maintained, which leads to deactivation of the catalyst.4, 5 Therefore, 

the stability of nickel-based nanoparticles (in particular those containing phosphorous) in oxidising 

environments was assessed using near ambient pressure X-ray photoelectron spectroscopy 

(NAP-XPS). 

7.1: NAP-XPS of nickel-based nanoparticles to investigate the stability of the 

nanoparticles in oxidising environments 

In Chapter 4, a series of nickel-based nanoparticles were synthesised, including a set of small 

(~4 nm) phosphorus-free SnNi nanoparticles, larger (~12 nm) amorphous nickel phosphide 

nanoparticles, a Sn-doped variant of the amorphous nickel phosphide nanoparticles and larger 

(~15 nm) crystalline nickel nanoparticles (prepared using a phosphine capping agent). Evaluating 

the stability of these nanoparticles variants in oxidising environments then allows the impact of 

various factors on the extent of oxidation to be assessed, including the presence of tin and/or 

phosphorus and differences in the bulk structures of the nanoparticles. It must be noted that the 

synthesis of large phosphorous free nanoparticles was not found to be possible, but the results are 

still strongly indicative of an important role of size and/or (perhaps more likely) phosphorous.  

7.1.1: Oxidation of phosphorus-free small SnNi nanoparticles 

The NAP-XP spectra for the small phosphorus-free SnNi nanoparticles under different conditions 

are shown in Figure 125. The Ni 2p spectra were recorded at both 1100 eV and 1490 eV (kinetic 

energies (KE’s) of 250 eV and 640 eV respectively) in order to probe different depths into the 

nanoparticles (Figure 125a and b). The sample was initially reduced in situ at 300 °C in 1 mbar of H2 

and then spectra were recorded sequentially under varying the conditions. The first spectra were 

recorded at 180 °C in 1 mbar of H2 and at both lower and higher kinetic energies, there is one main 
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peak at 852.6 eV, which fits well with the 2p3/2 peak for metallic nickel.6 This means the in situ 

reduction step has successfully reduced the nickel surface. 

 When the gas was changed to 1 mbar of O2, still at a temperature of 180 °C, there was a distinct 

change in the spectra obtained at both lower and higher kinetic energies, with the main peak now 

centred at 855.7 eV. There is some debate about the assignment of this peak; it is often attributed 

to Ni3+ species,7, 8 possibly as part of a structure such as Ni2O3, however it has also been proposed 

to correspond to lattice distortions that form due to vacancies in nickel oxide9 or nickel hydroxide 

species.10 Ultimately, the appearance of this peak signifies the oxidation of nickel upon the 

introduction of oxygen at 180 °C. Although the main peak corresponds to oxidised nickel, there is 

still a small shoulder present in both the lower and higher kinetic energy spectra at around 

852.7 eV, which indicates that very small amounts of metallic nickel remain.  

In order to study the reversibility of the oxidation, the gas was then changed back to 1 mbar of H2, 

still at a temperature of 180 °C. This resulted in minimal changes to the spectra at both lower and 

higher kinetic energies, indicating that the sample remained oxidised, despite being placed into a 

reducing environment. This is not completely unexpected, since TPR analysis of these nanoparticles, 

after supporting them on KIT-6 silica, showed no significant hydrogen consumption below 

temperatures of around 300 °C. Therefore, the sample was then heated to 300 °C in 1 mbar of H2 

to confirm that the nickel would reduce. There was one main peak in the spectra at both lower and 

higher kinetic energies at 852.6 eV, which is consistent with the 2p3/2 peak for metallic nickel. 

Therefore, whilst 180 °C was not sufficient to reduce the nickel, heating to 300 °C has resulted in 

full reduction/complete reversal of the oxidation process. 

The Sn 3d spectra (Figure 125c and d) were recorded with appropriate photon energies (700 eV and 

1100 eV) to match the kinetic energies (~200 eV and ~600 eV) of the nickel spectra. At 180 °C in 

1 mbar of H2, both the lower and higher kinetic energy spectra have two main peaks at 484.7 eV 

and 493.2 eV which correspond to the 3d3/2 and 3d1/2 peaks of metallic tin.6 However, there are 

some significant shoulders at around 486.5 eV and 494.9 eV especially in the lower kinetic energy, 

more surface sensitive spectrum, which correspond to the 3d3/2 and 3d1/2 peaks for SnO2.6 

Therefore, despite reduction at 300 °C, the tin was not fully reduced.  

When the gas was changed to 1 mbar of O2, still at 180 °C, the only peaks present corresponded to 

SnO2, indicating the tin had been fully oxidised. This is expected since tin appears to favour 

oxidation (reduction at 300 °C did not fully reduce the tin) and, as described in Chapter 4, cooling 

from 300 °C to 180 °C in 1 mbar of H2 resulted in an increase in the extent of oxidation. Switching 

the gas back to 1 mbar of H2 made no significant difference to the extent of reduction, therefore, 
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similar to nickel, 180 °C is not sufficient to reduce the tin. A temperature of 300 °C was required to 

achieve partial reduction, similar to that of sample before the oxidation procedure.  

Overall, exposure of the sample to oxygen at 180 °C results in almost complete oxidation of both 

the nickel and tin, which is only reversible after heating the sample to 300 °C in 1 mbar of H2.  

 

Figure 125: NAP-XP spectra of the SnNi sequential addition nanoparticles deposited on a silicon wafer after in situ 

reduction in 1 mbar of H2 at 300 °C. A series of spectra were recorded sequentially under different conditions: 180 °C 

under 1 mbar of H2 (black - ‘180C – H2’), followed by 1 mbar of O2 at 180 °C (blue - ‘180C – O2’), 1 mbar of H2 at 180 °C 

(red - ‘180C – H2’) and finally 1 mbar of H2 at 300 °C (grey - ‘300C – H2’). (a) Ni 2p spectra recorded with a photon energy 

(Eph) of 1100 eV (kinetic energy (KE) of 250 eV), (b) Ni 2p spectra recorded with a Eph of 1490 eV (KE of 640 eV), (c) Sn 3d 

spectra recorded with a Eph of 700 eV (KE of 220 eV) and (d) Sn 3d spectra recorded with a Eph of 1100 eV (KE of 620 eV). 

Spectra are vertically offset for clarity. 

7.1.2: Oxidation of amorphous nickel phosphide nanoparticles 

As discussed in Chapter 4, it was not possible to synthesise larger (10 – 15 nm) colloidal nickel 

nanoparticles without the use of a phosphine capping agent. The result of using a phosphine 

capping agent was incorporation of phosphorus into the surface and/or bulk of the nanoparticles, 

depending on the chosen synthetic method (Chapter 4). When investigating the oxidation of the 

larger amorphous SnNi nanoparticles that were prepared using a phosphine capping agent, it was 
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first important to establish the effect of phosphorus on oxidation in a simpler system i.e. the nickel 

only nanoparticles prepared using the same synthetic method.  

The amorphous nickel phosphide nanoparticles were examined using NAP-XPS (Figure 126). The 

sample was first reduced in situ at 300 °C in 1 mbar of H2, before being cooled down to 180 °C, still 

in 1 mbar of H2. The Ni 2p spectra were recorded with different photon energies (1100 eV and 

1650 eV) in order to probe different depths into the nanoparticles (Figure 126a and b respectively). 

At 180 °C in 1 mbar of H2, the Ni 2p spectra, both at lower and higher kinetic energies, contain one 

main peak at 852.6 eV. This could be consistent with the 2p3/2 peak for metallic nickel6 or Ni+ as 

part of nickel phosphide since the small charge transfer from nickel to phosphorus does not typically 

lead to identifiable shifts in the peak position when compared to metallic nickel.11-13 However, 

particularly in the lower kinetic energy, more surface sensitive spectrum, there is a weaker second 

peak at 856.8 eV. As discussed above, there is some debate about the assignment of this peak, 

however it is generally thought to be related to oxidised nickel or nickel hydroxide species.7-10 

Additionally, increasing amounts of phosphorus in nickel oxide materials has been shown to lead 

to an increase in this peak compared to the standard Ni2+ peak for NiO.14 Ultimately, the presence 

of this peak in the most surface sensitive spectrum indicates that a small amount of the top surface 

of the sample was not completely reduced.  

The gas was then switched to 1 mbar of O2, with the temperature still at 180 °C. In both the lower 

and higher kinetic energy spectra this led to a significant increase in the oxidised nickel peak relative 

to the metallic nickel/Ni+ peak, however the increase was substantially higher in the lower kinetic 

energy spectrum. Additionally, the metallic nickel/Ni+ peak is still also present in both the lower 

and higher kinetic energy spectra indicating that full oxidation has not occurred. The amount of 

oxidised species, relative to reduced species, is significantly less in the higher kinetic energy 

spectrum, which indicates that oxidation is mostly limited to the top surface of the nanoparticles. 

This is in contrast to the small phosphorus-free SnNi nanoparticles where almost complete 

oxidation occurred, which may suggest that the presence of phosphorus, either as capping agent 

or nickel phosphide, may be offering some protection against oxidation. In fact, there are some 

reports that metal phosphides, including nickel phosphide, are more resistant to oxidation than 

their metal-only counterparts.15, 16 However, it is important to also consider size effects since the 

phosphorus-free nanoparticles are significantly smaller than the amorphous nickel phosphide 

nanoparticles (4 nm vs. 12 nm respectively) and the size of nickel nanoparticles is known to have 

significant effect on both the rate and extent of oxidation.3 Additionally, it is unclear what impact 

the presence of tin may be having, especially since tin itself appears to favour oxidation (e.g. not 

fully reduced at 300 °C in 1 mbar H2 and an increase in the oxide peak upon cooling to 180 °C in a 
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reducing atmosphere). Therefore, whilst the presence of phosphorus may be having an impact on 

oxidation resistance, other factors cannot be ruled out. 

 The P 2p spectra were also recorded at different photon energies (550 eV and 1100 eV) to probe 

different depths into the nanoparticles (Figure 126c and d). At 180 °C in 1 mbar of H2, there are two 

peaks present in both the lower and higher kinetic energy spectra; one at 133.5 eV and a second at 

129.7 eV. There is only small difference between the 2p3/2 and 2p1/2 peaks for phosphorus 

(~0.84 eV)6 and so there is often significant overlap. The peak at 133.5 eV can then be assigned as 

the 2p3/2 and 2p1/2 peaks for the phosphine capping agent interacting with the surface and the peak 

at 129.7 eV can be assigned as the 2p3/2 and 2p1/2 peaks for nickel phosphide.17 

Upon changing the gas to 1 mbar of O2 at a temperature of 180 °C, a new peak appears as a shoulder 

on the higher binding energy side of the peak corresponding to the phosphine capping agent and is 

particularly strong in the lower kinetic energy spectrum. Additionally, the amount of phosphide 

present relative to the capping agent peak is lowered in the oxidising atmosphere. This suggests 

that some phosphide species, particularly on the top surface of the nanoparticles, are being 

oxidised to phosphates since this would explain both the decrease in the amount of phosphide and 

the introduction of the new higher binding energy peak. 

Overall, the amorphous nickel phosphide nanoparticles are significantly more resistant to oxidation 

than the small phosphorus-free SnNi nanoparticles. A number of factors could explain this, 

including the larger particle size, the absence of tin or the presence of nickel phosphide. 
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Figure 126: NAP-XP spectra of the amorphous nickel phosphide nanoparticles deposited on a silicon wafer after in situ 

reduction in 1 mbar of H2 at 300 °C. The spectra were recorded sequentially under different conditions: 180 °C under 1 

mbar of H2 (black - ‘180C – H2’), followed by 1 mbar of O2 at 180 °C (blue - ‘180C – O2’). (a) Ni 2p spectra recorded with 

a photon energy (Eph) of 1100 eV (kinetic energy (KE) of 250 eV), (b) Ni 2p spectra recorded with a Eph of 1490 eV (KE of 

640 eV), (c) P 2p spectra recorded with a Eph of 550 eV (KE of 420 eV) and (d) P 2p spectra recorded with a Eph of 1100 eV 

(KE of 970 eV). Spectra are vertically offset for clarity. 

7.1.3: Oxidation of amorphous SnNi nanoparticles  

The effect of tin on the oxidation resistance of the amorphous nickel phosphide nanoparticles was 

then examined using NAP-XPS (Figure 127). As with the previous samples, the nanoparticles were 

reduced in situ at 300 °C in 1 mbar of H2 before being cooled to 180 °C, still in 1 mbar of H2, and 

then exposed sequentially to a variety of conditions. The Ni 2p spectra were recorded at different 

photon energies (1100 eV and 1650 eV) in order to probe different depths into the nanoparticles 

(Figure 127a and b). At 180 °C in 1 mbar of H2, both the lower and higher kinetic energy spectra 

contain one main peak at around 852.8 eV, which is consistent with the 2p3/2 peak for metallic 

nickel6 or, as discussed previously, Ni+ as part of nickel phosphide.11-13 When the gas was switched 

to 1 mbar of O2 at 180 °C, a small peak at around 856.3 eV appears in the spectra at both lower and 

higher kinetic energies, but to larger extent in the lower kinetic energy spectrum. This indicates that 

the oxidation has been mostly limited to the top surface of the nanoparticles and that the bulk has 
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remained as nickel metal/nickel phosphide, similar to the results seen for the tin-free nanoparticles. 

However, in comparison to the tin-free equivalent, the extent of oxidation is more limited, 

particularly in the higher kinetic energy spectrum. This suggests that the introduction of tin has, to 

some extent, helped to protect the nickel from oxidation. 

Changing the gas back to 1 mbar of H2 has little impact on the higher kinetic energy spectrum, likely 

since minimal oxidation was observed whilst in an oxidising environment anyway. However, in the 

lower kinetic energy spectrum, there is a significant increase in the metallic nickel/nickel phosphide 

peak relative to the oxidised nickel peak. This indicates that the presence of H2 at the relatively low 

temperature of 180 °C is enough to reduce at least some of the oxidised species on the surface of 

the nanoparticles. In comparison, the small phosphorus-free SnNi nanoparticles showed no 

significant reduction of oxidised nickel until the sample was heated to 300 °C in the presence of 

hydrogen. This raises the possibility that not only might phosphorus be contributing to the 

increased oxidation resistance of these nanoparticles, but also promoting reduction when the 

oxidised species are then placed into a reducing environment. However, again it is important to 

consider other possibilities, such as size differences or the fact that the phosphorus-free 

nanoparticles were almost completely oxidised, whereas only the top surface of the 

phosphorus-containing nanoparticles were oxidised. Heating the nanoparticles to 300 °C in 1 mbar 

of H2 resulted in further reduction of nickel and the spectra at both lower and higher kinetic 

energies were very similar to the spectra obtained for the sample prior to oxidation, indicating the 

oxidation was fully reversed. 

The Sn 3d spectra are shown in Figure 127c and d and were recorded with photon energies of 

700 eV and 1300 eV in order to obtain data with similar KE’s to those used for nickel. The spectra 

recorded for the sample at 180 °C in 1 mbar of H2 contain two sets of peaks. As discussed in Chapter 

4, the main peaks at 487.2 eV and 495.6 eV could be assigned as the 3d5/2 and 3d3/2 peaks of SnO2
6 

or the Sn2+/Sn4+ species found in tin phosphides such as trigonal Sn3P4.18 Given the nanoparticle 

synthesis method employed, which is known to result in phosphorus incorporation, and the fact 

that the species showed limited reducibility, it was thought that these peaks likely corresponded to 

tin phosphide. The second set of peaks at 484.7 eV and 493.1 eV, which appear as small shoulders, 

correspond to the 3d5/2 and 3d3/2 peaks for metallic tin.6  

Changing the gas to 1 mbar of O2 results in the disappearance of the metallic tin peaks in both the 

lower and higher kinetic energy spectra, however there is no significant change to the peak likely 

corresponding to tin phosphide. This likely indicates that the metallic tin species have been oxidised 

and now the main set of tin peaks correspond to a mix of tin phosphide and oxidised tin species. 
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Since the peaks for oxidised tin and tin phosphide species would be expected to have very similar 

peak positions, it is not possible to conclusively determine whether the tin phosphide has been 

oxidised. 

When the gas was switched back to 1 mbar of H2 at 180 °C, the small shoulders corresponding to 

metallic tin re-appeared in both the lower and higher kinetic energy spectra. This indicates that, 

like with the nickel in this sample, a reducing environment at the relatively low temperature of 

180 °C is enough to reduce the oxidised tin. This is again contrary to that seen for the small 

phosphorus-free SnNi nanoparticles, where heating to 300 °C in hydrogen was required for any 

reduction of the oxidised tin to occur. As discussed in relation to nickel, this does imply that the 

presence of phosphorus may be promoting the reduction of oxidised species, resulting in 

significantly lower reduction temperatures. However, particle size differences and the extent of 

oxidation that occurs could also be contributing and so should also be considered. Heating the 

sample to 300 °C in 1 mbar of H2 did not result in any significant changes in the spectra both at 

lower and higher kinetic energies. 

The P 2p spectra were recorded with two different photon energies (550 eV and 1100 eV) in order 

to probe different depths into the nanoparticles (Figure 127e and f). At 180 °C in 1 mbar of H2, the 

spectra at both lower and higher kinetic energy contain two main peaks at 133.6 eV and 129.4 eV. 

Similar to the nickel-only variant of these nanoparticles, these peaks are consistent with the 

phosphine capping agent interacting with the surface of the nanoparticles and the formation of 

phosphides, in this case either nickel phosphide, tin phosphide or a combination of both.17  

Changing the gas to 1 mbar of O2, whilst maintaining a temperature of 180 °C, did not result in 

significant changes to the spectrum recorded at higher kinetic energy, however in the lower kinetic 

energy spectrum, there was a significant decrease in the phosphide peak, relative to the phosphine 

capping agent peak. This suggests that some of the phosphide species on the top surface of the 

nanoparticles are being oxidised to some extent. Unlike with the nickel-only version of these 

nanoparticles, there is not any significant quantity of a species that appears at a slightly higher 

energy to the phosphine capping agent peak. It is unclear why this is the case, however it is likely 

to do with the introduction of tin, since this is the key difference between the samples. 

When the gas was changed back to 1 mbar of H2 at 180 °C, there was again no significant difference 

in the higher kinetic energy spectrum, however in the lower kinetic energy spectrum, there was an 

increase in the phosphide peak relative to the phosphine capping agent, with the ratio now 

appearing similar to that seen for the sample prior to oxidation. This is consistent with the fact that 

most of the oxidation of the metals in this sample was reversible in a reducing environment at 
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180 °C. Heating the sample to 300 °C in 1 mbar of H2 led to no significant changes to either lower 

or higher kinetic energy spectra. 

 

Figure 127: NAP-XP spectra of the amorphous SnNi nanoparticles (nominal Ni:Sn molar ratio of 20) deposited on a silicon 

wafer after in situ reduction in 1 mbar of H2 at 300 °C. A series of spectra were recorded sequentially under different 

conditions: 180 °C under 1 mbar of H2 (black - ‘180C – H2’), followed by 1 mbar of O2 at 180 °C (blue - ‘180C – O2’), 1 mbar 

of H2 at 180 °C (red - ‘180C – H2’) and finally 1 mbar of H2 at 300 °C (grey - ‘300C – H2’). (a) Ni 2p spectra recorded with a 

photon energy (Eph) of 1100 eV (kinetic energy (KE) of 250 eV), (b) Ni 2p spectra recorded with a Eph of 1650 eV (KE of 

800 eV), (c) Sn 3d spectra recorded with a Eph of 700 eV (KE of 220 eV), (d) Sn 3d spectra recorded with a Eph of 1300 eV 

(KE of 820 eV), (e) P 2p spectra recorded with a Eph of 550 eV (KE of 420 eV) and (f) P 2p spectra recorded with a Eph of 

1100 eV (KE of 970 eV). Spectra are vertically offset for clarity. 
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A comparison of the Ni 2p spectra in 1 mbar of O2 at 180 °C, recorded at both lower and higher 

kinetic energies, is shown in Figure 128, in order to highlight and summarise the key differences in 

the oxidation of nickel for the different samples discussed thus far. The small phosphorus-free SnNi 

nanoparticles were almost completely oxidised, with only a small shoulder corresponding to nickel 

metal seen in both the lower and higher kinetic energy spectra. The larger amorphous nickel 

phosphide nanoparticles exhibit a noticeable decrease in the extent of oxidation, particularly in the 

higher kinetic energy spectrum. Additionally, the higher ratio of metal to oxide in the higher kinetic 

energy spectrum compared to the lower kinetic energy spectrum suggests the oxidation is limited 

to the surface of the nanoparticles. There are a few likely explanations for this result; the smaller 

size of the SnNi nanoparticles makes them more susceptible to oxidation, the presence of tin is 

promoting oxidation or the presence of phosphorus, particularly as nickel phosphide, is increasing 

the oxidation resistance. 

Finally, the introduction of tin to the amorphous nickel phosphide nanoparticles further improves 

the oxidation resistance of nickel, with a proportion of the top surface remaining as reduced species 

and very little oxidation observed deeper in the nanoparticles. It has been shown for a variety of 

metals, although not specifically tin, that the metal phosphide version is more stable to oxidising 

environments than the metal-only equivalent.15, 16 Additionally, computational studies have 

predicted that tin phosphide monolayers would be stable in air up to temperatures of over 900 °C.19 

Although not conclusive, it appears likely that the majority of the tin present in these nanoparticles 

is there as tin phosphide. Assuming this is the case, a possible explanation for the increase in 

stability upon addition of tin is that tin phosphide species on or near the surface of the nanoparticles 

provide additional protection for nickel against oxidation. 
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Figure 128: A comparison of the Ni 2p NAP-XP spectra for the small phosphorus-free SnNi nanoparticles (‘small SnNi’), 

the amorphous nickel phosphide nanoparticles (‘Ni amor.’) and the amorphous SnNi after in situ reduction in 1 mbar of 

H2 at 300 °C and then exposure to 1 mbar of O2 at 180 °C. More and less surface sensitive spectra were recorded by 

varying the Eph; (a) more surface sensitive - Eph of 1100 eV (kinetic energy (KE) of 250 eV) and (b) less surface sensitive - 

Eph of 1490 eV for the small phosphorus-free SnNi nanoparticles (KE of 640 eV) and 1650 eV for the other samples (KE of 

800 eV). Spectra are vertically offset for clarity. 

7.1.4: Oxidation of crystalline nickel nanoparticles prepared using a phosphine capping agent 

Whilst the surface of the crystalline nickel nanoparticles (prepared using TOP) and the amorphous 

nickel phosphide nanoparticles were both found to contain nickel phosphide, the bulk structures of 

these nanoparticles were found to be very different. Therefore, in order to investigate whether this 

would have any effect on oxidation resistance, the crystalline nickel nanoparticles were also 

examined with NAP-XPS under reducing and oxidising conditions (Figure 129).  

The Ni 2p spectra were recorded with photon energies of 1100 eV and 1650 eV in order to probe 

different depths into the nanoparticles (Figure 129a and b). At 180 °C in 1 mbar of H2, both the 

lower and higher kinetic energy spectra contain one main peak at 852.7 eV, which corresponds to 

the 2p3/2 peak for metallic nickel6 or, as discussed above, Ni+ as part of nickel phosphide.11-13 

Particularly in the lower kinetic energy spectrum, there is also a weak peak at 856.6 eV that 

corresponds to oxidised nickel species,7-10 indicating the top surface of the nanoparticles was not 

fully reduced. When the gas was switched to 1 mbar of O2 at 180 °C, the peak corresponding to 

oxidised species relative to the peak for metallic nickel/Ni+ becomes significantly stronger in both 

the lower and higher kinetic energy spectra, although this is to a much larger extent in the lower 

kinetic energy spectrum. This indicates that the majority of the oxidation is limited to the top 

surface of the nanoparticles and that the bulk likely remains reduced. In comparison to the 

amorphous nickel phosphide nanoparticles, there does appear to be a slightly higher ratio of 
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metallic nickel/Ni+ compared to oxidised species in the lower kinetic energy spectrum, suggesting 

that there is a slight increase in oxidation resistance, however this difference is relatively small.  

When the gases were changed back to 1 mbar of H2, there is actually a slight decrease in the amount 

of metallic nickel/Ni+ species relative to the oxidised species in the lower kinetic energy spectrum, 

though the higher kinetic energy spectrum remains mostly unchanged. One possible explanation is 

that the rate of oxidation of the nanoparticles is slow, and so since the sample remained in an 

oxidising atmosphere for a period of time after the lower kinetic energy nickel spectrum was 

recorded in order to obtain other spectra, further oxidation may have occurred. The ratio of 

metallic nickel/Ni+ species to oxidised species in the lower kinetic energy spectrum is now much 

more similar to that obtained for the amorphous nickel phosphide nanoparticles. Therefore, this 

suggests that the differing bulk structures is having a limited effect on the oxidation of the 

nanoparticles. Additionally, unlike with the amorphous SnNi nanoparticles, 1 mbar of H2 at 180 °C 

is not enough to reverse or even partially reverse the oxidation that has occurred.  

The P 2p spectra were also taken with different photon energies (550 eV and 1100 eV) in order to 

probe different depths into the nanoparticles (Figure 129c and d). Like with the amorphous nickel 

phosphide nanoparticles, the spectra contain two main peaks at 133.6 eV and 129.7 eV that 

correspond to the phosphine capping agent interacting with the surface of the nanoparticles and 

nickel phosphide respectively.17 Changing the gases from 1 mbar of H2 to 1 mbar of O2 and then 

back again at 180 °C had a minimal effect on the higher kinetic energy spectra, apart from a slight 

decrease in the amount of phosphide present relative to capping agent. Oxidised phosphorus 

species would be expected to appear at similar binding energies to the peak for phosphine capping 

agent interacting with the surface. Therefore, this decrease of the phosphide peak may be 

explained by oxidation. The decrease in the phosphide peak relative to the phosphine capping agent 

was more noticeable in the lower kinetic energy spectrum, again suggesting that some phosphorus 

species are oxidised and also, that there is more oxidation on the top surface of the nanoparticles. 

An oxidising environment resulted in a new peak in the phosphorus spectra of the amorphous nickel 

phosphide nanoparticles, likely corresponding to oxidised phosphorus species. There are no 

significant observable quantities of this phosphorus species here, however it does appear that in 

both sets of nanoparticles, the phosphorus is oxidised to some degree.  

Overall, there appears to be little difference in the oxidation susceptibility of the amorphous nickel 

phosphide nanoparticles and the crystalline nickel nanoparticles (prepared with a 

phosphine-capping agent). This indicates that the bulk structure of the nanoparticles has little effect 

on the extent of oxidation that occurs. The surfaces of both sets of nanoparticles contain nickel 
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phosphide and so it is likely that this provides an explanation for the very similar extent of oxidation 

seen. 

 

Figure 129: NAP-XP spectra of the crystalline nickel nanoparticles (prepared using TOP) deposited on a silicon wafer after 

in situ reduction in 1 mbar of H2 at 300 °C. The spectra were recorded sequentially under different conditions: 180 °C 

under 1 mbar of H2 (black - ‘180C – H2’), followed by 1 mbar of O2 at 180 °C (blue - ‘180C – O2’) and in some cases, after 

changing back to 1 mbar of H2 at 180 °C. (a) Ni 2p spectra recorded with a photon energy (Eph) of 1100 eV (kinetic energy 

(KE) of 250 eV), (b) Ni 2p spectra recorded with a Eph of 1490 eV (KE of 640 eV), (c) P 2p spectra recorded with a Eph of 

550 eV (KE of 420 eV) and (d) P 2p spectra recorded with a Eph of 1100 eV (KE of 970 eV). Spectra are vertically offset for 

clarity. 

7.2 Conclusions 

The small phosphorus-free SnNi nanoparticles suffered almost complete oxidation at 180 °C in 

oxidising conditions. Additionally, the sample had to be heated to 300 °C in reducing conditions to 

reverse the oxidation that occurred. In comparison, the larger amorphous nickel phosphide 

nanoparticles suffered significantly less oxidation and the oxidation that did occur was mostly 

limited to the surface, with the bulk relatively unaffected. The key differences between the 

nanoparticles were the size and the presence of phosphorus, both of which are known to have an 

impact on stability in oxidising environments. The introduction of tin to the amorphous nickel 

phosphide nanoparticles, likely in the form of tin phosphide on the surface, led to an increase in 
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the stability of the nanoparticles in an oxidising environment. This suggests the presence of tin 

phosphide on the surface of nickel-based nanoparticles may provide additional protection for the 

nickel against oxidation. Additionally, a significant portion of the oxidation that did occur was 

reversible at the low temperature of 180 °C in a reducing environment, suggesting that either the 

tin or phosphorus is also promoting the reduction of oxidised species. Finally, the bulk structure of 

the nanoparticles (amorphous nickel phosphide vs. crystalline nickel metal) had little impact on 

their oxidation stability. This suggests that the presence of nickel phosphide on the surface of both 

sets of nanoparticles was the major factor in determining oxidation stability. Overall, this provides 

possible avenues for exploration to increase the oxidation stability of nickel-based catalysts. 
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Chapter 8: Overall conclusions and future work 

8.1 Overall conclusions 

In summary, nickel-based catalysts have been thoroughly investigated for vapour-phase furfural 

hydrogenation, with the performance of key catalysts displayed in Table 10. The main conclusions 

from this work are as follows: 

i) IWI nickel catalysts were found to be an order of magnitude more active than a 

commercially available copper chromite catalyst, however it had a low furfuryl alcohol 

selectivity of ~50 % compared to ~90 % for copper chromite. The IWI nickel catalysts 

exhibited rapid deactivation, with evidence from various analytical techniques 

suggesting the source of the deactivation was due to the formation of 

oligomeric/polymeric forms of furfuryl alcohol or furfural. The high activity of the 

nickel-based catalyst meant that there was some potential for modifying the catalyst 

to improve the poor furfuryl alcohol selectivity. 

ii) A series of colloidal nickel and tin-nickel nanoparticle were successfully synthesised. 

Smaller (~4 nm) nanoparticles were able to be synthesised with an amine capping agent 

(phosphorus-free), however larger nanoparticles (~10 -15 nm) required the use of a 

phosphine capping agent. NAP-XPS revealed that the use of a phosphine capping agent 

led to the incorporation of phosphorus into the surface of the nanoparticles, regardless 

of whether the bulk structure indicated phosphorus incorporation. NAP-XPS studies of 

both the smaller tin-nickel and larger amorphous tin-nickel nanoparticles indicated that 

the top surface of the nanoparticles consisted of a tin-nickel phase with a Ni:Sn molar 

ratio of around 3:1 (depending on the sample/conditions), followed by a Sn-rich layer 

and then likely a nickel-based core. These uniform and well-characterised nanoparticle 

catalysts can be employed for furfural hydrogenation in order to elucidate 

structure-activity relationships. 

iii) The introduction of tin to nickel-based IWI catalysts resulted in a significant 

improvement in the furfuryl alcohol selectivity (~85 % for a catalyst with 1.5 wt. % Sn, 

compared to ~50 % for the nickel-only equivalent), but an order of magnitude decrease 

in activity compared to the nickel-only catalyst. However, the lower activity was still 

comparable to that achieved by the commercially available copper chromite catalyst. 

Rapid deactivation was due to coking, which was found to be related to furfuryl 

alcohol-based species (likely oligomers). Further improvements to the furfuryl alcohol 

selectivity were achieved with the small tin-nickel colloidal nanoparticle catalyst 
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(~96 %), which is comparable to the selectivity of the copper chromite catalyst (~90 %). 

Despite significant sintering occurring during the reduction step prior to catalysis, the 

catalyst was also found to have a comparable activity to the copper chromite catalyst. 

Rapid deactivation was again found to be due to coking, likely related to furfuryl 

alcohol-based species. Ultimately, the introduction of tin to nickel-based catalysts 

results in a significant improvement in furfuryl alcohol selectivity, such that the catalyst 

is comparable to copper chromite. 

iv) The presence of phosphorus in nickel nanoparticle catalysts resulted in an increase in 

the selectivity towards furfuryl alcohol (~67 %) compared to the IWI nickel catalyst 

(~50 %) and the small phosphorus-free nickel nanoparticle catalyst (~50 %). The bulk 

structure of the nickel nanoparticle catalysts (i.e. crystalline nickel metal versus 

amorphous nickel phosphide) did not affect the selectivity of the catalysts. The 

introduction of tin to the larger phosphine capped nanoparticles resulted in a further 

increase in furfuryl alcohol selectivity, reaching around 92 % for the amorphous 

tin-nickel nanoparticle catalyst. Whilst significant sintering was found to occur in the 

small phosphorus-free nanoparticle catalysts, there was minimal to no sintering 

observed for the larger phosphine capped nanoparticle catalysts, suggesting the 

presence of phosphorus may help to prevent sintering. The rapid deactivation in these 

catalysts was found to be caused by coking, likely due to furfuryl alcohol-based species 

(or other products and/or the reactant in the case of the nickel-only catalyst). Overall, 

the presence of phosphorus was seen to be largely beneficial, since high furfuryl alcohol 

selectivities were still able to be achieved with the introduction of tin (~92 %) and 

sintering was significantly limited or, in some cases, eliminated, resulting in more 

uniform catalysts. 

v) The small phosphorus-free tin-nickel nanoparticles were found to suffer complete 

oxidation when placed in an oxidising environment at 180 °C. The larger amorphous 

nickel nanoparticles, prepared with a phosphine capping agent, exhibited significantly 

less oxidation and the oxidation was mostly limited to the top surface of the 

nanoparticles, with the bulk remaining reduced. It is likely that the size difference and 

the presence of phosphorus are playing a role in the difference in stability in an 

oxidising environment. The addition of tin to the larger amorphous nickel nanoparticles 

led to a significant decrease in the extent of nickel oxidation that occurred. This 

suggests that the presence of tin, likely as tin phosphide, may provide additional 

protection for the nickel against oxidation. The bulk structure of the phosphine capped 
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nickel nanoparticles (i.e. amorphous versus crystalline) had little impact on their 

oxidation stability, implying that the presence of phosphorus on the surface of the 

nanoparticles is key for determining their stability against oxidation. 
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Table 10: Summary of the performance of key catalysts for vapour-phase furfural hydrogenation under standard conditions 

Catalyst Nominal Sn:Ni 

molar ratio 

Selectivity to FOL / % Mass activity after 1 h 

TOS/ mmolprod gcat
-1 h-1 

Deactivation rate 

constant / h-1 

IWI Ni/SiO2 - 50 ± 4 622 ± 192 0.16 ± 0.02 

IWI 1.5 wt. % Sn-Ni/SiO2 1:7 85 ± 11 30 ± 17 0.15 ± 0.04 

Copper chromite - 90 ± 12 26 ± 14 0.06 ± 0.02 

Small Ni nanoparticle catalyst - 47 ± 6 66 ± 35 0.5 ± 0.1 

Small SnNi nanoparticle catalyst  1:3 95 ± 12 16 ± 9 0.5 ± 0.1 

Amorphous Ni-P nanoparticle catalyst - 67 ± 9 35 ± 19 0.11 ± 0.03 

Amorphous Sn-doped Ni-P catalyst 1:20 93 ± 12 12 ± 6 0.20 ± 0.05 

Polycrystalline Ni nanoparticle catalyst 

(phosphine capped) 

- 66 ± 9 10 ± 5 0.4 ± 0.1 

Polycrystalline SnNi nanoparticle catalyst 

(phosphine capped) 

1:20 88 ± 12 21 ± 11 0.28 ± 0.08 
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8.2 Future work 

Some suggestions for possible areas of further research, based on the key findings of this thesis, 

are provided below. 

The addition of tin to nickel catalysts led to remarkable increases in furfuryl alcohol selectivity, 

however the rapid deactivation exhibited in these catalysts remained an issue (although it should 

be noted that the current industrial catalyst, copper chromite, also exhibited comparably rapid 

deactivation). The main cause of the rapid deactivation was found to be coking, which was fairly 

consistently found to be associated with furfuryl alcohol-based species. Therefore, a topic for 

further research could be methods of preventing the rapid deactivation by limiting the coking that 

occurs. Both furfural and furfuryl alcohol polymerisation typically occurs via an acid-catalysed 

reaction,1-5 and so one possible way of limiting coking may be to use supports that do not contain 

acid sites. This thesis briefly explored the use of less acidic supports such as titania and ceria, which 

was found to have no significant effect on the rate of deactivation observed. However, titania and 

ceria would still be expected to contain weakly acidic Lewis acid sites.6-8 Although a lot of reports 

discuss using Brønsted acid sites for furfuryl alcohol polymerisation,1-4 Lewis acid sites have also 

been shown to catalyse the reaction.9 Therefore, investigating the use of non-acidic or basic 

supports could be of interest. 

The synthesis of larger colloidal nickel nanoparticles without the use of a phosphine capping agent 

was briefly investigated in this thesis, however the method employed was unfortunately 

unsuccessful as it resulted in a bimodal particle size distribution (Chapter 4). Therefore, larger nickel 

nanoparticles were synthesised using a phosphine capping agent, though this was found to lead to 

phosphorus incorporation (Chapter 4). In the case of furfural hydrogenation, phosphorus 

incorporation was found to be somewhat beneficial as it led to a small increase in furfuryl alcohol 

selectivity and limited sintering (Chapter 6), however, this may not be the case for all reactions. 

Additionally, the incorporation of phosphorus leads to a more complicated system, which may 

make elucidating structure-activity relationships more challenging. Finally, the inability to currently 

synthesise larger nickel nanoparticles without the use of a phosphine capping agent means that it 

is not possible to make a direct comparison of any particle size effects on catalysis. Therefore, 

synthesising uniform, monodisperse larger nickel nanoparticles without a phosphine capping agent 

would have several benefits. Possible approaches could include a variant on the seeded growth 

mechanism attempted in this thesis, using a more unstable nickel pre-cursor or a Ni(0) pre-cursor 

as the source of the additional nickel that is added to the seeds. 
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Whilst the incorporation of phosphorus in colloidal nickel nanoparticles can be problematic (as 

discussed above), in the case of furfural hydrogenation, it led to a small increase in furfuryl alcohol 

selectivity. Additionally, the phosphine capped nanoparticles exhibited minimal to no sintering 

during reduction at 300 °C or during catalysis, in contrast to the small phosphorus-free 

nanoparticles that suffered significant sintering. Therefore, the presence of phosphorus in nickel 

nanoparticles does have some benefits. NAP-XPS was used to investigate the surface of the 

nanoparticles, revealing the presence of nickel phosphide species, however additional 

investigations of the structure of these catalysts could provide further insights into the reasons 

behind the decrease in sintering and increase in selectivity. Characterisation of the nanoparticles 

using in situ XAS could elucidate information about the bulk structure of the nanoparticles under 

working conditions and CO-DRIFTS could provide information about the positioning of phosphorus 

on the surface of the nanoparticles.  

Further insights into structure-activity relationships for the tin-nickel catalysts may be gained by 

carrying out additional advanced characterisation, such as in situ X-ray absorption spectroscopy 

(XAS), in situ DRIFTS or NAP-XPS in the presence of both furfural and hydrogen (only hydrogen was 

available for the current work due to health and safety concerns regarding the use of furfural with 

the COVID-19 restrictions that were in place at the time). NAP-XPS with both hydrogen and furfural 

would allow the surface of the working catalyst to be identified, however this technique has 

limitations in that the pressure of gases would have to be significantly lower than in the standard 

reaction (i.e. <25 mbar vs. ~1000 mbar). Therefore, a technique such as in situ XAS could also be 

employed, as this would allow the catalyst to be studied under standard reaction conditions and 

provide information regarding the bulk structure of the working catalysts. CO-DRIFTS experiments 

may provide information on the positioning of tin on the surface of the nickel nanoparticles 

particles and in situ DRIFTS (i.e. carrying out furfural hydrogenation in the in situ DRIFTS cell) may 

provide information regarding the species involved in furfural hydrogenation and if/how this 

changes in the presence of tin. In combination, these advanced characterisation techniques would 

allow for a detailed understanding of the structure of the catalyst under reaction conditions (or 

close to reaction conditions) and so enable further conclusions to be drawn about the role of tin in 

nickel-based catalysts. 

With the addition of tin to nickel catalysts affording such significant improvements in selectivity for 

vapour-phase furfural hydrogenation, it raises the possibility that this could be applicable to other 

similar hydrogenation reactions. For instance, tin-nickel catalysts may prove highly selective for the 

hydrogenation of ,-unsaturated compounds (e.g. cinnamaldehyde), which is important since the 

ability to selectively hydrogenate C=O in the presence of other unsaturated bonds is necessary to 



236 
 

produce various industrially relevant allylic alcohols.10 Therefore, future work could involve the 

application of this highly selective catalyst to a variety of other important hydrogenation reactions. 

Overall, further understanding of the role of tin in drastically improving the selectivity of 

nickel-based catalysts, as well as of the coking process that results in rapid deactivation, is key for 

the rational design of an active, selective and stable catalyst for vapour-phase furfural 

hydrogenation and/or other similar hydrogenation reactions. 
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Appendix 1 – Calculation of the fraction of planar and corner/edge 

surface atoms in nanoparticles 

The following set of equations and values were used to calculate the total number of atoms, the 

total fraction of surface atoms, the fraction of planar surface atoms and the fraction of edge/corner 

surface atoms in fcc cuboctahedron shaped particles of nickel between around 1 and 7 nm in size.1-

3 

For fcc crystals: 

𝑑𝑠𝑝ℎ = 1.105𝑑𝑎𝑡𝑁𝑇
1

3⁄  

where dsph = diameter of the particle (‘particle size’), dat = the atomic diameter (for nickel this is 

0.248 nm) and NT = the total number of atoms in the particle, assuming it is a perfect crystal 

Equation 13 

For a cuboctahedron: 

𝑁𝑇 =  
1

3
[10𝑚3 −  15𝑚2 + 11𝑚 − 3] 

where m = the number of atoms lying on an equivalent edge including corner atoms (see Figure 130) 

Equation 14 

 

Figure 130: Diagram of an m = 4, cubooctahedron particle, reproduced from Blackmond et al.3 
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𝑁𝐷𝑆 = 24(𝑚 − 2) + 12 

where NDS = the number of corner and edge sites 

Equation 15 

𝑁𝑇𝑆 = 6(𝑚 − 2)2 + 4(𝑚 − 3)(𝑚 − 2) 

where NTS = the number of planar sites  

Equation 16 

The fraction of total surface sites, corner/edge sites and planar sites, relative to the total number 

of atoms in the particle, is then given by the following equations: 

𝐷𝑇𝐷𝑆 =  
𝑁𝑇𝑆 +  𝑁𝐷𝑆

𝑁𝑇
 

where DTDS = the fraction of total surface sites relative to the total number of atoms in the particle 

Equation 17 

𝐷𝐷𝑆 =  
 𝑁𝐷𝑆

𝑁𝑇
 

where DDS = the fraction of edge/corner sites relative to the total number of atoms in the particle 

Equation 18 

𝐷𝑇𝑆 =  
 𝑁𝑇𝑆

𝑁𝑇
 

where DTS = the fraction of edge/corner sites relative to the total number of atoms in the particle 

Equation 19 
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Appendix 2 – Calibration of the TCD detector used for TPR 

experiments 

The calibration of the TCD detector used in the TPR set-up was done by using known masses of CuO 

diluted in SiC, since CuO consumes one mole of hydrogen during reduction (Figure 131). Silicon 

carbide was used since very small masses of copper oxide were required to obtain peaks with areas 

similar to the supported metal catalysts. The silicon carbide was analysed in the TPR set-up prior to 

its use as the diluent to confirm that it was inert under the experimental conditions. The resulting 

calibration graph is shown in Figure 132 and gave an equation relating peak area to molar hydrogen 

consumption. 

 

Figure 131: Reduction process of copper oxide 

 

Figure 132: Calibration graph for the TCD in TPR set-up obtained via reduction of varying masses of CuO diluted in SiC 

It should be noted that, initially, TCD calibration was attempted by simply changing the 

concentration of hydrogen in a flow nitrogen. However, the changes in hydrogen concentration 

achievable with the mass flow controllers connected to the TPR set-up greatly exceeded the 

changes in hydrogen concentration observed in a typical experiment. Additionally, the residence 

time of the gases on the detector was not taken into account using this method. As a result, this 

method of calibration was not suitable. 
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Appendix 3 – Calculation of the thickness of a Sn shell in a SnNi 

nanoparticle 

The thickness of a Sn shell in the amorphous SnNi nanoparticles with a Ni:Sn ratio of 20:1 and a 

diameter of around 11 nm was calculated as follows. 

First, the volume of a nanoparticle was calculated, assuming a spherical particle: 

𝑉𝑛𝑎𝑛𝑜 =  
4

3
𝜋 (

𝑑𝑛𝑎𝑛𝑜

2
)

3

=  
4

3
𝜋 (

11 nm

2
)

3

= 697 nm3 

where Vnano is the volume of the nanoparticle and dnano is the diameter of the nanoparticle 

Equation 20 

The volume of a unit cell for metallic nickel1 and tin2 are 0.0439 nm3 and 0.108 nm3 respectively. 

Each unit cell for both nickel and tin contain four atoms, therefore the volume per nickel atom is 

0.0110 nm3 and the volume per tin atom is 0.0270 nm3. 

Given a Ni:Sn molar ratio of 20:1, the total number of atoms (both nickel and tin in the correct ratio) 

and the number of nickel atoms were calculated: 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜. 𝑎𝑡𝑜𝑚𝑠 =  
21𝑉𝑛𝑎𝑛𝑜

(20𝑉𝑁𝑖 + 𝑉𝑆𝑛)
=  

21 ∗ 697 nm3

(20 ∗ 0.0110 + 0.0270) nm3
=  59366 

where VNi is the volume per nickel atom and VSn is the volume per tin atom 

Equation 21 

𝑁𝑜. 𝑜𝑓 𝑁𝑖 𝑎𝑡𝑜𝑚𝑠 =  
𝑇𝑜𝑡𝑎𝑙 𝑁𝑜. 𝑎𝑡𝑜𝑚𝑠

21
∗ 20 =  

59366

21
∗ 20 = 56539 

Equation 22 

Assuming the nanoparticle consists of a Ni core and Sn shell and that the nanoparticle is a sphere, 

the radius of the Ni core was calculated: 
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𝑟𝑁𝑖 𝑐𝑜𝑟𝑒 = (
𝑁𝑜. 𝑜𝑓 𝑁𝑖 𝑎𝑡𝑜𝑚𝑠 ∗ 𝑉𝑁𝑖 ∗ 3

4𝜋
)

1
3

=  (
56539 ∗ 0.0110 nm3 ∗ 3

4𝜋
)

1
3

= 5.3 nm  

where rNi core is the radius of the nickel core 

Equation 23 

This allowed the thickness of the Sn shell to be calculated: 

𝑟𝑆𝑛 𝑠ℎ𝑒𝑙𝑙 =  (
𝑑𝑛𝑎𝑛𝑜

2
) −  𝑟𝑁𝑖 𝑐𝑜𝑟𝑒 = (

11 nm

2
) − 5.3 nm = 0.2 nm 

where rSn shell is the radius of the tin shell 

Equation 24 
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Appendix 4: Development of a DRIFTS cell for CO-DRIFTS 

experiments 

Diffuse reflectance infra-red Fourier transform spectroscopy (DRIFTS) is a technique that is often 

used for studying surface species since it has been shown to be more sensitive to surface species 

than transmission infra-red spectroscopy techniques.1 It is therefore useful in the context of 

heterogeneous catalysis where the reactions are carried out on the surface of catalysts. The ability 

to carry out CO-DRIFTS and other in situ experiments can provide information on the surface 

structure of metal catalysts and chemical intermediates present on the catalyst during catalysis 

respectively. However, these experiments require the use of a DRIFTS cell rather than a simple 

sample cup. The design of a suitable DRIFTS cell for these in situ measurements is discussed below. 

Although there are commercially available cells for carrying out in situ DRIFTS experiments, there 

are often issues that lead to inaccurate and unreliable results, such as gas by-passing the sample 

bed, inaccurate temperature readings and issues with backgrounding.2-4  

Meunier et al.3 investigated the performance of a commercially available high temperature/high 

pressure Spectra-Tech cell for in situ DRIFTS experiments. Figure 133 shows a schematic of the as 

received cell and highlights a key issue; there is a small gap between the bottom of the ceramic 

crucible and the metal base. This allows gas to leave the cell without passing through the sample 

bed. Since there is a porous frit which supports the sample bed and creates a significant back-

pressure, the small gap then becomes the favoured gas outlet. Although the authors report that 

the manufacturers have produced updated versions which aim to seal this gap with a ceramic 

overlay, this area is subjected to large temperature changes and so an acceptable seal cannot be 

achieved. Therefore, without in-house modification, the large majority of gas will not pass through 

the sample as desired. Modification of this cell by applying Teflon tape to the bottom of the ceramic 

crucible was reported greatly improve this issue and give satisfactory results.3 
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Figure 133: Schematic representation of a Spectra-Tech high temperature/high pressure cell for in situ DRIFTS 

measurements, reproduced from Meunier et al.3 

The accuracy of temperature readings has also been found to be problematic in commercial DRIFTS 

cells.2 Two DRIFTS cells were investigated; a Harrick cell and Spectra-Tech cell. As seen in Figure 

134, at temperatures less than 100 °C, both of the cells’ thermocouples provide reasonably 

accurate readings. However, at higher temperatures, particularly with the Harrick cell, there are 

quite substantial deviations. For instance, whilst the thermocouple in the Harrick cell reads a 

temperature of ~465 °C, the optical pyrometer records a bed temperature ~100 °C cooler. Although 

the temperature readings for the Spectra-Tech cell are more accurate, there is still a discrepancy at 

higher temperatures (cell thermocouple: ~490 °C, optical pyrometer: ~455 °C). This issue likely 

results from the thermocouples in the cells, particularly with the Harrick cell, not being placed close 

to the sample bed (see Figure 135). Therefore, thermocouple position within the cell is important 

to obtain accurate temperature measurements and, ideally, should be placed in position that sits 

within the catalyst bed. 
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Figure 134: A comparison of the temperature readings of the cell thermocouple and an optical pyrometer for different 

commercially available DRIFTS cells (Harrick and Spectra-Tech) and a quartz U-tube reactor (Bed thermocouple), 

reproduced from Meunier et al.2 

 

Figure 135: Schematic of the Harrick DRIFTS cell highlighting the thermocouple position, reproduced from Meunier et al.2 

Another key problem with these commercial cells is that it is only possible to carry out 

measurements on one material at a time. This means that a background spectrum has to be taken 

separately to the sample and, especially during in situ experiments where the sample may 

heated/under gas flows, this may introduce some problems.5 Due to the often lengthy pre-

treatment procedures required for in situ measurements, background spectra frequently have to 

be taken a day before the sample spectra. The atmosphere in the DRIFTS instrument chamber 

(external to the DRIFTS cell, but including the beam path), can change significantly from day to day, 

in terms of both CO2 and H2O concentrations. This can make backgrounding sample spectra using 

background spectra that were taken the previous day challenging.  

Additionally, during catalysis, certain adsorbed species may have short lifetimes on the catalyst, 

and so in the time it takes to purge the cell with inert gas, the species may desorb and/or change 
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structure. Therefore, the ability to take a background spectrum that will account for the presence 

of the gas phase species under reaction conditions is necessary to study these reactive species. This 

would not be possible if background spectra had to be taken at a separate time to the sample 

spectra.5 Another issue, where higher boiling point species may condense on the windows in 

constantly changing amounts, would also prevent suitable backgrounding if the background spectra 

had to be taken separately to the sample spectra.5 

Therefore, a cell that includes two bed sections, one for the sample and one for a reference 

material, and mechanism that allows for moving between the sample and reference without 

opening the DRIFTS cell or the instrument chamber is required. There is an example of a custom-

made cell with this feature in the literature,5 however there are potential pitfalls of the design, such 

as thermocouple position and the gas flow (since the outlet position means gas will only pass 

through the one bed at a time). The design is also fairly complex, using gear mechanisms to move 

from sample to reference. Consequently, the development/optimisation of a cell that accounts for 

the issues discussed above is required to carry out accurate and reliable in situ DRIFTS experiments. 

A cell for carrying out in situ DRIFTS experiments (including CO-DRIFTS), with a suitable mechanism 

for obtaining a background, was therefore developed as described below. 

Appendix 4.1: Development and optimisation of the DRIFTS cell 

The initial DRIFTS cell design and the current cell design are shown in Figure 136a and b respectively. 

The main areas of development were improving signal and separating the bed into two sections – 

one for the sample and the other for a reference material that can be used as a background. In the 

initial design, the depth of the section where the window will be screwed in, is about twice that of 

the current cell. Since DRIFTS uses the diffuse reflections, these high sides were a significant source 

of signal loss, and so reducing the depth of this section resulted in improved signal. Sample height 

also plays a key role in the signal obtained. In the original cell, the shape of the mirrors/width of 

the cell prevented the cell reaching the sample height that resulted in the best signal. Therefore, 

the cell was further modified by ‘smoothing’ the edges of the cell. These changes combined meant 

that a satisfactory signal, in comparison to a standard sample cup, was obtained.  

Next, a suitable method of splitting the bed into two parts whilst still allowing an even gas flow 

through the bed was developed. The design involved inserting two thin pieces of metal, with 

numerous small holes to ensure even gas flow, into the centre of the bed. To prevent any of the 

sample transferring into the background section (or vice versa) whilst the gases are flowed through 

the bed, a small amount of quartz wool can be placed between the two pieces of perforated metal. 
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Quartz wool can also be inserted where the gases enter and exit the bed to prevent the 

sample/background material moving into these areas. 

At this stage, the decision was made to proceed with producing the cell out of stainless steel and 

adding the necessary fittings (see Figure 136c). 

 

Figure 136: (a) the initial DRIFTS cell design, (b) the current DRIFTS cell design and (c) the produced DRIFTS cell including 

the necessary fittings 

Appendix 4.2: Comparison of DRIFTS cell and sample cup 

Once the DRIFTS cell had been made out of stainless steel, it was possible to compare the cell, 

including the window and small ring which is used to attach the window (see Figure 137), to a 

standard sample cup. For this comparison, a sample of SBA-15 was used, and as seen in Figure 138, 

whilst there is a decrease in the signal of around 30 % between the sample cup and the cell when 

the ring is partially unscrewed (as will likely be the case when the O-ring and window are present), 

a good signal was still obtained. Therefore, the DRIFTS cell is suitable for further testing. 
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Figure 137: Schematic representation of the window sealing mechanism  

 

Figure 138: DRIFT spectra (no background – single beam) comparing the signal obtained using a sample cup to that of the 

DRIFTS cell without the ring (for attaching the window) and with the ring partially unscrewed (1 turn out) 

Appendix 4.3: Testing of the mechanism for obtaining background measurements  

A key benefit of this cell design is the ability to take background measurements continually 

throughout experiments, with the background material under the same conditions as the sample. 

The mechanism for obtaining a background relies on a sliding component, which moves a set 

distance, corresponding to the distance between the sample and the background material (see 

Figure 139). Metal wires are attached to the sliding section, which allows the cell to be moved back 

and forth (between sample and background), without opening the DRIFTS instrument. 
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Figure 139: Schematic of sliding mechanism for use with the DRIFTS cell 

It is important to test this mechanism to ensure it is operating appropriately. Silane-grafted SBA-15 

was chosen as the sample, with unmodified SBA-15 then acting as the background material. As a 

comparison, a sample cup was used to obtain spectra for the silane-grafted and unmodified SBA-

15 separately. The silane chosen was 3-(trimethyoxysilyl)propyl methacrylate, which contains one 

carbonyl group per molecule, with the silane-grafted SBA-15 then found to contain around 

0.16 wt. % carbonyl based on CHN analysis. Two sharp peaks are expected at 1643 cm-1 and 1728 

cm-1 based on the reference spectrum of the silane compound.6 The results are shown in Figure 

140. Although the peaks are more distinct when the sample cup is used, the peaks are also present 

when the DRIFTS cell with the sliding mechanism for backgrounding is used. As noted previously, 

there was around a 30 % reduction in signal when the DRIFTS cell was used compared to the sample 

cup. Therefore, this likely explains the less distinct peaks observed when using the DRIFTS cell with 

the sliding mechanism to obtain a background. Overall, although there is some loss of signal, the 

cell and sliding mechanism are performing well enough to detect the low amount of carbonyl (0.16 

wt. %) present in the silane-grafted SBA-15. 

 

Figure 140: DRIFT spectra for silane-grafted SBA-15; (a) using sample cup; (b) using DRIFTS cell with sliding mechanism 

for backgrounding 
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Appendix 4.4: Optimising the gas flow setup 

Initial attempts to flow gases through the cell led to the beds of sample and reference material 

being disturbed. The main issue was that a slight build-up of pressure occurred whilst attaching the 

gas line, which is flowing with gas at a low flow rate to ensure it remains vented, and opening the 

valves to the cell. This slight pressure build-up was released when the valves to the cell were 

opened, which resulted in the beds being disturbed. Therefore, a setup similar to that shown in 

Figure 141 was used. Whilst attaching the gas line to the cell, the ball valve to the oil bubbler was 

open, allowing the gas to be vented through the oil bubbler and so avoiding any significant pressure 

build up. Once the cell was attached to the gas line and the ball valves either side of the cell were 

open, the ball valve for the oil bubbler was closed to avoid any gas by-passing the bed. Since this 

setup results in no significant pressure build up, gas can successfully be flowed through the beds 

with no disturbances. 

 

Figure 141: Schematic of the method of CO exposure 

 Appendix 4.5: CO-DRIFTS with a standard nickel reference catalyst  

In order to confirm that the cell was able to operate correctly, a CO-DRIFTS experiment was carried 

out on a sample of post-reduction IWI Ni/KIT-6 catalyst. The sample was reduced under the 

standard conditions for the IWI nickel catalysts (Chapter 3), and then transferred to a glovebox air 

sensitively to prevent oxidation of the catalyst. The cell was loaded with the reduced catalyst and 

KIT-6 (to act as the background material) and then sealed. The catalyst was exposed to pure CO 

using the gas flow set up described above and the cell was then vented with Ar and sealed. The 

spectrum (Figure 142) contained three main peaks; one centred at 1994 cm-1, the second centred 

at 1874 cm-1 and the third centred at around 1626 cm-1. These peaks are consistent with the 

literature for similar nickel catalysts and correspond to CO binding to the metal linearly, CO binding 

to the metal in a bridging manner and an adsorbed carbonate species that forms when CO interacts 
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with the support or NiO.7, 8 The good match between spectra obtained in the literature and the 

spectrum obtained here indicates that the cell is operating appropriately. However, it should be 

noted that there were some issues with obtaining a suitable background. This was mainly due to 

the dark colour of reduced nickel catalysts since DRIFTS relies on reflectance and dark coloured 

materials will absorb the radiation and significantly lower the signal obtained. Therefore, applying 

a background from a material that is white in colour (KIT-6) did not produce reliable data. In this 

case, the Ni/KIT-6 catalyst, prior to CO exposure, was used as the background, since this was not an 

in situ experiment (i.e. no flowing gas during data acquisition) and so this background procedure 

was appropriate. However, if an in situ experiment was attempted, it would be important to also 

take into account any changes in the spectrum for the reference material when compared to the 

pre-exposure spectrum. This correction should allow for appropriate backgrounds to be applied 

under in situ conditions. 

 

Figure 142: DRIFT spectrum of a sample of reduced IWI Ni/KIT-6 catalyst after exposure to CO 
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