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Abstract

Multivalent polymers play pivotal roles in many biological and synthetic systems.

Multivalency can often be tuned to provide control over both the enhancement and

suppression of binding. In this thesis, Monte Carlo simulations of simplified model

chains on a cubic lattice are used to study multivalent polymers in liquid-liquid

phase separation, and in superselective binding to a host.

We are particularly interested in liquid-liquid phase separation due to its poten-

tial role in the formation of membraneless organelles, which support cellular fitness

and exhibit interesting properties and functions. Multivalent polymers are broadly

representative of many membraneless organelle components, such as RNA and pro-

teins. We investigate the different ways in which linkers can be represented on a

cubic lattice and study how this impacts the individual chain properties and the

aggregates they form. We find that the phase separation of multivalent polymers is

promoted when the polymers can form dense, highly interconnected structures; this

is achieved through increasing the polymer length and valency.

We then study how the binding of individual multivalent polymers can be tuned

to achieve highly selective binding. We show that superselective binding of multiva-

lent polymers to a 3D host can be controlled by the presence of crowder species in

the 3D host. Superselectivity describes binding that is very sensitive to the density

of receptors, resulting in a sharp binding transition at a receptor density thresh-

old. Superselectivity is shown to be a potential mechanism by which membraneless

organelles control their composition.

Superselective binding of multivalent polymers at surfaces is also investigated.

We find that superselectivity is enhanced on moving from a flat surface to a pitted

surface. Furthermore, rough surfaces show potential for polymer sorting or selective

recruitment, whereby the binding of polymers to a given surface is dependent on the

interaction strengths, polymer properties and pore geometry. The underlying ther-
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modynamics is analysed, allowing us to identify the enthalpic and entropic drivers,

and also indicate how this phenomenon can be harnessed in applications.
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Chapter 1

Introduction

Multivalent polymers are crucial components in a plethora of natural and syn-

thetic systems. Their multivalency allows them to drive phase separation through

cooperative effects and by connecting many components of lower valency [1]. In this

chapter we shall first discuss liquid-liquid phase separation, and the role of multiva-

lent species in such processes. One area where the phase separation of multivalent

polymers is of interest is in the formation of membraneless organelles. Membraneless

organelles are an ever-growing area of research and a summary of these biological

bodies provides context to our investigation of multivalent polymers. Following this,

we focus more on individual polymer behaviour, and how multivalency can provide a

pathway for selective binding. We provide an overview of superselectivity, a binding

phenomenon which depends on multivalency, and indicate the means by which, to

date, it has been controlled and tuned.

1.1 Condensation of multivalent polymers

1.1.1 Membraneless organelles

Over the past two decades there has been an ever growing surge in research into

Liquid Liquid Phase Separation (LLPS) and its role in the formation of membrane-

less organelles. The cellular bodies differ from the more widely known membrane-

bound organelles in their absence of a lipid bilayer to delimit them from the cell

cytoplasm. An example of membraneless organelles is shown in the fluorescence

microscopy images in Figure 1.1. The bright green structures are Fused in Sarcoma

(FUS) granules, which form in response to a variety of environmental stimuli and
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1.1. Condensation of multivalent polymers 10

Figure 1.1: Fluorescence microscopy images of Fused in Sarcoma (FUS) granules
formed in vivo. The granules form from the cytoplasm and mature over time to be-
come distinct compartments of concentrated biological material. Image cropped and
reprinted with permission from [2], DOI: https://doi.org/10.7554/eLife.18413.001.
Copyright c©2016 by eLife. Creative Commons Attribution 4.0 International Public
License.

exist as polydisperse structures within the cytoplasm.

Despite their discovery being almost four decades ago [3], it is only recently that

these membraneless organelles have drawn significant attention. They play crucial

roles in cell functions and are connected to a number of neuro-degenerative diseases

[4]. Furthermore, the ubiquity and importance of LLPS in cellular processes has

driven research in this direction.

Membraneless organelles, also known as biomolecular condensates, form within

the cytoplasm or nucleus of cells. Formation occurs through the association of

different polymeric species, as illustrated in Figure 1.2A, until there is sufficient

interconnectivity for the organelle to be distinct from the cytoplasm. This involves

a competition between minimising the entropy loss on proteins aggregating, but

maximising the interaction energy of the components. Multivalent polymers, in the

form of proteins and RNA, enable these highly interconnected structures to form

[1, 5–8]. Membraneless organelles encompass a huge range of cellular structures, a

full review of which would likely require a textbook. Here we focus on the family of

organelles known as RNP granules, which consist largely of ribonucleic acid (RNA)

and RNA-binding proteins [4]. Within this family of organelles there are numerous

different subspecies of condensates, several examples of which are given in Figure
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1.2B, alongside their location within the cell. To give a sense of the variety of RNP

granules and their roles, P-bodies are thought to have a regulatory role in germ cells

[9], FUS granules are strongly associated with Amyotrophic Lateral Sclerosis (ALS)

[10], and stress granules form in response to cellular stress to aid cell survival [4].

The remainder of this section gives a brief overview of these fascinating and diverse

cellular bodies.

Membraneless organelles are necessary for maintaining cellular fitness. A key

means by which this is achieved is their ability to recruit and expel species from

or to the cytoplasm [12]. As referenced previously, stress granules form in response

to external stresses such as pH, temperature, glucose deprivation, osmotic shock or

poisoning. These organelles, once formed, are then able to sequester components not

required for cell survival, and to inhibit messenger RNA (mRNA) translation [9],

allowing the cell to focus its resources on survival [8, 13]. Membraneless organelles

can also purportedly act as reaction vessels, again facilitated by their sensitive con-

trol of composition [14]. Additionally, their formation and recruitment has been

closely linked to cellular signalling [8]. Moreover, they have been found to aggregate

anti-viral proteins in the event of a cell being infected by a virus, which stimulates

their activation and replication [4]. However, they are also susceptible to disruption

by invading viruses, which may chemically alter components crucial for organelle

formation to prevent the cell from generating anti-viral production bodies [15].

Membraneless organelles are closely linked with disease due to their ability to

mature and develop into amyloid fibrils, whose formation is the hallmark of neurode-

generative diseases. The exact reasons for this are unknown. However, mutations

which are believed to cause certain neuro-degenerative conditions increase the rate

of formation and longevity of stress granule-like structures when studied in vitro

[4]. In addition, mutations have been found to impede cells’ ability to clear the

membraneless organelles [16]. Furthermore, LLPS is believed to increase the risk of

amyloid formation by increasing the local concentration of the aggregating species

[16]. Therefore, gaining a deeper understanding of this process should aid the mis-

sion to disrupt amyloid formation and the subsequent neurological effects.

Although the exact mechanisms behind membraneless organelle formation and

function are currently disputed, there is general consensus that they are held to-

gether through a combination of weak isotropic and stronger specific interactions.

These biomolecular condensates are believed to consist of proteins with Intrinsi-



1.1. Condensation of multivalent polymers 12

Figure 1.2: (A) Illustration of the formation of a membraneless organelle from
a bulk fluid, e.g. cytoplasm. (B) Examples of different membraneless organelles,
including whether they are found within the cytoplasm or nucleus. Within each
of these sub-categories of organelle there are numerous different species of struc-
ture. Despite the compositional differences between the different organelles, there
is commonality between the different structures. A fundamental point of agreement
is that they all exploit multivalency in order to form and function. Image reprinted
with permission from [11], DOI: https://doi.org/10.3389/fgene.2019.00173. Copy-
right c©2019 by Verdile, De Paola and Paronetto. Creative Commons Attribution
4.0 International Public License.
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cally Disordered Regions (IDRs), alongside proteins with modular binding sites, as

depicted in model form in Figure 1.3. Interestingly, despite the weakness of the

isotropic interactions, long-lived aggregates purely consisting of Intrinsically Disor-

dered Proteins (IDPs) can form due to the cumulative strength of having many weak

interactions [17]. This is in contrast to the specific binding domains which interact

selectively with their corresponding binding sites with much stronger anisotropic in-

teractions [18]. Therefore these membraneless organelles are held together through

an assortment of interactions, which on closer inspection include π-π stacking, hy-

drophobic interactions, hydrogen bonding and electrostatic interactions [12, 18].

Indeed, charge distribution and protein sequence can also control LLPS — as com-

plex coacervation plays a role in some systems [19]. Lastly, external species, such as

molecular crowders in the bulk, can promote or even induce phase separation [20],

adding further complexity to this process.

Figure 1.3: (A) Cartoon of membraneless organelle composition, where an ex-
ample of an organelle with well defined, structurally stable binding sites is shown
adjacent to an organelle where the interactions are predominantly between dis-
ordered proteins which lack well defined binding sites. (B) Microscopy images
of biomolecular condensates formed from model proteins. The top image is for
structures consisting of well defined binding sites, and the bottom image is for
a condensate consisting of disordered proteins and RNA. Image from [8], DOI:
https://doi.org/10.1126/science.aaf4382. Reprinted with permission from AAAS.

1.1.2 Role of multivalent interactions

Multivalent binding is ubiquitous within nature, playing a crucial role in con-

trolling the adhesion of viruses to cells, intercellular interactions, antibody response,

polymer phase separation and DNA transcription [21, 22]. Counterintuitively, mul-
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tivalency can also be utilised to limit and control undesired binding and aggregation,

through multivalent inhibitor species [21]. Multivalency facilitates behaviour that is

unachievable for monovalent species, and therefore has attracted significant research

over the past three decades. Indeed, in systems where the individual interactions

are weak, multivalent binding can even result in strong overall interactions due to

cooperative effects [23], which will be discussed in Section 1.2.2. Multivalent species

are capable of driving LLPS, as shown by Bracha et al. where the concentration of

IDRs required for phase separation was drastically reduced by the addition of mul-

tivalent species capable of recruiting IDRs [24]. This reveals one means by which

multivalency can promote LLPS, by increasing the local concentration of the IDRs.

Although multivalent species can drive phase separation, even in their absence,

IDPs and IDRs are inextricably linked to membraneless organelles. They can control

the formation, behaviour and composition of the membraneless organelles to which

they associate. It is believed that these regions interact promiscuously with each

other resulting in a transient bonding network, and it is this network that gives

the granules their properties [18]. Research into granule-related proteins has also

revealed that they are usually rich in polar and aromatic residues, but charged

residues are rare. All this gives some insight into the likely bonding present in

granules [25].

Another crucial multivalent component in membraneless organelles, especially in

RNP granules, is RNA. In fact, not only has RNA been implicated in the formation

of cellular granules, it has also been found to significantly affect the behaviour of

membraneless organelles in the cytoplasm. An example of where RNA appears

to impact the condensate dynamics was in a study by Elbaum–Garfinkle and co-

workers. They found that by adding short RNA strands to the protein LAF-1,

droplets of lower viscosity formed [26], but did not have any effect on the minimum

concentration of LAF-1 required for the phase transition. In further work done by

Wei et al. they found that adding longer RNA strands increased the viscosity of the

droplets, implying that RNA entanglement can play a role in the droplet viscosity.

As the RNA found in RNP granules can have a range of lengths, this may be a

mechanism by which the cell controls the physical properties of its granules [27].

The stiffness of RNA is also believed to have profound impact on the formation

and properties of biomolecular condensates [28]. The formation and properties of

organelles depend heavily on the distribution of charges on RNA. For example,
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the highly charged polyuridylic RNA promotes LLPS through its ability to form

electrostatic and π interactions with other RNAs in the system [20]. Therefore

RNA is pivotal in determining the organelle properties.

The roles of proteins in RNP granules vary considerably. Whereas many protein

species are redundant in the formation of membraneless organelles, certain pro-

teins have been found to be crucial. For instance, three such proteins are GTPase-

activating protein-binding protein (G3BP), Eukaryotic Initiation Factor 2 (eIF2-α)

and T-cell intracellular antigen (TIA) [29].

Beyond composition, processes such as protein mutations and Post Translational

Modificationss (PTMs) are also critical in membraneless organelle formation and

physical properties. An example of where mutations impact organelle function is

found in mutated proteins destroying the functionality of FUS granules; instead

of being dynamic structures, aggregation is promoted [30], and the structures lack

liquid-like properties. When proteins containing these mutations were investigated

it was found that they form fibres from the phase-separated droplets more readily

[31]. Therefore, the protein history (any chemical reactions or sequence alterations

they have undergone) is also important in the formation of membraneless granules

[29]. PTMs are vital in the behaviour and formation of biomolecular condensates,

as they alter the protein-protein and protein-RNA interactions (either through al-

tering configurations of protein regions or by chemical changes to binding sites). As

such, they can trigger the formation or dissolution of organelles. There are numer-

ous PTMs observed within cells, and these modifications are often achieved through

enzymatic activity [32]. Significant alterations to organelle environment and com-

ponents therein are possible due to the sheer range available, a sample of which

are: phosphorylation, glycosylation, acetylation, ubiquitination, SUMOylation and

methylation [33–37].

1.1.3 Client–scaffold model

There is growing evidence to support a theory that membraneless organelles con-

sist of a scaffold, which then recruits and expels clients, known as the scaffold-client

theory [32]. The scaffold molecules tend to be RNAs and RNA binding proteins.

These remain in the condensate far longer than the clients, which are often shorter

proteins and enzymes and are transiently located in the condensate [32]. The two
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different dynamics regimes allow the distinction between clients and scaffolds to be

made [38], as evidenced by Fluorescence Recovery After Photobleaching (FRAP)

experiments [39]. Indeed, RNA base pairing is thought to facilitate this decoupling

[38] through the strong interconnectivity of RNA and weaker binding to the client

proteins. It has also been observed that many components often present in RNP

granules are redundant in their formation; the granules still form even when the

component is removed from the system [40]. The client–scaffold model explains this

by labelling the redundant species as clients, with a vastly diminished role in the

initial phase separation. These clients do not form the scaffold, and instead are

just recruited into the granule after its formation. Finally, it has been shown that

client recruitment is very sensitive to the stoichiometry of the scaffold species within

test systems – giving credence to the idea that the scaffold structure controls client

recruitment and could even be altered by PTMs which would cause the expulsion of

certain clients whilst recruiting others [32]. This would allow for a scaffold to recruit

enzymes and substrates as required to promote reactions or sequester components to

prevent them reacting and using up cell resources during periods of stress. Therefore

this mechanism further supports the theory of a client-scaffold structure.

A cartoon model of a multivalent scaffold recruiting clients is shown in Figure

1.4, where the clients are recruited into the scaffold depending on their valency.

The valency of clients will be an important parameter later in this thesis, but at

this point it is worth noting that the recruitment of clients to a scaffold of excess

receptor sites varies non-linearly with client valency [32]. Further discussions of the

merit of this model can be found in Chapter 4.

One limitation of the client-scaffold model is that, despite being likely to repre-

sent many membraneless organelles, there are some structures where the concentra-

tions and molecular weights of the species blur the distinction between clients and

scaffolds. In this case, the decoupling of dynamics between clients and scaffolds is

much less pronounced. In such systems, the phase separation process, the structures

formed, and the functions are impacted [42]. Whilst this is interesting in its own

right, in this thesis we will focus on the case where the clients are much shorter than

the scaffold species and the distinction between their dynamics is clear.
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Figure 1.4: Illustration of the mechanisms of the client scaffold model; (A) and (B)
are of low valency clients being weakly recruited to the scaffold, whereas (C) is for a
high valency clients being strongly recruited to the scaffold. Figure reprinted with
permission from [41], DOI: https://doi.org/10.1038/nrm.2017.7. Copyright c©2017
by Springer Nature.

1.1.4 Ostwald ripening and arrested phase separation

A passive two phase liquid system, consisting of droplets of one phase dispersed

within the other, would be expected to coarsen over time. This is known as Ostwald

ripening, and involves the largest droplet growing at the expense of the smaller

droplets, until only one droplet remains. For this description we will define the two

phases as the droplet phase and the continuous phase. Ostwald ripening drives the

growth of large droplets and the shrinkage of smaller droplet in order to minimise

the interfacial free energy. To illustrate why the smaller droplets are less favourable

than a single large droplet, we must consider the Laplace pressure. The Laplace

pressure is the difference in pressure p on moving across the droplet interface, from

inside the droplet into the continuous phase. The Laplace pressure is given by

∆p = 2γ/R

where R is the droplet radius and γ is the surface tension of the droplet submerged in

the continuous phase. Therefore, a passive two phase system, consisting of droplets

of one phase dispersed in the other, will coarsen over time, to maximise the R of

the droplet and minimise the Laplace pressure. This coarsening involves material

moving from smaller droplets to larger droplets [43]. Systems which do not coarsen

in this manner are resisting this process.
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Cells contain polydisperse biomolecular condensates, indicating that Ostwald

ripening is somehow being suppressed. At least three mechanisms could explain

this observation. Firstly, Dufresne et al. proposed that an elastic matrix can be

used to allow a bi-component system to phase separate into droplets of one species

within a bulk of the other, without the droplets eventually forming a single large

drop [44]. An illustration of this model is shown in Figure 1.5, alongside a phase

diagram for the mixing and demixing of bi-component mixtures. The elastic net-

work was capable of suppressing Ostwald ripening, and even more strikingly, they

found Ostwald ripening to be reversed in some cases. Here, material moved from

large droplets to smaller droplets to reduce the elastic penalty of the large droplets

distorting the elastic cross-linked polymer gel network that they are in. This elastic

penalty can override the surface tension driven material transfer from the small to

the large droplets. Moreover, they subsequently generated synthetic polymer net-

works capable of suppressing nucleation, or controlling the locality of the droplets

by having a stiffness gradient (droplets moved to the lower elastic strength regions).

The authors suggest this could be a mechanism within cytoplasms, which also have

complex properties; however, due to the complex nature of cells in vivo studies are

currently limited [45].

A second factor that limits droplet growth was proposed by Shin et al. [46].

Despite cellular complexity, these authors were able to study the mechanical im-

pact of the nucleolar matrix on LLPS within cells. They found that IDPs self-

assembling within a nucleolus can exclude chromatin — soft genomic material is

readily recruited and allows coalescence of droplets, whereas genomic material with

high chromatin density is not recruited due to the large elastic penalty associated

with deforming this material during droplet growth [46]. Elasticity of the droplet

components is therefore yet another consideration in the study of these droplets.

A third way to limit droplet growth is through chemical reactions. Wurtz and

Lee developed an idealised model of arrested phase separation where the aggregating

component could be reversibly converted into a soluble form by an active process

such as phosphorylation, thereby counteracting the growth of large aggregates [47].

For low conversion rates, Ostwald ripening still leads to a single, large aggregate,

just as for a passive system where there is no conversion. At the other extreme,

high conversion rates lead to a homogeneous solution. However, for intermediate

rates, a steady-state distribution of finite droplet sizes is sustained as a result of the
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Figure 1.5: (a) Bi-component phase diagram, (b) and (c) illustration of phase
separation of blue and yellow components. (d) Sketch of phase separation suppressed
by an elestic network (red lines) and (e) of arrested phase separation of the blue and
yellow components within an elastic network. Figure reproduced with permission
from [44], DOI: https://doi.org/10.1103/PhysRevX.8.011028. Copyright 2018 by
the American Physical Society. Creative Commons Attribution 4.0 International
Public License.

dynamic balance between Ostwald ripening and molecular solubilisation.

1.1.5 Membraneless organelle properties and structures

Membraneless organelles are often described as exhibiting liquid-like properties,

such as a largely spherical shape, the ability to fuse with each other to form larger

spheres and their wetting of substrates [48]. FRAP is commonly used in this field

to study how quickly particles diffuse both within the biomolecular condensates

and between the cytoplasm and the condensates. Many biomolecular condensates

display rapid recovery of fluorescence after photobleaching, indicative of dynamic

structures where diffusion within the structures is swift. Separate experiments have

also shown rapid diffusion between the condensate and the cytoplasm [49]. Crucially,

this diffusion does not result in loss of the organelle structure, as the condensates

can maintain their shape for minutes to hours whilst exchanging material with the

cytoplasm [50]. Therefore, membraneless organelles can have stable structures with

dynamic properties. The observed diffusion within these organelles further implies

that covalently cross-linked gels are unlikely to be the structure of these cellular

bodies [4]. Instead, physical crosslinking, where bonds can form and be broken

more easily, is thought to dominate. The presence of ATP in cells, providing energy
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to break bonds, facilitates such processes [17]. The nature and timescale of the

bonds determines the physical properties of organelles, with stronger and longer

lasting bonds increasing the viscosity of the organelles. Additionally, rapid diffusion

is likely to be aided by the apparent porosity of many membraneless organelles [51].

Intriguingly, many membraneless organelles also show more complex behaviours.

As illustrated in Figures 1.6B and C, it has been shown that increasing interaction

strength generally leads to fibre formation and thus a non-spherical shape, whereas

slightly weaker interactions result in glass-like structures [8]. Moreover, although

many membraneless organelles form initially as liquid structures, some mature into

more solid-like structures [2, 30]. They can have different properties depending

on the type of cell they are in [18]. For instance, stress granules are liquid-like

within mammalian cells, but solid-like in yeast cells. The exact reason for the

different states is largely unknown, especially as in the case of the yeast stress

granules, these solid structures are able to redissolve into the cell faster than more

liquid-like misfolded protein aggregates. Whether a granule has liquid-like or solid-

like properties is often dependent on the stress that induced its formation [18].

Additionally, time plays an important role in their state, as maturation of the stress

granules often results in the transition from being liquid-like to solid-like [31]. This

process can occur through mutation of the proteins [30], PTMs of the components

[52] or through significant changes in the cellular environment and composition [16].

Solidification is believed to result in irreversible damage to cells, as the granules can

no longer perform their cellular roles once in a solid state. Hence, this maturation

is of great interest.

Looking more closely at the structures of membraneless organelles, it has been

argued that some consist of an inner core, which is relatively stable and an outer

shell which exhibits dynamic properties. Stress granules (membraneless organelles

which form in response to unfavourable cellular conditions) are widely documented

to exhibit this structure. The reported liquid-like dynamics of the granules — such

as their observed coalescence, flow and break-up — are suggested to be due to this

outer shell [2]. The core–shell structure was successfully reproduced using dynamic

Monte Carlo simulations over an intermediate range of interaction strengths in [38].

There are two current proposed routes of stress granule formation which satisfy

the experimental observations of having an inner core and outer shell, and these

are illustrated in Figure 1.7. The first model, proposed by Jain et al. asserts that
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mRNAs initially form a stable core with a relatively strong network of bonds holding

them together, Figure 1.7 (A). Following this, since the concentration of IDRs is

increased, LLPS is induced and thus the dynamic shell forms around the core. The

second mechanism proposed by Lin et al., states that liquid–liquid phase separation

(LLPS) occurs first, due to the weak interactions between the components, and then

the more stable core forms subsequently due to the resulting increased concentration

of stress granule components in the phase separated region [53]. Therefore, although

there is a growing understanding of the types of bonding that is present in stress

granules, the order of, and the initiating factors in, their formation are still under

investigation.

We also note that there is increasing experimental evidence that multiple immis-

cible membraneless organelles can coexist. As illustrated in Figure 1.6A, different

arrangements can occur when two immiscible droplets form and interact, including

droplet encapsulation to minimise the interfacial energy of the system [8]. Bracha et

al. illustrated the complex interactions between immiscible membraneless organelles

by designing peptides that had the ability to control condensate structure [54].

Finally, the coexistance of a two component system is determined by the interac-

tions between the two components and their respective concentrations. The system

can either be a single mixed phase or can demix into two separate phases. The

demixing process can either occur through nucleation, or spontaneously by spinodal

decomposition [55]. The pathway by which the phase separation occurs, through

nucleation or spinodal decomposition is crucial in determining the mechanism by

which membraneless organelles form [55]. Therefore generating full phase diagrams

of these systems, indicating the concentrations and interaction strengths at which

either nucleation or spinodal decomposition occur, will be essential in ascertaining

how these membraneless organelles form within real cells. Recent developments in

experimental techniques — such as manufacturing systems which exhibit spatially

controlled, photoinduced phase separation [24] — have increased the likelihood of

generating detailed phase diagrams for these biological system within this decade.

1.1.6 Experimental model systems for LLPS study

Due to the complexity of membraneless organelle formation and the plethora of

proteins that are implicated, one of the most promising streams of research involves
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Figure 1.6: (A) Schematic of a bi-droplet system for various interfacial tensions γ
between the phases involved. By altering the relative interfacial tensions of the dif-
ferent liquids, the arrangement of the droplets can be controlled. (B) Illustrations of
the various droplet shapes that IDRs in solution can form, including amyloid forma-
tion. (C) Phase diagram of an IDR in solution for varying IDR interaction strengths
and concentrations. Images from [8], DOI: https://doi.org/10.1126/science.aaf4382.
Reprinted with permission from AAAS.
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Figure 1.7: Schematic showing two proposed routes for the formation of mem-
braneless organelles with a core-shell structure. In both systems the different
coloured circles represent binding sites, which can interact. The light shaded
area shows low density whereas the dark shaded regions are the dense cores
of the structure. Figure cropped and reprinted with permission from [4], DOI:
https://doi.org/10.1016/j.tcb.2016.05.004. Copyright c©2016 by Elsevier.

a bottom-up approach. In order to do this, simple model systems containing some

of the key proteins (or even just the most interesting domains of key proteins)

found in granules are used to probe the fundamental causes of liquid-liquid phase

separation. Previous studies have looked at how molecular weight impacts the phase

separation of globular proteins [56]. However, more insight can be obtained by the

decoupling of valency and molecular weight achieved by studying model systems of

modular protein domains with set valencies. A multitude of such systems of modular

domains, including their impact on signalling, can be found in [57].

One such study looked at the impact of valency on the mechanism by which

toxins aggregate [58]. Sisu et al. synthesised inhibitor proteins of set valency and

probed how the valency impacts the aggregation, and thus inhibition, of E. coli

heat-labile toxin and cholera toxin. In a development from previous studies, where

increasing inhibitor valency had been shown to increase inhibition [58–61], they

found that the interplay between the toxin and the inhibitor valency impacts both

aggregation kinetics and stability.

In a later landmark study by Li et al. [7], in vivo studies on the components of a

naturally occuring, three-component system of Waskott-Aldrich syndrome protein
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Figure 1.8: Phase diagram for system of PRM and SH3 proteins at varying
concentrations, where red dots represent phase separation occuring and blue dots
show concentrations where no phase separation was observed. The valency of the
SH3 and PRM species in each study are shown above the respective plots. Im-
age reprinted with permission from [7], DOI: https://doi.org/10.1038/nrm.2017.7.
Copyright c©2012 by Springer Nature.

(N-WASP), the protein NCK and phosphorylated nephrin were carried out, showing

a sharp phase transition which is dependent on the protein valencies. The system

they looked at was a simplified model system consisting of segments of several pro-

teins found in signalling pathways of cells. However, it was further simplified to

an in vitro study of two domains found in these signalling proteins. The domains

were SRC homology 3 (SH3) and its proline-rich motif (PRM). These engineered

biopolymers consisted of repeats of either of the two domains, where the number

of domains on each biopolymer was controlled. Various concentrations of these two

engineered proteins were mixed in solution, and their phase behaviour was probed

using microscopy techniques. The results of this study, showing how the phase sep-

aration of these two components varied with valency, can be found in Figure 1.8.

The nomenclature used for these experiments was DOMAINvalency, therefore SH33

refers to a protein of three SH3 domains, and PRM5 is five PRM binding domains.

Varying the protein valency showed that by increasing the protein valency, the mini-

mum concentration of protein domains required for phase separation to be observed

is reduced. The extended discussion of this particular model is presented here as

this is the model on which we have based our simulation study.

Similar model systems have also been studied using repeating binding sites of

numerous proteins [7, 32, 62–64]. In recent studies, the role of dimeric species on

phase separation and stress granule formation has been probed, with a focus on

G3BP [29, 65, 66] and RNA. By reducing the number of cytoplasmic components,

the interplay between G3BP and RNA could be more clearly observed.

Lastly, Low Complexity Domains (LCDs) which often lack a well defined sec-
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ondary structure, can also influence the phase separation and properties of RNA

binding proteins. The relationship between well defined binding regions and IDRs

have also been studied in model systems. One such instance is in the study of the

RNA binding Protein hnRNPA1 [67], which contains both LCD and modular re-

gions. Altering this protein to remove the modular binding regions or the LCD,

showed that the combination of these two regions is necessary for the condensate to

exhibit the desired dynamic properties — without the modular regions less dynamic

hydrogels formed. Moreover, despite the propensity of LCDs to phase separate

in solution, the modular regions facilitate this at much lower concentrations by

crosslinking with the RNA.

1.1.7 Simulation of LLPS

Computational studies of LLPS and membraneless organelles are also inter-

spersed in the experimental literature. For example, the model system of SH3 and

PRM domains, realised by Li et al. [7], was also studied computationally by the

same authors. A stochastic algorithm was used to simulate SH3 and PRM species

at various concentrations, and with a prescribed number of binding domains. These

protein domains were randomly positioned in a 20 nm sided cube. Each protein

binding site could bond to one binding site of the other protein type. The cube was

divided into smaller cubes, with proteins only able to bond to other proteins within

the same cube, the probability of which was found from their experimental work.

Similarly, two protein domains that were already bound could also dissociate, with

a specified probability. After each binding or unbinding event, the affected proteins

had a chance of moving into one of the six neighbouring cubes — which depended

of the number of each type of protein present in the system. The phase separation

of the system was defined as a cluster having formed containing at least 50% of one

of the domains. This phase separation was found to occur at lower protein con-

centrations as the valency of the proteins increased from 3 to 6 [7]. This allowed,

in contrast to the experimental work, for straightforward, rapid and inexpensive

generation of phase diagrams for species of varying valencies. However, this simple

model did not account for any steric effects, either due to the volume of the proteins

or the orientation of the domains, as well as omitting calculations of conformational

entropy. Further simulations have also been carried out, by various athors, using
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these model system components [32, 68, 69].

A particular study of note by Pappu and co-workers [68], involved cubic lattice

simulations of the two proteins domains studied by Li et al. They investigated

the role of biopolymer valency, linker type, linker length and interaction strength

on phase separation. They modelled their biopolymers as binding sites connected

by linkers — with the options of hard linkers, implicit linkers, or a hybrid of the

two. They found that, where clustering was exhibited, the explicit linkers resulted

in system-spanning networks, whereas the implicit linkers resulted in a compact

structure forming. Therefore, they concluded that, for the explicit linkers, gelation

occurred without phase separation. Conversely, the implicit linkers resulted in phase

separation. They also carried out further work where simulations of a mixture of

polymers with hard and implicit linkers respectively were conducted; there was a

spatial sorting of the species, which indicated a mechanism by which the core-shell

structure could be achieved, i.e. a fluid core and more rigid shell (see Figure 1.7).

In a separate study, using quite different tools, Falkenberg, Blinov and Leow

studied another family of RNP ganules known as A2 granules [70]. The simulations

involved three components: RNA (both with A2 specific binding sites and without),

the A2 protein and a protein named TOG. The methodology of their study is set out

Figure 1.9. In step 1, the authors utilised the Flory-Stockmayer theory to determine

the percentage of each binding site type that were bound. Step 2 involved filling the

simulation system with a predetermined concentration of each protein binding site.

These binding sites were then permitted to bind such that the calculated binding

percentages were satisfied. In step 3, the binding sites of each species, whether

bound or unbound, were connected to form protein chains of set length. Therefore

this process resulted in a list of proteins that were bound together, and by extension,

the size and composition of the clusters formed. Due to the stochastic nature of steps

2 and 3, these steps were repeated multiple times to obtain more representative

results. Additionally, as the probability of binding has a time dependency, the

whole process was repeated to observe how clustering progresses with time [70].

This method is highly efficient, but does not account for conformational entropy,

steric effects or the spatial orientation of the molecules.

Beyond these examples, there have been numerous computational studies, in

addition to extensive theoretical studies, of the phase separation of polymers and

model proteins. Some highlights of this research include simulations predicting the
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Figure 1.9: Schematic of deterministic and stochastic phase separation studies
carried out by Falkenberg, Blinov and Leow [71]. The three steps are determining
probability of binding, generating system of binding sites satisfying the binding
requirements and then connecting the binding sites to form chains. Image taken
from [70], DOI: https://doi.org/10.1016/j.bpj.2013.10.016. Copyright c©2013 by
the Biophysical Society.

phase behaviour of IDPs from experimental radii of gyration data, utilising patchy

particles to probe the role of RNA in phase separation [5, 6, 72] and investigating

the impact of competitor species on phase separation [73].

1.2 Selectivity through multivalent binding

We now turn to focus more closely on multivalency and the mechanisms behind

the overall binding behaviour that it promotes. Specifically, we are interested in the

selective binding that can be achieved using a multivalent species.

1.2.1 Selectivity

Of late, significant insight has been gained into the selective binding achievable

by multivalent species [74]. This selectivity depends on the receptor species present,

but crucially, it also depends heavily on the concentrations of receptors at the host.

Therefore, the effect differs significantly from the common monovalent ‘lock and key’

binding which tends to be very strong and specific and is primarily selective with

respect to the type of receptor species regardless of its density. [21]

Multivalent selectivity is illustrated in Figure 1.10, showing that a multivalent

species will only bind to a surface if the receptor density is above a threshold value.

This is because, for this system, the individual bonds are too weak to bind the species

to the surface; instead multiple bonds are required to attach the body strongly [74].

Multivalency is widely present within nature, but it is also drawing significant
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Figure 1.10: Schematic from [74], illustrating the ability of multivalent nanopar-
ticles and polymers to bind selectively, whereby they only attach to surfaces with
sufficiently high receptor density. Figure reprinted with permission from [74]. Copy-
right c©2018 by John Wiley and Sons Ltd.

attention from synthetic chemists and medical researchers, due to the fine control

that it can achieve. A summary of some of the most promising avenues of research

in this domain are discussed in this section.

Firstly, multivalency shows promise in the synthesis of biomolecules and nanos-

tructures, through reversible adsorption and desorption of functionalised multivalent

nanoparticles at surfaces [23, 75]. The multivalent binding controls the adsorption

of the molecules and the desorption can be stimulated through electrochemical oxi-

dation. Furthermore, functionalised nanostructures can also self-assemble in a con-

trolled manor within bulk solutions, so this technology is not limited to surface chem-

istry [76]. This controlled binding has shown great potential for generating finely

tuned nanostrucures structures for biomedical applications, such as drug delivery,

theraputics and bioimaging [76, 77] and is highly desirable for the miniaturisation

of electronic devices [75].

Secondly, we have already seen how multivalent binding of proteins and RNA

can result in LLPS within cells and can dictate the structures and properties of

the condensates [8, 43]. It is further implicated in facilitating the spatiotemporal

control of components within the cytoplasm [78], a key interest of this thesis, and a

requirement for the client-scaffold model.

Thirdly, and highly pertinent due to the current COVID-19 pandemic, multiva-

lency appears to offer more effective general immunology [79, 80] when compared

to the specific toll-like receptors which act to signal an immune response when spe-

cific proteins or antigens bind to the cells [81]. Toll-like receptors are those which

only bind to a specific binding site. Moreover, multivalent protein antigens appear
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(in many cases) to provide longer-lived immunity from vaccines than monovalent

ones [82]. In an in vivo study of synthetic multivalent (polymeric) antigens, it was

found that high valency antigens promote antibody production, where lower-valency

antigens fail [83]. Additionally, multivalent antigens have been shown to give an en-

hanced T-cell activation — a crucial step in immune response [80]. Furthermore,

cell signalling, as an immune response, is also an area where multivalent binding

appears to play a fundamental role [83].

Fourthly, multivalency in medicine is proving to have great potential; multivalent

nanoparticles capable of targetting tumour cells have been produced [84], as have

targeted drug delivery vehicles [85] and materials to aid imaging [86]. Crucially, the

reversibility of multivalent binding means a self-assembled drug delivery vehicle can

be stimulated to break apart once inside the cells, and in this way they can release

their payload [85]. Multivalent selective tumour treatment involves developing a

drug or drug vehicle which only targets the diseased cells and not healthy ones due

to the over-expression of specific proteins in diseased cells [87]. This in turn then

reduces the damage of cancer treatment to the rest of the body.

1.2.2 Superselectivity

Multivalent selectivity is often accompanied by extremely responsive binding,

known as superselectivity. Superselective binding involves a ‘switch-like’ transition,

whereby a small change in receptor density on the surface results in a very sharp

change in the probability of binding. Therefore, a client exploring a system contain-

ing a surface of receptors can go from never being bound to always bound within

a very small receptor density range. The term superselectivity was first coined by

Martinez-Veracoechea and Frenkel to describe the binding of a nanoparticle coated

in many ligands binding to a surface of receptors [88].

Superselectivity is illustrated through the comparison of monovalent and multi-

valent binding curves in Figure 1.11, where the binding transition for the multivalent

species is notably steeper than that of the monomer. The sharp binding transition,

dependent on receptor density, is only possible for a multivalent species. Monovalent

species lack the ability to bind in multiple equivalent ways required for superselec-

tivity [74]. The on-off binding behaviour of superselective systems is much more

rapid than the conventional Langmuir adsorption isotherm [89]. Since the discovery
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Figure 1.11: Typical superselective behaviour of model multivalent nanoparticles
coated with ligands, binding to a surface of receptors. The variation in the per-
centage of occupied receptors (θ) against the surface density of receptors (nR) is
shown. The blue and green lines are for monovalent nanoparticles (with strong and
weak interaction strengths respectively). These curves are significantly less steep
than the red line for multivalent nanoparticles binding to an equivalent surface
(where the number of ligands in the system is constant, and it is the number of
nanoparticles that varies between the mono and multi results). Image taken from
[88], doi: https://doi.org/10.1073/pnas.1105351108. Copyright c©2011 by Martinez-
Veracoechea and Frenkel.

of the superselective binding transition, numerous different systems have been stud-

ied, including polymers binding to a surface [90] and the use of mobile receptors on

a surface [91].

To explain why this superselective binding occurs, the example of a multivalent

client (either a nanoparticle or polymer) is useful. On initial binding of the client

to the surface (formation of its first bond) it loses a significant amount of entropy

(translational and conformational in different proportions depending on the surface).

Subsequent binding to the surface by the client is then more favourable due to

cooperativity: the polymer does not lose as much entropy on forming additional

bonds with the surface as it did with the first. There is thus a free energy penalty

to binding which can only be overcome if the density of receptor sites on the surface

(and multivalency of the client) is sufficiently high. Once this barrier is overcome,

binding to the surface is highly favourable, explaining why the species then becomes

predominantly bound at these higher receptor densities. This behaviour can be

described in terms of concentrations of bound and unbound multivalent particles

[88, 90, 92, 93], but can equally well be interpreted in terms of the binding probability

of a single multivalent particle.

A multivalent species is bound to a surface if any one of its binding sites is

attached to a receptor. The fact that there are so many combinations of binding
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sites and receptors means that there is a high chance of an attachment existing

even though any one connection is highly transient if the individual interactions

are weak. Hence, for a multivalent species to be unbound, all of its binding sites

must be unbound simultaneously. Consider a n-valent species binding to a surface

with binding probability pbound at each of its binding sites. The probability of the

multivalent species being entirely unbound is given by

Punbound = (1− pbound)n. (1.1)

If pbound changes smoothly from 0 to 1 in response to some external parameter (such

as receptor density), Equation 1.1 changes increasingly sharply with respect to that

parameter as n increases. Superselectivity exploits this combinatoric effect of the

binding sites and receptors, which is a type of entropy.

The scope of superselectivity is huge, whether in enhancing the performance of

the targeted drug delivery species discussed previously [94] or in other systems where

step-like binding transitions are required, such as in diagnostics [93], where altering

the system from being selective to superselective can vastly improve precision. In

fact, work has already begun on using superselectivity to reversibly produce multi-

component supramolecular polymers [95] and for the targeted binding of polymers

at a surface [90]. Superselectivity could be utilised to overcome obstacles previ-

ously encountered in this field as a result of the selective binding transition being

insufficiently sharp. This could give rise to significant improvements in precision

and targeting in areas such as self-assembly of supramolecular materials, diagnostic

tests and medical imaging processes.

1.2.3 Tuning multivalent binding

Multivalent binding can be controlled by the geometry of the binding target

and the internal properties of the binding species. These considerations are highly

relevant to this thesis so we shall expand on them here. In the case of nanoparti-

cles binding to a surface, constraining the ligands of the nanoparticles and/or the

receptors, can significantly impede binding, thereby reducing the overall attraction

of the multivalent species to the surface [96]. Further studies have involved in-

vestigating the impact of the mobility of receptors on surfaces [97] and ligands on

nanoparticle(s) [98], tethering the receptors to the surface [99] and changing the lig-
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and length [100, 101], density, valency [102] and rigidity [103]. The parameter space

of these problems is therefore huge. Additional complexity arises when considering

that nanoparticles can also be coated with polymers in order to inhibit interactions,

such as by coating them with polyethylene glycol (PEG) to prevent the nanoparticle

binding non-specifically to receptors [104]. Moreover, nanoparticles expressing two

different types of linkers could achieve binding specificity, whereby attachment to

cells would only occur if the cell was expressing both receptor types at high enough

densities [105]. Taking all this into account, it is clear that the binding behaviour

of multivalent species is highly adaptable and open to manipulation. For a more

complete overview of nanoparticles in medicine, including parameter optimisation,

the reader is referred to [106].

An interesting finding from simulation work by Angioletti-Uberti, and an im-

perative consideration for those developing systems to utilise multivalency, was that

non-selective binding can disrupt selectivity. This is due to the nanoparticle ligands

binding to non-target receptors on the surface. One mechanism for overcoming this

non-specific binding is to put receptors on the nanoparticle to compete with the

cell receptors, as shown in Figure 1.12, thereby reducing the overall amount of non-

specific binding and allowing the specific binding to control the binding behaviour

again. These receptors grafted to the nanoparticle are known as ‘protective’ re-

ceptors. This process can be successful because the targeted interactions are often

stronger than the non-targeted interactions so will not be as negatively affected

by the ‘protector’ receptors competing with the surface receptors [107]. A futher

non-trivial biological consideration, not to be overlooked in this field, is the environ-

ments that drug delivery vehicles operate in. As they travel through the bloodstream

they get coated with proteins (a protein corona)[108], thus impacting the binding

behaviour of the nanoparticle [109].

Although much of the experimental work to date on multivalent binding has

largely focussed on nanoparticles, due to both their designability and their potential

use as drug delivery vessels, many of the principles of superselectivity are also ap-

plicable to multivalent biopolymers, such as proteins. Crucially, as we focus largely

on such polymers, the most relevant of the controlling factors are ligand length,

valency, binding competition, confinement and stiffness.

One key consideration to bear in mind when comparing the binding of proteins

and polymers to that of nanoparticles, is the ability for the former to change confor-
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Figure 1.12: Schematic showing how deliberate competition between ligands can
allow a system to regain selectivity after being lost due to non-specific interactions.
Figures (a) and (b) are for specific binding only and clearly show density-dependent
binding, weak in (a) and strong in (b). Non-specific binding — to the green receptors
— is included in (c) and (d). Whereas in panel (c) the particle is bound strongly at
low orange receptor density, in (d) the presence of competing ligands means that the
nanoparticle is no longer strongly bound at the low receptor density. Reprinted figure
with permission from [107], DOI: https://doi.org/10.1103/PhysRevLett.118.068001.
Copyright c©2017 by the American Physical Society.

mation. One such example of this is due to pH changes, which can even be localised

in certain regions — such as at a surface coated in a polymer brush [110]. From

an entropic perspective, coating a surface in polymers and proteins can also signifi-

cantly alter both the binding behaviour and geometries of the binding proteins. For

instance, the binding, or indeed repulsion, of proteins to a surface coated in poly-

mers can be tuned by varying the polymer length, rigidity and surface interactions

[111, 112]. Additionally, surfaces coated in proteins have been shown in simulations

to alter the conformations and geometries of proteins binding at that surface [113].

Beyond this, polymer behaviour is similar to that of nanoparticles on binding, with

clear parallels between the properties of the polymers and the nanoparticle linkers

on the binding behaviour observed.

A fundamental consideration in this thesis is of how weak binding, often associ-

ated with superselectivity, can be insignificant compared to the cumulative binding

strength of the multitudinous other non-specific interactions, such as van der Waals

and hydrogen bonding [107]. The impact of weak binding on selective binding
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was investigated by Angioletti-Uberti, who proposed that coating the surface with

inert proteins (such as PEG) can reduce these non-specific interactions. This is

of biological relevance as most cells are coated in proteins and glycans, known as

the glycocalyx, which can form polymer brushes to reduce non-specific interactions

[114, 115]. Having multiple different types of ligand on the nanoparticle has been

shown to allow the particle to target cells expressing each receptor at the correct

density. Angioletti-Uberti argues this is less sensitive to biological fluctuations in

receptor density — but that the main advantage is it allows the specific binding of

nanoparticles to cells expressing the correct ‘barcode’ of receptors [107]. We will

discuss this further in Chapters 4 and 5, where we study superselective systems.

1.2.4 Simulations of superselectivity

We now present a brief overview of the simulations which have been carried

out to model and investigate superselectivity as background to the models used in

this thesis. Simulations play an essential role in explaining the thermodynamics,

kinetics and underlying behaviour of multivalent species because they allow system-

atic control of parameters and characterisations that are much harder to achieve

experimentally.

The first such study is the seminal work by Martinez-Veracoechea and Frenkel

[88] in which the sharp switch-like binding behaviour was observed, and first coined

superselectivity. This was presented through a combination of an analytical model

and Monte Carlo lattice simulations in the grand-canonical ensemble. Here we

will focus on the simulation details to briefly describe their system. Nanoparticles

coated in ligands were allowed to explore a flat surface coated in mobile receptors.

The receptors were tethered to the surface by a harmonic potential, in the direc-

tion perpendicular to the surface, but were free to move across the surface within

their lattice square. The nanoparticles were given an excluded volume, so could

not penetrate the surface. The nanoparticle ligands were not explicitly represented;

instead, whenever they bound to the surface it resulted in a tether (harmonic po-

tential) forming between the surface and nanoparticle. The ligands and receptors

were ‘monovalent’, so the multivalency is a result of the nanoparticle having multi-

ple ligands. In this study, they found that for multivalent nanoparticles there was

a sharp transition with increasing receptor density, at which the nanoparticles went
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from being predominantly unbound to being predominantly bound to the surface.

This was borne out in a sharp transition in the percentage of receptor sites occu-

pied, as receptor density increased. The behaviour was sensitive to the nanoparticle

valency, increasing with increasing number of ligands per nanoparticle [88]. This

simple model system provided inspiration for the system used in this research.

The next example is that of the Monte Carlo soft Gaussian blob model in the

grand canonical ensemble, by Curk and co-workers [91, 116], where polymers are

modelled as Gaussian blobs connected by harmonic springs. Each blob represents

one polymer, and binds to the surface by harmonic springs. The receptors are

modelled as points on a surface and can bind to the blob if it is in range. The ligands

are not explicitly represented, instead the polymer blob has a valency determining

the maximum number of bonds it can form. Blobs can connect by harmonic springs

to form longer polymers, and explore the system by translations and reinsertions.

On calculating the free energy of the system to account for entropy, they found that

the entropy loss of the polymer and receptor ligand (Upoly) decreased as the number

of bonds formed increased, by which the authors were able to explain discrepancies

between their simulation and analytical model results. This is the fundamental

reason for superselectivity — lower entropic cost on subsequent binding due to high

degeneracy. One limitation of this study is that it must be in the dilute/semidilute

regime so there is not significant blob overlap with other blobs.

The last such study we shall summarise is a seperate soft-blob study by Curk et

al. that involves the soft blob model with Langevin dynamics, to study the feasibility

of utilising the superselective effect to develop a probe for pathogen genome (DNA)

recognition [93]. A schematic of the system is shown in Figure 1.13. Using short,

single-stranded, oligonucleotide DNA probes attached to a surface — with binding

sites at spacings that will favour the desired bacterial DNA (single-stranded genomic

DNA) — the authors can successfully generate a highly specific sensor. By tuning

the genome length (fragmentation) and the length of DNA strands on the surface the

superselectivity can be optimised. Short DNA strands grafted to the surface work

better to distinguish between different bacteria — in addition to low fragmentation

of the bacterial DNA. Short DNA strands have a lower entropic barrier to binding,

therefore the difference between the correct genome and the undesired one is lessened

at short lengths because neither can form many bonds, whereas long strands are

unlikely to bind unless they are from the correct genome and can form many bonds
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Figure 1.13: Schematic of the soft blob study on the binding of
multivalent DNA to a surface. Figure reprinted from [93], DOI:
https://doi.org/10.1073/pnas.1918274117. Copyright c©2020 the authors. Creative
Commons Attribution-NonCommercial-NoDerivatives License 4.0.

to offset the high entropic penalty. Interestingly, these simulations indicate that such

a surface should be able differentiate between different strains of the same bacteria,

but this requires long DNA on the surface and long sections of target DNA. [93]

Another potential use of superselectivity is in diagnostics where DNA-based probes

have been shown to effectively target specific pathogens or genes.

1.3 Project aims and workplan

In the following chapter, the methodology of the investigations in this thesis are

detailed, alongside justification of the simulation set-up. This involves an in-depth

description of cubic lattice systems, the moves carried out and the merits of Monte

Carlo (MC) lattice simulations.

Despite the research that has been done so far into LLPS and membraneless

organelles, questions still remain about the fundamental physics behind the com-

ponents of the cytoplasm phase separating. Therefore, in Chapter 3, the phase be-

haviour of multivalent species will be investigated using MC simulations on a cubic

lattice. This will involve simulating two coarse-grained associative polymer species,

thereby allowing exploration of the effect of polymer valency, interaction strengths,
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linker length and linker type on the phase transition of these components. Fur-

thermore, the structures formed during this phase separation will be scrutinised,

allowing conclusions to be drawn on the relationship between the polymers and

the crude representations of membraneless organelles that they form. This is with

an aim to discover how to promote or suppress phase separation, and to uncover

whether these properties can be tuned to promote client recruitment.

There is still much to be understood and many more potential applications to

explore with regards to multivalent binding and superselectivity. In Chapter 4 we

investigate whether superselective binding to a 3D host of receptors is possible, in

a significant departure from the conventional focus on surfaces. This has important

implications for membraneless organelles and their formation by LLPS; moreover, we

propose superselectivity as a mechanism by which membraneless organelles recruit

and expel clients due to environmental changes in the cell, as described in [32]. Due

to the step-like nature of superselectivity this would facilitate complete expulsion

or recruitment (to saturation) of proteins and enzymes in the cytoplasm which has

been observed experimentally [34].

Following this, in-depth exploration of superselective binding of polymeric species

to a surface will be presented in Chapter 5. Most notably, we study binding at struc-

tured surfaces, such as penetrable and pitted surfaces. We also investigate whether

superselectivity could be utilised to sort polymers, based on their intrinsic proper-

ties. This sorting behaviour has potential applications within analytical chemistry

and in separation processes.

Finally, the conclusions of this work will be presented alongside directions for

future work in Chapter 6. We will address both the studies that could be carried

out in the MC cubic lattice system we have been working in, and the useful studies

that could be undertaken using different models and tools to further the scientific

understanding in these fields.



Chapter 2

Models and Methods

Monte Carlo (MC) lattice simulations in the canonical ensemble are used through-

out this thesis. Whilst the nature of the system and exact set-up vary between the

calculations, the foundations of the simulations remain unchanged. They are all

coarse-grained studies of proteins and other polymers on a 3D cubic lattice, where

the polymers are modelled as binding beads connected by linkers, illustrated in

Figure 2.1 as the archetypal system of study.

Figure 2.1: 2D representation of typical 3D lattice system studied, where the
yellow dashed lines represent interactions, the curved black lines are linkers and the
circles are polymer binding beads.

38
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2.1 Coarse-grained simulations

There are two main motivating factors for utilising coarse-grained simulations

for the polymeric systems of interest in this thesis, rather than simulating them at

an atomistic resolution. Firstly, the creation of an idealised model captures the key

factors that control the system behaviour. This allows general and widely applicable

findings to be reached, rather than generating results that are specific to a single

system. Secondly, the reduction in the number of degrees of freedom greatly reduces

the computational expense compared to atomistic models, thereby allowing us to

study larger systems. In brief, they offer conceptual clarity and are efficient [117].

Coarse-graining can take many forms, and can be implemented at various levels

of resolution, depending on the system of study [117–119]. One of the finest levels

of coarse-graining is to approximate molecular groups as single beads or entities,

such as in the united atom model. For example a methyl group can be represented

by a single bead. The MARTINI model is a coarser model which approximates

larger atomic groups into single entities [120]. Due to the large number of atoms

and functional groups within the polymers we wish to simulate, this coarse-graining

is insufficient for modelling systems at a level where we can draw widely applicable

conclusions to a range of similar systems — the results obtained from such coarse-

graining would still be very system specific.

A higher level of coarse-graining is to model sections (such as monomers) of a

polymer as single entities, which can be connected by linkers of various forms. This

is an example of a ‘beads on a string model’ [121]. This approximation removes the

configurations available to the linkers as well as the internal configurations of the

coarse-grained sections, thereby reducing the total entropy of the polymer. There-

fore, this coarse-graining is most effective when the overall polymer shape is key to

the system behaviour, rather than the individual atoms and side chain configura-

tions. Due to the coarse-graining of entire binding domains/regions, the potential

energy between beads must be an effective potential incorporating multiple com-

ponents of interactions, such as van der Waals, electrostatic, hydrogen-bonds and

internal entropy etc. Coarse-graining reduces the number of spatial configurations

that the polymer can occupy and results in a coarse-grained energy landscape, al-

lowing for the overall system behaviour to be probed, without minor configurational

changes hampering the rate of exploration [118]. This level of coarse-graining has
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been extensively used to study polymer folding [122], and in polymeric phase sepa-

ration [1, 68]. It enables more general conclusions to be made, which we desire for

the project, and allows for system behavioural changes to be attributed to well de-

fined intrinsic polymer properties, such as a change in polymer length or interaction

potential.

The coarse-grained model can be further simplified by restricting the polymer

binding beads to a cubic lattice [123]. This allows for the discretisation of space,

which increases the rate at which configurational space can be sampled, thus facili-

tating simulations of far greater size and timescales compared to off-lattice models,

without losing the overall physical properties of the polymer. Given the numerous

successes of modelling proteins on cubic lattices [124–127, 127–131], they are an

attractive model for the system we wish to study.

2.1.1 Successes of lattice models

The following examples give some justification for using such a model in our

studies. A significant achievement of simulating polymers on a cubic lattice is the

reproduction of the universal polymer scalings predicted by de Gennes [132] for the

mean squared polymer radius of gyration R2
G and end-to-end separation 〈R2〉, with

respect to the polymer length. This indicates the reliability and relevance of cubic

lattice polymer models in predicting polymer behaviour. These polymer scaling

relations were used within this work to benchmark the code. This is pertinent as we

model polymers with different linker types, each with different scaling exponents.

Wide-ranging studies into protein folding have been carried out on cubic lattice

systems. Such work includes investigation of protein designability, determining the

number of different amino acid sequences that can fold into a given spatial config-

uration. Designability allows nature to favour protein structures and shapes which

are thermodynamically and evolutionarily stable [124]. Lattice simulations have al-

lowed many studies of this kind, where huge numbers of sequences can be tested

against numerous conformations. Lattice studies have identified a relatively small

number of highly designable lattice polymer shapes amongst a plethora of low or

non-designable conformations [133], giving some insight into protein designability

within biology. This has also been done by monitoring the protein contact trace (a

protein fold’s tertiary topology) which is highly correlated to the designability [134].
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Successes in protein folding simulations on a cubic lattice include further insights

into the kinetics [125–127] and thermodynamics of folding [135]. The generality of

lattice models has allowed for the kinetics of folding to be predicted based on the

equilibrium collapse temperature and the folding temperature [136]. Both of these

temperatures can be estimated from experimental results. Lattice models have also

been used to investigate the Levinthal paradox; there are a huge number of protein

conformations available but proteins fold on very short timescales (on the order

of milliseconds to seconds), implying that the search for the folded conformation

cannot be random [137]. Lattice simulations enable comprehensive coverage of con-

figurational space, which would be prohibitively expensive without coarse-graining

[127–130].

Lattice simulations have been used to probe the role of folding cooperativity in

protein behaviour, where folding cooperativity describes an “all-or-nothing” tran-

sition from an unfolded to a native state as opposed to proteins folding partially

or in a step-wise manner towards their native state [138]. Stemming from this, the

cooperativity of side chain interactions has been found to be crucial in achieving the

sharp folding transitions into well-defined configurations, often observed in biology,

as opposed to random coil to globule transitions [136].

In addition to single-species studies, lattice models have been successfully used to

study the global behaviour of multi-protein systems. This includes both homopoly-

mer phase behaviour [131], as well as multicomponent polymer mixtures [139]. For

example, 3D cubic lattices were used to obtain phase diagrams of two species of as-

sociating polymers in a solvent (as predicted by Flory [140]) and the corresponding

equations of state, connecting the system energy to temperature [141]. Additionally,

these models have allowed for the efficient exploration of protein packing. The fold-

ing of proteins, to facilitate packing, is hindered by side chains, as folding involves

restriction of the side chains’ freedom of movement resulting in a large entropic

barrier [142].

Thorough exploration of polymer entanglement and knotting has been under-

taken using cubic lattice polymers [143]. For instance, cubic polymer studies have

allowed research into the kinetics of folding and, from this, knotting was shown to

occur late in the folding process once many contacts had been made [144, 145]. Fur-

thermore, investigations into mutations which promote or prevent folding, through

knotting, have also been informed by cubic lattice simulations [146]. These studies
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have contributed to the rapidly expanding field of knotting and entanglement of

polymers and proteins [143].

2.2 Model

2.2.1 Interaction beads

Returning to the model used in this thesis, the binding beads of the biopolymers

are represented according to three different interaction cases. Two of these cases

are specific and directional interactions. The final case is isotropic binding. One

motivation for modelling directional and isotropic interactions is that it allows us

to determine to what extent the behaviour we observe is controlled by the binding

mechanism. The other motivation is so that we can represent a wider range of mul-

tivalent polymer species. Specific, directional interactions are employed by proteins

with well defined binding regions, as in the model experimental proteins constructed

of repeated binding domains used in [7]. In contrast, intrinsically disordered regions

of proteins, which have no stable conformation to fold into, are believed to interact

much more promiscuously with the other species in the system, as well as with each

other, and can thus be modelled as binding isotropically [53]. For the specific case of

membraneless organelles, species with both binding types have been observed [147].

The interaction Hij between two beads i and j of types a and b respectively is:

Hij = −δijεab. (2.1)

In Equation 2.1, εab is the interaction strength between beads of type a and b. The

delta δij determines whether or not the two beads are bound, taking the value of 1

for bound beads and zero for unbound beads. In the majority of work undertaken

for this project the interaction strength has a single non-zero value for all beads that

may bind. For simplicity, the interaction energy is expressed in the dimensionless

form fab = −εab/kT , where εab > 0. Therefore the pairwise energy can be expressed

as

Hij/kT = δijfab. (2.2)

The first of the two directional binding cases is where the bonding is determined
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Figure 2.2: Schematic of two neighbouring polymers showing the direction of their
bonds at an arbitrary time as green arrows. A pair of red and blue beads are bonded
directionally if the arrows point towards each other — and these arrows are shown
in yellow. This figure relates to the vector binding model.

by a single binding vector protruding from each binding bead. This vector must

point along the x, y or z axis, in either direction. If two beads are on adjacent sites,

and the vectors point towards each other, as shown in Figure 2.2, then they are

deemed to be bound, with the magnitude of the interaction given by Hij. We will

refer to this as the vector binding model.

The second specific, directional binding case is implemented in order to align our

simulations more closely with the approach described by Martinez et al. [88]. This

facilitates more straightforward comparison between our results and existing studies,

as the entropies of this binding model and the vector model differ. This non-vector

binding involves the generation of a list of adjacent beads (which have the capacity

to bind), alongside a list of bound beads. Pairs of beads are then randomly chosen

and bond breaks or formations are attempted.

Isotropic binding is arguably the simplest to model. In this case, δij is 0 for any

beads that are not adjacent and 1 for those that are. Therefore, all adjacent beads

are bound with interaction strength fab, and, unlike the directional cases, a single

bead may be involved in two or more bonds simultaneously.

2.2.2 Linker types

Despite the geometric restrictions of 3D lattices, there are a number of ways to

model the linkers between the binding beads on the polymers we study. The three

linkers we use are: (A) hard linkers where the linkers, of length l, are explicitly

modelled with excluded volume; (B) ideal linkers consisting of linker beads being

explicitly modelled but having no excluded volume; and (C) implicit linkers where
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Figure 2.3: Schematic of the three different linker types, where red beads are
binding beads, the thick black lines are linkers and the grey beads are linker beads.
The linker types are (A) hard, (B) ideal and (C) implicit. Lines of increased thickness
are used in (B) to show where the linker route is retraced, due to overlapping beads.
The thick black lines in (C) are not explicitly modelled but are shown here to indicate
that the beads are connected, albeit by invisible tethers.

the linkers are invisible tethers which occupy no volume and solely act to prevent

adjacent binding beads from being too far apart. These models are illustrated in

Figure 2.3. Using a variety of linkers allows a wider range of proteins and solvent

conditions to be roughly replicated. The different linker types can also be used

to show whether the behaviour observed in the simulations is linker dependent or

universal.

Hard

Hard linkers, as shown in Figure 2.3A, are modelled as beads with excluded

volume equal to that of binding beads. These form a contiguous chain connecting

the binding beads, and are therefore self-avoiding random walks. All beads forming

the polymer must be exactly one lattice spacing from their nearest neighbour, and

this cannot be across a lattice diagonal. Hard linkers have several advantages; they

capture the linker entropy of the polymer and they have been extensively studied

alongside being verified as reliable for replicating polymer behaviour. They also

account for polymer entanglement [148] and occupy an expanded configuration [68].

However, self-avoiding walks (SAW) are computationally expensive to model and

their scaling behaviour is not suitable for some of the proteins we desire to study,
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especially in a poor solvent; therefore they are not universally applicable.

Ideal

Ideal linkers are similar to hard linkers, but crucially the linker beads can overlap

with any other bead, see Figure 2.3B, and these are therefore random walks (RW).

The polymers with ideal linkers tend to be more compact than their corresponding

hard polymers, and are therefore more representative of polymers in an unfavourable

solvent or where linkers are much smaller than the binding sites. They do not

account for entanglement of polymers, and as such they perform best for short

polymers and for simulations in the dilute limit, where entanglement plays a smaller

role. Both hard and ideal linkers account for the entropy associated with the route

the linker follows to connect two binding beads on a polymer; this is in contrast to

the implicit linkers which we shall discuss next.

Implicit

Polymers with implicit linkers have binding beads, with an exluded volume,

connected by invisible tethers, Figure 2.3C. These tethers occupy no volume but

prevent adjacent beads from moving too far apart i.e., they capture the overall

length of the linker via a maximum extension. Implicit linkers are advantageous in

that they are computationally much less expensive to simulate than explicit linkers,

and Holehouse et al. found that they represented the solvation volumes of common

stress granule proteins better than the hard linkers [68]. They allow for simulations

in dense areas where excluded volume can make such studies prohibitively expensive.

Despite their advantages, two key considerations to be made when using these linkers

are that they fail to account for polymer entanglement and other excluded volume

effects, and their behaviour does not account for the linker route entropy.

Linker scaling properties

The critical scaling parameters for polymer radius of gyration and end-to-end

separation are essential in the testing of our systems to ensure the polymers are

being modelled correctly. The radius of gyration RG(N) of a polymer of length N

can be found using:

R2
G(N) = 1

N

〈
N∑
k=1

(rk − rCOM)2
〉
, (2.3)
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where rk is the position of bead k and rCOM is the centre of mass of the polymer. The

angular brackets indicate that the value of RG is averaged over all configurations.

The end-to-end separation is a simple measurement of the separation between the

two polymer ends (beads 1 and N).

The mean squared end-to-end separation 〈R2(N)〉 of a self-avoiding random walk

(SAW) polymer consisting of N segments of length a is proportional to a2N2ν .

Similarly, the radius of gyration R2
G(N) is also proportioanl to a2N2ν , but with a

different constant of proportiality to the mean squared end-to-end separation [140].

The exponent, ν, for 3D lattices in the mean field approximation is 3/5 [132]. Using

lattice polymer simulations, a more accurate scaling law for a 3D SAW of ν = 0.588

has subsequently been obtained [149].

Random walks (RW), which correspond to a freely jointed chain, are similar to

SAWs, but with the distinction that they have no excluded volume, so beads can

overlap with each other. Hence, self-avoiding walks are swelled compared to random

walks. This means that the scaling of a RW on a cubic lattice is governed by slightly

different equations to a SAW. For a random walk, the mean squared end-to-end

displacement is 〈R2(N)〉 = a2N . This can also be presented as 〈R2(N)〉 = a2N2ν ,

where ν is equal to 1/2. A similar equation exists for the square of the radius of

gyration, R2
G(N) = (a2/6)N2ν [150] with ν = 1/2, for a random walk in 3D.

2.3 Methods

2.3.1 Monte Carlo overview

We use Monte Carlo simulations to generate statistics on the configurations of

the polymeric systems of interest in this thesis. In practice, this involves making

trial moves, and accepting or rejecting them due to the energy change resulting from

the move. The acceptance criterion used is the Metropolis algorithm, Equation 2.4

[151]. Trial moves within the present work include polymer and bead displacements,

in addition to bond formation and breaking, the complete descriptions of which can

be found in section 2.3.2. The probability of accepting a trial move P acc
ab with energy

change ∆Eab from state a to b at temperature T is [152]:

P acc
ab = min[1, exp (−∆Eab / kT )]. (2.4)
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The Metropolis algorithm accepts energetically favourable moves whilst only ac-

cepting some energetically unfavourable moves, depending on the energy change. A

crucial criterion of Monte Carlo simulations is that they must be ergodic, meaning

that all states within the system are accessible to each other through the moves

available [151].

The probability of the system being in state i, Pi, is given by the Boltzmann

distribution:

Pi = exp [−Ei/kT ]
Σj exp [−Ej/kT ] (2.5)

where Ei is the energy of state i and Σj is a sum over all discrete states in the

system. A well equilibrated Monte Carlo simulation should reproduce the Boltzmann

distribution.

The moves, and the beads/polymers on which these are attempted, are chosen

randomly to obey detailed balance, which dictates that the probability πij of going

from state i to j is related to the reverse move probability πji by

Piπij = Pjπji. (2.6)

Finally, in order to generate the equilibrium statistics of a given system, MC simu-

lations include an equilibration stage, during which the polymer species explore the

system through random MC moves, followed by a production stage, during which

the statistics are gathered.

2.3.2 Initialisation and local moves

Initialisation of the system involves the random insertion of polymers, in a bead

by bead manner, onto the lattice, as illustrated in Figure 2.4. Each polymer is grown

from a random starting point, and growth is restarted if there are no unoccupied

sites adjacent to the last bead placed.

A number of moves are available for simulating polymers on a lattice. The choice

of moves is dictated by the simulation model and the system of study, and should

allow for efficient and ergodic simulations. These considerations include linker type

and the system density, where the requirements for polymer melts will differ for

those of single polymer studies [153]. The first moves we shall discuss are for the

hard and ideal linkers, both of which are represented explicitly.
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Figure 2.4: 2D representation of a step in the formation of a polymer on a 3D
cubic lattice. The red beads have already been placed and the blue sites are the
potential locations that are allowed for the next bead.

Once initialised, the polymers explore conformational space. In similar studies by

Coluzza et al. [154], the following moves are carried out: right angle flip, crankshaft

rotation, pivot. We choose to also use these moves, and additionally employ the

reptation move [155]. These four moves will now be described in turn.

The right angle move consists of selecting a bead, and if the beads adjacent to

it are at right angles to each other, the bead is flipped 180◦ around the axis which

connects the two neighbouring beads, as shown in Figure 2.5A.

The crankshaft move involves rotation of a section of the polymer delimited by

two non-bonded beads that lie along a Cartesian axis. This rotation can be by 90◦,

180◦ or 270◦ around the axis, as illustrated in Figure 2.5B.

The pivot move is utilised as it was shown to be an efficient method of exploring

configurational space, despite having a low acceptance rate, because the moves that

are accepted are usually a significant alteration to the polymer shape [156]. To carry

out this move, a bead is chosen at random and the shorter end of the polymer is

rotated around this bead, as illustrated in Figure 2.5C. The shorter end of the poly-

mer is rotated instead of the longer end for computational efficiency. The polymer

section can be rotated by 90◦ , 180◦ or 270◦ around the x, y or z axis.

The reptation move involves random selection of either the first or last bead of

the polymer. A new bead is then placed on one of the available sites neighbouring

the chosen end of the polymer, such that it becomes the new end bead. The end

bead at the opposite end of the polymer is simultaneously deleted as depicted in

Figure 2.5D. This is equivalent to the polymer moving in a new direction and the

rest of the polymer following along its path.

During the simulations, the moves types are selected at random, to obey detailed
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Figure 2.5: Images of individual polymer moves, with red and green beads con-
nected by solid lines representing initial polymer configurations, and the blue beads
connected by dotted lines indicating potential new configurations of the polymers,
to replace the green beads) after undergoing one of the four moves of (A) right angle
flip, (B) crankshaft rotation, (C) pivot or (D) reptation.

balance. Similarly, after the move type is chosen, the bead upon which the move is

attempted is selected at random. Every move is proposed as a trial move, and the

new positions are tested for any overlaps and to calculate the energy change of the

move. The Metropolis algorithm, Equation 2.4, is then used to determine whether

to accept or reject the move.

Implicit linkers require different initialisation and moves, since there is no series

of adjacent linker beads connecting the binding beads. Therefore, some of the above

procedures are neither possible nor efficient. Initialising implicitly linked beads in-

volves stepwise positioning of the beads at a random displacement from the previous

bead, such that the linkers and excluded volume rules are satisfied. One move de-

ployed is a bead repositioning move, whereby a bead is selected at random and then

displaced, Figure 2.6A. If the proposed site is unoccupied, then the linkers between

the beads are checked to ensure that they do not exceed the maximum length. Fol-

lowing this, the move is either accepted or rejected using the Metropolis algorithm,

as before. The other move is reptation, Figure 2.6B. This is similar to the explicit

linker reptation move, with the main difference being the bead added to the end of

the polymer is positioned at a random displacement (within the linker range) from
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Figure 2.6: 2D representation of individual polymer moves. The polymers have
implicit linkers which connect the red and green binding beads, representing the
initial polymer configurations. The blue beads connected by dotted lines indicate
potential new configurations of the polymers, after undergoing (A) a single bead
displacement and (B) a reptation move.

the end bead.

For all of the linker types, polymer translation and regrowth are employed. Poly-

mer translation is a simple process of moving the entire polymer by one lattice spac-

ing in the x, y or z direction, whilst maintaining the polymer geometry. Polymer

regrowth involves deleting the polymer and randomly selecting a point on the lattice

from which to regrow the polymer. This regrowth occurs in the same manner as in

system initialisation, where new beads are positioned randomly, within linker range,

in a step-wise manner until the whole polymer has been grown. Any bead overlap

results in the move being rejected.

Bond formation and breaking moves depend on the binding model implemented.

For the vector model, two adjacent beads are considered bound if their binding

vectors point towards each other. The vectors can change directions during some

polymer moves, such as the pivot or crankshaft move, as well as during vector

rotation move, which involve the random reassignment of the vector direction.

For the non-vector directional bonding, a list of adjacent beads and a list of

bound bead are constructed. These lists are generated after every MC move. Bond

breaking moves involve randomly selecting a pair of beads from the bound pair list.

This bond is then broken with probability

P acc
ab = min[1, ω exp(−∆E/kT )]. (2.7)

∆E is the change in energy of the move and ω = Nbound/[Nunbound + 1], where

Nunbound and Nbound are the number of unbound and bound pairs, respectively. This
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weighting is required for the algorithm to obey detailed balance, as otherwise the

probability of a bond being formed or broken would depend on the number of bound

or unbound pairs (as pairs would be selected more or less frequently depending

on the list length). Similarly, for bond formation, a pair of unbound beads are

selected at random from the unbound pairs list and a bond is formed with probability

determined by Equation 2.7. In this case ω = Nunbound/[Nbound + 1] [151].

No bond formation or breaking moves are required for the isotropic binding case.

2.3.3 Cluster moves

In systems containing multiple polymers capable of aggregating, local moves are

insufficient for the polymers to fully explore the system. We observe a dispersion of

small clusters forming which are spatially distant. This indicates that the polymers

are unable to move between clusters without significant energy penalties, making

such a process unlikely. To overcome this, cluster moves are used. The first step

in this process is allocating polymers to clusters at each snapshot (the system con-

figuration after a given number MC moves). The cluster determination is done on

the basis of the bonds between the polymers; all polymers which are connected by a

continuous pathway of linkers and bonds are in the same cluster. This process has

the added advantage of allowing the number of clusters and the cluster population

to be monitored simultaneously.

The two simplest cluster moves available are translational and rotational. The

translation move involves the cluster moving in the x, y or z direction by one lattice

spacing. The rotation move involves a rotation around the cluster’s centre of mass

by 90◦, 180◦ or 270◦ around the x, y or z axis. The rotation move is computationally

expensive without improving equilibration significantly. Therefore only the cluster

translation moves are used in our simulations. As with the local moves, a polymer

is chosen at random and the cluster that this polymer belongs to undergoes the

cluster translation. One issue with this technique is that larger clusters will move

most often, as there is an increased probability of one of its resident polymers being

chosen at random. To overcome this, the probability of the cluster move being

carried out is inversely proportional to the cluster size.
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2.3.4 System exploration

Another consideration in running MC simulations is that at sufficiently low tem-

peratures, the system can get ‘stuck’ in a potential energy well. This can be identified

through monitoring system sampling and the convergence of measurable parameters.

However, there are cases where exploring a system’s configurational space becomes

impossible, or is highly unlikely. Here, more advanced techniques must be used.

Where sampling issues occur in this work, parallel tempering (replica exchange MC)

[157] is used to overcome this. Parallel tempering involves running multiple sim-

ulations simultaneously at different temperatures and attempting to exchange the

configurations of different temperatures. This technique allows for the full explo-

ration of systems which would be impossible using single-temperature Monte Carlo

method described earlier. Parallel tempering is discussed in greater detail in Section

5.1.1.

2.3.5 Benchmarking the code

The codes used within this work were written from scratch. The codes to run

the Monte Carlo simulations were written in Fortran, with analysis being conducted

primarily using Python scripts. The run times for the simulations included in this

work ranged from minutes to several days. Due to the number of simulations run,

the use of the Durham University Supercomputer, Hamilton, was essential. The

codes remain with the author and will be shared, on request. As these codes were

newly developed, extensive testing was required. One such benchmarking procedure

is now described.

The lattice polymers used in this thesis are tested to ensure they scale with the

exponents described in section 2.2.2. This involves separately simulating individual

polymers, of lengths ranging from 100 to 1600 lattice spacings, as they explore a

large simulation box using the moves described in section 2.3.2. The gradient of

the best fit line in a log-log plot of R2
G(N) and 〈R2(N)〉 against polymer length

gives the scaling parameter ν. An example plot is shown in Figure 2.7 for the

radius of gyration of a polymer with ideal linkers and binding beads with excluded

volume. The corresponding values of ν for all the linker types used in this thesis

are shown in Table 2.1. Good agreement is seen between the scaling of our hard

linkers and ideal linkers with the expected theoretical values. The inclusion of the
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Figure 2.7: Log-log plot of the radius of gyration squared for a range of lengths of
polymer, where the polymers have ideal linkers and the binding beads have excluded
volume. The red line is the linear best fit of the data. Simulations for other linker
types lead to a similar plot, albeit with different scaling exponents.

scaling of ideal linkers with binding beads, is to account for the fact that polymers

with ideal linkers and binding beads with an excluded volume are not true random

walks. Therefore their scaling properties are slightly different, largely resulting from

the significant impact of the excluded volume of the binding beads on R2
G(N) and

〈R2(N)〉 for polymers with short linkers compared to a pure random walk. However,

the agreement of the scaling of the ideal linkers (both with and without the binding

beads) with the predicted scaling of a random walk model indicates that the code

is correctly modelling these linkers.

Table 2.1: Scaling parameters of the different linker types in 3D, studied as part
of the code benchmarking. Simulations results are shown alongside the theoretical
scalings predicted by Flory and Volkenstein [158] and by le Guillou and Zinn-Justin
[149].

Linker Type ν (〈R2(N)〉) ν (R2
G(N))

Hard 0.594(1) 0.594(3)
Ideal 0.5055(6) 0.497(2)
Ideal (with binding beads) 0.5055(6) 0.505(5)
Implicit 0.588(2) 0.54(1)
SAW (Theory) [149] 0.588 0.588
RW (Theory) [158] 0.5 0.5
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2.3.6 Efficiency and convergence

The efficiency of the code is of paramount importance as it determines the max-

imum system size that can be modelled. The acceptance rates of the moves aid in

determining the code efficiency. This is because if the acceptance rates are too low

then the system will not be exploring configurational space quickly enough, whereas

too high an acceptance rate indicates that the attempted moves are too conservative

(step size is too small). In general acceptance rates of 0.5 are targeted, but, there

are several moves where this is not achievable for our systems. For instance, in order

to be ergodic the crankshaft move is required, but the acceptance rate of this move

is roughly 0.05. By restricting the crankshaft move to sections of polymer contain-

ing four beads — instead of picking any two beads on a polymer — the acceptance

rate increases but still remains close to the 0.1 mark. Additionally, the pivot move

acceptance rate is often far less than 0.5 (about 0.01), but due to the potential of

this move to significantly change the polymer’s path, it has been claimed by Madras

and Sokal to be one of the most efficient moves for polymers [156].

As we are interested in the behaviour of equilibrated systems, statistics are only

gathered in the production stage of the simulation. The length of the equilibration,

prior to the production stage, is determined by monitoring the system energy, spatial

exploration of individual polymers and the cluster size, where relevant. After this

equilibration stage, the outputs from the simulation are used to produce the system

statistics. This means that, for any given random number seed, the overall statis-

tical behaviour of the system will be the same. Monitoring convergence involves

looking at the system energy, maximum cluster size, cluster size distribution and

spatial exploration of the system by individual polymers, as well as using different

random seeds, to check the results are consistent. The number of MC sweeps in the

equilibration stage and the production runs are presented in the description of each

system studied, in Chapters 3, 4 and 5.



Chapter 3

Phase separation

3.1 Introduction

In this chapter, we investigate the influence of intrinsic polymer properties on

the phase separation of associative polymers, motivated by open questions related to

the formation of membraneless organelles inside biological cells. The properties we

investigate are linker length, linker type, polymer valency and interaction strength

between binding beads. Comparisons between the different means of modelling

polymers, such as self-avoiding walks or random walks, are undertaken to determine

the suitability of each for studying associative polymer behaviour.

3.1.1 Liquid–liquid phase separation (LLPS)

LLPS has been widely reported as a potential first step in the formation of

membraneless organelles. Therefore, by probing LLPS, a deeper understanding of

the initial stages of their formation can be obtained. The complexity and myriad of

components involved in cellular systems obscures such conclusions in studies of real

cells. We therefore utilise ‘toy model’ systems to study LLPS because this allows

for more generic, universal findings, which can then be applied to specific biological

systems.

A range of coarse-grained models previously used to study LLPS were introduced

in Chapter 1, but the key ingredients of these models are also relevant for non-living

polymer systems [5, 140, 159–164]. For example, the work of Semenov and Rubin-

stein shows that the phase separation of associating polymers can be disrupted by

excluded volume (to form a gel and not a globule), and without excluded volume

55
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phase separation is guaranteed for sufficiently strong interaction strengths [159].

Moreover, works involving oppositely charged species, known as complex coacerva-

tion give insight into the role of interaction types, such as electrostatic and van der

Waals, on phase separation [165].

The aims of this chapter are to model multivalent polymers, thereby uncovering

key parameters which drive phase separation, such as polymer valency, linker length

and linker type. High polymer valency has been widely shown to promote phase

separation, but the latter two variables have been studied less. We are interested

to see whether changing the polymer linker type affects the phase separation, and

crucially, how linker type and length alter the agreement between our computational

model and the experimental results presented in the seminal paper by Li et al. [7].

We then turn our attention to studying the properties of the structures formed at

a level of detail inaccessible in experiments. This includes investigating individual

polymer geometries within the phase-separated bodies, alongside the interconnec-

tivities and densities of these structures. An overarching purpose of this work is

to compare the different linkers available when simulating polymers on a cubic lat-

tice, and comment on their suitability for modelling biopolymer phase separation.

Another fundamental goal of this work is to distinguish between the model-specific

and universal behaviour of multivalent associative polymers. These findings will be

be informative for future research of polymers on a cubic lattice, and will also be

utilised in Chapters 4 and 5 of this thesis.

3.1.2 System set-up

Inspired by the model in vitro system studied by Li et al. [7], we envisage a system

in which polymers of two different species, both with well defined valencies, can be

simulated and the phase behaviour monitored. This allows for comparisons between

our model and the in vitro Proline Rich Motif (PRM) — Simple Homology 3 (SH3)

system central to Ref. [7]. However, our findings are applicable to other associative

polymers and are not specific to the system used by Li et al. In this chapter we

will use the labels SH3 and PRM interchangeably with A and B, respectively, to

denote the binding beads, reflecting the generality of the approach. The polymers

are represented as beads on a string, where the beads are constrained to lattice

sites. The binding sites of the two polymer species interact with strength between
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beads of type A and type B given by εAB, where εAB > 0 is attractive. The binding

model used in this system is the vector binding model discussed in Chapter 2. In our

simulations the interactions are those of excluded volume and an attractive bonding

interaction between binding beads of polymer A and polymer B. There are no A-A

or B-B interactions. Hence, the total energy of the system in a configuration with m

bonds, is −mεAB. A two-dimensional schematic of the cubic lattice system is shown

in Figure 2.1.

Initialising the simulations involves filling the simulation box with the requisite

densities of SH3 and PRM binding domains. The packing fractions of SH3 and

PRM beads φpacking, defined here as the fraction of lattice sites occupied by a given

species, are converted to concentrations in units of µM. This is to allow for more

direct comparison with existing experimental results. The SH3 binding domain has

an approximate volume of v = 1.82× 10−26 m3 [166], which can then be used to find

the concentration [SH3] using [SH3]= φpacking/vNA, where NA is Avogadro’s number.

The PRM binding domain has a similar volume to SH3 [68]; therefore [PRM] is found

using the same value for v. For future reference, 100µM is equivalent to a packing

fraction of 0.0011. The equilibration was typically 5×108 MC steps or 105 simulation

sweeps, where one sweep is defined as the number of MC steps required to attempt

one move per bead in the system on average. The production run involved around

109 steps, or 106 sweeps of the system.

3.2 Modelling LLPS of associative polymers

In this section phase diagrams will be presented, where the colour at each point

on the phase diagram indicates the percentage φ of protein domains located in the

largest cluster, for SH3 and PRM binding site concentrations ranging from 100–400

µM (packing fraction of 0.0011–0.0044). This presentation of the results allows for

rapid identification of the φ values, from which the degree of phase separation of a

system can be identified. However, we are also interested in the structures of the

clusters formed. We therefore also present the average packing fraction of SH3 and

PRM beads, as a function of the distance from the cluster centre of mass, alongside

our phase results.

Studying the structures of the clusters formed involves monitoring the connectiv-

ity and occupancy of the proteins in the system. Occupation, defined as the average
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number of beads bound on any given polymer, allows us to probe how the num-

ber of bonds formed by the proteins is affected by the degree of phase separation.

Connectivity, defined as the average number of polymers that any one polymer is

bound to, should reveal the relationship between linker length or valency and the

cross-linking of the clusters.

Here, unless stated otherwise, the interaction strength between the beads is

chosen to be 7.95kT . This was determined from the NMR titration value of the

SH3–PRM interaction strength [7, 167].

3.2.1 Hard linkers

The first results we present are for proteins with hard explicit linkers, whereby

binding beads are connected by a contiguous chain of linker beads, all with an

excluded volume of one lattice site. The phase diagrams for this system, with in-

teraction strength of 7.95kT , are shown in Figure 3.1. There is almost no phase

separation observed within this system. Instead, polymers pair up by forming mul-

tiple bonds with a single complementary polymer. This is enthalpically favourable,

whilst maintaining some of the polymers’ translational entropy, which would be lost

if the polymers aggregated into a large cluster. The lack of interconnectivity of

chains suppresses phase separation for chains of this linker type.

Since phase separation is observed in the experimental work of Li et al. , one can

conclude that hard linkers are not a suitable model. Nevertheless, for the general

case of associating complementary polymers, it is interesting to study the properties

of the structures formed when polymers with hard linkers do form a phase-separated

body. In order to do this, the interaction strength was increased to drive phase

separation. Figure 3.2 indicates that increasing the interaction strength results in

phase separation for systems with hard linkers, and that the propensity to phase

separate increases with both valency and linker length. In fact, this is a dominant

trend that we observe throughout this work.

The increase in phase separation with valency is due to the total interaction

strength for each chain. The increase with linker length may result from longer

linkers allowing the beads to explore the system more freely, thus making bond

formation more likely. The greatest phase separation occurs along the diagonal of

the phase diagram, y = x, which is promoted by the stoichiometry of the beads
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Figure 3.1: Phase diagrams of polymers SH3 and PRM indicating the percentage
of polymers in the system that are located in the largest cluster of the system, φ.
Here the polymers have hard linkers, and the interaction strength between SH3 and
PRM beads is 7.95kT . The colour bar, φ, indicates the percentage of the total chains
(of both SH3 and PRM) that are located in the largest cluster. Five separate phase
diagrams are shown, for chain linker lengths of 3, 5 and 8 and chain valencies of 3,
5 and 8. The phase diagrams illustrate the impact that changing the concentration
of SH3 or PRM binding sites has on the cluster size.

of each type being the same. Going off the diagonal puts one species of chain into

excess which causes the overall phase separation to be reduced.

One of the crucial findings of this investigation is that the density of binding

beads in clusters is suppressed by the linker beads. This is illustrated in the density

plots for various polymer concentrations along the y = x diagonal, as shown in Figure

3.3. The packing fraction of receptor beads plateaus at a value of 0 ≤ d ≤ 0.01. The

overall binding bead density in the system (density of SH3 and PRM beads) is 0.0022

for 100µM and 0.0088 for 400µM, these correspond well with the values at which

the densities level off. The levelling off of the density curves at d ≤ 0.01, where large

clusters form, indicates that the polymers connect to form an expansive network of

approximately uniform density. This is in agreement with the work of the Pappu

group, who found that hard linkers result in low-density, system-spanning networks
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Figure 3.2: Phase diagrams of polymers of SH3 and PRM indicating the percentage
of polymers in the system that are located in the largest cluster of the system, φ.
The polymers have hard linkers, and interaction strength ε/kT = 12.

forming [168]. This means that phase separation may be a misleading description,

as the concentrations and densities do not change significantly; instead the chains

cross-link to form a sparse network. Because of this, Harmon et al. described the

process as gelation without phase separation [68].

Low-density clusters are much more likely to form as the interaction strength

increases. As the concentration of binding beads increases, the average cluster size

increases, but the density and structure of the clusters are similar regardless of the

binding bead concentration. This allows the properties of the largest cluster in each

simulation along the [SH3] = [PRM] diagonal of any given phase diagram, to be

averaged together. The occupancy and connectivity of the polymers in the largest

clusters for these simulations are shown in Table 3.1. They show that the occupancy

increases with increasing valency but that the connectivity is largely insensitive to

valency and linker length. Although occupancy increases with increasing valency,

the fractional occupancy actually decreases. However, the more pertinent finding is

that connectivity is approximately unchanged by the valency or linker length of the

polymers. The entanglement and excluded volume of the polymers are likely to be
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Figure 3.3: Densities, as packing fractions, of the largest cluster at selected polymer
concentrations, with respect to the distance from the cluster centre of mass.

disrupting the ability of the polymers to cross-link with multiple different polymers.

Following on from the study of occupancy and connectivity, we turn to the ra-

dius of gyration Rg of the polymers, given by Equation 2.3. The results in Table 3.2

indicate that the radius of gyration increases with increasing linker length and va-

lency. Combining the results from Tables 3.1 and 3.2, we therefore find the radius of

gyration of the polymers increases without an increase in polymer interconnectivity.

3.2.2 Implicit linkers

Next we turn to a system where the polymers consist of binding beads connected

by implicit linkers. These simulations remove the obstacles present for hard linkers,

Table 3.1: Occupancy and connectivity of polymers with hard linkers, where these
values are averaged over 7 equally spaced points on the phase diagram where the
concentrations of beads SH3 and PRM are equal. The interaction strength between
SH3 and PRM beads is 12kT .

Valency Linker Length Occupancy Coordination

3 5 2.836(5) 2.041(7)
5 3 4.747(9) 2.35(1)
5 5 4.647(9) 2.33(1)
5 8 4.57(1) 2.43(2)
8 5 7.15(2) 2.56(1)
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in terms of entanglement and computational expense. More importantly, they are

likely to be more representative of the proteins involved in biopolymer LLPS as their

solvation volumes match most closely to these proteins [68].

The results in Figure 3.4 show more significant phase separation for proteins

with implicit linkers compared to those with hard linkers. As for the hard linkers,

here the phase separation also increases with increasing protein valency and linker

length. The reasons for these relationships between valency, linker length and phase

separation are the same as those given for the hard linkers.

The simulation phase diagrams are of significantly higher resolution than those

of Li et al., partly due to the relative ease of running multiple simulations com-

pared to experiments, and also due to the level of detail accessible in simulations.

Despite the difference in resolution, we can see general agreement between Figure

1.8 (experimental data of Li et al.) and Figure 3.4, where clearly there is no phase

separation for polymers of valency 3 but extensive phase separation for polymers of

valency 5, with sufficiently long linkers. Calculating the precise linker length of the

real polymers used in the experimental work was not possible. Therefore we used

the finding of Holehouse et al. from their atomistic simulations that the linkers are

approximately 7 times the size of the binding domains, leading us to choose a linker

length of 8 lattice edges [68]. Given the phase behaviour observed, these implicit

linkers show suitability for modelling of biopolymer phase separation as observed in

the experiments of Li et al.

On probing the clusters that formed, we find that the density of the clusters

is only weakly sensitive to linker length, as shown in Figure 3.5. Therefore, linker

length has a pivotal role in determining the degree to which phase separation occurs,

Table 3.2: Radius of gyration of polymers located within the cluster, in the case
of hard linkers. These results are averaged over points on the phase diagram where
concentrations of beads SH3 and PRM are equal. The interaction strength between
SH3 and PRM beads is 12kT .

Valency Linker Length Radius of Gyration

3 5 2.57(1)
5 3 2.61(1)
5 5 3.93(2)
5 8 5.40(1)
8 5 5.44(4)
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Figure 3.4: Phase diagrams of polymers indicating the percentage of polymers in
the system which are located in the largest cluster of the system, φ. The polymers
have implicit linkers and the interaction strength between SH3 and PRM beads is
7.95kT

but the structures of the clusters formed are largely independent of this parameter.

Increasing valency enhances phase separation and has a more notable effect on

the cluster density than linker length, due to each chain being able to form more

bonds and be more interconnected. However, the lack of major density change

suggests that there are other significant factors at play in addition to the energy of

the system and the entropy of the linkers. A potential factor in the high densities of

clusters is the entropic increase in the system due to beads having multiple binding

beads adjacent to them, resulting in bond degeneracy. The density insensitivity

suggests that bonding entropy Sbonding is more significant than linker entropy, and

TSbonding is of comparable size to binding energy at the temperature studied.

The densities are high, with the most dense clusters having a packing fraction

of roughly d = 0.55. This is an order of magnitude greater than those of the hard

linkers. Although these clusters appear to be very dense for biological droplets, this

is in agreement with experimental observations of membraneless organelles [17, 169]

and simulation results from a similar system [168]. It is also worth noting that the
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Figure 3.5: Density of beads within the largest cluster in the system, at a variety
of polymer concentrations, with respect to the distance from the centre of mass of
the cluster for polymers with implicit linkers and the interaction strength is 7.95kT .

linker properties have previously been shown to have important influence over the

phase separation and structures formed [1, 68, 69].

The bound states of the polymers in the largest cluster are characterised in Table

3.3. Linker length has limited impact on the number of beads that are bound on

any one polymer. However, the connectivity (average number of distinct chains each

chain is bound to) increases with linker length. This result indicates that having

a longer linker length allows the chains to become more interconnected, without

increasing the number of bonds each chain makes. The reason for this, as we shall

shortly illustrate, is the entropic costs of forming highly interconnected structures

are smaller for implicit linkers than for hard linkers. It is this interconnectivity that

drives the formation of a single large cluster of protein, i.e. phase separation.

By measuring the radii of gyration of the chains in the cluster and comparing

them to free chains, as given in Table 3.4, it can be seen that the chains stretch out

in the cluster compared to when they are free. Although the standard deviation of

the radii of gyration for the free chains is large, we can conclude that the chains

do not become more compact in the gel. This shows that the high density of the

clusters is not due to individual chains becoming more compact. Instead, the drive

for chains to maximise their bonding entropy is facilitated by stretching the chains

out so that they can connect to as many different chains as possible. This forms a

highly interconnected cluster that allows for each bead to have options of forming
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a number of different bonds. This stretching also explains why phase separation

and connectivity are enhanced with increasing linker length, as by increasing the

linker length, the beads are able to explore more space and form interactions with

more distant chains. Combining this effect with the observation that connectivity

improves with linker length and that density increases with linker length, it is ap-

parent that the high density is achieved by the chains stretching out and forming a

mesh like structure, where the linkers overlap significantly.

Table 3.4 also includes data for the direct linker lengths – the average separation

in space of two adjacent binding beads. This is of limited use in isolation, but

allows for more complete comparison of radii of gyration of different linker types, to

be discussed in Sections 3.2.3 and 3.2.4.

3.2.3 Implicit linkers with entropic spring

Having postulated that the significant phase separation observed for the implicit

linker is in part enabled by the lack of entropic penalty for stretching out the polymer

chains, we now test the importance of this omission by adding an effective intra-

chain potential Fpath(r), between adjacent polymer beads, to account for the change

in the path entropy which is emitted by the implicit representation. For a random

walk (chain) of N segments, where each segment has a length a equal to one lattice

spacing, the probability of the chain having a given end-to-end separation P (r) is

P (r) =
( 3

2Na2

)−3/2
exp

[
− 3r2

2Na2

]
. (3.1)

Table 3.3: Occupancy and connectivity of polymers with implicit linkers, averaged
over 7 equally spaced points on the phase diagram where the concentrations of beads
SH3 and PRM are equal. The interaction strength between SH3 and PRM beads is
7.95kT .

Valency Linker Length Occupancy Coordination

5 3 4.25(2) 2.83(8)
5 5 4.331(1) 3.930(3)
5 8 4.229(2) 4.083(3)
8 3 7.101(1) 4.668(6)
8 5 7.039(1) 5.971(4)
8 8 6.897(3) 6.470(4)
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Table 3.4: Radius of gyration of polymers and the direct linker length of polymers
with implicit linkers found within the largest cluster of the system, alongside the
radii of gyration of equivalent polymers in isolation. These results are averaged over
points on the phase diagram where concentrations of beads SH3 and PRM are equal.

Valency Linker Length Radius of Gyration Direct Linker Radius of Gyration
Length (Free)

5 3 1.68(7) 1.487(1) 1.6(3)
5 5 2.63(2) 1.869(1) 2.3(5)
5 8 4.06(3) 2.3431(3) 3.0(7)
8 3 2.15(2) 1.4958(2) 2.0(3)
8 5 3.22(4) 1.8744(1) 2.9(6)
8 8 4.86(5) 2.3480(5) 3.8(9)

This equation arised from the distribution of the number of different paths to achieve

a bead separation of r for a linker of length Na in the limit of long chains [170].

The entropy of a chain is given by Boltzmann’s equation,

S(r) = k ln Ω, (3.2)

and this can be multiplied by −T to give the associated free energy contribution

F (r) = −kT ln Ω. Here, Ω is the number of unique ways to connect the two chain

ends separated by r, and it is proportional to the probability distribution P (r) given

in Equation 3.1. This can then be used to calculate the effective potential required

to account for the entropic contribution of the linker,

Fpath(r) = (3r2kT )
(2Na2) + C (3.3)

where C is a system-dependent constant, which changes with T , N and a but is

constant in any given simulation and can therefore be set to zero. This potential is

then added to the energy change of the trial move, before the move is accepted or

rejected using Equation 2.4.

The resulting phase diagrams are depicted in Figure 3.6, where there is a signifi-

cant suppression of phase separation, compared to the purely implicit linker results

in Figure 3.4, upon adding the entropic spring term. As with the implicit linkers

with no entropic spring term, the concentration threshold at which phase separation

occurs decreases with increasing valency and linker length.
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Figure 3.6: Percentage of chains φ in the largest cluster for the polymers with
implicit linkers and an entropic spring correction. The interaction strength between
SH3 and PRM beads is 7.95kT .

The densities of the clusters sit in the region of 0.4 ≤ d ≤ 0.5, with the exception

of the clusters of chains with linker length of 3. This indicates that although the

entropic spring reduces phase separation, it does little to alter the actual structure

of the clusters formed. The clusters formed for chains with linker length of 3 are very

small and dense, and are not of particular interest as they do not represent the global

phase separation of LLPS. Looking more closely at the structures of the clusters,

presented in Table 3.5, for systems where phase separation occurs, the occupation

and coordination are very similar to the clusters formed from chains with implicit

linkers and no entropic spring.

The final comparison between the implicit linker and the implicit linker with an

entropic spring term involves Tables 3.4 and 3.6. The entropic spring reduces the

radius of gyration of the chains, which is verified by the documented reduction in the

direct linker length – the average separation in space of two adjacent binding beads.

Both the radii of gyration and the direct linker lengths indicate a slight contraction

of the linkers when the entropic term is introduced, with the most pronounced effect

for long linkers.
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Figure 3.7: Density of binding beads in the largest cluster as a function of distance
from the cluster centre of mass, for proteins with implicit linkers and an entropic
spring correction.

3.2.4 Ideal linkers

The final linker type studied is ideal linkers. These consist of binding beads

connected by a contiguous chain of linker beads, but where the linker beads have no

excluded volume. This representation of linkers is appealing as it allows for entropic

contribution of the linkers to be accounted for, but without causing the polymers

to expand too much due to excluded volume effects. They also allow for simulation

of polymers amongst obstacles where the linkers can overlap with each other but

not with the obstacles, whereas implicit linkers can pass through obstacles in an

unphysical way because their path through space is not considered.

On moving from implicit linkers to ideal linkers, phase separation becomes less

likely, as shown in Figure 3.8. This shows that the linkers resist the formation of

Table 3.5: Occupancy and connectivity of polymers with implicit linkers and an
entropic spring correction. These values are averaged over 7 equally spaced points
on the phase diagram where the concentrations of beads SH3 and PRM are equal.
The interaction strength between SH3 and PRM beads is 7.95kT .

Valency Linker Length Occupancy Coordination

5 3 4.21(1) 2.53(5)
5 5 4.345(1) 3.879(2)
5 8 4.258(2) 4.089(2)
8 5 7.057(3) 5.844(7)
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Figure 3.8: Phase diagrams of polymers of SH3 and PRM indicating the percentage
of polymers in the system which are located in the largest cluster of the system, φ.
The polymers have ideal linkers and the interaction strength between SH3 and PRM
beads is 7.95kT .

dense, interconnected structures. Notably, the phase separation for ideal linkers

is in good agreement with the implicit linkers adjusted with an entropic spring

term (Figure 3.6) revealing that the configurational entropy of the linkers can affect

physical properties even if the linkers occupy negligible volume.

The densities of the largest clusters along the diagonal of the phase diagram are

largely insensitive to the linker length, as shown in Figure 3.9. The densities sit

around 0.4 ≤ d ≤ 0.55, which is similar to that of the implicit linkers. Furthermore,

Table 3.6: Radius of gyration and direct linker lengths of polymers within the
largest cluster. These results are averaged over points on the phase diagram where
concentrations of beads SH3 and PRM are equal.

Valency Linker length Radius of Gyration Direct Linker Length

5 3 1.578(4) 1.4012(7)
5 5 2.4730(6) 1.7592(2)
5 8 3.817(1) 2.1980(4)
8 5 3.0531(8) 1.7636(2)
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Figure 3.9: Density of binding beads with respect to the distance from the cluster
centre of mass for polymers with ideal linkers.

they do not depend heavily on bead concentration, as shown by the strong overlap

between the density curves within each plot.

As with the implicit linkers, the connectivity of the largest clusters increases with

linker length and with increasing valency, as shown in Table 3.7. Additionally, the

occupancy of the polymers is consistent with that of the polymers with implicit link-

ers. This connectivity is, however, lower than that of the implicitly linked polymer

chains, including those with implicit linkers and an entropic spring. These obser-

vations may be a result of the ideal linkers occupying less stretched configurations,

which are entropically costly, thereby reducing extensive inter-polymer interactions,

and favouring the formation of multiple bonds with the same chain, as opposed to

forming cross-links with many polymers. Polymers with ideal linkers have lower

coordination than those with implicit linkers and an entropic spring and also have

lower direct linker length. The lower coordination number is attributable to the

slight difference in binding entropy between the ideal and implicit linkers; implicit

linkers can form a bond with any adjacent bead on the neighbouring 6 lattice sites,

whereas it would be unphysical for bond vectors to lie on top of the backbone of

the chain, so such configurations are excluded when the linkers are represented ex-

plicitly. Therefore, the binding beads are limited in the number of directions they

can bond. The end beads can only form bonds to neighbouring beads on 5 of the

neighbouring lattice sites, and mid-chain beads can only have 4 directions available

to its bond vector, and thus binding direction.
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We now compare polymers with ideal linkers to those with both hard and implicit

linkers. As the binding models of the hard and implicit linkers differ, due to the

excluded volume of linker beads directly connected to binding beads, the bonding

model of polymers with ideal linkers cannot simultaneously match both of these

models. The slight difference in binding model between the implicit and ideal linkers

should have a very limited impact on the overall phase behaviour of the system but

does explain the slight discrepancy between ideal linkers and implicit linkers with

an entropic spring. The shorter direct linker length will be discussed more fully

in Section 3.3, where the scaling properties of the different linkers are compared.

Briefly, the shorter direct linker length is unlikely to be due to lattice restrictions,

and instead result from the reduced entropy of binding being compensated for by

more compact (and therefore more entropically favourable) linkers.

The radius of gyration data in Table 3.8 show that the chains are less compact

than those with implicit linkers for linkers of length l ≤ 5, but then become slightly

more compact at longer linker lengths. The greater radius of gyration at lower

linker lengths is due to geometric restraints of having to connect the two beads by a

random walk along lattice edges. The behaviour of the polymer at linker lengths of 5

and above is better illustrated by the direct linker lengths. These reveal the polymer

linkers to be very compact, despite more modest reductions in the radius of gyration.

This further supports our hypothesis that the entropic penalty for stretching out

explicitly modelled linkers reduces phase separation by reducing the interconnection

of the polymers. This clearly illustrates the entropic battle within these systems of

maximising linker entropy by compacting the linkers, whilst maximising the binding

entropy by lengthening the chains.

Table 3.7: Occupancy and connectivity of polymers with ideal linkers. These
values are averaged over 7 equally spaced points on the phase diagram where the
concentrations of beads SH3 and PRM are equal. The interaction strength between
SH3 and PRM beads is 7.95kT .

Valency Linker Length Occupancy Coordination

3 5 2.394(9) 1.95(2)
5 3 4.26(3) 2.76(9)
5 5 4.34(2) 3.44(7)
5 8 4.527(2) 3.951(5)
8 5 7.020(3) 4.81(2)
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Ideal linkers therefore facilitate study of polymer LLPS, with trends consistent

with the work of Li et al. For example, we see increasing phase separation with

increasing linker length and valency, and show that dense structures form in such

systems. The results are also instrumental in determining the success of the entropic

spring added to the implicit linkers. They will be used in future chapters where

physical obstacles, which implicit linkers cannot account for, are present.

3.2.5 Stoichiometry and cluster properties

At this point, we introduce a schematic illustration of the nature of the structures

formed at various regions of the phase diagram. Figure 3.10 is representative of the

clusters formed for polymers of valency 5, linker length 5 and with implicit linkers.

Similar behaviours are observed for other valencies, linker lengths and linker types.

Up to this point we have focused largely on the cluster properties along the diagonal

of the phase diagram, as this is the region where phase separation is most likely, and

thus allows us greatest insight into the impact of polymer properties on the clusters

formed. However, qualitative information can also be obtained by deviating from

this diagonal.

On moving off the diagonal, one species becomes in excess with respect to the

other. This immediately reduces the maximum cluster size (population) within the

system, but the rest of the system also changes. When one species is in excess,

instead of the free polymers in the rest of the system pairing up to maximise the

enthalpy, very small aggregates form, with their stoichiometry dependent on the

relative polymer concentrations. The pairing-up process of species not in large

clusters is energetically favourable, as it maximises the number of bonds of the

two chains. The decrease in cluster size continues with the increasing degree of

Table 3.8: Radius of gyration and direct linker length of polymers with ideal
linkers, found in the largest cluster of the simulation. These results averaged over
points on the phase diagram where concentrations of beads SH3 and PRM are equal.

Valency Linker length Radius of Gyration Direct Linker Length

5 3 2.084(6) 1.261(2)
5 5 2.82(1) 1.423(2)
5 8 3.605(3) 1.5946(2)
8 5 3.711(7) 1.4264(4)
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Figure 3.10: Schematic of the clustering behaviour corresponding to the phase
diagrams for implicitly linked polymers of SH3 and PRM.

imbalance between the concentrations of the polymer species. We define the bulk

as the system surrounding the large cluster(s) in the system. When the disparity

in concentrations is sufficiently large, the bulk consists exclusively of single chains

and triplets (of two of the excess polymers and one of the limiting polymers) as

shown in the top left and bottom right corners of Figure 3.10. This is a result of

balancing the minimisation of the loss in translational entropy of the chains with the

maximisation of the entropy associated with the number of binding combinations.

The nature of the bulk is important, as the relationship between the cluster and

bulk helps identify the stability and behaviour of the phase-separated bodies.

This level of detail is inaccessible to experiments, but our findings go some way

to explaining why, by having a deficit of one of the species, much smaller droplets

formed [32]. This accounts for the lack of phase separation observed in experiments

for low-valency polymers, at low concentrations of SH3 or PRM, shown in Figure

1.8.

3.3 Comparison of linker types for a single chain

The different linker types employed within this work are representative of a range

of linker structures within proteins. To qualitatively summarise the three cases,

ideal linkers have neither attraction nor excluded volume and are therefore neither
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expanded nor collapsed. Hard linkers occupy an expanded configuration which is

representative of a polymer in a good solvent [171]. As we shall see, the statistics of

individual implicit linkers contrast with those of both ideal and hard linkers.

In order to uncover some of the reasons for the differences between the phase

behaviour of the different linkers, a study of single chains, with each linker type, is

useful. The probability distributions of the end-to-end separation from simulations

of individual chains with a binding bead at each end, are shown in Figure 3.11. We

also present the expected probability distribution for a freely jointed chain (ideal

linkers) for comparison, using Equation 3.3, which is accurate in the limit of long

linkers.

The end-to-end distributions for the hard and implicit linkers are shown for

comparison, but are not expected to agree with the distribution for freely jointed

chains due to excluded volume effects and the absence of path entropy, respectively.

The remaining comparisons will be between the theoretical end-to-end distribution

and the distributions for implicit linkers both with and without an entropic spring

term and also the ideal linkers.

The linker lengths used in the phase separation investigation are quite short

and therefore the end-to-end distributions are impacted strongly by the cubic lat-

tice. This is shown by the limited agreement between the theoretical end-to-end

distributions and the observed distributions for short linkers in Figures 3.11A–C.

The reasons for these discrepancies are both the restrictions that a lattice applies

to bead distribution (the number of lattice sites a bead can occupy within a radius

r of a given position does not increase smoothly as 4
3πr

3, unlike for an off-lattice

system), and because the theoretical distribution is only accurate for long linkers.

The restrictions imposed by the lattice are most clearly displayed by the red and

green lines in Figure 3.11B, where there are no instances of end-to-end separations

of 2.5 lattice spacings. This is not due to convergence issues, but rather because

there are no possible ways to have an end-to-end separation of 2.5 for a random walk

of length 5 on a cubic lattice. Whereas the hard and ideal linkers are restricted by

both the available end bead sites and the path along lattice vertices that they can

take to connect the two end beads, implicit linkers are only impacted by the first of

these. The curve for implicit linkers in Figure 3.11B is substantially smoother than

for the hard and ideal linkers, indicating that the non-uniform radial distribution

of binding sites has a small impact on end-to-end distribution, but that the path
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Figure 3.11: Probability distribution function of the end-to-end separation of
chains consisting of one linker capped by a binding bead on each end. The linker
lengths are (A) 3, (B) 5, (C) 8 and (D) 50.

restrictions imposed by the lattice are more significant. The differences between the

ideal and the entropically adjusted implicit linkers show the impact of finite chain

effects only, as they are under the same lattice restrictions. As the linkers get longer,

the cubic lattice and finite linker length effects become negligible. This explains the

good agreement between the theoretical distributions and the observed distributions

for ideal and implicit linkers with an entropic spring, see Figures 3.11C and D.

The entropic spring applied to the implicit linkers causes greater reduction in

end-to-end separations compared to the ideal linkers, for a linker length of 3. This

would explain why no phase separation occurs for polymers of linker length 3 and

valency 5, with entropically adjusted implicit linkers, but limited phase separation

is observed for ideal linkers with the same linker length and valency. This is because

the end-to-end distribution function used to calculate the entropic adjustment is

only accurate for long linkers. As the linker length increases, the agreement in end-

to-end distributions between the ideal and entropically adjusted linkers improves,

which is borne out in the good agreement of the phase diagrams for these two linker

types for systems with linkers of length ≥ 5. The entropic spring correction is shown
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to be accurate at longer linker lengths, as shown by the excellent agreement between

the end-to-end distributions of implicit linkers with an entropic spring and both the

ideal linkers and the theoretical end-to-end distributions in Figure 3.11D for linker

length 50.

3.3.1 Comparison with a previous lattice model for LLPS

of biopolymers

As mentioned in Chapter 1, computational studies of a similar system to the one

we are interested in were conducted by Pappu et al. [68]. The results we present

are in agreement with many of the findings in their work. The main areas of agree-

ment are: high density of clusters forming for polymers with implicit linkers [168],

suppression of phase separation for polymers with hard linkers, and the correlation

between phase separation and polymer valencies and linker lengths as discussed pre-

viously [68]. One of the key differences between the two studies is the binding model.

Our primary binding model is one where the binding vectors are explicitly modelled,

unlike the study by Pappu et al., where beads have limited valencies but there is no

explicit modelling of the binding direction. Furthermore, translating between these

two schemes is non-trivial, as the bonding model adds a binding entropy term which

cannot be accounted for or corrected by changing the interaction strength; therefore

these two different binding schemes are not equivalent. The research of Pappu et

al. has also involved studying the role of linker type in the overall cluster structure,

with findings that a combination of hard and implicit linkers may facilitate the for-

mation of clusters with a core-shell structure [168]. Our simulation of ideal linkers

provides further information on the role of linkers on phase separation, as well as

being an attractive linker for simulations where linkers should not occupy physical

space but must avoid obstacles, such as in Chapters 4 and 5 of this thesis.

3.4 Conclusions

This exploratory work into the phase separation of model proteins has helped

to illustrate the importance of linker type, linker length and polymer valency in the

study of polymer phase separation. In combination with existing work on some of

these systems [68, 168], we show that through having a large solvation volume —
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represented by the hard linkers — phase separation can be suppressed, limiting the

polymers to forming a sparse network of binding sites. On removing the excluded

volume of the linker beads the structural behaviour of the polymers changes and

phase separation becomes much more likely, with the formation of dense clusters.

Much work has been done in this area on beads connected by implicit linkers [1, 68,

168], but we show that modelling the linker path, through our ideal linkers, accounts

for linker entropy and alters the phase diagrams slightly, reducing the propensity

of associative polymers to phase separate. Moreover, we show that similar phase

diagrams can be achieved, at much lower computational cost, through the addition

of a term to account for the entropy of the linker. There are some discrepancies

between the results for ideal and implicit linkers with an entropic spring but the

source of this is the effect of short linkers on a lattice and on the slight difference

in binding entropies for the polymers of each linker type. Despite these differences,

many of our findings have a universality, especially surrounding the observed cluster

densities and trends relating to polymer lengths and valencies.

Our results indicate that hard linkers are unsuitable for the simulation of biopoly-

mer phase separation, unless the simulations are of phase separation of polymers in

a good solvent. In contrast, both implicit and ideal linkers show strong potential for

such studies. The results for implicit linkers with an entropic spring and ideal linkers

are in good agreement. This is pertinent as the computational expense of implicit

linkers is significantly lower than that of ideal linkers, therefore this observation

should facilitate much more expansive research into this phase separation. However,

due to the approximations of the entropic spring at very short linker lengths and

limitations of implicit linkers in the presence of obstacles, in the subsequent chap-

ters we continue to utilise the ideal linkers to accurately account for the entropy of

linkers with no excluded volume.

Finally, the extension/swelling of polymers in order to form a dense structure

is a balance between the loss in configurational entropy in stretching the linkers,

and the enthalpic and entropic benefits of binding beads being in close proximity to

many other binding sites. For sufficiently strong interactions, the entropic cost of

linker stretching can be overcome.



Chapter 4

Superselectivity in 3D: A

compositional control mechanism

for membraneless organelles

4.1 Introduction

The client-scaffold model of membraneless organelles would suggest that environ-

mentally induced changes to the scaffold, such as by post-translational modifications

(PTMs), temperature or pH, may result in significant changes in the composition of

the organelle [34]. Furthermore, in vitro experiments have shown that changes to the

scaffold can result in complete expulsion of particular clients and strong recruitment

of others, indicative of a sharp binding transition with changing environment [32].

The mechanism of this highly specific recruitment behaviour is unknown but, given

that superselective binding at a surface results in a very sharp binding transition

with respect to receptor density [88], it is plausible that a similar effect could be

present in membraneless organelles. Small changes in the cell environment can alter

the number of available binding sites or the strength of interactions between the

client and scaffold molecules, thereby shifting the binding site concentration above

or below the transition density at which clients go from being predominantly bound

to predominantly unbound. Our aim in this chapter is to demonstrate that super-

selective binding to a 3D host is possible, as to date it has only been studied for

multivalent species binding to a surface of receptors [88, 90, 91, 93, 116].

78
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4.2 System set-up

To study such an effect, a simplified model of a membraneless organelle is envis-

aged; the scaffold consisted of beads with excluded volume, such that each lattice

site has a maximum occupancy of one, and the client is modelled as a single chain

of beads. Some of the scaffold beads are capable of binding to the client beads,

these are referred to as receptors. Scaffold beads incapable of binding are termed

crowders, as they constitute the scaffold without interacting, beyond excluded vol-

ume effects, with any other beads in the system. In order to translate this into

a configuration suitable for studying the recruitment and expulsion of a client, a

cuboid system consisting of a scaffold structure adjacent to empty space devoid of

binding receptor sites for the client (representing the cytosol) is constructed. This

is illustrated in Figure 4.1, where the cuboid dimensions for the majority of the

simulations are 100 × 50 × 50 lattice sites, with the scaffold occupying one half of

the cuboid and the other half being empty. The long dimension is the x axis, and

by varying the x dimensions, the ratio of scaffold volume to free volume can be

controlled. This set-up allows fair comparison of the client binding behaviour at

different scaffold structures, as the cytosol remains constant despite changes in the

scaffold (with the exception of systems where free volume is varied, as we will discuss

later in this chapter).

The decision to simulate a static scaffold and mobile client is based on experi-

mental observations of a number of different research groups. Firstly, membraneless

organelles have been shown (using FRAP) to rapidly exchange material with the

cytoplasm whilst maintaining their shape for timescales of hours [34, 50, 172, 173].

Additionally, the retention time and mobilities of different organelle components

have been shown to vary significantly, with clients being much more mobile and tran-

siently located in the condensates than their scaffold components [32, 39, 174, 175].

Finally, in vitro studies have been undertaken, in which stable condensates form,

and are then capable of recruiting other proteins from the system [63, 176].

Generation of the scaffold cube initially involved filling a box with two species

of associating polymers and allowing them to equilibrate and explore different con-

figurations, as was done in Chapter 3. These gave a representative scaffold for a

system containing two protein species. However, it was found that very similar re-

sults could be obtained by simply distributing receptor beads randomly within the
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Figure 4.1: Schematic of the simulation set-up. Three types of molecules are
simulated, corresponding to the client, receptor and crowder beads.

cube, as shown in Figure 4.2 where the probability of the client being bound, θ,

for linker-length ≥ 10 agree well with those for a scaffold of randomly distributed

beads. This is beneficial in that it allows us to have a much more general model, and

reduces the chances of any artefacts arising due to the scaffold setup. Furthermore,

whilst the client components are often enzymes and shorter proteins, scaffolds com-

ponents consist largely of RNA and RNPs which tend to be longer than the clients

[32]. Therefore, we assert that the longer linker-lengths in Figure 4.2 are more akin

to actual biological scaffolds. As a final comment on the scaffold construction, where

necessary, crowders are introduced to the system in the same manner as the recep-

tors — by random distribution within the cube. This will be discussed further in

due course.

After scaffold construction, the simulations involve the generation of the client

chain and subsequent exploration of the system, using the chain growth procedure

and the binding and displacement moves described in the Chapter 2. The two types

of linkers used within this work are implicit linkers (occupy no volume and just act

as invisible tethers) and ideal linkers (a contiguous random walk of linker beads with

no excluded volume).

As with many biological systems, membraneless organelles consist of multiva-

lent species with well defined binding regions [7] in combination with intrinsically

disordered proteins or regions of proteins with weak but widespread non-specific

interactions [53, 147]. To mimic these, we consider both specific directional and

isotropic interactions between the receptor and client beads in this work, as intro-

duced in the Chapter 2.
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Figure 4.2: Equivalent results for the binding probability, θ, as a function of the
receptor density, nR, for cases when the scaffold beads are randomly distributed and
when they are connected as polymers and are allowed to explore different configura-
tions. For the polymer scaffolds, v is the number of binding beads on each polymer
chain and l is the length of linkers connecting the binding beads along the polymer
backbone.

4.3 Results

To probe the binding behaviour of the client, the probability of client being

bound θ is measured across a range of receptor densities nR. The steepness of the

binding transition, from being predominantly unbound to predominantly bound,

with increasing receptor density determines whether superselectivity is at play. In

order to make the steepness of this transition more clear, we will use α [88],

α = d ln θ
d lnnR

. (4.1)

The key difference between the employment of this parameter in our 3D work,

compared to that done previously on a 2D surface by Martinez-Veracoechea and

Frenkel [88], is that nR is the packing fraction of receptor beads, not the surface

density of receptor. Despite this, in both definitions, an α value greater than 1

indicates that the binding is superselective, with the magnitude of α determining

the degree of superselectivity.

Initial investigations into superselective binding to a 3D host indicate a lack of

superselectivity in this system. As previous work on superselective binding at sur-

faces has shown that low interaction strengths are often conducive to superselective

binding [90], a wide sweep of interaction strengths is necessary to ensure we are sam-

pling the relevant parameter space. The results can be found in Figure 4.3, where

interaction strengths ranging from f = 0.01kT to 4kT are plotted. However, no
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Figure 4.3: Simulation results for a decavalent client exploring a system of re-
ceptors in the absence of crowders. The strength of the directional interaction
between the client and receptor beads range from 0.01kT to 4kT . (A) Client bind-
ing probability θ as a function of receptor density γ. Superselectivity parameter
α = d ln θ/d lnnR against (B) receptor density nR and (C) scaled receptor density
γ = nRe

−f/kT .

superselective binding is observed for this system; indeed, the curves for the various

interaction strengths all collapse on top of one another on the rescaling of nR to γ,

where γ = nR exp[−f/kT ], as shown in Figure 4.3C .

We then carry out a survey of various other parameters of the client in order

to promote superselectivity and to see whether superselective binding is actually

possible in a 3D host. As the superselective effect depends on there being a high

entropic cost for initial binding followed by lower cost for stronger binding with a

larger number of bonds, the alterations to the client are designed to maximise the

entropic cost of initial binding. The parameters altered here are client valency and

client linker length. Variation in these parameters do not lead to observations of

superselective binding.

It was then reasoned that, by reducing the number of available sites in the

scaffold box, the client would have to lose significantly more entropy in order to

enter the scaffold. This can be achieved through the addition of inert crowders into

the scaffold.

Although the addition of crowder beads to the simulation raises the receptor

density at which the binding transition occurs, the significant difference is that the

steepness of the transition increases, as evidenced in Figure 4.4A. When α is calcu-

lated for this system a clear peak above 1 is observed, see Figure 4.4B, indicative of

superselectivity. This change highlights a crucial point about superselective binding;

it does not necessarily increase the probability of binding at a given receptor den-

sity, in fact it often suppresses it, but it does increase the sharpness of the binding

transition. The effects of crowders are significant — crowder packing fractions as

low as 0.1 result in superselective binding.
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Figure 4.4: Dependence on receptor density nR of (A) the probability of chain
binding θ, and (B) the variation in α (d log θ / d log nR) for a sample of systems.
The interaction strength is f = 4kT and +c in the figure legend indicates that
crowders are present in the system (at packing fraction of 0.4). Mono and deca refer
to polymer valencies of 1 and 10, respectively.

The addition of crowders is appealing as it is also more representative of a mem-

braneless organelle, which are relatively dense structures with a much smaller density

of available binding sites to which the clients can bind [32].

4.3.1 Role of multivalency in superselectivity

In order to understand the origins of this superselective binding in the polymeric

nature of the client, the behaviour of v monovalent clients is compared to that of a

v-valent client. For instance, a decavalent client can be compared to ten monomeric

clients. This comparison is achieved by generating histograms of the number of

beads on a multivalent client that are bound at any one time and comparing that to

the predicted number of monovalent clients that would be bound. This prediction is

found from the binomial expansion of the probability of a single bead being bound.

Explicitly, to calculate the probability of m independent monomers being bound,

pm, the binomial expansion of:

pm = Cv
mp1

m(1− p1)v−m (4.2)

is used, where p1 is the probability of binding from the single monomer simulations

and Cv
m = [v!]/[m!(v −m)!]. As monovalent clients do not exhibit superselectivity,

this comparison elucidates the reasons behind the superselectivity of the multivalent

clients. In Figure 4.5, the comparison is made between a decavalent client binding to
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Figure 4.5: The probability of a decavalent client of linker-length l = 5 being
bound to receptors by m beads for a range of receptor densities. To highlight
the cooperative binding effect, results are also shown for ten independent beads
binding to a host, where the dotted lines show the probability of mind of these beads
being bound. These probabilities are shown for a system (A) without crowders
and (B) with crowders at packing fraction 0.4. The receptor-client interactions are
directional, with strength f = 2kT .

a receptor structure containing crowders at packing fraction of 0.4 and one consisting

only of receptors.

For the system without crowders the probability of the multivalent client being

bound by m beads maps closely onto the probability of m monovalent beads being

bound. For higher values of m, cooperative effects come into play, meaning that

it is significantly more likely that the multivalent client will be bound extensively

than the equivalent number of monovalent clients. However, these cases concern

receptor density values where all clients are bound and hence do not affect the

binding transition. For the system containing crowders, on the other hand, there is

a clear suppression of the probability of a low number m of polymer beads being

bound compared to monovalent clients. As m increases, the probabilities become

similar before the multivalent client becomes more likely to be bound, due to the

same cooperativity argument used in the system with no crowders. It is therefore

this suppression of initial binding followed by an increase as the number of bonds,

m, rises which results in superselectivity. In other words, by narrowing the receptor

density range in which the increase in number of bonds occurs, superselectivity is

enhanced.

Evidence of superselectivity is also found in the change in free energy on binding.

The free energy is calculated by taking the negative logarithm of the probability ofm
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Figure 4.6: Free energy change, compared to an unbound chain, for a decavalent
client of l = 5 formingm directional interactions to receptor beads, for a system with
crowders at packing fraction 0.4 and without crowders. The interaction strength
between clients and receptors is 2kT .

beads being bound. The probability pm ofm beads being bound follows a Boltzmann

distribution, therefore the relative free energy for a system with m beads bound is:

Fm = −kT ln pm. The change in energy is then simply: ∆F = Fm − Funbound, which

when applied to our system becomes: ∆F = kT (ln punbound − ln pm). To facilitate

comparison between different systems, the probabilities of binding are divided by

the probability of the client being unbound, as this sets the unbound free energy

to zero. Figure 4.6 shows that for the system containing crowders there is a free

energy barrier to forming the first bond, followed by a minimum (at sufficiently low

temperatures). In contrast, without crowders the free energy change increases with

increasing degree of binding, indicative of an insignificant drop in entropy loss as the

number of client beads bound increases. In combination, these results support the

idea that the crowders increase the entropic loss on initial binding, thus increasing

the superselectivity of the system.

4.3.2 Optimising superselectivity

We now turn our attention to optimising the system for maximum superselec-

tivity. This involved altering the crowder density, client valency, client-receptor

interaction strength, and client linker length, the results of which can be found in

Figure 4.7.

Beginning with density, it is evident from Figure 4.7A that superselectivity in-
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Figure 4.7: Dependence of α on receptor density (nR) for a range of client pa-
rameters: (A) the density (packing fraction d) of crowders in the receptor cube, (B)
the linker length of the client l, (C) the valency of the client v, and (D) the client-
receptor interaction strength f . In each of these plots the variables are v = 10, l = 5,
f = 2kT and d = 0.4, unless stated otherwise. These results are all for simulations
with directional binding.

creases with increasing density. This is attributed to the greater loss of client entropy

on entering more dense structures. As previously discussed, entropic loss on initial

binding of the client dictates whether the binding will be superselective. There

are, of course, limits to this trend; for crowder density greater than 0.7 the client

struggles to enter the scaffold due to excluded volume effects.

The next parameter to be studied is that of the client linker length. In argu-

ments similar to the previous chapter, beads connected by shorter linkers are more

constrained by and correlated to their neighbours, therefore on initial binding lose

a greater proportion of their entropy than a similar client with longer linkers.

The client valency also plays a very important role in the degree of superselec-

tivity of the binding. Increasing valency results in greater superselectivity, which

is likely due to longer chains having greater initial configurational entropy when

unbound, which is then reduced significantly on formation of the first bond. The

increased number of client beads also permits the client to form multiple bonds
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simultaneously, which again strengthens the superselective effect.

Finally, and somewhat surprisingly, the client-receptor interaction strength ap-

pears to have no effect, in the range f = 1 to 4 kT , on the superselectivity of binding.

As the interaction strength f drops sufficiently low, and for repulsive interactions,

superselectivity is reduced and eventually destroyed. The main reason for this is that

the excluded volume effects become stronger than the enthalpic payoff for binding.

On increasing the interaction energy this entropic barrier is overcome. The relative

temperature independence is a result of two connected but opposing effects. On one

hand, the increase in binding strength reduces the receptor density at which binding

begins to occur. On the other hand, this means the receptors are, on average, further

apart thereby reducing the probability of the client forming multiple bonds. This

lack of availability of receptors and increased entropic loss on stretching the client

chain to connect such dispersed receptors means there is a cap on the magnitude of

superselectivity of any system of fixed linker length l, valency v and receptor density

d, regardless of the binding strength. This is particularly interesting as it provides

a counterexample to the arguments made by Tian, Angioletti-Uberti, and Battaglia

[107] that the weak binding ‘required’ for superselective binding would be easily

overcome by various supramolecular interactions such as van der Waals, aromatic,

hydrophillic and hyrophobic, in addition to hydrogen bonding. This, however, ap-

pears to overlook the relative independence of superselectivity on temperature —

temperature only acts to shift the receptor density of the binding transition. There-

fore the superselective interaction strengths could be increased, such that they are

dominant over the other interactions at play.

To fully optimise the superselectivity of the system, an extensive parameter sweep

would be required. This was prohibitively computationally expensive for this work,

therefore this research focussed on identifying trends in the binding behaviour. From

the finding presented earlier in this chapter, maximising the superselectivity would

most likely involve using a polymer of short linker length and high valency, and a 3D

host with moderate to high packing fractions of crowders. The exact combinations

of these parameters would depend on their inter-dependancies, and the limits of the

ranges in which the trends we have uncovered are accurate/applicable.
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Figure 4.8: Simulation results for a decavalent client of linker length 5 and inter-
action strength 2kT binding for a scaffold with (dashed lines) and without (solid
lines) crowders for three scaffold to free volume ratios.

4.3.3 Free space dependence

As previously discussed, superselectivity relies on a significant loss in entropy

on initial binding. This can also be achieved by increasing the free volume in the

system. In our simulations this is done by increasing the volume of the empty

box adjacent to the scaffold. The results of this are shown in Figure 4.8, where it

can be seen that by increasing the ratio of scaffold volume to free volume to 1:10,

superselectivity can be induced in systems without crowders. Further increase in

free volume results in even greater peak α values, indicating an even sharper binding

transition. This phenomenon can be explained by the increase in total translational

entropy for an unbound client in a larger free volume, which is then lost on the

client binding to the scaffold. The degree of superselectivity also increases with free

volume for scaffolds containing crowders.

We now turn to a comparison between the two scaffold systems – with and

without crowders – for increased free volume relative to scaffold volume. This is

achieved through the study of the relationship between multivalent and monovalent

client binding.

The findings are shown in Fig. 4.9, where the scaffold to free volume ratio is 1:10

and the scaffold contains no crowders and crowders at density 0.4 in Figure 4.9(A)

and Figure 4.9(B), respectively. A suppression of binding by low m beads for the

multivalent client compared to monovalent clients, followed by increase for larger m,

is indicative of superselective binding, and this is present in both cases. Crucially, the

effect is more pronounced for the system containing crowders. Therefore, increasing
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Figure 4.9: Probability of m beads being bound in a system of parameters l = 5,
f = 2kT and with scaffold to free volume ratio of 1:10. The dashed lines are for ten
monovalent clients and the solid lines are for a single decavalent client. These plots
are for systems (A) without crowders and (B) with crowders at density d = 0.4.

the free volume and having crowders can act in concert to promote a steep binding

transition – otherwise known as strong superselectivity.

In order to investigate the limits of the free volume effect, simulations are carried

out for scaffold to free volume ratios up to 1:1000. This is the largest system which

is computationally economical. However, we can go beyond this volume limit using

simple statistical mechanical arguments. The partition function of the client can be

de-constructed in to three separate terms:

Q = Qb +Qref + (V − Vref)Qu. (4.3)

Here Qb is the partition function for client configurations with at least one bead

bound to the scaffold, Qref is for unbound configurations in a reference free space

volume Vref from the scaffold, and Qu is for unbound configuration per unit volume

far from the external faces of the scaffold. Therefore, Qb and Qref account for all

client configurations affected by the excluded volume and interactions of the scaffold,

and as such, Vref must be large enough to encompass all client configurations which

could be impacted sterically by the scaffold. This also means that these two terms

are independent of the free volume V , provided that it is larger than Vref . In contrast,

Qu is independent of the scaffold structure and accounts for the client configurations

within the free volume, beyond Vref , and therefore depends on the volume V of the

system.

The decrease in binding probability Pb, at any given receptor density is linear
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Figure 4.10: Superselectivity parameter α for a single client in simulation systems
with various ratios of scaffold volume to free space. Dashed lines are simulation
results, and solid lines are predicted curves.

with respect to the increase in volume from a reference value V−Vref . The probability

of binding can be described by the following relationship between partition function

Q and the system free volume:

Pb = Qb

Qb +Qref + (V − Vref )Qu
, (4.4)

This can be rearranged to:

1
Pb

= 1 + Qref

Qb
+ (V − Vref)

Qu

Qb
, (4.5)

which explains the linear relation observed in the simulations.

By simulating clients binding to scaffolds for several free volumes the values for

Qref/Qb and Qu/Qb can be found. This must be done for each receptor density,

but this then allows extrapolation of the binding probability, using these values,

to produce curves of binding probability against receptor density for significantly

larger free volumes. The agreement between the predicted curves and the simula-

tion results for volume ratios of 1:50 and 1:1000 demonstrate the accuracy of this

method. Therefore, extrapolation of the binding probability provides a straightfor-

ward, accurate and inexpensive method of predicting the binding curves of clients

for systems with large free volumes. From these predicted curves, Figure 4.10 show-

ing superselectivity parameter α against γ is produced. Superselectivity increases

with increasing free volume but, crucially, crowders continue to significantly enhance

superselectivity, even at very large free volumes.

Linking these findings back to membraneless organelles, rough measurements
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of organelles’ nearest neighbour separation, in in vivo systems, show a volume ra-

tio around 1:1000, but with significant variance [2, 18, 50]. This was found through

analysis of fluorescence spectroscopy images, using both cross-section images of cells,

and reconstructed 3D images, by stacking cross-sectional images of cells ∗. This al-

lowed the organelle volume to be calculated along with the volume of the cytoplasm,

providing a mechanism by which to find rough volume ratios. Our results show that

crowders are not strictly necessary for superselective binding to a 3D host, but they

do significantly improve the fine compositional control of the 3D host.

4.3.4 Ideal linkers

To understand the entropic effects of explicitly modelling the beads which con-

stitute the linkers, as opposed to the ideals linkers used up to this point, simulations

are run at several points in parameter space for polymers with ideal linkers in the

directional binding regime. The results from this work are shown in Figure 4.11

where, despite the change in linker altering the quantitative results, the trends ob-

served for the implicit linkers are still present. Superselectivity remains independent

of interaction strength, and is correlated to both crowder density and polymer va-

lency. The impact of linker length is slightly weakened, which may be accounted

for by a greater entropic loss for ideal linkers compared to implicit linkers when the

binding sites enter the dense structure and become more constrained. This is likely

exaggerated by the high entropy of the ideal linkers when the polymer is unbound.

These results provide further evidence that the key observation of superselectivity

enhancement by the introduction of crowders is robust with respect to different ways

of modelling the linkers.

4.3.5 Multiple clients

To this point, our simulations have involved simulating a single client binding

to a scaffold. This significantly lower client concentration relative to scaffold is in

line with previous studies on client-scaffold systems, including the pioneeering work

by Banani et al. [32] and Jo and Jung [174], among others. Typically these studies

involve client concentrations two orders of magnitude lower than the scaffold.

∗These images were provided by our collaborators Dr Carl Jones and Dr Sushma Grellscheid
from the University of Bergen.
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d v l f / kT

A 0.4 10 5 2
B 0.4 10 5 4
C 0.4 5 5 2
D 0.4 10 2 2
E 0.1 10 5 1
F 0 10 5 1

Figure 4.11: Superselectivity results for clients with the ideal linkers in six systems.

To probe when this dilute limit assumption breaks down, we simulate multiple

clients within each scaffold system. Full binding curves are shown for 5 clients,

Figure 4.12A and B, and 50 clients, Figure 4.12C and D. There is strong agreement

between the binding curves of single clients and those 5 and 50 clients, corresponding

to client densities of φ = 8×10−5 and φ = 8×10−4 respectively. On further increase

in client number beyond 50, the results deviate from the single client curves – with

a clear deviation appearing once the client population reaches 100. For these higher

client concentrations, the competition between clients starts to have a significant

impact on the binding behaviour of individual clients, where previously they were

inconsequential.

There is limited data on the exact in vivo concentrations of clients and scaffolds

within real membraneless organelles [175], but, as mentioned before, seminal work

done by Banani et al. on client scaffold systems focus on low client concentrations.

Higher concentrations of clients relative to scaffolds would blur the distinction be-

tween clients and scaffolds, resulting in physically and structurally different scaffolds

and organelles [42]. Studying the impact on client concentration on the propensity

for phase separation and on the structure and dynamics of such organelles would be

a very interesting avenue for further research.

4.3.6 Isotropic binding

To investigate the robustness of superselective binding to a 3D host, especially

considering the range of interaction types in membraneless organelles [147], isotropic

binding is implemented within the system. This is defined in more detail in Chapter
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Figure 4.12: Binding probability θ of a given chain and superselectivity parameter
α for multiple client simulations, where n = 5 clients were used in (A) and (B) and
n = 50 clients were simulated in (C) and (D). In each case, the results for a given
crowder density d and binding strength f are practically identical.

2, but briefly, all clients on adjacent lattice sites to receptors are automatically bound

and all beads can form multiple bonds. This is in contrast to the directional case,

where beads are limited to a maximum valency of one, and binding is determined

probabilistically.

As can be seen from Figure 4.4, the isotropic results align relatively closely with

those of the directional binding regime. In this binding regime, systems without

crowders still exhibit no superselectivity, provided that the free volume is sufficiently

small. In systems with crowders, isotropic binding results in some enhancement of

superselectivity for the decavalent client relative to the directional binding case, for

reasons which will be discussed shortly.

Through studying the nature of the client binding, shown in Figure 4.13, the

mechanisms behind the binding behaviour can be exposed. As with the directional

binding case, there is a clear suppression of binding with a small number of beads

for the multivalent client compared to monomers followed by cooperative effects for

forming multiple beads binding simultaneously. This is characteristic of superselec-

tive binding.
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Figure 4.13: Plot showing the probability of a decavalent client of l = 5 being
bound to receptors by m beads for a range of receptor densities. This is for a
system (A) without crowders and (B) with crowders at packing fraction 0.4. The
interactions present are isotropic, with strength f = 2kT .

This is further supported by Figure 4.14, where the change in free energy is plot-

ted against the number of beads bounds. The superselective binding again results

from an initial barrier to forming a single bond followed by an energy minimum for

forming multiple bonds (blue lines in the figure). Where superselectivity is not at

play there is no peak or discontinuity, just a continuous curve.

Permitting client and receptor beads to form multiple bonds has the potential to

change the binding behaviour of, and configurations exhibited by, the client. This

could be borne out in the client surrounding one or more receptors to maximise

the number of interactions it has when receptors are scarce, a phenomenon we term

as ‘encircling’. To explore this more thoroughly, a parameter sweep is exhibited in

Figure 4.15.

Initially the results follow similar trends to those in Figure 4.7 with superse-

lectivity being correlated to the crowder density and the client valency, and being

largely independent of the interaction strength. In contrast to the directional bind-

ing system, however, there appears to be relative independence of superselectivity

with respect to linker length.

In order to find the origin of the difference between the binding behaviour in

the two regimes, a more thorough analysis of the client’s binding configurations is

required. We monitor the number of client beads bound to each receptor (receptor

occupancy w). The results of this study are shown below, where Figure 4.16 is for a

decavalent client in systems with various interaction strengths and Figure 4.17 is for
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Figure 4.14: Free energy change for a decavalent client of l = 2 forming isotropic
interactions to receptor beads through m beads, for a system with crowders at
packing fraction 0.4 and without crowders. The interaction strength between clients
and receptors is 2kT .

clients of several linker lengths. It should be noted that each client bead can only

bind to any given receptor once, therefore the occupancy gives the number of unique

client beads that are bound to any single receptor. Another important consideration

is that the plots are normalised by the number of binding events, irrespective of the

number of unbound configurations observed.

It is apparent when looking from left to right of Figure 4.16, that the proba-

bility of receptors having multiple occupancies increases with increasing interaction

strength. Another observation is that the highest occupancies are only likely at very

low receptor densities. The occupancy trends can be explained as follows. At low

receptor densities, the client is unable to bind to many different receptors due to the

geometrical restraints of the linkers, but it still faces the entropic barrier to entering

the 3D host. Therefore at weak interaction strengths binding is not common and

receptors are seldom bound by more than 2 beads. However, for sufficiently strong

interaction strengths the client can overcome the entropic penalty by binding to

one receptor with many beads and thus gaining significant energy benefits. This

‘encircling’ behaviour requires the client to occupy a ‘collapsed’ or constrained con-

figuration which results in a significant configurational entropic penalty. Despite this

entropic penalty, Figure 4.16C shows that this does not prohibit client binding as

it can be overcome by the favourable interaction energy from multiple bonds. This

‘encircling’ behaviour is least entropically costly for short linkers. As the density of

receptors increases, the clients are capable of binding to multiple unique receptors.
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Figure 4.15: Plots of α against receptor density (nR) for a range of client param-
eters: (A) the density (packing fraction d) of crowders in the receptor cube, (B)
the valency of the client v, and (C) interaction strength f between the client and
receptors and (D) the linker length of the client l. In each of these plots the variables
are v = 10, l = 5, f = 2kT and d = 0.4, unless stated otherwise. These results are
all for simulations with isotropic binding.

Therefore, the ‘encircling’ behaviour ceases as it is entropically very costly to be in

a such compact configurations. This explains the significant rise in probability of

receptors having single occupancy in Figure 4.16B and C.

The pinching in Figures 4.16A, 4.17B and 4.17C is a result of plotting the nor-

malised occupation numbers. Figure 4.17D shows the unnormalised occupation

numbers used to produce Figure 4.17B; the probability of binding is very low until

a receptor density of around 10−2, before increasing significantly. This is not ac-

counted for in the normalised figures, as these just show the relative probabilities

of each value of w (number of bonds). Finally, Figure 4.17E shows the collapse of

the client radius of gyration corresponds with the increase in probability of w > 1

shown in Figure 4.17D.

Linking ‘encircling’ back to Figure 4.15D, the low γ value of the peak for linker

length 2 compared to lengths 5 and 8 for f = 1kT is due to the ‘encircling’ be-

haviour which permits significant binding at much lower receptor concentrations. It
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Figure 4.16: Normalised probabilities of bound receptor occupation numbers for
a decavalent client of linker length 5, binding with an interaction strength of (A)
f = 2kT , (B), f = 3kT and (C) f = 4kT

Figure 4.17: Plot showing normalised probabilities of occupation numbers for
bound receptors against nR for a decavalent client of linker length (A) 2, (B), 5 and
(C) 8 with f = 2kT . (D) is the unnormalised probability of w for a system with
f = 2kT and l = 5, and (E) is the average radius of gyration of the client when
bound.

is interesting that this mechanism change does not appear to significantly affect the

magnitude of the α peak, indicating that this ‘encircling’ is a binding mechanism

which can be superselective.

4.3.7 Biological relevance

A crucial finding of Banani et al. is that client recruitment varies non-linearly

with increasing concentration of scaffold species (which the client binds to) [32].

Hence, simple stoichiometry arguments are incapable of accounting for this be-

haviour. Due to the strong expulsion and recruitment of membraneless organelles,

indicative of a sharp binding transition, we propose that superselectivity could be

the mechanism controlling this behaviour.
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We have shown that receptor density controls the binding of a client to a 3D

scaffold, and that changes in interaction strength can sharply switch the client from

being bound to unbound or vice versa. Biologically, the changes in receptor density

or interaction strengths could be achieved through alterations in the cellular con-

ditions [18], PTMs [177] or by oxidative or reductive processes [178], all of which

are already associated with membraneless organelle formation. PTMs act by alter-

ing interactions between protiens and between proteins and RNA; this is through

configurational changes or chemical changes to binding sites. There are a wide

range of PTMs including phosphorylation, glycosylation, acetylation and methyla-

tion [22, 34–37, 179], providing extensive means by which interaction strengths and

scaffold receptor density could be tuned. Additionally, changes in the cell environ-

ment including pH, salt concentratiom, temperature and glucose availability could

also act to alter the number of binding sites on the scaffold which could also result in

a sharp transition in the location of the client. Changes in cellular environment have

already been shown to alter organelle formation, structure and physical properties

[22, 34, 179, 179, 180]. Furthermore, it has been borne out during this work that

sufficiently high crowder densities are required for superselective binding. Support

for this key role of crowders can be found in the presence of hundreds of molecular

species within membraneless organelles [181, 182], which provide a potential source

of crowders.

4.3.8 Potential applications

There are a number of potential application for this phenomenon in supramolecu-

lar multivalent structures, such as in diagnostics or drug delivery. Promising studies

into hydrogels for tissue engineering [183], drug delivery vehicles [184] and biosen-

sors [185] have been carried out, and the polymeric nature of the hydrogel could

act a scaffold which can expel or recruit materials. There is active research into

the use of nanoparticles for drug delivery [186], and superselectivity may provide a

new mechanism for payload release at the target, i.e. environment controlled, rather

than the light trigger release often deployed [187]. Therefore this research may allow

development of drug delivery vehicles with different properties and the potential for

new components and materials to be used in these devices. This could aid in one or

more of functionality, cost and ease of production. In fact, synthetic membraneless
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organelles capable of controlled recruitment and delivery of a payload within cel-

lular cytoplasms has already been achieved, where protease was used to stimulate

deployment of cargo [63].

A potential use of this finding outside of biology is in supramolecular chemistry,

where formation of carefully tuned structures could be achieved within solution, in-

stead of at a surface [77]. It could also potentially used in solutions where aggregates

are used to distribute or remove a species from the fluid.

4.3.9 Conclusions

By studying the binding behaviour of a client to a 3D host of receptors in the

dilute limit, we have found that superselective binding is only exhibited if there are

crowders at a sufficiently high density within the structure, or if the free volume

is much larger than the scaffold volume. Previous literature on superselectivity

has focussed on surface binding [88, 90, 91, 91]. In contrast, here we expand the

concept of superselective binding to porous 3D hosts. Crucially, we believe this

to be a plausible mechanism by which membraneless organelles can control their

composition. The key mechanism centres around the client paying a very significant

entropic cost to enter the 3D host, thus suppressing initial binding, followed by

forming multiple bonds. We have shown this to be a robust effect, which is present

for two distinct binding cases and linker types.

It would be interesting to test this theory using an in vitro model system, similar

to that of Li et al. [7], to see if it is observed in a physical system. This could involve

comparison between the binding behaviour of a client to a scaffold constructed of

a single species of protein and that of 2 or more species, to introduce crowders.

Additionally, inducing PTMs to alter the availability of binding sites and monitoring

the client recruitment could allow for greater control of receptor density than the

stoichiometric methods used by Li et al. [7], where there was no indication of the

concentration of ‘available’ scaffold binding sites.

This work was largely carried out in the dilute limit. Therefore further work

would be required, using more coarse-grained systems or significantly parallelised

code, in order to study higher client concentrations, where competition between

clients would be a more significant factor. It would also be intriguing to discover

the impact of higher client concentration on LLPS and scaffold properties.



Chapter 5

Utilising superselectivity to

achieve polymer sorting at

surfaces

5.1 Introduction

Superselective binding at a surface has been studied both experimentally and

computationally [88, 90, 91], as reviewed in Chapter 1. The primary focus of these

previous studies has been to maximise the superselectivity on a flat surface. In

this chapter we probe the effect of the target surface topography on superselective

binding and propose a mechanism by which this binding can be utilised to sort

polymers based on their physical properties.

5.2 Surface simulations

We must first verify that the model we have chosen exhibits superselective bind-

ing for a multivalent client, as had been observed by Dubacheva et al. [90], and

theoretically proposed by Martinez-Veracoechea and Frenkel [88]. An illustration of

our system is given in Figure 5.1.

The system consists of a surface coated with receptors, at a range of surface

densities. The receptors are positioned randomly on the surface and are immobile.

To avoid the specific arrangement of receptors on the surface influencing the overall

results a number of uncorrelated ‘snapshots’ of receptors on a surface are gener-

100
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Figure 5.1: 3D illustration of the system. The receptor binding sites and the client
beads are represented by the blue circles and the red circles respectively. The grey
region is the surface.

ated at any given density and the results are averaged. Clients explore the system

and the transition from the client being predominantly unbound to predominantly

bound, henceforth referred to as the binding transition, is measured. The client is

represented as binding beads connected by implicit linkers for this initial work, but

different linker types will be discussed later in this chapter. In the vast majority

of simulations the binding beads interact via the (non-vector) specific, directional

binding model discussed in Chapter 2. There are several simulation studies where

the isotropic interaction scheme is used, but this will be explicitly mentioned as we

present results for these specific cases.

In order to characterise the binding behaviour during the simulations, the prob-

ability θ of the client chain being bound to the surface by at least one bead is

monitored. The results for a single client binding to a surface can be seen in Figure

5.2A; the binding transition is much steeper for the decavalent client compared to

the monovalent client, in agreement with the work of Dubacheva and Frenkel [90].

As in Chapter 4, we define

α = d ln θ
d lnnR

,

but with nR being the surface density of receptors, rather than the 3D packing

fraction of receptors. Recall from Chapter 4, that the binding is superselective if

the increase in logarithmic binding probability is faster than the rate of logarithmic

receptor density increase. Hence, as shown in Figure 5.2B, this means that α will

increase from 1 to a peak, and then decay to 0 as θ levels off at 1. In subsequent

plots of α where multiple interaction strengths are shown, such as in Figure 5.2,
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Figure 5.2: Binding probability for a single client chain (with binding bead valency
shown in the legend) at a surface of receptor sites. Plot (A) shows the probability
of at least one bead on the chain being bound against the density of binding sites
on the surface. Plot (B) shows how α varies with γ, where both of these terms are
described in the text above. High and low temperature refer to binding strengths of
2kT and 7kT respectively.

γ = nRe
−f/kT is used to allow the nR coordinate of the α peak to be compared.

5.2.1 Role of the impenetrable surface

The initial simulations we discuss are those of a single client binding to an im-

penetrable surface decorated with receptors. Superselectivity relies on the client

losing significant entropy on binding to a surface by a small number of bonds but

a much smaller entropic loss for any additional bonds it makes with the surface.

A solid surface coated with receptors allows for a polymeric client to bind super-

selectively because the client loses translational entropy on binding, but also loses

configurational entropy as it binds. To investigate whether both the translational

and configurational entropy loss are required for superselective binding, the impen-

etrable surface is replaced with a penetrable one, where the configurational entropy

loss should be lower. A representation of this system is given in Figure 5.3. As

with the impenetrable surface, receptor beads are distributed randomly on a single

x-y plane, but with the key difference that the client beads can occupy sites on this

plane, provided the site is not occupied by a receptor bead. A further consideration

for the porous surface, is that the client can straddle the ‘surface’, unlike for the

impenetrable case, but this has little impact on the binding transitions observed.

The binding transition for a client binding to a porous surface is still superselec-

tive, but much less so than for an impenetrable surface, as shown in Figure 5.4. A

parameter sweep of the polymer valency, linker type, linker length and interaction
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Figure 5.3: Schematic cross-section of the 3D system of a suspended plane (red
line) of binding sites (blue beads) which the client can bind to.

Figure 5.4: Superselectivity parameter α for a client with implicit linkers binding
to a suspended plane of receptors at various densities. The impact of changing
(A) interaction strength between client beads and receptors, (B) linker length l and
(C) client valency v on the superselectivity are shown. Unless otherwise stated the
interaction strength between the client beads and the receptors is 2kT , the client
linker length l is 2 and the client valency v is 10.

strength prove insufficient to increase α to values comparable with those in Figure

5.2. This can be largely attributed to the significant conformational entropy that

the client maintains after binding to the porous surface with a single bond. It should

be noted that the shift in the binding transition to lower γ values is a result of there

being a greater probability of binding since the receptors can have up to six adjacent

lattice sites where binding is possible, unlike in the solid surface case where there

are only ever two lattice sites adjacent to each receptor where binding can occur.

The free energy change of the client with respect to the number of beads bound

to the surface is shown in Figure 5.5 (calculated using the procedure detailed in

Chapter 4). The impenetrable surface has a free energy barrier on the order of kT

to forming one bond, followed by a minimum (at sufficiently large receptor densities

nR). In contrast, while there is a slight discontinuity in the gradient on going from

m = 1 to m = 2 for the penetrable surface, no barrier is observed. The curves rise

at large m because the client has highly restricted configurations when the majority

of its beads are bound.
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Figure 5.5: Change in free energy against number of client beads bound, m, for
a decavalent client of linker length l = 2 binding to suspended and impenetrable
surfaces with interaction strength f = 2kT .

Simulations of clients binding to plane of receptors with an impenetrable layer

set a displacement z below, as shown in Figure 5.6A, allows us to move more con-

tinuously between the impenetrable and fully penetrable cases. The results of this

impenetrable layer can be seen in Figure 5.6B; by increasing the vertical distance

between the receptors and the impenetrable surface, we reduce the superselectiv-

ity. Therefore, a significant proportion of entropic loss on initial binding for the

impenetrable surface is due to the reduced volume available for the client beads

to explore, and corresponding reduction in configurational entropy. Increasing this

volume, by increasing z, reduces the entropy loss on initial binding thus suppressing

superselectivity.

Increasing the volume of the system, whilst maintaining the area of the surface,

increases superselectivity due to increased entropy loss on initial binding, as dis-

cussed in Chapter 4. Crucially, however, superselectivity remains superior for the

impenetrable surface case. The impact of increasing the volume to surface area

ratio is noteworthy when designing superselective systems, but for our application

of polymer sorting we will be searching for differences in binding behaviour at a

given volume. The difference between the γ values at which the probability of bind-

ing sharply increases for different linker lengths remains constant with increasing

volume, as expected. This is because, for a sufficiently large box size, the configu-

rational entropy difference between the different clients remains the same and the

translation entropy is independent of linker length.
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Figure 5.6: Figure (A) is a schematic cross-section of the 3D system of suspended
receptor binding sites, with an impenetrable boundary (shown in grey) z lattice sites
below the plane of receptor sites (shown by the red line). Figure (B) is a plot of
α against γ for decavalent clients of l = 2 for various z values. f = 2kT for these
simulations.

5.2.2 Pitted surfaces

Given the difference between superselectivity at penetrable and impenetrable flat

surfaces shown in Section 5.2.1, we expect that superselectivity can also be tuned

by the topography of the surface. To investigate how significant an impact surface

topography has, simulations of clients binding to a flat surface decorated with square

wells (a “pitted” surface) are informative. A regular pitted surface is suitable for

this, because it is simple to manufacture in order to test our findings experimentally

[188–190]. It also allows for relationships between surface geometry and binding

behaviour to be obtained — without the extensive sampling required at, for instance,

a random surface — and should cause qualitatively different configuration changes

to the client when binding compared to a flat surface. In order to maximise the

superselectivity of this system, the receptor beads are restricted to sites on the base

of the pores. This forces the chains to enter the pores in order to bind to the

receptors, altering the shape of the bound conformations. The receptor densities

quoted for this work on “pitted” surfaces are packing fractions of receptors with

respect the the total area of pore bases.

The pitted surface is illustrated in Figure 5.7, with square wells of fixed depth,

width and separation. Previous studies into the binding behaviour of polymers to

a surface with square wells have focussed largely on the relationship between the

curvature of the surface and the configurational entropy of binding at a patterned
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Figure 5.7: Schematic of the surface with square wells, where the white squares
are the base of the pores, at a depth of 10 lattice spacings below the grey surface.
The blue circles represent the random distribution of receptors across the base of
the pores. The results we present are for a surface with geometry, in units of lattice
spacings, of pore width 5, pore depth 10 and pore separation 5. (A) is the surface
viewed from above and (B) is a 2D cross-section of the surface.

surface [191]. As we have square wells, and only the bases of these are occupied by

receptors, the curvature on the relative attraction of the client to the surface does

not play a role. This has the advantage of focussing the study on the impact that

the confinement of the polymer by the pores has upon the binding behaviour. The

polymers simulated in this work have either hard or ideal linkers; due to the convex

curvature of the pores, implicit linkers could cut through the surface, therefore their

length would not be conserved and as such they are not studied here. Modelling

both hard and ideal linkers allows us to predict the effect of different polymer types

or solvent properties on the polymer binding behaviour. It should be noted that

the system of study here differs significantly from that of Chapter 3, where hard

linkers were deemed to be inappropriate for modelling the formation of membraneless

organelles, as we are now studying synthetic systems with different target polymers.

The pitted surface is harder for clients to navigate than the flat case, and clients

are prone to getting ‘trapped’ in pores, therefore impairing the exploration of the

surface. To overcome this, we use parallel tempering. Parallel tempering involves

simultaneously running multiple simulations over a ladder of temperatures and peri-

odically attempting to swap the configurations between replicas at adjacent temper-

atures [192, 193]. Any swap, from configuration a to b, is then accepted or rejected

with probability
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P acc
ab = min[1, exp (−∆Eab (βa − βb))], (5.1)

where βa = 1/kTa, βb = 1/kTb and ∆Eab = Eb − Ea.

Parallel tempering overcomes the trapping issue as the high temperature simu-

lations provide ‘free’ chain configurations, where the client is unbound, which the

lower temperature chain configurations can swap with. This allows for good ex-

ploration of the surfaces. It also provides binding curves for multiple temperatures

(equivalent to inverse binding strengths), which is also a potential mechanism for

sorting polymers.

The temperature ladder used has 8 values. As our interaction strengths and

temperature are intertwined, ε/kT , ε is varied to achieve the different temperatures.

ε values are set at intervals of 1kT , and run from 3 to 10kT for the ideal linkers

and 5 to 12kT for the hard linkers. This choice of temperature ladder allows for

full exploration of the surfaces without being prohibitively expensive. The lower

range of interaction strengths for the ideal linkers, compared to that hard linkers,

is to account for polymers with ideal linkers binding at lower interaction strengths

than polymers with hard linkers. This allows us to observe the full range of binding

behaviours for both linker types, without simulating polymers with hard linkers at

interaction strengths where the probability of binding is vanishingly small, which

would be uninformative for this work. Swaps of the client configurations between

a client at a randomly selected ε on the ladder and the ε directly above it are

attempted every 104 sweeps of the system. In total 105 swaps are attempted for

every suite of simulations run at a particular surface (where a suite of simulations

is the 8 simulations at various ε values on the ladder).

Implementing parallel tempering into the code necessitated the use of Fortran’s

Message Passing Interface (MPI). Ensuring the correct order in which messages were

sent and received was challenging, and required extensive testing. Sample simula-

tions of very simple systems were run, to check that the known probabilities of

binding were reproduced at each interaction strength modelled. Implementing par-

allel tempering was time consuming, but without it, full sampling of the corrugated

surface system would not have been possible.

Superselectivity is significantly enhanced at porous surfaces compared to flat

surfaces, as illustrated for clients with hard linkers in Figure 5.8A and B. The
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Figure 5.8: Superselectivity parameter α for penta- and decavalent clients with
hard linkers of length 2, 5 and 10 binding at (A) a flat surface and (B) a pitted
surface, with an interaction strength of f = 4kT .

enhanced superselectivity arises from a strengthening of the geometric constraints

at an impenetrable surface, identified in Section 5.2.1. In order for a client to bind

to the surface it must enter the pore, and thus loses a vast volume of space it can

occupy. This is further compounded by the need to form multiple bonds to strongly

bind to the surface, which means that a greater proportion of the chain must be

in the pore, rather than having one end in the pore and the other protruding out

into the free space above the surface. Therefore, we propose that the increase in

superselectivity is due to the large loss of configuration entropy of the chain on

binding to the pitted surface. It is the placement of the receptors at the base of the

pores that forces the client to enter the pore at high entropic cost.

Comparing Figures 5.8A and 5.9A shows that linker type has a minimal impact

on the superselectivity curves for binding at a flat surface. In contrast, the curves

for pitted surfaces in Figures 5.8B and 5.9B differ noticeably. A major difference

between the two plots for the pitted surface is the location of the maxima of the

curves for species with linkers l ≥ 5. For these longer chains, the larger total excluded

volume of hard linkers becomes the dominant factor in determining whether binding

occurs. This excluded volume effect is sufficiently large that the peak superselectivity

of clients with linker length 10 is never reached. The magnitudes of superselectivity

for the curves where comparisons are available are similar, indicating the linker type

has little impact on the degree of superselectivity at pitted surfaces.
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Figure 5.9: Superselectivity parameter α for penta- and decavalent clients with
ideal linkers of length 2, 5 and 10 binding at (A) a flat surface and (B) a pitted
surface, with an interaction strength of f = 4kT .

5.3 Sorting polymers using superselective binding

Superselectivity results in a characteristically sharp binding transition, as recep-

tor density increases. This sharp, “on-off”, binding behaviour could be utilised to

control the adsorption of multivalent species to a surface. If the location of the

binding transition is sufficiently sensitive to the polymer properties, then it should

be possible to design a surface that will selectively bind certain polymers and not

others, at given environmental conditions. This could have numerous potential ap-

plications including design of functional surfaces, polymer sorting and in controlling

the self-assembly of supramolecular structures. The second half of this chapter is

dedicated to determining the feasibility of, and the fundamental physics behind,

such sorting behaviour.

5.3.1 Sensitivity of sorting based on polymer properties

To achieve sorting, we must maximise the difference between the receptor den-

sities at which binding transitions occur for different polymeric client species. In

this section, we examine the sensitivity of sorting with respect to both valency and

linker length. The clients studied have valency 5 and 10, and linker lengths 2, 5 and

10. The binding behaviour of single polymers with ideal linkers to a flat surface is

shown in Figure 5.10A. Overall, the spacing of the binding transitions is narrow and

it would therefore be difficult to separate clients using such a surface. On moving to

a pitted surface, there is a notable improvement in sorting potential. For example,

there is a range of receptor densities at which clients with linker lengths of 2 would
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Figure 5.10: The probability of binding θ for a range of client valencies and linker
lengths for binding at (A) a flat surface and (B) a pitted surface. The interaction
strengths are (A) 4kT and (B) 5kT . The clients in this case have ideal linkers.

be fully bound whilst those with linker length 10 would be unbound. Maximising

this receptor range allows for the most reliable sorting, especially when considering

the feasibility of experimental implementation. As higher interaction strengths are

required to promote binding of the client at a pitted surface, the interaction strength

between the client beads and the receptors is 4kT at the flat surface and 5kT at the

pitted surface in all of the subsequent plots.

Enhanced sorting of clients with hard linkers compared to ideal linkers is shown

in Figure 5.11B. Indeed, this system shows that a higher resolution of sorting is

possible; for example, clients with linker length of 5 could be separated from those

of linker length 2, a feat which is not possible for the ideal linker case on this

surface. This result is promising in identifying a robust means by which polymers

can be sorted based on both interaction strength and linker length. We note at this

point that we do not study polymeric clients with valencies less than 5, as these have

less steep binding transitions. Less steep binding transitions reduce the potential

for there being a receptor density where one such polymer is bound whilst the other

is unbound.

Having shown that sorting of polymers can be achieved by exploiting a pitted

surface, and is most promising for polymers with hard linkers, our subsequent results

are focussed on clients with hard linkers. This allows the points of difference between

the flat and pitted surfaces to be illustrated most clearly.

The resolution of the sorting behaviour, with respect to linker lengths and valen-

cies ≤ 10, is shown in Figure 5.12, where we find that the receptor density at which

the binding transition occurs depends more strongly on the client linker length than
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Figure 5.11: The probability of binding θ for a range of client valencies and linker
lengths binding at (A) a flat surface and (B) a pitted surface. The interaction
strengths are (A) 4kT and (B) 5kT . The clients in this case have hard linkers.

Figure 5.12: Client binding probabilities for multiple client valencies and linker
lengths, where all the clients have hard linkers, to illustrate the resolution for sorting
achievable in this system.

the client valency. The binding transition is only weakly impacted by valency, an

effect most apparent when comparing the results for clients of linker length 5 and va-

lencies 3, 4 and 5. In contrast, by comparing pentavalent clients with linker lengths

in the range 2 to 5, there is significant separation between the binding transitions.

Therefore, we can conclude that this sorting system is most sensitive to the polymer

linker length.

Several interaction strengths are shown in Figure 5.12. This shows how inter-

action strengths can also be used to sort different polymer species. Again, the

superselective binding transition facilitates separation, with high sensitivity to re-

ceptor density. The results for an interaction strength of 7kT illustrates one of the

key limitations of this sorting mechanism; when the interaction strengths get suffi-

ciently high, the binding transition ceases to be superselective. This is because it

occurs at very low receptor densities, which do not permit polymers, of the length

used in this study, to form multiple bonds. The pores cause this issue, as at very
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low receptor densities there may be a maximum of one receptor in any one pore,

therefore polymers would have to reach into multiple pores to form the multiple

bonds required for superselectivity. This is therefore a significant consideration in

designing a system to sort polymers. The receptor density limit at which superselec-

tivity ceases depends on both the pore geometries and the polymer length, as these

alter the receptor density at which the polymer is unable to form multiple bonds

simultaneously.

5.3.2 Thermodynamics of binding

The free energy of binding can be used to interrogate the entropic and enthalpic

drivers of polymer sorting at a pitted surface. This is done through the deconstruc-

tion of the free energy, and decoupling the different contributions. This allows for a

fuller understanding of this binding process, thereby allowing the manipulation and

optimisation of such systems for future studies and applications.

Examining the probability of a client binding by m beads, at various receptor

densities, for both a flat and a pitted surface allows comparison of the rate at which

the multiplicity of binding increases with respect to receptor density. To illustrate,

the results for a pentavalent client are shown in Figure 5.13A, C and E and for a

decavalent client in Figure 5.13B, D and F. There is almost complete suppression

of binding by 1 or 2 beads to the pitted surface, followed by a significant increase

in probability of observing m > 2 bonds between the client and surface. Indeed,

the dramatic increase in binding by m > 2 beads is superior to that of bonding to

a three-dimensional scaffold, Chapter 4, shown in Figure 4.5. Binding by low m is

unfavourable at a pitted surface due to the large loss of configurational entropy of

the polymer entering the pore. However, by forming many bonds polymer binding

becomes favourable, due to the associated increase in internal energy magnitude.

The probability of m beads binding can be used to calculate the change in free

energy on the formation of client-receptor bonds,

∆Fm = −kT ln pm/p0. (5.2)

At low receptor densities binding is never thermodynamically favourable (Figures

5.14A and B), but as the receptor density increases binding becomes thermody-

namically favourable for the chains with short linkers (Figures 5.14C and D). For
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Figure 5.13: Probability of m beads being bound for a pentavalent client (A, C
and E) and decavalent client (B, D and F) binding to a flat (A) and (B) and pitted
(C - F) surface. The client-receptor interaction strengths are (A and B) 4kT , (C
and D) 5kT and (E and F) 6kT . The dotted lines are for linker length 2, the dashed
lines for linker length 5 and the solid lines for linker length 10.
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both of these receptor densities the free energy penalty for forming a single bond is

notably higher for the pitted surface compared to the flat surface, and acts as a free

energy barrier for some of the shorter chains, where binding by large m becomes

thermodynamically favourable. The results for the highest receptor density (Figures

5.14E and F) reveal a significantly higher free energy barrier to forming multiple

bonds for the pitted surface compared the the flat surface. The barrier height for

the clients binding to a pitted surface remains relatively unchanged on moving to

different receptor densities. Therefore the barrier height can be controlled largely

independently of the free energy of binding. This potentially allows for the kinet-

ics of binding to be controlled. Up to this point, the work has largely focussed on

the thermodynamics of binding, but by controlling the binding kinetics the “on-off”

rate of polymer binding can be tuned. This binding control is likely to be utilised

in biology, where prolonged binding is often required, such as in inhibiting enzymes

[194]. It also has potential advantages in improving drug efficacy [194] and in the

development of functional surfaces.

The larger free energy barrier to binding at a pitted surface explains the increased

superselectivity observed at a pitted surface, but not the sorting behaviour. Instead,

the range of free energy changes for the different polymer species is the key reason

for enhanced sorting behaviour. The most obvious example of this is in Figure

5.14F, where binding to the surface is only strongly energetically favourable for

clients with linker length 2. This demonstrates the key finding of this chapter, there

is a significant free energy barrier to a client entering a pore, and this can only be

overcome if the client is capable of forming many bonds. The entropic loss of a short

chain moving from the unbound state to being bound by many bonds is much less

than for a long chain, where such binding is not seen at low receptor densities and

a low interaction strength. This is borne out in the deeper free energy minima of

clients with short linkers compared to long linkers.

Comparison between the binding transitions and the complete sets of free energy

curves indicates that whenever the change in free energy (for m > 0) becomes

negative, the client is predominantly bound. Therefore these free energy curves can

be beneficial in finding the receptor density at which θ approaches 1 but not the

point at which the binding transition starts.

To uncover the cause of the greater free energy spread for clients binding at a

pitted surface compared to a flat one, the free energy must be broken down further
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Figure 5.14: Free energy change on various clients, with hard linkers, going from
the unbound state (m = 0) to being bound by m beads at receptor densities of (A
and B) 0.018, (C and D) 0.07 and (E and F) 0.2. (A, C and E) are the results for
flat surfaces and (B, D and F) are the results for binding at the pitted surface. The
interaction strength between the client and receptor beads is f = 5kT .
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into its constituent parts. The three components of the free energy are the entropy

due to the number of ways of binding to the receptors, the chain entropy (configura-

tional and translational) and the internal energy (total energy of the bonds formed).

Firstly, the bond energy is removed from the free energy, given in Equation 5.2, to

leave the change in system entropy,

∆S = k ln pm
p0
−m ε

T
. (5.3)

In order to allow for fair comparison of entropy loss of chains binding at different

receptor densities, we adjust the entropy to remove the contribution that arises

from the number of ways that m bonds can be distributed over n receptors at

the bottom of a pore. This entropic adjustment is calculated using Boltzmann’s

formula, S = k ln Ω, where Ω is the number of microstates for a client binding with

m beads at a surface with n receptors. In the limit where there is no correlation

between receptors and the client is capable of binding to all receptors, the number

of microstates, Ω = nm.

This results in the final equation for the calculation of the change in chain entropy

being:

∆Schain = k ln pm
p0
−m ε

T
− km lnn. (5.4)

The entropic loss of a polymer chain moving from the unbound state to one where

it is bound by three beads is shown in Figure 5.15. The results for the ideal (Figure

5.15A), and hard (Figure 5.15B) linkers are similar, with just a very slight increase

in range of entropic loss across the different polymer types for the hard linkers. Note

that the entropic loss for the chain is largely independent of receptor density, indi-

cating that the different combinations of binding sites are indeed equally probable,

as assumed in Equation 5.4.

As ∆F = ∆U − T∆S, and both ∆U and ∆S are negative, the free energy

change is only negative when |∆U | > |T∆S|. We therefore see, in Figure 5.14, that

the free energy rise, and by extension the entropy loss, on the client binding to the

pitted surface is significantly higher than at the flat surface. To compare the relative

magnitudes of the chain entropies in each system, the interaction strengths (1/kT )

must be accounted for, but even with such adjustments, the polymer entropy loss

on binding is much greater at a pitted surface than a flat one.
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Figure 5.15: Entropy loss of polymer chain transitioning from the unbound state
to being bound by 3 beads to the pitted surface. The polymers have (A) ideal and
(B) hard linkers. The interaction strength between the client and receptor beads is
f = 5kT .

Accounting for the entropy associated with receptor density shows that the

change in chain configurational entropy on binding by m beads for a given receptor

density is representative of all receptor densities. This entropy change upon binding

at a receptor density nR = 0.1 is shown Figure 5.16. Where lines are incomplete,

this is a result of the clients never being bound by high m beads at an interaction

strength of 5kT . Again, this shows that clients with long hard linkers lose more

entropy than those with long ideal linkers. The difference in entropy loss between

short and long chains increases with the number of beads bound. This also explains

why the free energy minima for the short chains are shallower than the long chains

in Figure 5.14F. The difference in entropy loss for hard and ideal linkers allows for

separation of polymers by their linker type — which in real systems translates as

the solvation volume of the polymers.

Although we are able to compare the entropy loss for clients with ideal and

hard linkers, we wish to compare the absolute difference in free energy of the chains,

when they are bound to the surface. The thermodynamic cycle shown in Figure 5.17

illustrates this process we wish to quantify. The free energy change on binding is

already known, therefore to discover the free energy difference between the hard and

ideal linkers, we need to find ∆F3, the change in free energy on going from ideal to

hard linkers in the bound state. However, this is very challenging to calculate. Yet,

calculation of ∆F1 is possible through thermodynamic integration [151], therefore

allowing us to complete the thermodynamic cycle to give ∆F3. Thermodynamic

integration involves the gradual transition of an unbound polymer’s linkers from
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Figure 5.16: Configurational entropy change for clients with (A) ideal and (B)
hard linkers binding by m beads to a pitted surface, after the entropy associated
with the number of receptors has been removed. The interaction strength in this
system is 5kT and the receptor density is 0.01.

ideal to hard, and a calculation of the associated free energy change.

Within the simulations required for the thermodynamic integration, hard linkers

are simulated in the same way as ideal linkers, but with an overlap penalty, suffi-

ciently strong that there are no bead overlaps. The energy penalty for a polymer in

a configuration with nov linker bead overlaps, has the form

V = novχλ
4, (5.5)

where χ is the maximum overlap penalty (set to be sufficiently high that there are

no overlaps when λ = 1), and λ is a coupling parameter over which the value ∂V/∂λ

is integrated. The coupling parameter λ is raised to the power of 4 in Equation 5.5

to avoid the mean value of the derivative diverging at very low values of λ, where V

is very large and fluctuates significantly. Different powers can be used but they must

be sufficiently large. The free energy change on going from hard to ideal linkers is

then given by,

∆F =
∫ 1

0

〈
∂V

∂λ

〉
λ

dλ. (5.6)

100 distinct simulations of the polymers at evenly spaced λ values in the range

0 ≤ λ ≤ 1 are used for this thermodynamic integration. The integral, Equation

5.6, can be evaluated numerically using Simpson’s rule to obtain the free energy

difference on going from a polymer with hard linkers to ideal linkers. Throughout

this process, binding beads are unable to overlap, unlike linker beads, which can

overlap with both binding beads and other linker beads.
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Figure 5.17: Thermodynamic cycle for the transition between ideal and hard
linkers of a polymer. This cycle can be used to find the free energy difference
between ideal and hard linkers, in both the bound and unbound states.

Table 5.1: Free energy change on going from unbound chains with ideal linkers to
unbound chains with hard linkers.

Valency Linker Length ∆F1/kT (Unbound)

5 2 0.479(2)
10 2 1.309(7)
5 5 5.549(4)
10 5 9.07(2)
5 10 8.03(1)
10 10 19.61(3)

The free energy change of various polymers moving from ideal to hard linkers

∆F1, calculated using the thermodynamic integration, are shown in Table 5.1. They

indicate a significantly greater free energy for chains with ideal linkers, compared

to hard linkers, for sufficiently long chains. Furthermore, as there is no internal

energy of the system, it is possible to convert between the free energy change and

the entropy change, as ∆S/k = −∆F/kT when U = 0. Therefore, the polymer loses

entropy and gains free energy on moving from ideal linkers to hard linkers, with the

values in Table 5.1 for ∆F1/kT being equal to −∆S1/k.

The values of ∆F1 given in Table 5.1 allow for the calculation of ∆F3, the free

energy difference between polymers with hard and ideal linkers when bound. This

is calculated using ∆F3 = (∆F1 +∆F2)−∆F4, where Equation 5.3 is used to obtain
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Figure 5.18: (A) The free energy, (B) entropy and (C) internal energy change
on moving from ideal linkers to hard linkers when bound, for a range of receptor
densities, where the interaction strength between the client beads and receptors is
5kT .

∆F2 and ∆F4. The difference between the free energy of the polymer on moving

from ideal to hard linkers when bound are shown in Figure 5.18A alongside the

corresponding plot for the difference in entropy in Figure 5.18B. The entropy ∆S1

was calculated using Equation 5.3 and the values for ∆S1/k are given in Table 5.1.

The free energy difference between the ideal and hard linkers, Figure 5.18A,

is almost flat at low receptor densities, but as receptor density increases the hard

linkers lose more free energy than the ideal linkers, resulting in a greater values of

∆F3. This is pronounced for the long linkers, but very moderate for shorter linkers.

Where the lines are incomplete, this indicates that the client is never unbound

(p0 = 0), therefore ∆F3/kT cannot be calculated at these points. The entropy

change on going from ideal to hard linkers ∆S3/k, remains roughly constant at

low receptor densities before increasing in magnitude at high receptor densities, as

shown in Figure 5.18B. Hard linkers suffer much greater configurational entropy loss

on binding to pitted surfaces than ideal linkers. The reduction in entropy difference

at very high receptor densities for the pentavalent client with linker length 5 is a
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result of both the hard and ideal linkers losing significant configurational entropy

when bound by a large number of beads. At this point the entropic differences

between the two linker types are similar to those when the chains are unbound. This

minimum in the entropic difference between hard and ideal linkers is also observed

for polymer species other than that of a pentavalent client with linker length 5 in

systems at lower temperatures. The decrease in ∆S3/k is larger than the increase

∆F3/kT , therefore the differences in the internal energy of the polymers must be

similar to those of ∆S3/k, in order to obtain the modest ∆F3/kT observed in Figure

5.18A.

The difference in internal energy is shown in Figure 5.18C, where it can be seen

that the clients with ideal linkers have greater internal energy than those with hard

linkers (due to their increased binding propensity). The higher entropy when bound

for long ideal linkers, compared to hard linkers, facilitates binding of such clients to

the surface at receptor densities which clients with hard linkers cannot. The differ-

ence in internal energy reaches a peak when polymers with ideal linkers are bound

more extensively than those with hard linkers. The polymers with hard linkers then

start to ‘catch-up’ with the number of bonds formed by ideally linked polymers

thereby reducing the difference in internal energy. This peak in ∆U3/kT and the

sharp decline in ∆S3/k result in the relatively monotonic curves for ∆F3/kT . There-

fore, the large loss in configurational entropy of clients with hard linkers binding by

many beads to a pitted surface is crucial to the sorting behaviour of the polymers.

The much larger entropy loss for long chains on going from ideal to hard linkers

compared to short chains reveals why the sorting of hard linker clients is superior

to those with ideal linkers.

5.4 Conclusions and discussion

Superselectivity is heavily dependent on the surface to which a client species

binds. Firstly, the excluded volume of a solid surface acts to significantly increase the

superselectivity of binding. Further to this, we have shown that the superselectivity

is enhanced on moving from a flat surface to a pitted surface (with receptors on

the base of the pits). This is due to the loss of polymer configurational entropy on

entering the confined volume of pore. This large entropic penalty on entering the

pore can be exploited to control the binding of polymers to a surface, either through
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tuning interaction strength or receptor density. This tuning is most sensitive for

polymers with hard linkers; the configurational entropy loss of polymers on binding

increases at a greater rate with respect to increasing linker length for hard linkers,

compared to ideal. Therefore the free energy penalty for polymers with long hard

linkers prevents polymers binding to a surface at temperatures and receptor densities

where polymers with short or ideal linkers can bind. Another key finding is that the

kinetics of binding appears to be controllable by the pore geometry, independent of

the polymer affinity.

Within biology, the diversity and complexity of surface structures is significant

[195]. These interfaces have a vast range of compositions and topographies, which

define how they interact with their surroundings [196]. It is likely that, within

nature, examples of porous or pitted surfaces geometries which control the binding of

species within their environment are already present. For instance, the heirarchical

nature of biological structures, such as diatoms [197], may utilise the confinement of

pores to selectively control binding, through configurational entropic penalties for

pore entry. The pore geometries and distributions are finely controlled [198, 199],

and are thus a promising avenue for investigating whether nature is already utilising

superselective binding to control recruitment.

Moreover, our findings should inform the design of synthetic functional surfaces

for supramolecular self-assembly, or for use within diagnostic/detection devices [200–

202]. An interesting potential application is in polymer or protein separation or

chromatography. Chromatography is a vast field [203], yet pitted surfaces have

shown capacity to sort based on a combination of polymer properties, such as linker

length, linker type, interaction strength and valency. This gives hope for a versatile

analytical technique, which can sort based on a range of parameters, rather than a

single one, as most current techniques are limited to [204].

Metal organic frameworks (MOFs) are another area whereby the polymer con-

figurational entropy loss on entering a confined volume could be used to control

binding. MOFs are highly porous, ordered, crystalline structures, which have very

high surface area to volume ratios [205]. Due to the plethora of components from

which MOFs can be created, to date there have been over 90000 different MOFs

reported, these structures can be finely tuned to deliver the geometries and funtion-

ality required [206]. They have shown promise for use in gas separation, sensors and

catalysis [205, 207–209]. Many of these MOFs have pores on the order of angstroms
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to nanometers [210], which is too small for the polymers we study. However, there

has been significant promise in the development of hierarchically porous MOFs which

can have pores of diameters of tens of nanometers [211]. These larger pores would be

very suitable for the biopolymers which inspired this work. Therefore these struc-

tures could be tuned to allow for selective recruitment of polymeric species, which is

important in controlling catalyst activity and performace, increasing their precision

of the self-assembly of supramolecular species and vital for effective sensor function

[212].

Our studies were limited to a single geometry of surface, therefore future work

would involve the study of a range of pore geometries, varying pore depth, width and

separation to discover how these alter the binding behaviour. The pore geometry

is likely to have a significant effect on the free energy curves, with increasing pore

depth increasing the entropic loss of a polymer binding, up until the limit where the

polymer length is short on the length-scale of the pore. Conversely, widening the

pore is likely to reduce the free energy barrier to binding, and reduce the disparity

in entropy loss for client of different lengths upon binding. This would impair

the sorting properties of a surface. Finally, experimental studies into comparable

systems would be fascinating, and would verify the sorting behaviour of polymers

at a pitted surface, and facilitate a wider parameter sweep. The first step in this

process would be to manufacture the pitted surface (at the nano and microscale)

[188, 189] and decorate the base of the pores [190]. Systematic studies probing both

the degree of superselectivity and the range in binding transitions would then be

compared to the trends we have uncovered.



Chapter 6

Conclusions and future work

6.1 Conclusions

In this section we shall highlight several common themes observed across the

different systems studied in this thesis.

Firstly, this work highlights the pivotal role that multivalency can play in con-

trolling the binding and phase behaviour of polymers. Multivalency can allow for

either cooperative binding or its suppression, which in turn leads to numerous in-

teresting phenomena. In Chapter 3, we have shown that valency strongly impacts

the propensity for phase separation in a system of two associative polymer species,

due to the cooperative binding of the polymer beads driving the phase separation.

In Chapter 4 this multivalency was shown as a potential mechanism for the fine

compositional control of binding of polymers to a 3D host. We observed superse-

lective behaviour where the sharp binding transition is enabled by suppression of

binding before the transition and by cooperativity after the transition. In Chapter 5

we presented results indicating that the reduced binding of polymeric clients at the

base of pores on a pitted surface allows for the sorting of polymers based on their

length and excluded volume.

From our studies, it is clear that the properties of the polymer linkers, including

both their length and type, play a major role. Here, we have utilised three discrete

linker types (hard, ideal and implicit), as well as a wide range of linker lengths, to

represent a variety of polymeric species within biological systems. The impact of

linker type is a key message of Chapter 3, where the three different linkers result

in distinct phase separation behaviour, with the hard linkers diverging consider-

124



6.2. Future work 125

ably from the other two. This indicates that increased solvation volume suppresses

phase separation. Moreover, as shown in Chapter 5, the natural radius of gyration

of polymers with different linker lengths and types result in significantly different

behaviour where there is an aspect of confinement. The impact of linker properties

on the polymer behaviour helps explain the versatility of biological systems, where

desired structures and behaviours can be controlled by the cellular constituents.

This designability comes in the form of the intrinsic properties of the interacting

biomolecules (proteins and RNAs), including their valency, rigidity/solvation vol-

ume, interaction strength, concentrations and linker lengths.

Many of the aforementioned behaviours can be explained by the different en-

tropic considerations of the systems. The main entropic contributions are the chain

configurational entropy, translational entropy, bond orientational entropy, and bind-

ing combinatorics. These often act in competition, both with each other and with

the enthalpy of binding (divided by temperature), in order to determine the final

system behaviour. For instance, in the phase separation work, there is a continual

competition between chains ‘pairing up’ and forming a single large cluster. Both

of these ‘states’ minimise the internal energy of the system, but whereas the paired

up chains have very low bond degeneracy (entropy due to combinatorics of bonds)

and high translational entropy, the opposite is true for the large clusters. From our

work on polymers binding to a host, we also observe a competition between gaining

internal energy through bond formation and losing translational and configurational

entropy upon binding. This is of paramount importance in systems wherein signifi-

cant configurational entropy can be maintained during binding, such as for polymers

binding in wide pores or at flat surfaces, where bonding combinatorics or preserv-

ing much of the linker entropy increase the favourability of binding. Moreover, we

have shown that crowders can be introduced to a 3D host in order to enhance the

superselectivity of client binding. This is achieved by the crowders reducing the free

volume in the 3D host, thereby increasing the entropic penalty of the client entering

the structure.

6.2 Future work

There are numerous directions of study which could lead on from this work.

In this section we appraise the scope of, and techniques used in, our studies, and
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propose three of the most promising avenues of future research.

6.2.1 Polymer sorting

One such area of further research would be to do a wider survey of the polymer

sorting surfaces discussed in Chapter 5. Our study involved the investigation of

one corrugated surface, but by studying polymer binding at porous surfaces with

different pore widths, depths and separations, relationships between the binding

probabilities of various polymers and pore geometries could be obtained. Supers-

electivity is expected to increase with deepening and narrowing the pores, within

limits, providing that there is a sufficient number of binding sites on the pore base

to allow for the formation of multiple bonds. Therefore, similar studies could be un-

dertaken to maximise the superselectivity of binding, and to find the corresponding

upper limit of this phenomenon. Furthermore, determining a relationship between

the entropy loss of a polymer on binding and the polymer properties and the pore

geometries would be informative in the thermodynamic studies of polymer binding.

It is likely that such a relationship would be complex, but principal component

analysis could be utilised to focus on the most important factors. This would give

a deeper understanding of what causes the large entropy loss on a long polymer

binding at a corrugated surface; whether it is the geometrical confinement or, for

example, whether there is a similar loss in systems where polymers can bind to re-

ceptors in multiple pores simultaneously. This situation — where a single polymer

straddles pores — was not covered in Chapter 5, but is likely to further complicate

the relationship between binding probability and surface geometry.

We also hope that our study will inspire experimental investigations into sorting

polymers by exploiting pitted surface geometries. If an experimental proof of concept

of an analytical device was achieved, predictive modelling would help with the rapid

selection of a surface in order to extract the desired polymer, or protein, species

from a given solution.

6.2.2 Off-lattice simulations

MC simulations on cubic lattices are highly effective for the simulation of large,

complex systems — the discretisation of space by the lattice allows for efficient

study [123]. Our coarse-grained simulations allow us to distil the complex biological
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systems of interest down to simple building blocks, from which we can determine

the fundamental causes of behaviours exhibited in nature. Therefore, the general

results and trends obtained from our simulations of coarse-grained polymers are

applicable to a wide range of polymeric species, rather than a single specific one.

Yet, the approximations used in studying such a system come at the cost of some of

the fine details, especially on short length scales, such as the interactions between

beads. Lattices can also result in undesirable artefacts, for instance, very short

linkers can result in un-representative distributions of binding-bead separations due

to the discretisation of positions on a lattice. These considerations were taken into

account in the designing of our system, where it was deduced that the impact of

lattice discretisation on the overall phase behaviour would be acceptable for the

investigations pursued in this thesis.

Moving the study of coarse-grained polymers (beads on a string) off-lattice is

an attractive direction to increase the model complexity in the future [213]. This

improves the resolution of the positional and orientational degrees of freedom, al-

lows for the excluded volume effects to be accounted for in a more precise manner

[214] and enables the transition from square well potential energy curves to more

representative potential energy curves [215], incorporating contributions from hy-

drophobic, polar and electrostatic interactions [216]. Further to this, accounting

accurately for polymer rigidity using cubic lattice polymers is not possible, so off-

lattice simulations would be necessary in modelling the impact of polymer rigidity

on phase separation [217]. Additionally, studies of the dynamics of LLPS and mem-

braneless organelles would be possible off-lattice, whereas a dynamic interpretation

of lattice models is ill defined [218].

An appealing off-lattice, coarse-grained model is one that combines patchy par-

ticles [219] and beads-on-a-string [121], such as that utilised by Espinosa et al. to

model LLPS [1]. Using this model they were able to study systems with many com-

ponents, and draw conclusions on the impact of connectivity on the physical prop-

erties of droplets formed. At this point, we must emphasise that the computational

expense of moving off-lattice is notable, but does have significant potential in this

field of work. Other such simulations successfully used to model phase separation

include un-connected patchy particles [5], and Brownian simulations of independent

beads [164].

It is important to recognise that the systems we study are intrinsically multi-
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scale. Therefore, full insight into these systems is only possible through multi-scale

modelling. One strategy is to run simulations at different resolutions whereby de-

tailed findings from high resolution models of particular biological species, such

as interactions and commonly occupied configurations, are then fed into coarse-

grained models, in order to model large sytems of biopolymers as accurately as

possible but at a much lower computational cost than fully atomistic simulations.

This is known as sequential multiscale modelling [220]. High resolution techniques

such as atomistic and quantum mechanical simulations can be used to obtain ac-

curate interactions present between the proteins [214, 221]. Additionally, there is a

wealth of protein secondary and tertiary structures, from both simulation [222, 223]

and experiments [224, 225], which can be included within multiscale models [220].

Capturing the effect of atomistic changes to polymers accurately is important, as

membraneless organelle formation and behaviour are very closely linked to post

translational modifications, where the chemical structure of the polymer is altered

[34]. Additionally, alterations of the chemical sequence of protiens can significantly

affect the protein structure and behaviour [214].

Further improvement in sampling can be achieved by running simulations where

the resolution can vary within each simulation, known as concurrent multiscale mod-

elling [220]. One way to do this is via the adaptive resolution simulation scheme,

AdResS, where the degrees of freedom of different parts of the simulation vary, de-

pending on the resolution required [226, 227]. The promise of these techniques is

notable, and will allow system-specific findings, for instance, the change in behaviour

caused by polymer mutations or modifications, or how changing the protein sequenc-

ing can alter both LLPS and polymer recruitment to a 3D host [22, 34, 179, 179, 180].

6.2.3 Membraneless organelles and LLPS

In spite of the increased research into LLPS and membraneless organelles, there

are a number of important questions that remain, especially on the relations be-

tween the organelle structure and function. From a biological perspective, their

inextricable link to neurodegenerative disease increases the impetus to better un-

derstand how these organelles evolve with time, including the mechanisms by which

fibril formation occurs [18] and the effects of mutations on their formation, func-

tion and constitution [31, 67, 228]. From a physics perspective, there are open
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questions on the roles of active ATP-driven processes in suppressing phase separa-

tion [17, 229]. From a materials science perspective, there is great potential within

synthetic chemistry and bioengineering to utilise the properties and functions of

biomolecular condensates, for example in drug delivery [184] and tissue engineering

[183].

In our work, the role of linkers has also been simplified significantly, including

assuming they are inert. Yet, linkers are known to be able to interact with the bind-

ing domains and contribute to phase separation [69]. Very brief exploratory work

was done to study how an isotropically attractive ‘tail’ connected to our multivalent

polymers would change the phase separation, but these isotropic interactions were

so abundant that they drove phase separation at much lower interaction strengths

than those required for the phase separation of polymers with only modular binding

sites. A more structured approach to such linker interactions would be useful in

further understanding these complex biological condensates.

Another potentially fruitful direction is to study the competition between binding

species. The systems investigated here were simple, with only two species. In

contrast, membraneless organelles have been reported to contain hundreds of species

[181, 182]. While it is not yet practical to study such problem in its full complexity,

a good step forward is to analyse a system of two associating polymer systems

interacting in the presence of a competitor species. A particularly interesting angle

of research would be to titrate the interaction strength between the polymers and

the competitors. This will shed light into how competitor species may alter the

phase separation process and the structure of the clusters formed in Chapter 3, as

well as how these competitor species influence the compositional control discussed

in Chapter 4. For example, the study by Espinosa et al. [1] found that low-valency

clients reduce the connectivity and stability of the clusters formed. This is supported

by other computational studies of high-valency polymers and low-valency clients,

where the polymers provide the stability for the cluster [6], and the clients are rapidly

exchanged and occupy more dynamic regions on the periphery of the droplet [5].

Additionally, simulating the binding of a multivalent client at a 3D host, where there

is a competitor species present, would indicate the robustness of the superselectivity

observed. Interestingly, studies of such competition at a flat surface of receptors

have shown that selectivity can even be enhanced by the presence of competitors

[107].
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Modelling polymer binding and LLPS using cubic lattice polymers has uncovered

multiple significant findings, especially with regards superselectivity and the role of

linkers. This works lays the ground-work for more complex, and detailed, system-

specific studies of LLPS and superselective binding.
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