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Towards the trapping of single
potassium atoms in optical

tweezers

Prosenjit Majumder

This thesis presents the development of a toolbox for trapping 39K atoms in
a magneto optical trap with the future vision of trapping a single atom in an
optical tweezer. Such technique promise with potential applications in the
fields of quantum computation, quantum information, quantum simulation,
and precision measurement. In this work, we studied spectroscopic of two
different transition of 39K then we trap 39K in a MOT, which is a small step
toward optically trap a single 39K atom in a tweezer.

In second chapter, we present a summary of the theoretical framework re-
lating to laser cooling and trapping. Also include detail description of the
energy level structure and challenges for cooling potassium.
In third chapter, we demonstrated a laser frequency stabilization technique.
We include theoretical understanding along with the experimental results.
We compare the D1 and D2 transitions of 4S → 4P line of 39K by various
experimental parameters.

In fourth chapter, we present a history pre-cooling of alkali atoms is necessary.
We also explain our experimental apparatus require for the required for laser
cooling. Then we discuss the laser system used for the experiments along
with the alignment technique for laser beam and AOMs alignment to control
the frequencies. We also characterized and setup the tapered amplifier to
increase the laser beam power.
And in chapter five, we present the optimization and characterization the
different experimental parameters of the pyramid MOT to produce as much
as bright MOT as possible.

In chapter sixth, we present details of the theoretical framework required
to understand the absolute absorption of 4S → 5P transition of 39K along
with the experimental results. For future extension, to study the precision
measurements to identify the Rydberg states of cold 39K atoms. And in order
to cool down 39K atoms beyond Doppler cooling limit, one can use degenerate
Raman sideband cooling via the 4S1/2 → 5P1/2transition.

Finally, in last chapter, we discuss the immediate future experiment in order
to achieve a single atom in an optical tweezer. Therefore, after slowing down



ii

the atoms in pyramid chamber as we did for 39K, one can trap 39K atoms in a
3D-MOT in the science chamber, then using optical tweezers with a specific
wavelength, one can trap 39K single atom in optical tweezers.
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Chapter 1

Introduction

Since the laser was developed 60 years ago, [1, 2], the area of atomic physics

has changed dramatically. The new sources of extremely monochromatic light

have advanced much more accurate spectroscopy of atoms and molecules.

Therefore, the capability of cooling and trapping atoms in the micro-Kelvin

temperature utilising lasers were developed. This work headed to the honour

of Nobel Prize in Physics to S. Chu, C. Cohen-Tannoudji and W. D. Phillips

1997 [3–5].

Building upon these key developments, we have observed considerable ad-

vancements in the domain of quantum simulation, where an artificial system

can be developed and studied to investigate tricky many-body real-world

puzzles. Over recent years, two neutral particle systems have emerged as en-

couraging and interesting platforms for quantum simulation: atoms excited

to Rydberg states and ultracold polar molecules. Here in this introductory

chapter, we review the necessary techniques to manipulate neutral atoms and

molecules for the quantum simulations. These include quantum gas micro-

scopes and arrays of optical tweezers. We also discuss the recent accomplish-

ments in the field of quantum many-body science using these platforms.

The approach of quantum simulation, i.e. the application of an artificial

quantum system to investigate another system, was first conceptualized by

Feynman and is now possible with the state of the art experiment [6]. More

generally, like chemists design new compounds with useful properties, physi-

cists may build artificial quantum materials that exhibit interesting prop-

3



Chapter 1. Introduction 4

erties such as magnetism and superconductivity. The properties of such

materials may then be explored by varying the parameters of the quantum

simulator.

1.1 Optical tweezers

Before trapping a single atom in optical tweezers, it is essential to understand

the working principle of optical tweezers. In 1970 the optical scattering and

gradient forces observed by Arthur Ashkin [7] and awarded the Nobel Prize in

Physics for this development in 2018. Each photon of the laser beam carries

momentum ρ = h/λ ( where h is Planck’s constant and λ is the wavelength),

and the momentum can be changed by reflection or refraction. When light

moves between different optical medium, due to different refractive indices,

the photons changes the angle and velocity, which can be described using

Snell’s law,

n1 sin θ1 = n2 sin θ2, (1.1)

where n1 and n2 are the refractive indices of the two respective media and

θ1 and θ2 are the incidence and refraction angle respectively.

Therefore if a laser beam hits atoms due to reflection and refraction, there

will be a momentum change of the light. Due to conservation of momentum

(Newton’s second law), there is a change in momentum on the atoms and an

optical force acting on the atoms, which can be described using the Fresnel

Equations.

When the atom in the center of a laser light (the laser reaches the atom

when it is perpendicular to the plane), the atom experiences a little reflection

and no refraction, which indicate sin θ1 = sin θ2 = 0 even though refractive

indices are different. If the atom moved slightly to one side, the laser beam

is no longer perpendicular to the atom; hence, refraction occurs along with

some reflection. Therefore, the refraction will cause the beam to change its

direction, due to Snell’s law as the refractive index of the atomic medium is

higher than the air, this changes the velocity (hence the momentum p̄ = mv̄,

m is the mass of the atom and v is the velocity of the atoms within laser
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Figure 1.1: Picturization of an optical trapping force with a constant ktrap. The trap’s

restoring force (Ftrap) acting on a trapped atom, which follows Hookes’ law and the force

also depend on the distance between the atom and the trap centre (∆x).

beam) of the laser beam. Therefore, the force experienced by the atom is

F (F̄ =
dp̄

dt
= m

dv̄

dt
= mā). Therefore, if the photon in the laser beam

experience a force, there must be a force acting on the atom according to

Newton’s third law. As a results, a reaction force pushes the atom back to its

original equilibrium position so that the momentum is conserved as presented

fig.1.1 This force acts like a restoring spring force, which is as follows,

Ftrap = −κtrap∆x̄, (1.2)

where κ is the optical trap stiffness, and ∆x is the displacement of the atom

with respect to the trap center. It is negative because it is a restoring force

acting in the opposite direction to the trapped atom’s motion, i.e. away from

the trap center.

The single atom can be loaded in optical tweezers, the atom loading in an

optical trap depends on the collisional blockade regime (which is going to

be present with great details), generated by intense, inelastic, light-assisted

collisions among the pair of atoms in the optical trap, which was first created

by [8]. Recently, huge progress made in the field of manipulation of single-

atom trapping using optical tweezers. A spatial light modulator (SLM) to

create a comprehensive, two-dimensional (2D) pattern of optical tweezers

and trap many single atoms at once with 50-60% probability directly from a
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magneto-optical trap (MOT) [9, 10]. Then the trap atoms can be rearranged

by a collection of walking optical tweezers controlled by a set of crossed

acousto-optical deflectors (AODs) to random points in 2D. Recently, Prof.

Mikhail D. Lukin group at Harvard University trapped 256 programmable

single atoms by optical tweezers [10, 11]. Here we concentrate on the con-

struction of the optical system needed to trap individual potassium atoms

in an optical tweezers. In the longer term, this will feed into two research

directions - Rydberg excitation and the creation of KCs molecules.

1.2 General properties of Rydberg atoms

To make atoms not more interacting at a distance larger than a micrometre,

they need to be excited to its Rydberg states. And this is the states with

the large principal quantum number (n). The Rydberg atoms feature two

important properties, (i) the Rydberg atoms lifetime increase if the principal

quantum number rises, typically scaling as ∼ n3, which is much larger than

the actual transitions, i.e. ∼ 100 µs limit for n ≈ 50. And (ii) Rydberg atoms

possess large dipole moments in between two consecutive principal quantum

states with opposite parity. This leads to a considerable interaction strength

V , for example for n = 50 at 5 µm separation, the interaction strength is like

V/h ≥ 1 MHz ( h is Planck constant) [11].

The nanoscale condensed material with spin 1/2 particles magnetic struc-

ture is simulated with neutral Rydberg alkali atoms, which is confined in

holographic 2D arrangements of microtraps with arbitrary geometries [12].

However, few atoms can be excited to its Rydberg states of high principal

quantum number n ≥ 50 in an ensemble of atomic cloud, where inter-atomic

separation R of few micrometres. Classically in Rydberg atom behave like

an electric dipole (d) due to separation between nucleus and electrons. And

dipole-dipole interaction (Hdd ∼ d1.d2/4πε0R
3) between to Rydberg atoms

enhance quite strongly compared to neutral atoms in their ground state,

which can be utilized a qubit for quantum computing [13] or can be used in

spin Hamiltonian [11, 14, 15].
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1.2.1 Quantum simulation

In real materials, it is very hard to understand the correlation between the

electronic spin. Therefore the quantum simulation approach is a promising

platform help us to engineer and design an artificial condensed matter sys-

tem, which is effectively isolated from the thermal environment and easy to

access local observable remotely. In recent past few cold atom laboratories

studies the spin model - like many-body localization phenomena [16], quan-

tum thermalization [17], propagation of correlations in quantum systems [18],

topological quantum matter with ultracold gases [19] and two-dimensional

neutral atom qubit array [20, 21].

Figure 1.2: Representation of Rydberg blockade effect. (a) Two atoms with decreasing

inter-atomic distance R, due to van der Waals interaction (V) between states, the doubly-

excited state |rr〉 is shifted. Two atoms cannot be excited simultaneously; the atoms

behave independently from each other, when laser driving strength Ω between |g〉 ↔ |r〉
transition weaker then interaction shift. While the distances smaller than the blockade

radius Rb, the excitation of Rydberg states |rr〉 is no longer resonant and produced a

entangle state, |gg〉 ↔ 1√
2

(|rg〉+ |gr〉) and the transition is driven by Rabi coupling
√

2Ω.

(b) Blockade sphere in an ensemble of atoms, for isotropic interactions.

The quantum gates can be realized using two strongly coupled interact-

ing Rydberg atoms through the Rydberg blockade effect, and the idea first

proposed by [22, 23]. Two atoms can be transported from their electronic

ground-state |g〉 to a higher Rydberg level |r〉 with a specific Rabi fre-

quency Ω, due to dipole-dipole interaction the Rydberg states |rr〉 also shifted
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(V = C6/R
6), which is known as van der Waals shift. Hence the Rydberg

blockade regime can be defined as ~Ω � V . And the doubly-excited state

|rr〉 is adequately moved apart from the resonance to prevent the simultane-

ous excitation of the pair of atoms by resonant laser, as presented in figure

1.2. Therefore, the ground-state |gg〉 is only linked to the entangled state,

i.e. 1√
2
(|gr〉+ |rg〉), the entangled states achieved by the individual Rydberg

excitation symmetrically delocalized on the pair of atoms, including an in-

creased coupling
√

2Ω. Those behaviors are seen with pair of atoms [24, 25],

then soon generation of entangled states and quantum gate observed by [26].

The blockade regime can be realized with many atoms experimentally in op-

tical tweezers [27], and in the optical lattice [28].The Rydberg atom problem

can be mapped into a quantum Ising spin pattern by investing the coherent

laser field run as an external B-field serving on the states |g〉, |r〉 and the van

der Waals shift as an Ising coupling [29].

The dipole-dipole interaction also allows implementations and realiza-

tion of XY- Hamiltonian: while the spin-1/2 particle in pair of dipole-coupled

Rydberg levels (which are ↑ and ↓) induced by microwave and the dipole-

dipole communication is resonant and assumes the formation of an XY (‘flip-

flop’) coupling J(σx1σ
x
2 +σy1σ

y
2). Although it appears to be only a tiny expan-

sion of the Ising coupling, it leads to entirely various features because Pauli

matrices σx,y,z do not commute. If we consider a pair of atoms, which directs

to a spin-exchange oscillation among the pair degenerate states | ↑↓〉 and

| ↓↑〉, hybridized by the dipole-dipole coupling, which can further be viewed

as a spin-excitation bouncing from one Rydberg atom to different atom, as

witnessed by [30] with three Rydberg atoms.

One of the long term goals of this work is to develop a tool of quantum

simulation with the 39K Rydberg atoms, as done by [31].

1.3 Why Cold Molecules?

An individual atom has a small magnetic dipole moment, and also excited

states have a short lifetime, which is a disadvantage of an atomic system.

However, polar molecules allow an interesting middle path in between, be-



Chapter 1. Introduction 9

cause the electric dipole moments are higher than the comparable magnetic

moments possible in atoms, and also offer chemically steady species, which

indicate the promising long lifetimes. As a consequence, many real-life appli-

cations as ultracold chemistry [32], many-body physics [33], precision mea-

surement [34], and quantum simulation [35] become possible using ultracold

polar molecules platform. Also, arrangement of ultracold molecules present

a promising unique platform for quantum computation, and quantum infor-

mation [36], quantum memory [37].

In this thesis, we also have a scope to develop a tool for trapping 39K atoms

in an optical trap with the future vision of creating a single ultracold polar
39K133Cs molecule in an optical tweezer.

1.4 Molecules cooling mechanism

Fortunately, direct atom cooling is an easy technique used, but it is very

hard to cool down molecules directly. Laser cooling is particularly relevant

to a tiny number of atomic species where a closed atomic transition among

pairs of states exists, like alkali atoms. But molecules usually have a highly

complicated energy level than atoms, which include rotational and vibra-

tional levels. Hence, it is tricky to get good transitions for cooling and

repump. Still, laser cooling of particular molecules has become feasible by

choosing transitions with convenient Franck-Condon factors, where simply a

tiny number of states are populated subsequent multiple scattering methods,

and considerable improvement has been performed in this area in the last

several years [38, 39].

Direct cooling of molecules as we discuss, the straightforward cooling of

molecules is very difficult. The molecules are often cooled with a sequence

of different procedures for producing steam of molecular beam, slowing, and

cooling is employed. In the beginning, an origin of molecules can be generated

in a thermal beam; by applying various and testified slowing techniques, one

can decrease their original velocity and enable restriction of the molecules in

a trap. Buffer gas-cooled sources can be placed straight into a static magnetic

trap and produce the molecule by sympathetically cooling via collisions with
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a cold atomic gas [40]. Sisyphus cooling, a procedure well recognised for

atoms, has also been employed to trapped and cool molecules[41]. Multiple

methods have also been advanced to slowdown a beam of molecules to a

velocity where they can be placed into a trap, like shifting electric [42] or

magnetic [43] fields, or a changing optical potential [44] can be utilised to

eliminate kinetic energy from the molecules. Still, the procedures have the

benefit of being commonly applicable; the temperatures attained with these

methods are in a range within a few mK to K.

Until now, the numerous spectacular advancement has been seen in the trap-

ping of molecules directly in SrF [45], CaF [46, 47] and YO [48] system. The

highly diagonal Franck-Condon factors play an essential purpose in cooling

down the molecules directly. In this process, several extra photons scattering

on the MOT cooling transition before decaying into a different state. Those

decay can be controlled by an array of repump lasers related to the branching

ratios particular to the molecule. After the molecules are restrained in an

MOT, then molecules can be cooled into the ultra-cold temperature applying

blue detuned molasses [49]. Even trapping CaF molecules in tweezers [39].

Indirect cooling of molecules is a remarkably thriving strategy to create

ultracold molecules in high phase-space density for different species. In the

indirect technique, the ultracold molecules can be created by cooling indi-

vidual atoms separately and then associating them to form molecules. Due

to high phase-space density atomic mixture sample, the produced molecules

also in the high phase-space density, as there is no heating due to the as-

sociation method. In recent past, by applying magneto-association across a

Feshbach resonance [32] ultracold molecules were created in high-lying vi-

brational levels close to threshold energy. Because of the coherent nature of

magneto-association, molecules in an optical lattice can be regulated associ-

ation and dissociation with significantly higher efficiency [50]. Subsequently,

the weakly-bound molecules later are shifted to the rovibrational ground state

of a molecular potential employing STIRAP, with efficiencies surpassing 90%

[51–55] in single-pass. Therefore, the sequence of magneto-association and

the STIRAP is a remarkably successful and effective technique for producing

ground-state molecules.

Alternatively using the photo-association [56] technique one can create ultra-
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cold molecules in high-lying vibrational levels close to the threshold energy.

During this optical association method, associated atoms absorbed a reso-

nant photon and then excited to a bound molecular state. One can produce

ground state molecules by careful choice of photo-association transition. This

method has already been applied to create molecules in their rovibrational

ground state like Cs2 and LiCs system as presented in the following work

[57, 58].

1.5 Why KCs Molecules?

The critical feature of diatomic molecules that we intend to utilize is holding

a noble permanent electric dipole moment. This characteristic is only ob-

tainable in ultracold heteronuclear molecules produced in the rovibrational

ground state. Those molecules create an electric dipole moment in their spin-

singlet electronic ground state. In the spin-singlet S = 0 and so there is no

spin to have a direction in the ground state that involves no magnetic dipole

moment raised from electronic spin.

In order to produce any molecules, it is necessary to identify either an experi-

mentally accessible broad interspecies Feshbach resonance or effective optical

coupling to the molecular states. Therefore, the original prophecy of posi-

tions of interspecies Feshbach resonance is significantly essential. However,

consistent calculations can be performed utilising the molecular potentials

achieved from the spectroscopic spectrum, like for 39K133Cs molecules the

inter-species Feshbach resonance can be found in [59, 60].

Other achievable polar molecules that signify the importance and investi-

gated in the lab like RbCs [51–54, 61] and KRb [62]. Ultracold KCs molecules

are fascinating to investigate due to the three most significant fundamen-

tal features: (i) KCs molecules can be displayed as bosonic and fermionic

molecules because, in the natural abundance of potassium, three steady

potassium isotopes exist in the environment: pair of bosonic 39K (93.258

%); 41K (6.730 %); and individual fermionic isotope 40K (0.012%) [63]. (ii)

both possess a permanent electric dipole moment of 1.92 Debye, which is

relatively higher when compared to other stable molecules. And at last, (iii)
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both atoms are steady on reactive collisions, driving to fewer trap lacks. In

addition, the chemical reaction 2KCs→ K2 + Cs2 cannot obtain while there

is collision among a couple of KCs molecules.

1.6 Thesis Overview

In this thesis, we focus on the ground work for spectroscopy for two different

transitions of 39K and construction of the tools and techniques needed for

cooling and trapping of 39K isotope, with the future vision of trapping an

array of single Rydberg 39K atom for quantum simulations and in extension

a single ultracold polar 39K133Cs molecule in an optical tweezer. This thesis

is structured in the subsequent chapters:

In chapter 2, we present a summary of the theoretical framework relating

to laser cooling and trapping, to understand the outcomes exhibited in this

thesis. Also include detail description of the energy level structure and chal-

lenges for cooling potassium.

In chapter 3, we demonstrated a laser frequency stabilization technique i.e

modulation transfer spectroscopy. We include theoretical understanding

along with the experimental results. We compare the D1 and D2 transi-

tions of 4S → 4P line of 39K by discussing pump and probe, temperature,

beam intensities and polarization dependency.

In chapter 4, we present a history pre-cooling of alkali atoms is necessary.

We also explain our experimental apparatus require for the required for laser

cooling. Here we select the optical frequencies in order to trap 39K in a

pyramid MOT chamber. Then we discuss the laser system used for the

experiments along with the alignment technique for laser beam and AOMs

alignment to control the frequencies. We also characterized and setup the

tapered amplifier to increase the laser beam power. And at the end, we

present the assembly and characterization of magnetic coils and describe our

detection technique.

In chapter 5, we present the optimization and characterization of the pyramid

MOT. For characterization, first, we varied polarization angle of pyramid

MOT beam (cooling + repump beam) and produced a MOT within the
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chamber, then optimized the MOT beam intensities (cooling and repump

beam) and pyramid chamber temperature. After that we optimize the shim

coils in three different directions as a function of quadrupole field gradient

and at the end we optimize cooling and repump detuning and produce as

much as bright MOT as possible.

In chapter 6, we present details of the theoretical framework required to

understand the absolute absorption of 4S → 5P transition of 39K along

with the experimental results. For future extension, to study the precision

measurements to identify the Rydberg states of cold 39K atoms using 405

nm optical transition, as presented in [64] with thermal 39K atoms. And in

order to cool down 39K atoms beyond Doppler cooling limit, one can use

degenerate Raman sideband cooling via the 4S1/2 → 5P1/2transition [65].

In chapter 7, we discuss the immediate future experiment in order to achieve

a single atom in an optical tweezer. Therefore, after slowing down the atoms

in pyramid chamber as we did for 39K, one can trap 39K atoms in a 3D-

MOT in the science chamber, then using optical tweezers with a specific

wavelength, one can trap 39K single atom in optical tweezers.

In this thesis, we covered a comprehensive spectrum of topics in atomic and

molecular physics. But a detailed discussion of the specific individual subject

proposed is exceeding the range of a particular PhD thesis. Consequently,

a review of the critical background theory is given through the respective

chapter’s relevant details. In chapter 3, the theoretical Dr Heung-Ryoul Noh

and the final polarization data obtained in the lab by Andrew Innes. And

at last, the study done by the curious scholar is guided through suitable

references for related articles and comprehensive review papers.



Chapter 2

Laser cooling and trapping

principles

The methods utilized in laser cooling, trapping, Bose−Einstein condensation

Rydberg physics or in ultracold molecule experiments are thoroughly docu-

mented and broadly obtainable in the literature. More precisely, Rydberg

excitation and molecules experiments require ultracold ensembles of atoms

as a starting point. Here in this chapter, we report the basic theory of laser

cooling and pay appropriate consideration to the challenges of cooling potas-

sium atoms. We will exclusively discuss the theoretical aspect, leaving the

reader to gather additional details from the respective references.

2.1 Atom-Light Interaction

In 1980’s remarkable work done by Hänsch [66], Schawlow [67], Wineland and

Itano [68]. The mechanism to cool down the atoms cloud using atom−light

interactions can be explained semi-classically if we assume an atom as a

two-level quantum arrangement, which interacts by a coherent classical field.

The basic concept presented in figure 2.1. After absorbing the atoms’ photon

energy, the atom jumps from the ground state into a specific higher excited

state due to energy conservation. The atomic velocity also changes due to the

conservation of the system’s momentum by one recoil speed in the laser beam

propagation direction. Therefore, atom’s recoil momentum due to photon’s

14
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momentum can be written as, p = ~k, where ~ is Planck constant and k(=

2π/λ) photon’s momentum wave number. The corresponding recoil velocity

of the atom written as, vrec = h/λM , where λ is the laser’s wavelength, and

the atomic mass is M . Therefore, the momentum energy change produces a

push on the atoms in the laser beam’s direction.

Figure 2.1: The mechanism shows that the decelerate of atoms can possible with radiation

pressure. After absorbing a photon, the atom jumps to an excited state from its ground

state presented in (1). Due to conserve this system’s absolute momentum, each atom

recoils in that same incoming photon’s direction, as shown in (2). Due to the excited

state’s short lifetime, spontaneously emitting the photons in all direction while the atom

spontaneously decays to its ground state as presented in (3), after the atom returning the

ground state, the sequence starts again, as shown in (4). Therefore spontaneously emitted

photons momentum kicks average overall direction is zero; this cyclic process momentum

transfer eventually slowed down the atom. This figure is adapted from [69].

The excited states’ lifetime limited because of that, the excited atom can
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finally collapse to its original state spontaneously. In this process, a photon

with atomic recoil energy is released in a stochastic direction. In this way,

over numerous absorptions and emission sequences, no resultant force acts on

the atoms from the emission; only the directional force from absorption by

the atoms remains. Considering the laser light propagating with wave vector

~k with frequency ω, and detuned δ = ω−ω0, from the resonance, exclusively

motionless atoms feel this identical detuning from each laser light. From the

moving atoms, the Doppler effect drives the modification of laser frequency

as follows,

ω
′
= ω − ~k.~v = ω0 + δ − ~k.~v. (2.1)

With red detuned, i.e., the laser beams with negative detuning, the atoms will

preferably absorb photons from the counter−propagate beam with respect

to the atom’s motion.

The excited state population can be determined by working on the particular

two-level system and by solving steady-state optical Bloch equations, which

is as follows,

ρexcited =
Ω2/4

δ2 + Ω2/2 + Γ2/4
, (2.2)

where Ω and Γ is decay rate and the Rabi frequency. It’s been noted that

the intensity of the laser field I, which can be related to Rabi frequency of

the laser as follows,

I =
2Ω2Isat

Γ2
, (2.3)

while Isat define as the saturation intensity, and R = Γρexcited is the pho-

ton scattering rate. After coupling, the scattering rate and the momentum

change because of photon absorption. Therefore that scattering force can be

formulated as follows,

~F =
~~kΓ

2

I/Isat
1 + I/Isat + 4δ2/Γ2

. (2.4)
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We contemplate a couple of counter−propagating laser lights along a specific

beam axis, this is the changing in detuning due to the Doppler shift for a

moving atom by ±kv velocity. Therefore, atoms experience a net force on

them, which is as follows,

~F± = ~F (δ − kv)− ~F (δ + kv).

~F± =
~~kΓ

2

[ I/Isat

1 + 2 I
Isat

+ 4( δ−kv
Γ

)2
− I/Isat

1 + 2 I
Isat

+ 4( δ+kv
Γ

)2

]
. (2.5)

In this equation, 2I/Isat term is the denominator values results from two

beams with intensity I. In this regime, the Doppler shift is much less than

linewidth. Therefore equation 2.5 can be approximated as follows,

~F± ≈
8~k2δ

Γ

I/Isat[
1 + 2I/Isat + 4(δ/Γ)2

]2v = −αv. (2.6)

where the Doppler coefficient represents as α, the frictional force F± is in

the opposite direction to the motion of the atom, while the laser beam is red

detuned from resonance. Figure 2.2 presents the resultant force experience

by the atoms due to a set of counter−propagating laser light on a flying

atom.

The earlier mentions equation implies the atoms that are not moving will

continue at rest due to no resultant force working on the atoms, but in

reality, atoms moving with speed v; thus, the Doppler effect has been seen

and need to take into account. Hence atoms with various velocities seeing

modified laser beam frequencies lead to non−zero radiation pressure force

exercising.
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Figure 2.2: The scattering force vs atomic velocity plotted in one dimension (1D). The

black curve displays the resultant force excited on the flying atom with the velocity v

provided by detuned (i.e. δ = −Γ/2 ) individual pair counter−propagating beams in

the plot signified for I/Isat << 1. The plot’s red and blue trajectories represent forces

acting on the atoms due to the specific laser light. While the atom becomes a negative

velocity, the optical force acts repulsive and conversely for opposite velocity. And the force

is frictional against the atomic motions.

2.1.1 The Doppler cooling

A one dimensional optical molasses presented in equation 2.6 can be gener-

alised in three dimension (3D) by incorporating the situation produced by

three pairs of beams, and the damping coefficient in the denominator, to

become,

α3D = −8~k2δ

Γ

I/Isat
{1 + 2.3I/Isat + 4(δ/Γ)2}2

. (2.7)

The above equation is only can be seen as an approximation. As indicated

by [70], there is a certain probability of photon absorption from one beam

followed by a spontaneous emission through a different beam.
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Due to the arbitrary character of spontaneous emission, the damping force

contributes to the cooling rate of −αv2. The heating also occurs where

individual momentum punch of ~k is a component regarding a stochastic

tour in momentum space. Therefore, the mean square momentum increases

by ~2k2 in every level [71, 72]. Consequently the mean square momentum

variation with respect to time is presented by,

d〈p2〉
dt

= 2~2k2R = 2Dp, (2.8)

where Dp defined as the momentum diffusion coefficient. There is heating

associated with the momentum diffusion at the rate of ~2k2R/m = Dp/m,

in N dimensions the scattering rate can be define as follows,

R =
Γ

2

2NI/Isat
(1 + 2NI/Isat + 4δ2/Γ2)

. (2.9)

In stable thermal equilibrium, the cooling and heating rates are equal. There-

fore, it’s no harm to apply the equilibrium theorem [71] to determine the

thermal energy of the atomic gas as follows,

kBT =
Dp

3α3D

=
~Γ2

P

8|δ|

(
1 + 4

δ2

Γ2
P

)
, (2.10)

where ΓP = Γ
√

1 + 6I/Isat is define as power broadened linewidth in 3D,

kB is Bolztmann’s constant, and T is the temperature of the atomic cloud.

The minimum temperature for a given laser the intensity can be written as

Tm = ~ΓP/2kB, where δ = −ΓP/2 is the detuning. One can achieve the

lowest temperature using the Doppler cooling mechanism, which is called

Doppler temperature [5, 73, 74] as follows, where the I/Isat � 1

TD =
~Γ

2kB
. (2.11)

For 39K and 133Cs the Doppler limits are 145 [75] and 126 µK [76] respectively.
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2.1.2 Sub-Doppler cooling

In order to produce ultracold and quantum gases, the sub−Doppler laser

cooling is a crucial technique for neutral atoms [4]. To increase the Doppler

limited phase space density of MOT/ cloud, which motivates us to apply

other cooling schemes like optical molasses [77], most notably via the mech-

anism known as Sisyphus cooling [78–80]. The fundamental law is that a

pair of individual frequency counter-propagating red detuned laser light with

circular polarization causes a spatially changing energy shift in the atoms.

Atoms in various Zeeman sublevels encounter multiple shifts in energy levels

so that the resultant optical pumping of atoms from higher potential energy

sub-levels into lowest energy sub-levels [81]. Therefore, the optically pumped

atoms propagate from the area wherever its potential energy is lowest, the

possible energy transfer to kinetic energy and the possibility of absorbing a

photon gains.

In details, Fig. 2.3 shown the mechanism in a simple system consisting of

one ground state J = 1/2 and one J
′

= 3/2 excited state. The counter-

propagating interfering beams create periodic polarization gradients, which

cause a spatially periodic change in the magnetic sub-level of the atoms. The

atoms experience the periodic potential in such a way that it’s the maximum

for one level and the minimum for another level. After that, an optical pump-

ing back and forth between the sub-levels, the atoms at the potential peak

absorbed a circularly polarized beam (photon) and spontaneously decayed

back to a lower-lying atomic sub-level after releasing high energy photons.

Then the atom at the lower sub-level continuously moves towards the next

potential maxima, then again transferred back to the original position by

releasing a higher energy photon. This mechanism process occurs until the

atom reaches the potential minimum.
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Figure 2.3: Schematic diagram of Sisyphus cooling mechanism. From x = 0 the atom

in the MJ = +1/2 state started moving along its potential curve til it arrive x = λ/4

(with σ− polarization) and atom is excited to |J ′
= 3/2,MJ = −1/2〉 state by absorbing

photon and then simultaneously decays back to the |J = 1/2,MJ = −1/2〉 state via

spontaneous emitted higher energy photon and atom finally in minimum potential within

the MJ = −1/2 state. Then the atom again claim up the energy hill until it gets pumped

reverse into MJ = 1/2 at x = λ/2 (while σ± polarization) by absorbing photon.

The sub−Doppler cooling mechanism is effective, particularly if natural

linewidth Γ is less than the hyperfine splitting ∆ of excited states, like in

the case of Cs, Na and Rb, for ∆ ∼ Γ, heating effect or photon reabsorption

[82] occurs. Unfortunately, the bosonic potassium isotopes fall into this class

[83]. Landini et al. [75] adapt their sub-Doppler cooling to account for this.

Therefore the sub-Doppler cooling mechanism, Zeeman sublevels need to

take into consideration theoretically [78], which leads to a significantly larger

force for small atomic velocities, directing into temperatures significantly

below than then Doppler limit approaching the recoil limit,
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Tr =
(~k)2

2kBm
, (2.12)

where the angular wave number k = 2π/λ of the absorbed laser beam. For

example 39K and 133Cs the recoil limits are 418 nK [63] and 180 nK [84] re-

spectively. The most profound observation is the sub−Doppler temperatures

are dependent on laser detuning δ.

2.2 Optical frequencies

The basic theory of laser cooling is conceptualized for a two-level system,

but in real atoms always hold a more complex multi-level electronic level

structure, the single valence electron of the alkali metals makes life relatively

simpler, which making this family especially useful cooling targets. A closed

atomic transition is required to laser cool and trap atoms in an optical trap

continuously. Due to complexity of the atomic structure the cooling decay

into another state that do not interact with the laser light anymore. Such

’dark’states no longer cool down the atoms and atoms lost for ever. The

key features of laser cooling is therefore to find the transition with minimum

leakage to dark states or to drive back into the cooling cycle using a repump

beam. For example, cooling and trapping 39K atoms in a optical trap, the

(D2: S1/2 → P3/2) lines are commonly used by 767 nm wavelength laser

system. In this scheme the cooling occur on the F = 2→ F = 3 transition,

for which electric dipole selection rules forbid any transitions except decay

back to the F = 2 ground state. However, sometime atoms also can off

resonantly excite on the F = 2 → F = 2 transition then decay back to

the dark F = 1 hyperfine ground state, in that case repumping light need

to be employed. Figure 2.4 highlights the relevant hyperfine structure and

optical transitions used for our experiment. To successfully cooling down

atoms needs the perfect laser frequencies to be regulated to < 1 MHz, which

is much less than the cooling and repumping lines natural linewidth.
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Figure 2.4: Hyperfine structure of D2 lines in 39K isotope (frequencies are not to scale) in

their ground and first electronic excited states. The arrows designate the laser transitions

utilised in the experiment for cooling, repump and spectroscopy.

These transitions occur at 389.28 THz for 39K also the laser frequency need
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be constant to ∼ 10−8. Therefore, this higher-order stability demands the

laser’s effective frequency stabilization utilizing a nice error signal to serve as

a frequency reference; we used another spectroscopic beam on the F = 2→
F = 3 transition.

To understand the important of the decay process to the dark states need to

examine the number of photon scattering occur before off-resonant loss to the

dark state with respect to how many scattering events required for cooling.

The frequency difference among the F = 2→ F = 2 and F = 2→ F = 3 is

∆ = 21.1MHz which is slimier as the detuning |δ| ∼ 2− 4Γ ≈ 12− 24 MHz

for cooling beam, now using the equation 2.9 give us the relative scattering

rate as,

Rcooling
scatter

Roff−res
scatter

=
1 + 4((∆ + δ)/Γ)2 + I/Isat

1 + 4(δ/Γ)2 + I/Isat
(2.13)

The relative scattering rate is plotted in fig. 2.5 as function of intensity for

different detuning.

Figure 2.5: The relative scattering rate as a function of normalized intensity (I/Isat) for

four different detuning (δ).
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A typical K-MOT operates with δ = 2 − 3Γ, the scattering rate associated

with those detuning is approximately 30 - 90. A typical 39K atoms with

capture velocity vc ≈ 50m/s has momentum Mvc absorbs ~kL momentum

per photon, therefore it requires approximately Mvc/~kL ≈ 4× 104 number

of photon to be absorbed in order to fully slowed down. Therefore, the

majority of the atoms would fall out of the cooling cycle before slow down,

which reduced the capture rate and atoms number in the MOT.

Figure 2.6: The schematic diagram for operating areas for Doppler and sub−Doppler

cooling of bosonic potassium atoms. (a) The excited state of the energy level structure,

the ∆ and δ are defined as total hyperfine splitting and cooling detuning, and ∆g denotes

as ground state splitting. In (b), estimated cooling forces in the different regime of the

hyperfine energy level as a function of the atomic velocity. This picture is adapted from

[75].

In the labs, experiments are usually performed at a much higher atomic den-

sity with sufficiently large detunings δ � Γ, this condition occurs to maintain

the scattering rate of the photons with the particular atoms is minimum in

a way that the cooling process does not disturb by the spontaneously emit-
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ted photons [82]. To cool down the atomic cloud requires red detuned laser

beams from one of the hyperfine transition. The frictional forces are depen-

dent upon the detunings for the Doppler and sub−Doppler cooling. It has

been found in [75] that the sub−Doppler cooling is uniquely effective in do-

mains of type I and II. Furthermore, the Doppler cooling is effective in the

areas of type I and IV, as shown in figure 2.6.

Therefore, the above discussion indicates that the bosonic potassium sub−Doppler

cooling mechanism works extremely near the resonance. Also, the heating

from photon re-absorption may be more significant in this region. In the case

of δ � ∆, the velocity capture area is shallow.

2.3 The magneto-optical trap (MOT)

In the previously discussed cooling technique, cold atoms accumulate in the

interaction region of the beams; without any confinement of the area, atoms

are diffused within seconds. While new atoms entering the region will be

cooled, therefore the density of cold atoms in the intersection region remain

higher but without any confinement, severely limits the density that can be

achieved. Thus, both cooling and trapping atoms require a spatial depen-

dence radiation pressure force, which can be accomplished by adding a weak

magnetic field to cause Zeeman splitting the multilevel atomic transition.

The frictional force is spatially working on the atoms to confined atoms on

the trap’s centre. Therefore, introducing a quadrupole field outside of the

MOT chamber can create a zero field on the chamber’s centre. Further-

more, a Zeeman energy shift also introduced with the atom’s energy levels

by the quadrupole magnetic field. The field easily can be created by using

two copper coil in the anti−Helmhotz configuration, which generates a linear

magnetic field gradient.

2.3.1 Zeeman Interaction

The weak magnetic field generated by the quadrupole coils used to split the

atomic energy via the Zeeman effect, EZ = µFB, where µF = gFµBmF and

the gF arise from the projection of J onto F , which for J = 1/2 is simply
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given by, gF± = ± 1
2I+1

gJ creates an imbalance in the radiation force from

counter propagating laser light that is dependent on position. The counter-

propagating laser light must have opposite-handed circular polarizations so

that they interact with different atomic transitions in such a way that an

increase in magnetic field strength takes one beam closer to resonance and

the other one further away. A one dimensional example shown in figure 2.9.

Replacing δ in equation 2.6 and now we get δ±(kv+βz) = ω−ω0±(kv+βz),

where β~z = (g
′
m
′ − gm)µBB

′
z is the energy shift of a transition resonance,

directly leads to [85],

FMOT w −αv − αβ

k
z, (2.14)

valid only for βz . Γ. This formula can be extended to the three dimensions

with careful selection of beam polarizations as in figure 2.10. Therefore,

magneto-optical trapping is a very robust technique to capture and trap

alkali atoms like potassium, caesium, rubidium, etc.

Figure 2.7: The Zeeman effect for a J = 0 −→ J = 1 transition: (a) presenting three

magnetic sub-levels of the excited state, which is degenerate in absence of B-field; (b) the

degeneracy lifted by applying non-zero magnetic field.

In figure 2.7 present one example of a transition from a J = 0 ground state to

a J = 1 excited state. In the excited state includes three-fold degeneracy of

its magnetic sublevels i.e. mJ = −1, 0,+1, which can be lifted by applying a
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magnetic field. Due to conservation of angular momentum i.e. selection rules,

the transitions from the ground state to excited state ∆mJ = mJ −mJ only

possible by photons with particular spin projections, for example ∆mJ = +1

only possible with a photon with a spin projection onward the quantization

axis (represented by the magnetic field B) of mS = +1 and its called σ+

transition. Similarly, for ∆mJ = −1 transition requires a photon with mS =

−1, which is called σ− transition. And finally, for the ∆mJ = 0 transition

requires a photon with mS = 0 (parallel to the B-field), which is called π

transition. Therefore, by employing different photon polarization require for

the transitions, combined with the differences in transition frequency due to

the Zeeman effect, atoms can be subjected to a position-dependent cooling

force that causes trapping.

2.3.2 Zeeman effect on the atomic transitions

Following the appearance of a B-field, the Zeeman energy concerning the two

excited states (i.e. D1 and D2 ) can be expressed by the Breit−Rabi equation

[86]. The equation is given below ( i.e in equation 2.16 ) and plotted for

potassium in Figure 2.8,

E(J) = − hvHFS
2(2I + 1)

− gIµBmF ±
1

2
hvHFS ×

(
1 +

4mF

2I + 1
x+ x2

)1/2

, (2.15)

where

x =
(gJ + gI)µBB

hvHFS
. (2.16)

The values for potassium of the gyromagnetic factors (gJ and gI ), the hy-

perfine splitting (vHFS) and the nuclear spin (I) are given in Table 2.1.
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Name Symbol Value

Ground State Hyperfine Splitting vHFS 461.701 MHz

Nuclear Spin I 3/2

Nuclear Gyromagnetic Ratio gI -0.00014193489(12)

Electron Gyromagnetic Ratio gJ(42S1/2) 2.00229421(24)

gJ(42P1/2) 2/3

gJ(42P3/2) 4/3

Planck’s Constant h 6.626069 ×10−34 J.s

Bohr magneton µB 9.27400915×10−24 J.T−1

Table 2.1: Potassium-39 atomic structure constants required for the calculation of the

Breit-Rabi equation. All the numerical value is taken from [88].

Figure 2.8: Hyperfine structure of the ground state 42 S1/2 levels of 39K in magnetic field.

The blue arrow indicates ∆m = 1. The figure is taken from [87].
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2.3.3 One dimensional MOT

The atomic MOT achieved with the combined effect of cooling and trapping,

to understand it properly, first consider the one-dimensional case, in which

the magnetic field simply varies linearly with the position as shown 2.9. If

a red detuned right-hand circular polarized laser beam with frequency ωL is

directed onward the +Z direction, and it will drive σ− transition within the

region of z < 0, since the B-field is antiparallel to the propagation path of

the beam. The laser beam resonance where the Zeeman splitting causes the

transition frequency to be ωL. In another case, when z > 0, the B-field is

parallel to the propagation direction of the beam, so it drives σ+ transition.

Still, the B-field gradient increases the detuning, which reduces the rate of

photons absorption.

Figure 2.9: Simple Schematic for a magneto-optical trap for a singlet ground state and

triplet excited state. In principle, as the atoms move away from the centre the Zeeman

shift tunes them towards resonance with the restoring beam and out of resonance with the

opposite beam producing a net restoring force. The two opposite polarised light works on

the ∆m = ±1 transition.
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In same-way, for identical right-hand polarization laser beam propagating

along the −z direction drives the σ− transition in the region z > 0 and for

σ+ transition for z < 0, with a resonance in the z > 0 region when the Zeeman

shift makes the σ− transition frequency equal to ωL. Therefore, at present of

both beam, the force on the atom due to the beam propagating towards +z

exceeds that of the counter-propagating beam in the region z < 0, and vice

versa, therefore, the net force on the atom is always directed towards the

z = 0 position. The result is that atoms are cooled and pushed towards the

B = 0 position where the forces from the two beams cancel out, and there is

no net force and form one dimensional MOT.

We used the convention of defining the polarization from the point of view

of the source, right-hand circularly polarized laser beam has spin projection

mS = +1 in the direction of propagation, and left-hand circularly polarized

laser beam has spin projection mS = −1.

2.3.4 Three dimensional MOT

With the extension of one dimensional MOT, the three dimensional MOT

involves three orthogonal pair of a counter-propagating laser beam with an

appropriate B-field. The B-field configuration commonly used is the spherical

quadrupole, which is provided by a coaxial set of coils in the anti-Helmholtz

arrangement, as shown 2.10. The B-field is directed towards the central B =

0 point in the transverse (x, y) plane, while the field on-axis is directed away

from the B = 0 point, which requires laser beams of opposite handedness for

the axial and transverse directions to produce the correct configuration for

an MOT.

Apart from the beams opposite polarization, the direction of axial and trans-

verse field also differ in their respective B-field gradients. The gradient in

the transverse (x and y) directions are equal, but the axial (z) component

has to be opposite direction with a double in magnitude,

dBx

dx
=
dBy

dy
= −1

2

dBz

dz
(2.17)

The opposite polarity requires the beam polarization along the z-axis to be
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reversed for the x and y-axis. The greater axial magnitude means that the

restoring force is twice as large along the z-axis. The above equation is

derived from the Maxwell equations.

Figure 2.10: Schematic diagram of MOT in three dimensions array. Three mutually

orthogonal counter-propagating pairs of laser beams pointed toward the trap centre and

unique field’s zero generated by specific quadrupole magnetic coils. The beam polarisations

must need to be opposite to each other. The laser beams are red-detuned from the cycling

transition to cooling and trapping the atoms. A repumping light must also be present in

a real system to pump the atoms from the dark state.

Equation 2.14 presents the weak magnetic field that causes a position depen-

dence of the Doppler cooling. The right B-field and laser beam polarization

will drive atoms to the zero of the B-field. It is important to note that the

field is too weak to cause trapping by itself and just has the effect of in-

troducing the spatially-varying Zeeman splitting. A full description of the

MOT is a complex endeavour; however, the critical MOT dynamics can be

captured using simple expressions.
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Element (Phase) A B C TM (K)

K (Solid) 4.961 - 4646 0 336.8

K (Liquid) 8.233 - 4693 - 1.2403

Rb (Solid) 4.857 - 4215 0 312.6

Rb (Liquid) 8.316 - 4275 - 1.3102

Cs(Solid) 4.711 - 3999 0 301.6

Cs (Liquid) 8.232 - 4062 - 1.3359

Table 2.2: Included the values of constants in equations 6.23. In order to make a com-

parison, we have mentioned three different alkali metals with their natural abundance of

potassium, rubidium and caesium, are widely used in cold atom physics. We have also

enclosed the melting point of respective alkali metal.

2.4 Vapour pressure and number density

The knowledge of vapour pressure and atomic number density is essential for

thermal vapour cells and cold atomic cloud. For example, At room temper-

ature 39K has low vapour pressure and atomic number density; therefore, we

need to thermally heat the cell sufficiently high to get a significant absorp-

tion signal. The Antoine equation [89] represents a relation between vapour

pressures as a function of temperature, which is as follows,

log10 P(atm) = A +
A

T(K)
+ C · log10 T(K), (2.18)

here A, B and C define as material and state-dependent constants given in

the following summary [90],

Now if we consider the above mentioned gases as Ideal gas we can write,

PV = nRT (2.19)

here n, V, and R define as mole’s number, volume and molar gas constant

respectively. While, n = N/NA, and N is defined as the total number of

atoms furthermore NA is unique Avogadro number. So now ideal gas relation

becomes,



Chapter 2. Working principles of laser cooling and trapping 34

Figure 2.11: Comparison of K (red) vapour pressure and number density with respect to

temperature along with Rb (blue) and Cs (pink). The intersection of horizontal and verti-

cal violate, green and pink lines represents the melting point of K, Rb and Cs respectively,

as mentioned in table 2.2. Here we convert atmospheric pressure to pascal with 1 atm =

101325 pa.

N/NA

V
=

P(T)

RT
=⇒ N

V
(= ND) =

P(T)

T
· NA

R
=

P(T)

kBT
, (2.20)

where ND is number density and
NA

R
=

1

kB

, kB is Boltzmann constant.

Now we can numerically plot vapour pressure and number density as a func-

tion of temperature, which is as follows in figure 2.11.

Compared to the alkali mentioned above metals, the vapour pressure of potas-

sium is lower at the same temperature, so to achieve a reasonable vapour

pressure, we need to heat the cell. For example, we heated up at least 100
◦C to get the reasonable absorption spectrum for 4S → 5P transition, while

for Rb and Cs, the room temperature is sufficient. The cell was placed inside

a rectangular copper box (Because copper is a good thermal conductor of
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heat) as shown in figure 6.7 heated up with the resistive heater.

2.5 Why Potassium ?

The most abundant of potassium atomic sample consists 39K, 40K and 41K

isotope with the natural abundances of 93.2581%, 0.0117% and 6.7302% re-

spectively. Hence 39K, and 41K both are bosonic isotope with nuclear spin

I = 3/2, whereas 40K is the fermionic isotope with nuclear spin I = 4. There-

fore, bosonic and fermionic combination make potassium a unique candidate

to study Bosonic-Fermionic interactions.

Due to small hyperfine splitting of the 39K hyperfine manifold, if we detune

the cooling beam as required for the laser cooling, we actually bring the

detuned laser light closer to resonance with the non−cycling transitions,

which make 39K more difficult to cool down efficiently. Therefore, in the 39K

system pumping rate into the |F = 1〉 state is quite rapid. Therefore, the

repumping light must be about as intense as the cooling light, be detuned

from the repumping transition and must be counter-propagating as it now

provides a considerable amount of the force. Cooling and repumping in this

scenario start to lose meaning but will continue to be used for descriptive

convenience. As indicated in figure 2.6, the Doppler and sub-Doppler only

efficient in specific detuning, which is unique compare to another alkali atom-

like Rb and Cs. Farther more, our experiment demonstrated that a 39K

MOT might be formed by using only cooling and repump light on the same

polarization.

2.6 Optical properties potassium

In atomic physics experiments, potassium is very attractive due to its natural

abundance. There are two bosonic isotopes which are 39K and 41K and also a

fermionic isotope 40K. As we have discussed before, another reason for using

it is the easy accessibility of cheap semiconductor laser systems at the D1

and D2 transitions wavelengths.

The valence electron of potassium has an electronic orbital (~L ) and spin
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(~S) angular momentum. And due to spin-orbit coupling, the total angular

momentum becomes ~J of the atom, hence the spin-orbit coupling causes fine

structure splitting of the energy states. Therefore, two ground and multiple

excited states are represented as 2S1/2 and 2P1/2, 2P3/2 respectively. As we

know, because of the interplay between the nuclear spin ~I and the total

angular momentum ~J , the hyperfine structure becomes relevant.

~F = ~J + ~I, (2.21)

here F is defined as a quantum number and the values of F bounds (J−I) ≤
F ≤ (J + I). As we discussed before, the nuclear spin for 39K and 41K is

I = 3/2 and for 40K it is I = 4. Due to the strength of the hyperfine coupling.

The size of the nuclear magnetic moment is more relevant in the Zeeman

splitting. Therefore, the hyperfine frequency shifts because of interaction

between total electron and nuclear spin is provided as,

∆vhf =
1

2
KA+

3

2

K(K + 1)− 4I(I + 1)J(J + 1)

2I(2I − 1)2J(2J − 1)
B (2.22)

here K ≡ F (F + 1)− I(I + 1)− J(J + 1), the hyperfine constants defined as

A and B, all constant presented in table 2.3.

Isotope Nat. abundance

(%)

I State F A

(MHz)

B

(MHz)
39K 93.2581 3/2 2S1/2 1,2 230.868 −−

2P1/2 1,2 28.85 −−
2P3/2 0 − 3 6.093 2.786

40K 0.0117 4 2S1/2 9/2,7/2 -285.731 −−
2P1/2 7/2−9/2 -34.52 −−
2P3/2 5/2−11/2 -7.59 -3.5

41K 6.7302 3/2 2S1/2 1,2 126.999 −−
2P1/2 1,2 15.245 −−
2P3/2 0 − 3 3.363 3.351

Table 2.3: Hyperfine constants for three individual isotopes for ground 42S1/2 and excited

states 42P1/2 and 42P3/2 energy levels. The values are obtained from ref.[91, 92]
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As we discussed before, the hyperfine splitting is narrow, as shown in figure

3.2. From this energy level, in the diagram, it is clear that the Doppler

linewidth (∆ωD = 2π × 390MHz at 300K) and the ground state splitting

for 39K are of a similar magnitude. On the other hand, the excited state

splitting is very small, comparable to the natural linewidth (5.956 MHz and

6.035 MHz) for D1 and D2 lines respectively [63].

2.7 Practical Implementation and Summary

The magneto-optical trapping an excellent method to laser cool alkali atoms

to sub-millikelvin temperature, a typical MOT can cool atoms in the order

of 1010 atoms within a second and confined them to a cloud of few mil-

limetres size, which is an excellent starting point to study the cold atomic

physics. However, the initial temperature may not sufficient for many cold

atom experiments. Therefore, the temperature of the optical molasses can

be achieved an order of magnitude lower by using the sub-Doppler cool-

ing scheme as discuss 2.1.2, which can be used for atom interferometry and

Rydberg excitation experiments directly. Furthermore, to achieve quantum

degeneracy, the temperature needs to be reduced further using an evaporative

cooling scheme. In this method, the temperature approximately reduces an-

other order of magnitude below the sub-Doppler temperature, which is help-

ful for Bose-Einstein fermionic condensates and ultracold molecular physics.

The atom loading of an MOT and the collisional losses due to background

collisions are directly proportional to the vapour pressure. Therefore, the

high vapour pressure requires rapid loading at the cost of a short lifetime of

the trapped atoms. On the other hand, the low vapour pressure allows long

interaction times but with long experimental cycles. The experimentalist

solved this problem by using a two-chamber system. All the cooling, trapping

and probing of the MOT occurs in a low pressure ‘science’ chamber, in this

way, one can keep the atoms isolated from background gases, which increases

the lifetime of the atoms; on the other hand, the MOT is initially loaded by

a low-velocity atomic flux generated in a neighbouring ‘source’ chamber, for

example, pyramid chamber. In the next chapter 4, we design and discuss

cold-atom sources by using a pyramid chamber are outlined.



Chapter 3

Modulation transfer

spectroscopy of potassium D

transitions

Atomic physics experiments, particularly laser cooling [93] experiments, re-

quire a frequency stabilized laser light source including residual frequency

fluctuations that are considerably lower than the transition linewidth (which

is typically a several MHz for the D1/D2 transitions in alkali metal atoms).

There are several well-established techniques to achieve a zero-crossing spec-

trum that can be utilized for laser frequency stabilization, which are sub-

Doppler spectroscopy techniques named saturated absorption spectroscopy

(SAS) [94] and polarization spectroscopy (PS) [95]. Other commonly em-

ployed techniques include the dichroic atomic vapour laser locking scheme

(DAVLL) [96, 97], frequency modulation spectroscopy (FMS) [98], and mod-

ulation transfer spectroscopy (MTS) [99].

Here we present an experimental investigation of modulation transfer (MTS)

spectroscopy of D1 and D2 line of natural abundance 39K. Our results are

compared to theoretical simulations provided by Dr. Heung-Ryoul Noh at

Department of Physics, Chonnam National University, South Korea. The

MTS spectrum first was studied using hot Cesium atoms [100] in 2001 by

Bertinetto et al. Then the MTS spectrum for Rubidium atoms (D2 line)

[101] was characterized by Zhang et al in 2003. The MTS spectrum nor-

38
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mally requires a cycling transition but also can appear without closed cy-

cling transition in the two-level system [102], which is demonstrated by Li

et al in 2011 and in 2016 Zhan et al. extensively studied in the non-cyclic

crossover transition in Lithium [103] system. In the case of potassium atom,

people mainly use the D2 transition to lock the laser [104] but nowadays the

D1 transition getting more attention for trapping and cooling of 39K atoms

using gray molasses [105], still no one has discussed the accurate theoretical

treatment and characterization of the MTS spectrum for the D1 line in 39K.

Modulation transfer spectrum is Doppler-free due to standing wave created

in between the pump and probe beams as both beams coming from the

opposite direction and interact with the atoms in a non-linear fashion. The

main advantages of MTS are that (a) it has a flat background at zero and (b)

is usually dominated by a single closed transition. We observed in the case

of the D2 transition that the MTS spectrum is dominated by a real atomic

transition (i.e F = 2 → F = 1,2,3) as compared to the cross-over and other

transitions. But in the case of D1 transition, we find a big MTS signal (in

terms of amplitude and slopes) for the ground-state crossover transition (i.e F

= [1↔ 2]→ F
′
= 1). Both optical processes can be understood theoretically;

both of the transitions can be model by the Optical Bloch equations and the

Four Wave mixing process (FWM), which will present systematically.

In this chapter, we investigate and compares the MTS spectrum for both

the D1 and D2 transitions in figure 3.4, by investigating the dependency of

the MTS spectrum on the pump and probe beam, intensities and also differ-

ent polarization configurations. We examine different polarization sequences

such as linear parallel polarization (lin‖lin), perpendicular (lin⊥lin) polariza-

tion, equivalent circularly polarizations configuration (define as L+ - L+ or

L−−L−) and oppositely circular polarization ( define as L+−L− or L−−L+)

for both the D1 and D2 transitions.

3.1 Saturated Absorption Spectroscopy

In this segment, we will explain the Lamb dip or saturated absorption spec-

troscopy. The resonant laser light passes within a thermal cell containing an
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atomic sample and is detected by a photodiode. When the resonant laser

beam propagates through a gas of atoms, the intensity I of the laser light

modifies; this change in intensity can be calculated via the number of pho-

tons scattered by the atoms per unit volume, which the following equation

can express,

dI

dz
= −~ωγpn, (3.1)

where z is defined as the path of propagating of laser light within the thermal

vapour cell, ω is defined as laser frequency and n is the atomic density inside

the cell. The scattering rate at low beam intensity (in the weak probe regime)

can be defined as,

γp = (
s0

1 + s0

)
( γ/2

1 + (2(ω − ω0)/γ′)2

)
, (3.2)

here ω0 is defined as transition frequency from ground state to excited state,

the saturation parameter on the resonance defined by s0 = (I/Is), Is =

πγhc/3λ3 is the saturation intensity on resonance, γ
′
is defined as the power-

broadened linewidth (where γ
′

= γ
√

1 + s0), and λ defined as transition

wavelength. Therefore, equation 3.1 can be formulated as follows,

I(z) = I0e
−αz, (3.3)

where α = σegnL(ω) (L(ω) is defined as laser detuning from the atomic

resonance, which is a Lorentzian function, σeg and n define as a scattering

cross-section, absorption coefficient respectively). Now the scattering cross-

section can be expressed as follows,

σeg =
~ωγ
2Is

=
3λ3

2π
. (3.4)

Assuming atoms are moving in arbitrary directions in the vapour cell with

velocities, which can be represented by the Maxwell distribution dn(v). In
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this thesis, we will only discuss the vz components, i.e. the direction of laser

beam propagation.

Figure 3.1: Example of absorption coefficient vs laser frequency at any multi-level systems.

The black Bell-shaped curves are with the pump off, while red dotted Bell curves represent

the individual transitions. And the blue curve is with the pump beam on.

The sub-Doppler outline of a spectrum in saturated absorption is thoroughly

presented in [106, 107]. A weak probe beam and a relatively strong pump

light overlap within the thermal cell in the sub-Doppler method. The atoms

with zero group velocity are resonant at the intersection of both lights only

on the resonance frequency. The intense pump light has transferred the

atomic population from the ground to the excited state. Therefore, the

decreased ground state population can be detected by using a weak probe

light. So, the absorption decreases in the probe light close resonance can

be detected, called the Lamb dips in the Doppler background. Normally

for any alkali atomic system, we can see two ground states and multiple

excited states and their saturated absorption spectrum have many Lamb dip,

including crossover transitions. These crossover features arise whenever there

are sufficient atoms whose Doppler shifts are precisely half the frequency

separation among two transitions because the pump and probe light are

counter-propagating and the atom will see them Doppler shifted by equal

and opposite amounts. If the laser frequency is precisely halfway (in middle)

between the two transitions with respect to the lab rest frame, the atom will
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encounter both pump and probe as acting on resonance, shown in 3.1 figure.

In section 3.5 we experimentally demonstrate Lamb dip for the D1 and D2

transition in potassium.

3.2 Four wave Mixing process

The modulation transfer spectroscopy can can be explained in terms of the

Four-Wave mixing (FWM) process. In the MTS process there are two fre-

quency components of the laser beam, i.e. pump beams with sidebands. The

pump light (plus sideband) interacts with the probe light through the third-

order susceptibility (χ3) and creates a fourth frequency as a sideband of the

probe beam. This modulation process involves a few specific frequencies that

make MTS a perfect scheme for the four-wave mixing process. Here we ex-

plain in detail the precise laser frequencies involved in this process, which is

shown in figure 3.2.

Within our thermal cell, atoms are interacting with both probe and pump

lights and the atoms flying with a velocity of υ along the propagation di-

rection of the pump light, see the light Doppler shifted in frequency (kυ,

k defined as wave vector k = 2π/λ). And the resonant frequency ω0, with

respect to laser frequency the expression kυ get modified. The pump car-

rier frequency ω1 with the two sidebands, the oscillation frequencies become

ω1 ±Ω and the probe frequency is ω2 after the probe beam is modulated by

the pump beam, which produces new photons with frequency ω2 ± Ω. This

interplay can be explained relating the figure 3.2. We also consider the decay

channels as defined as the decay rate of Γ and decay rate of other different

states of Γ1; hence, we consider the total excited state decay rate defined as

Γ.

3.3 Basic theory

Here we summarizing the theory performed by Noh in supplying the calcu-

lations, which can be found in detail in the following papers [99, 108]. We

recognise a two-level atomic system with excited and ground states, expressed
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Figure 3.2: (a) A simple diagram of modulation transfer spectroscopy. (b) Energy level

diagram of a two-level atomic system along with a non-cycling transition. (c) and (d)

diagrams to understand the non-linear interaction (four wave mixing) process in the mod-

ulation spectrum.

by ket vectors |e〉 and |g〉 respectively. Therefore, the atomic system can be

represented via the known optical Bloch equation as [99],

ρ̇ = −(i/~)[H0 + V, ρ] + ρ̇sp, (3.5)
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here the density matrix operator defined as ρ and the ground state atomic

Hamiltonian is represented as H0 = ~ω0|Fe,me〉〈Fe,me| and ρ̇sp terms repre-

sent the matrix elements of spontaneous emission, which can be represented

as follows,

ρ̇sp =

(
−Γρe,e −Γ

2
ρe,g

−Γ
2
ρg,e Γρg,g

)
(3.6)

The matrix elements can be expressed in the following way,

〈Fe,m|ρ̇sp|F
′

e,m
′〉 = −Γ〈Fe,m|ρ|F

′

e,m
′〉,

〈Fe,m|ρ̇sp|F
′

g,m
′〉 = −(Γ/2)〈Fe,m|ρ|F

′

g,m
′〉,

〈Fg,m|ρ̇sp|F
′

g,m
′〉 = Γ

Fe=Fg+1∑
Fe=Fg−1

+1∑
q=−1

S
Fe,m+q

Fg,m
S
F
e,m
′
+q

F
g,m
′ 〈Fg,m|ρ|Fg,m

′〉,

(3.7)

The total decay rate from the excited to ground states defined as Γ and for

i 6= j (ρ̇sp)ji = (ρ̇sp)ji. The optical Bloch with first time dependence (i.e.

equation 3.7) can be transformed into new slowly varying variables, which

can be defined as ρij = ecijt∂ij , where cij = −(+)ω, where i and j indicates

the ground (or excited) and excited (or ground) states, respectively, if cij = 0,

while i and j signifies the ground or in-excited states. Therefore, equation

3.7 is modified in the subsequent equation,

∂̇ij = e−cijtρ̇ij − icij∂ij, (3.8)

here ρ̇ij is defined as matrix element from equation 3.7. And in equations

3.9 the normalized transition strength in between | Fe,me〉 and | Fg,mg〉 is

defined as S
Fe,me

Fg,mg
[102, 109].

The probe light is not modified during the processed MTS spectroscopy, but

the pump light frequency modulates. Therefore the interaction part of the

Hamiltonian can be written in the subsequent way,

V =
~
2

(Ωce
−iω1t + Ωse

−i(ω1+Ω)t − Ωse
−i(ω1−Ω)t

+Ωpe
−iω2t) | Fe,m〉〈Fg,m | +h.c.,

(3.9)
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In above equation Ωi(= −
degEi
~

) is defined as the Rabi frequency, where

i = c, s, p indicates different laser carrier frequency, and ω1(2) = ω+ (−)kv is

the beam frequency of the carrier pump (probe) beam (while the atoms are

moving with velocity v). Here deg, i.e. dipole operator, which is linked to

the decay rate, which can be expressed as,

Γ =
1

3πε0

ω3
0

~c3
d2
eg (3.10)

In figure 3.2 we define detunings δ1 and δp, which satisfy ω1 = ω0 + δ1 and

ω2 = ω1 + δp respectively, where δ = ω − ω0 is defined as the detuning.

Therefore δ1 and δp can be derived in terms of velocity distribution v as

follows,

δ1 = δ + kv, δp = −2kv (3.11)

If we consider three photons’ interactions ∂ee and ∂gg has 11 different oscil-

lation frequencies, which are 0, ±Ω, ±2Ω, ±δp, ±(δp + Ω) and ±(δp − Ω),

similarly for ∂eg has 20 oscillation frequencies, i.e 0, −δp, −δp±Ω, −δp± 2Ω,

+δp, δp ± Ω, δp ± 2Ω, −2δp, −2δp ± Ω, ±Ω, ±2Ω, and ±3Ω and ∂ge another

20 oscillation frequencies with −∂eg. All from the oscillation frequencies just

mentioned, the populations only affected by 0, ±Ω and ±2Ω denoted as

emission and absorption for two, 1 carrier, 1 and 2 side-band photons. Fur-

thermore, additional oscillation frequencies can be explained similarly. For

simplification, we will only consider two oscillation frequencies, i.e. 0 and

±Ω; all other oscillation frequencies are not considered.

When the photon number is limited, the populations can be created via the

two-photon carrier and sideband photons. Furthermore, via three-photons

interaction, the probe photon provides the optical coherences (off-diagonal

matrix elements). Therefore, only five oscillation frequencies matter in our

entire populations, which are 0, ±Ω and±2Ω. Compared to carrier oscillation

frequency, sideband frequencies are weak; therefore, we can ignore 2nd-order

sideband ±2Ω. Similarly, seven oscillation frequencies (i.e. −δp ± Ω, −δp, 0,

±Ω, and ±2Ω) are important for the excited-ground state coherences, and
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opposite sign for ground-excited state coherences. Therefore the population

can be expressed as follows,

∂ee = p1 + (p2 + ip3)e−iΩt + (p4 + ip5)e−i2Ωt + (p6 + ip7)e−iδpt

+(p8 + ip9)e−i(δp+Ω)t + (p10 + ip11)e−i(δp−Ω)t + c.c.,
(3.12)

∂gg = ∂ee(pi → qi), i = 1, ..., 11, (3.13)

Now the coherences terms can be expressed explicitly as follows,

∂eg = (r1 + is1)e−iδpt + (r2 + is2)ei(−δp−Ω)t

+(r3 + is3)ei(−δp+Ω)t + other 17 terms
(3.14)

∂ge = ∂∗eg (3.15)

In equation 3.12, the 17 terms which is related to e−iδpt, ei(−δp−Ω)t and

ei(−δp+Ω)t are not shown. Here p, q, r and s defined later on this section.

Now, if we are inserting equations 3.14 and 3.16 into equation 3.10 we can

obtain several coupled linear differential equations, as an example for ṗ1 and

q̇1 the equations becomes,

ṗ1 = −Γq1 − Ωcs13 + Ωss14 − Ωps1,

q̇1 = Γq1 + Ωcs13 − Ωss14 + Ωps1,
(3.16)

where s1, 13 and s14 are the imaginary components of the oscillations frequen-

cies. Therefore, from equation 3.16, we can have ṗ1 + q̇1 = 0( i.e p1 + q1 = 1)

which means the population is conserved. Therefore, using the induced dipole

moments, the detected beat spectrum can be estimated as follows,

〈d〉 = Tr(ρd) = degSeg{(r1 + is1)e−iδpt + (r2 + is2)ei(−δp−Ω)t

+(r3 + is3)ei(−δp+Ω)t + other terms + c.c, }
(3.17)
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Since the electric field, Esig is created by the oscillating electric dipole, which

is changed in phase by π/2 with respect to the probe field. Sij is defined as

relative transition strength in-between ground states and excited states.

Esig ∝ i(r1 + is1)e−iδpt + i(r2 + is2)ei(−δp−Ω)t

+i(r3 + is3)ei(−δp+Ω)t + other terms + c.c,
(3.18)

This electric field is oscillating with ω2±Ω, which can be understood properly

by the FWM process as presented in figure 3.2. In this coherence interaction

process, the carrier frequency ω1, sideband ω1 + Ω and probe ω2 interacts

with the atoms and generate a new oscillation frequency ω2∓Ω, this can be

understood in figure 3.2. Since the beating oscillating electric field interacts

with the probe beam, the observed signal is obtained as follows, and the

computed spectrum is presented in figure 3.3.

I0cos(Ωt) +Q0sin(Ωt) (3.19)

where I0 and Q0 are the dispersive in-phase component and an absorptive

quadrature component, which can be expressed as,

I0(δ1, δp, t) = Seg(s3 + s2), Q0(δ1, δp, t) = Seg(r3 − r2) (3.20)

To obtain final results, one can integrate in-phase and quadrature parts across

the transverse and longitudinal velocity distributions, which is as follows,

I(t) =
1

tav

∫ tav

0

dt

∫ ∞
−∞

dvfD(v)I0(δ + kv,−2kv, t)

Q(t) =
1

tav

∫ tav

0

dt

∫ ∞
−∞

dvfD(v)Q0(δ + kv,−2kv, t),

(3.21)

where velocity distribution of the atoms ( i.e. Maxwell-Boltzmann function)

is defined as fD,

fD = (
√
πu)−1 exp[−(v/u)2] (3.22)
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where u(= (2kBT/M)1/2) is defined as the most probable velocity distribu-

tion, the thermal cell temperature is defined as T , the atomic mass is defined

as M and the average time to cross laser beam is tav(= (
√
π/2)d/u), where

the diameter of the beam is d [110].

Figure 3.3: Calculated in-phase and quadrature parts of the detected MTS signal. In (a)

indicate D1 transition of potassium (39K + 41K) isotopes. Similarly the MTS spectrum

for D2 transition presented in figure (b). The simulation done by Heung-Ryoul Noh.

The in-phase and quadrature components of D1 and D2 transitions of potas-

sium atoms. For the simulations, we used carrier, each sideband, and probe

intensities of 11.8 mW/cm2, 2.5 mW/cm2 and 57 mW/cm2 respectively, the

thermal cell temperature was 99 degrees, beam diameter was 2 mm. The

EOM modulated frequency was considered to be 6.08 MHz. The in-phase

represents the MTS spectrum at phase angle = 0 degree and for quadrature

component at phase angle = 90 degrees, respectively.

Before going to details spectroscopic studies we need to understand the en-

ergy level diagram (figure 3.4), where we can represent 42S1/2 = 2 → 42P1/2

= 2 as D1 (i.e 770.108 nm ) and 42S1/2 = 2 → 42P2/3 = 3 as D2 (i.e 766.7

nm ) transition respectively.

This chapter will extensively examine and describe the temperature depen-

dence of saturation absorption and the MTS spectrum and characterize the

effect of the probe beam and pump intensity on the modulated spectrum.

Then we study the impact of the polarization on both the crossover transi-

tion in D1 and for the D2 transition, respectively.
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Figure 3.4: Energy level diagram for the D1 and D2-lines of 39K, the numerical values

are taken from [63].

3.4 Experimental setup

The optical layout of our experimental components for MTS spectroscopy is

shown in figure 3.5. In our experiment, we used a homebuilt external cavity

diode laser (ECDL) with a littrow configuration with an AR-coated laser

diode (Part number:- EYP - RWE - 0790 - 04000 - 0750 - SOT0001 - 000),

which can be tuned from 750 nm to 790 nm. Therefore, the D1 and D2 line
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Figure 3.5: Optical setup of our MTS spectroscopic experiment. The modulation frequen-

cies of 6.05(5) MHz and 5.85(3) MHz were used for the D1 and D2 transitions. The beat

signal is demodulated after being detected by a fast photodiode, producing the error signal.

PBS, polarization beam splitter; nPBS, non-polarization beam splitter, PD, photodiode;

DBM, double-balance mixer; LP, low pass filter; PS, power splitter; EOM, electro-optic

modulator.

of potassium is easily accessible by the laser diode. For D1 transition we

have 3 ± 0.2 mW laser beam power and 1.3 ± 0.2 mW for D2 transition

available for modulation transfer spectroscopy, due to the requirement of

other experiments simultaneously. When the beam is passed through PBS1,

it splits into two beams with specific polarization: the pump and probe

beams. We can control the power of the pump and probe beam by using a

half-wave plate just before the PBS1.

The 23 mm vapour cell is inside a copper cube that can be heated up to

130◦C to get sufficient vapour pressure. In order to control the polarization

of the pump and probe beams, one can use a half waveplate and quarter

waveplate on each ends of the vapour cell. A homemade EOM modulator

is used to modulate the phase of the pump beam, which can be driven by

a 5.85(3) MHz rf signal generated by a digital function generator (Digimess

compact H.UC-65-00, FG 100). We used a homemade fast photodiode cir-

cuit (Hamamatsu-S5971) to record the spectrum. To divide the low and

high-frequency segments of the photodiode spectrum a bias-T (Mini-circuits
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ZFBT-4R2GW-FT+) is used. The low-frequency component was directed to-

wards an oscilloscope, which gives us SAS spectrum, and the higher frequency

segment was mixed within a DBM (double-balanced mixer) (Mini-Circuits

ZAD-1H+) and later separated by a homemade active low pass filter with a

cut off frequency of 16 kHz and a gain of 178. We used a power splitter (PS)

(Mini-circuits ZSC-2-1+) to synchronize the function generator and DBM

with the EOM. We used a homemade EOM setup with a simple LCR circuit

with a Q-factor of 15(1) [111], where L, R and C are defined as the induc-

tance, resistance, and capacitance of the inductor, the EOM used a LiTaO3

crystal.

As indicated [103], the modulation frequency should be approximately 0.7Γ,

where Γ = 2π × 6.035 MHz and the corresponding expected modulation

frequency is 4.22 MHz. Though, in our investigation, the power broaden-

ing of the transitions makes the spectral linewidth greater than the natural

linewidth. This phenomenon influences our modulation frequency, and the

optimized modulation frequency also raises. However, a higher modulation

frequency has a better signal to noise ratio. For these reasons, we choose

modulation frequencies of 6.05(5) MHz for D1 and 5.85(3) MHz for D2, which

is near the natural linewidth of respective transitions.

Once the MTS signal is demodulated by the mixer and low-pass filter, it’s fed

to the locking amplifier module, which regulates and distributes it to the laser

system input. This input voltage allows access to the ECDL piezo actuator

voltage by adjusting the cavity length. The voltage for this is driven by the

scanning controlling unit. The error signal can be seen on an oscilloscope

while scanning the frequency. We take a peak to peak amplitude and slope

of the MTS spectrum directly from the oscilloscope. We also calculate the

slope by fitting a straight line between two peaks using Origin. The difference

between these two amplitudes/slopes is an error in the slope and amplitude.
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3.5 Saturated absorption spectroscopy of the

D1 and D2 lines of potassium

As any cold atom physics experiment starts from absorption spectroscopy,

we also started with saturated absorption spectroscopy. We used a 23 mm

cell (Toptica CE K 25) containing potassium isotopes in our experiment.

At room temperature, we have low vapour pressure within the potassium

cell; to increase the vapour pressure sufficient for experiments, we started

to heat the cell and record the saturated absorption spectrum at different

temperatures, using the temperature sensor to monitor the cell temperature.

Our example spectra are shown in figure 3.6 for the D1 transition and for

the D2 transition presented in figure 3.7. We also theoretically estimate

the temperature inside the 23 mm vapour cell from the Doppler broadened

absorption spectrum using ElecSus [112].

Our home-built ECDL laser system was used for the spectroscopy and MOT

experiment presented in next chapter. The output of the laser was elliptical,

therefore, two cylindrical lenses were used in perpendicular orientation to

make the laser beam circular. The light coupled with the fibre and used for

experiments, we used a Thorlabs camera to measure the collimated beam

size wx = 1.7± 0.02 mm and wy = 1.9± 0.03 mm (along the horizontal and

vertical axis) for D1 and D2 respectively just before entering the thermal cell.

The basic setup of our experiment is shown in figure 3.5. In saturated absorp-

tion spectroscopy, two counter-propagating pumps and probe beams interact

and overlap in a potassium vapour cell. As discussed before, due to low

number density and vapour pressure at room temperature, our thermal cell

needs to be warmed up with a resistive heater and monitor the temperature

using a thermistor. A photo-detector detects the probe beam, and the probe

light gives us the SAS spectrum with Doppler background as shown in figure

3.6 for the D1 transition. Here we can see three main Lamb dips which are

A, B (B1 + B2) and C, while A represent F = 2 → F
′

= 1,2 transition, B

represent crossover peak F = [1↔2] → F
′

= 1,2 transition and C is F = 1

→ F
′

= 1,2 transition respectively. Within the crossover peak two peaks are

visible, they are B1 and B2 respectively. Due to low natural abundances of
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Figure 3.6: The Doppler-free SAS spectrum of D1 transition was obtained by deducting

the Doppler spectrum from the saturated absorption spectrum. The frequency axis is

calibrated using a cavity signal.

the 40K and 41K isotopes, the contribution of 40K and 41K isotopes on the

spectrum is not visible.

For the D2 line in figure 3.7, here are two main features in the spectrum.

Each component consists of a group of overlapping transitions, mainly in A

and B. Within the typical Lamb dips, ′A′ corresponds to F = 2→ F
′

= 1,2,3

in addition there is crossover resonance within the individual of the excited

states. Similarly, characteristic peak B includes two ground state crossover

peaks within two actual transitions. Here in this spectrum, a very weak peak

appears, which is coming from 41K isotope.

The Doppler background of the saturation absorption spectrum strongly cou-

pled with the temperature, through exponential dependence of the vapour

pressure. For D1 transition Lamb dip started appear from 70◦C and the dip

is not visible beyond 130◦C 3.8, because the cell becomes optically thick on

resonance, not that the line becomes broader at the higher temperature and
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Figure 3.7: The Doppler-free SAS spectrum of the D2 line of potassium was measured by

subtracting the Doppler broadened background from the Doppler broadened SAS spec-

trum.

maximum Lamb-dip for features B (which is the crossover transition) around

104 ± 3◦C (as we discuss in figure 3.10). But for A and C (the resonance

transitions), the optimal temperature is higher than peak B. For D2 tran-

sition the peaks started appear from 65◦C, we can clearly see two narrow

peaks Ā and B̄, which are F = 2 → F
′

= 1, 2, 3 and the crossover ( F = [

1 ↔ 2] → F
′

= 1,2,3 ) transition respectively. Also we can see a small dip

near 260 MHz which is corresponding to F = 1 → F
′

= 0, 1, 2 of 39K which

is overlap with 41K ground state crossover. The peaks are not visible beyond

115◦C, because the cell becomes optically thick on resonance as indicated

earlier. For this transition both peaks are in maximum point near 96 ± 2◦C.

We take both the Doppler and sub-Doppler spectrum at the same temper-

ature within a small time window to optimize the temperature dependence.

After that, we subtract these two signals, and we end up with a flat back-

ground and narrow of A and B as shown in figure 3.6 and 3.7. After that,

we fit a Lorentzian function for simplicity and extract the peak heights (Am-
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Figure 3.8: The saturated absorption spectrum at different cell temperatures. In figure

(a), the D1 line shapes are presented for different temperatures. From top to bottom,

the curves represent 83, 90, 104, 119, and 129◦C respectively. Similarly, in figure (b), the

D2 line shapes are presented for different temperatures. From top to bottom, the curve

represent 79.5, 84.3, 90.5, 98.6, and 113.4◦C respectively.

plitude). Because our MTS spectrum will appear in B peak of D1 crossover

transition and as presented in figure 3.10, within B peak we can see two peak

B1 and B2 with the MTS spectrum generated by B1 peak. The measured

amplitude is shown in figure 3.9. We quantify the frequency axis using the

cavity spectrum, which is briefly discussed in A.2.1 section. The intensity of

a weak probe light travelling within a thermal cell is equivalent to exp(-αL),
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Figure 3.9: The temperature dependency of SAS features. The temperature regulated

with the current passing within the resistive heater attached to the cell in the experiment.

In (a) the peak amplitude or height varies with the cell temperature, the blue, black and

red represent the A, B1 and C respectively for D1 770.1 nm transition with fixed pump and

probe intensity 12.3 ± 0.04 mW/cm2 and 5.50 ± 0.05 mW/cm2 respectively (b) Similarly

in case of D2 767.7 nm transition features Ā (red data point) and B̄ (black data point)

peak amplitude or height varies with the cell temperature, while the pump and probe

beam intensity was 13.7 ± 0.03 mW/cm2 and 6.74 ± 0.01 mW/cm2 respectively.

where α and L is defined as absorption coefficient and the length of the cell,

respectively.
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In figure 3.9, we show the temperature dependence of the amplitude of the

peaks A, B and C for D1 770.1 nm and D2 767.7 nm transition. The height

of the features for both transitions increase with increasing temperature and

reach a maximum 104 ± 3 ◦C for D1 (770.1 nm) and 96 ± 2 ◦C for D2

(767.7 nm) transition respectively. If we increase the temperature further,

cell becoming optically thick and not much light making it through the cell

- hence the signal become smaller. In the case of other features B and C

for D1 transition and feature B̄ in D2 transition, it almost follows the same

behaviors in terms of peak height at the higher temperature.

Figure 3.10: For the crossover of D1 saturated absorption spectrum three (B1, B2 and

B3) Lamb-dips are clearly visible, B1 and B2 are dominating. We fit three Lorentzian

curves corresponding to the three crossover transitions shown in the figure. After fitting

the Lorentzian function and estimating the peak positions, we can say that separation

between F
′

= 2 to F
′

= 1 agrees with our fitted value within 4.6%.

If we concentrate on the crossover transition for the D1 transition in figure

3.10, where two peaks B1 and B2 are easily visible but B3 is weak. B1

represents F = [1 ↔2] ↔ F
′

= 2, B2 indicates F = [1 ↔ 2] ↔ F
′

= [1 ↔
2] and B3 is generated from F = [1 ↔ 2] ↔ F

′
= 1 transitions respectively.

We also fit Lorentzian functions and compute the peak positions as shown in

figure 3.10. We find that the separation between peak B3 and B1 is 53.0(5)

MHz. This should be compared to the separation between F
′

= 1 and F
′

= 2 which is 55.5 MHz, which is within 4.6% uncertainty of the measured

value. As the B1 and B2 are strong peaks, we studied their temperature
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dependence. We found that the amplitude of both features increases linearly

and reaches a maximum of around 104 ± 3◦C beyond which the amplitude

decreases dramatically to almost zero at 130 ± 2◦C. So we found from this

section that optimal temperature for D1 and D2 transitions are 104 ± 3◦C

and 96 ± 2◦C respectively.

Note : − In this section when we optimize the signal for the D1 transition

as a function of temperature, the B1 (F = [1 ↔ 2] → F
′

= 2) is the main

feature for MTS spectroscopy which will be discussed in the next section.

And similarly, for the D2 transition feature, Ā (F = 1→ F
′
= 1,2,3) generates

the dominant signal in the MTS spectrum.

3.6 Modulation Transfer Spectroscopy with

42S1/2 → 42P1/2 & 42P3/2 Transition.

This section will discuss the impact of temperature, intensity, and the po-

larization of the pump and probe lights on the MTS spectrum. Figure 3.11,

shows how the MTS spectrum depends on the temperature of the potas-

sium vapor cell when the pump intensity is 36.75 ± 0.06 mW/cm2 and the

probe intensity is 22.05 ± 0.01 mW/cm2 for the D1 transition respectively.

Similarly for the D2 transitions pump intensity is 13.7 ± 0.05 mW/cm2 and

the probe intensity is 7.38 ± 0.01 mW/cm2 respectively. In figure 3.12, we

compute the amplitude and slope of the signal, and we can see that the

temperature greatly affects the response of the MTS spectrum. For both D1

and D2 transition, initially the amplitude and slope increase abruptly with

the increased temperature up to 104 ± 3◦C for D1, and 96 ± 2◦C for D2,

then decrease dramatically. This kind of changes happens at low temper-

atures, the atom number is insufficient. The atom vapor density increases

with temperature, at the peak position in figure 3.12, atom number keeps

increasing with temperature, and we get maximum amplitude and slope of

the MTS spectrum. At higher temperatures, the collisions between atoms

and cell walls also reduce the efficiency of the optical pumping, which will

reduces the spectrum.

All the data were taken with the same beam intensity mentioned above and
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Figure 3.11: Typical modulation transfer spectroscopy with saturated absorption spec-

troscopy as a reference. In figure (a), the MTS spectrum studied for the D1 transition at

different vapour temperatures. From top to bottom, every spectrum represents a different

cell temperature which is denoted in the plot. In (b), similarly, we studied the spectrum

for the D2 transition at different vapour temperatures; here, we also listed different spectra

with different temperatures.

with a minimum interval. For the D1 transition, the MTS spectrum compares

to B1, F = [1↔ 2]→ F
′
= 1 transition, which is not been reported before for

39K. Before this work, only in the Li MTS spectrum [103] has the same kind

of crossover transition been reported, where the incoherent process generated

the spectrum. Other modulated resonance and crossover transitions in D1
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are also visible, but the dips and slopes are negligible in comparison to B1

crossover transition. Similarly in the case of the D2 transition, the MTS

spectrum represents the F = 2 → F
′
= 1, 2, 3 transition, which is denoted as

A and B corresponding to crossover F = [1 ↔ 2] → F
′

= 1,2,3 transition.

Clearly, in the spectrum, we can observe a big MTS signal associated with the

cycling F = 2 → F
′

= 3 transition, which dominates the other signal. We

can qualitatively confirm while comparing the saturated absorption signal

with the MTS signal, we have seen the zero crossings of the MTS signal is

not aligned with the centre of the saturated signal; it is shifted to higher

frequency. Therefore, we expect that the MTS spectrum for the D2 line

generates from F = 2 → F
′

= 3 transition.

From the temperature dependence experiments we can conclude that for

D1 transition 104 ± 3 ◦C is the optimal cell temperature, similarly for D2

transition we have the 96 ± 2◦C is optimized temperature for 10 cm long

potassium thermal cell. Our optimal MTS temperatures are quite similar

to the optimal temperatures of the saturated absorption spectrum for our

experiments.

3.7 Pump and Probe intensity optimization

The MTS spectrum depends on the pump intensity as shown in figure 3.13.

For each transition, the slope and amplitude of the MTS spectrum rise with

the pump power and follows the almost linear behavior at low beam inten-

sity at constant probe intensity. For the D1 transition the amplitude and

slope peaks around 17.5 ± 0.05 mW/cm2 and then both the amplitude and

slope becomes saturated, while the constant probe intensity was 23.7 ± 0.04

mW/cm2.

Similarly, for D2 transition, the MTS spectrum amplitude and slope peak

at 13 mW/cm2 and then decrease dramatically. All the data was taken

at constant probe intensity of 9.50 ± 0.05 mW/cm2. For both transitions

we prefer L+ − L+(L− − L−) configuration of the pump and probe light to

improve the MTS signal in our experiments.

In the remaining part of this part, we investigate the impact of probe intensity
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Figure 3.12: Dependence of MTS spectrum on temperature with fixed pump and probe

intensity, here we only quantify the B1 features for D1 (crossover) and the A feature for

D2(F = 2→ F
′
). In (a) the D1 transition amplitude and slope increases until 104 ± 3◦C

and then reduces dramatically. Similarly in (b) the D2 transition, amplitude and slope

increases until 96 ± 2◦C and then reduces relatively fast.

on the MTS spectrum, as shown in figure 3.14. For the D1 transition the B1

feature (F = [1↔ 2]→= 2) generates the largest MTS signal and similarly for

D2 line the largest feature in the MTS spectrum corresponds to the main peak

A corresponding to F = 2 → F
′

= 3 (expected) transition. The amplitude

and slope of both signals increase linearly with the increase of the probe

intensity initially. For D1, transition peaked at ∼ 31 ± 1 mW/cm2, after that

the amplitude started the decline. While for D2 transition the amplitude and
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Figure 3.13: Pump intensity dependence on the MTS spectrum for constant probe inten-

sity. (a) shows the D1 transition with a fixed probe of 23.7 ± 0.04 mW/cm2. (b) shows

the D2 transition with a fixed probe of 9.50 ± 0.05 mW/cm2.

slope are almost saturated after ∼ 7 ± 1 mW/cm2 probe intensity at constant

pump intensity. The spectrum is dominated by a low signal-noise ratio at

a lower intensity, but in higher intensity, the signal dominates the noise.

Here we measure the pump and probe power just before the hot potassium

thermal vapor cell. The beam size also impacts the MTS spectrum, which is

not studied in this thesis. But the interested reader can find a detailed study

on the Rb system in [111].

The amplitude and slope increase with the increase of laser power because of

the low atom-atom collision rate and the efficiency of the four-wave mixing
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Figure 3.14: Probe intensity dependence on the MTS spectrum for constant pump inten-

sity was kept constant. (a) shows the D1 transition with a fixed pump intensity of 16.40

± 0.01 mW/cm2. (b) shows the D2 transition with a fixed pump intensity of 11.60 ± 0.02

mW/cm2.

Transition

Peak pump

intensity

(mW/cm2)

Peak probe

intensity

(mW/cm2)

Temperature

(◦C)

D1 17.5 ± 0.5 31 ± 1 104 ± 3

D2 13 ± 1 7 ± 1 96 ± 2

Table 3.1: Optimal pump and probe intensity for both D1 and D2 transition of 39K at

individual peak cell temperature.
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(FWM) process increases at higher intensities. Then if we increase the probe

intensity, the collision rate becomes more significant and less FWM process

and end up with smaller amplitude and slope. Still, when we increase the

probe intensity with constant pump intensity, we observe that after the peak

position of amplitude and the slope does not change that much. Also, the

pump and probe intensity will start the broadening of transition linewidth,

which plays a crucial role in the MTS spectrum, i.e. the MTS amplitude

and the slope decreases with increasing intensity. We quantified the optimal

temperature, pump and probe intensities in table 3.1 for both transitions.

3.8 Different polarization combination

In this section, we investigate theoretically and experimentally the polariza-

tion dependency of the MTS spectrum. We examine four separate com-

binations of pump and probe beam such as linear polarization define as

lin ‖ lin, lin ⊥ lin and circular polarization define as L+ − L+(L− − L−),

L+−L−(L−−L+), which can be obtained by rotating λ/2 or λ/4 wave-plates

on each ends of the thermal cell as shown in figure 3.5. For the modeling and

for the experiments we used carrier, each sideband, and probe intensities of

11.8 mW/cm2, 2.5 mW/cm2 and 57 mW/cm2 respectively, the thermal cell

temperature was 99 degrees, beam diameter was 2 mm and the EOM mod-

ulated frequency was 6.08 MHz. In our experiment, lin ‖ lin and lin ⊥ lin

combination can be achieved by excluding the quarter-wave plates from each

side of the vapour cell by arranging proper angles of the half wave-plates to

make the lin ‖ lin and lin ⊥ lin polarization configurations.

Then we re-inserted the λ/4 wave plates and removed the λ/2 wave plates.

The quarter wave-plates are then rotated to provide the correct polarization

configuration for L+ − L+/(L− − L−) and L+ − L−/(L− − L+). The results

for the different configurations for both the D1 and D2 transitions are shown

in the figure 3.15 and 3.16 respectively, which is also comparable with our

theoretical study. There is a significant role of the carrier, sidebands and the

probe frequencies as indicated [99, 102, 108].
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Figure 3.15: Comparison of theory and experiment for the MTS spectrum on the D1

line of 39K. Different polarization configurations of the MTS spectrum, for theory and the

experiments presented in (a) and (b) for lin ⊥ lin , (c) and (d) for lin ‖ lin, (e) and (f)

for L+ − L−(L− − L+) and finally (g) and (h) for L+ − L+(L− − L−) respectively. In

each plot relative phase are indicated by three different colours. All the fitting parameters

we already discussed earlier. The simulations done by Dr. Heung-Ryoul Noh, Chonnam

National University based on data and parameters suggested by the author and the data

from Mr. Andrew Innes, Durham University under instruction by the author.
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Figure 3.16: Comparison between theoretical study and our experiment for D2 transition.

Different polarization configurations of the MTS spectrum, for theory and the experiments

presented in (a) and (b) for lin ⊥ lin , (c) and (d) for lin ‖ lin, (e) and (f) for L+ −
L−(L−−L+) and finally (g) and (h) for L+−L+(L−−L−) respectively from D1 line. In

each plot relative phases indicated by three different color. The simulations done by Dr.

Heung-Ryoul Noh, Chonnam National University based on data and parameters suggested

by the author and the data from Mr. Andrew Innes, Durham University under instruction

by the author.
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In the MTS spectrum shown in figure 3.15 and 3.16 both transitions depend

on polarization configurations. The MTS spectrum for different polarization

configurations is created by a coherent four-wave-mixing process as indicated

by [99, 102, 103]. As explained in [99, 102] a long interaction leads to small

amplitude and slope for crossover transition due to leakage of the population

to the other states than unique ground states. In cycling transition, the

big spectrum (in terms of amplitude) depends positively on the atom-light

interaction time, i.e. higher signal for higher interaction time.

In every plot, the phase angle indicates our phase is really a relative phase,

for example zero phase in theory might not be zero for the experiments. We

choose the theory and the experimental spectrum by relating closely to each

other. We found in figure 3.15, we found a good consistency within the theory

and experimental results for D2 transition in figure 3.16. Final version of the

experimental polarization data taken by another PhD student in the group,

Andrew Innes.

In the case of parallel polarization arrangement, both beams are linearly

polarized in the same way. In this case, the dipole inter-plays among the mF

states with ∆mF = 0 permitted (only for ~E parallel to ~B ) where ∆mF is

the difference in the magnetic sub-levels in the excited and ground states.

At the same time, the direction of the E-field (associated B-field along the

direction) is accepted as a quantization axis. In the case of the perpendicular

polarization configuration, the probe light excites the atoms, which are in

∆mF = 1 state. On the other hand, the carrier and sideband beam excite

the atoms, which are in ∆mF = 0 states.

In figure 3.15 for the D1 line, we can see the amplitude and slope of crossover

peaks F = [1 ↔ 2] → F
′

= 2 transition has maximum compared to other

transitions and crossovers. In the four polarization configurations, lin ‖ lin
configuration is smaller than lin ⊥ lin configuration. While in case of the

L+−L−(L−−L+) polarization configuration is lower than the L+−L+(L−−
L−) configuration.

Similarly in figure 3.16 the D2 line, the maximum amplitude and slope ob-

served in the resonance peak F = 2 → F = 3, compared to other transition

and crossover peaks. In four polarization combinations lin ‖ lin configura-
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tion is bigger than lin ⊥ lin configuration, which opposite in D1 transition.

While in case of L+−L− (L−−L+) polarization configuration is lower than

L+ − L+ (L− − L−) configuration, which is similar to D1 transition.

When our pump laser is tuned to Fg = 2 → Fe = 1, on the magnetic sub-

levels (i.e mF states) |Fg = 2,mF = 0,±1〉 → |Fe = 1,mF = 0,±1〉 and

spontaneously collapse to |Fg = 1,mF = 0,±1〉. Similarly, for lin‖lin ar-

rangement, the transition |Fg = 1,mF = 0〉 → |Fe = 1,mF = 0〉 is not

allowed and |Fg = 1,mF = 0〉 doesn’t engage in the modulation transfer

spectroscopic method. But for lin⊥lin configuration, each the magnetic sub-

levels for Fg = 1 contribute to the MTS spectrum. Therefore, we can expect

the crossover amplitude in the lin⊥lin arrangement is greater than the lin‖lin
polarization arrangement, which is agreed with our experimental results. If

we tune the pump light to regulate Fg = 1 → Fe = 1. Then the crossover

spectrum’s amplitude in the lin‖lin greater than lin⊥lin polarization arrange-

ment.

In case of circular polarization configuration, the pump beam polarization

with L−(L+) all the atoms populates in |Fg = 2,mF = −2〉 (|Fg = 2,mF =

2〉), if the probe beam tuned with L−(L+), then the atoms will transfer

|Fg = 2, mF = −2〉 → |Fe = 1, mF = −1〉 or |Fg = 2 , mF = 2〉 → |Fe
= 1, mF = 1〉, which is almost closed transition and provide a big MTS

spectrum. Similarly, if the probe beam polarization is L+(L−) then the

transitions involve for the MTS spectrum is |Fg = 2, mF = −2〉 → |Fe = 1,

mF = 1〉 or |Fg = 2, mF = 2〉 → |Fe = 1, mF = −1〉 which is not a closed

transition and we get smaller MTS spectrum with is greatly agreed with our

experimental results.

In the case of D2 line, the F = 2 → F
′

= 3 transition generates maximum

amplitude and slope of the MTS spectrum, compared to other transition and

crossover peaks. We have noticed the same kind of behavior while playing

with the polarization. We have detected the maximum amplitude and slope

of the MTS spectrum in L+ − L+(L− − L−) polarization configuration. But

we observed the amplitude and slope for F = [1 ↔ 2] → F
′

= 1 crossover in

D1 line much higher than F = 2 → F
′

= 3 in D2 transition.

The four-wave mixing mechanism can interpret the MTS spectrum for the
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cycling transition. The atom population determines the amplitude and tran-

sition probability, which is known as branching ratios [113]. We can reveal

that the FWM process is different in different polarization configurations,

because different magnetic sublevels of the atoms are involved.

3.9 Summary

In the section 3.5 we optimize the temperature dependency with saturation

absorption spectroscopy for both D1 and D2 transition, we found the opti-

mal temperature for both transitions is different; for D1 transition, the peak

temperature is 96 ± 2 ◦C, and for D2 transition its 104 ± 3 ◦C. In section 3.6

we optimize the temperature dependency of the MTS spectrum and optimize

the pump and probe intensity as well. For D1 transition the optimum pump

and probe intensity are 17.5 ± 0.5 mW/cm2 and 31.5 ± 1 mW/cm2 respec-

tively. For D2 the optimum pump and probe intensities are 13 ± 1 mW/cm2

and 7 ± 1 mW/cm2 respectively. Next we studied the polarization effect

on the MTS spectrum and we found that L+ − L+ or L− − L− is the most

favorable polarization for both transitions. Our main interest is to lock the

laser, so if we locked our laser at the zero crossing of F = [1 ↔ 2] → F
′

= 2

(D1) transition, and we measure the maximum voltage fluctuation relative to

the zero-crossing of the MTS spectrum measured was 4V = 135 mV and in

terms of frequency its 117.4(1) kHz. Similarly, for D2 transition, after lock-

ing at zero points of the MTS spectrum, we measured the maximum voltage

fluctuation 4V = 65 mV, which in terms of laser frequency was 185.7(1)

kHz. After locking, the fluctuation linewidth is confirmed to be much less

than the natural linewidth for a larger time. For the 100% confirmation, we

found 39K MOT in our chamber as discussed in the next chapters.



Chapter 4

Cold-Atom Source:

Experimental Equipments and

Setup

For any experiment, it’s crucial to understand the experimental apparatus.

The optical setup thoroughly describe in this chapter, which was developed

as part of previous work in Durham [76, 114–116] and used to take all the

measurements that will be given in detail in Chapters 5. The methods that

are highlighted in this chapter are follows,

• We explain why cold atom source is necessary for any cold atom experi-

ments.

• A summary of cold atom sources used by different cold atom lab around

the world.

• The latest optical structure, which includes utilizing acousto-optic mod-

ulators (AOMs), other optical and electronic devices for precise control of

frequency and intensity of the laser light.

• Optical alignment and optimization of cooling, repump and spectroscopic

AOMs .

• To increase laser beam power, we nicely aligned a tapered amplifier, which

involves two optical fibres.

• Integration of vacuum chamber along with the pumping and bake-out pro-

70
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cess.

• Optical alignment of pyramid MOT beam to increase and collimate the

laser beam size.

• Magnetic quadrupole coil characterization in order to achieve the MOT.

• Magnetic shim coil assembly in order to achieve the MOT at a suitable

position.

• Integration of K and Cs dispenser and detection technique of MOT fluo-

rescence.

4.1 Important of a cold atom source

A cold-atom source is a demanding part of designs using the two-chamber

system for cold-atom experiments. This chapter describes the necessary re-

quirements for a cold-atom source. Before discussing the different principles

and designs of cold atomic sources, it is critical to set out the essential re-

quirements of a cold-atom source to load an MOT efficiently,

1. Dense flux of low-velocity atoms

A high-density atomic flux is a critical feature for loading a succeeding atomic

MOT because a cold atomic source helps a higher loading rate, which allows

increases in the repetition rate, signal-to-noise ratio, duty cycle, trap lifetime.

2. Low background collisions

The thermal background collision of the high-velocity atoms with cold atoms

limits the number and lifetime of the atoms. Cold atoms experiments are very

susceptible to high thermal background collisions, particularly like quantum

gases experiments.

3. Efficient use of laser beam power

Compact homemade laser systems have restricted usable optical beam power

that should be utilized as efficiently as possible, unlike experiments where

optical beam power is usually not an issue.

4. Minimum deviation of the atomic source

A minimum deviation beam provides loading of an MOT to occur far from the
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source, which may require the vacuum system or a design feature to reduce

the influence of stray magnetic fields and thermal background collision from

the source of the atom.

5. Compact and Robust

The absolute size of the device is significantly crucial for many experiments;

therefore, the compact size of the device is also the efficient use of space. The

cold-atom source designed in this thesis is focused on generating a high flux

with minimum cost and optimal use of the lab space.

The atomic source should be resistant to mechanical vibrations, variations

in the local magnetic field, and optical misalignment so that it is suitable for

work in real-world situations.

The MOT also depends on aperture size, the transverse velocity of the atoms,

collisions with background thermal atoms will transfer kinetic energy to the

cooled atoms and push them from the dense flux of low-velocity atoms flux.

4.2 Different cold atomic Source Configura-

tions

The cold atomic MOT sources can be broadly classified first by the arrange-

ment of optical and magnetic fields. And secondly, the geometries are used

to create the optical fields. There are three separate configurations, which

are 2D, 2D+, and 3D MOT sources.

A two-dimensional quadrupole B-field can produce a 2D-MOT source with

the help of a transverse cooling scheme. The B-field is zero onward the

field’s axis. After cooling, the atoms are guided towards the zero-field area.

Along the zero-field axis, the atoms are propagating with their initial velocity.

For the 2D-MOT source, no light force is present along the axial direction.

Therefore, in this case, people are pushing the atoms in the axial axis using

a narrow push beam, which changes some velocity distribution of the atomic

flux [117].
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Now for the 2D+-MOT source, an additional cooling beam is used compared

to the 2D-MOT source configuration. But the transverse MOT beams still

cool and push atoms towards the beam axis where B-field is zero; however,

the longitudinal cooling provides an enormously narrower atomic velocity

distribution.

The atomic flux is directed towards an axial intensity imbalance [142].

On the other hand, the 3D-MOT source, produced by a three-dimensional

quadrupole magnetic field, generates a single zero B-field point and cooling

and trapping in all three directions. Furthermore, the 3D-MOT source con-

figuration is the standard MOTs employed for trapping atoms. To generate

an atomic flux, one can achieve by two processes: by adding an additional

push beam through the MOT or creating a ‘hole’ in one of the existing beams

to create an intensity imbalance as in 2D+-MOT, which is commonly called

a low-velocity intense source (LVIS)[133]. One summary of the cold atom

source is presented in table 4.1.

4.3 Cold atomic source designs

Producing many beams for both cold atomic sources and MOT includes much

complexity and size to the apparatus. In an earlier chapter, we discuss that

the primary MOT employed three retro-reflected independent laser beams to

create the usual arrangement of three orthogonal sets of laser lights, which

demands diverse optical components to individually control every beam’s

polarization, intensity, and direction. Therefore, the pyramid MOT source

makes our life a little bit simpler because, in the case of pyramid MOT, we

need only one single beam to control.

4.3.1 The Pyramid MOT (P-MOT)

The P-MOT gives us a steady and unique way to produce an ultracold atomic

reservoir. It has been utilized efficiently during both single and dual-species

[139, 143] investigations in the lab. As discussed before, like in a three di-

mensional MOT, the pyramidal MOT must also generate the same radiation

field as in a six beam MOT. A pyramidal MOT only requires an individual
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light to create the ideal arrangement of beam polarization as a conventional

three counter-propagating beam MOT. The original pyramidal MOT con-

sisted of a big beam of LH circular or RH circular polarized light incident

on a conical hollow mirror [144]. There was a tiny hole in the vertex to

confine atoms and enable the transfer of atoms into the experimental MOT,

or in the Science chamber [143]. The first reflection on the mirror creates

a set of counter-propagating lights with inverse polarization configuration.

And the 2nd reflection then generate an RH circular or LH circular polarized

retro-reflected beam, and this happens in all three dimensions creating the

required polarization configuration to create MOT. Figure 4.1 illustrates the

setup of a pyramidal MOT.

Figure 4.1: Cross-slice of unique pyramidal MOT chamber including the resulting polar-

ization configuration.

4.4 Experimental Apparatus

The laboratory equipment consists of a dual-species MOT scheme with a

giant magnetic ion pump. The alkali dispensers are the reservoir of atoms for

a dual-species cold P-MOT. In this chapter we extensively discuss apparatus

for pyramid MOT. The optical setup of our experiment present in fig. 4.2.
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Figure 4.3: Photograph of the only homemade laser system for our experiment showing

multiple internal elements.

4.4.1 Laser System

For every cold atom experiment requires a well isolated and stable laser

system. In this section, we focused on home-build laser system for our P-

MOT and its stability in details. For our experiment, we used one homemade

external cavity diode laser (ECDL) in the Littrow configuration. The laser

tuning process and the picture of our laser system presented in figure 4.3.

The laser operates around 766.7 nm wavelength, corresponding to the D1

and D2 line of 39K isotope. Our laser is extremely stable, with narrow

linewidth, and the frequency is very easily tunable to achieve MOT tempera-

ture. We used a anti-reflection GaAs semiconductor diode (Eagleyard,EYP-

RWE-0790-04000-0750-SOT01-00001). The diffraction grating has been used

to elongate the cavity, installed on an adjustable mirror mount. The ad-

justable two screws on the mirror mount are used to adjust the grating in

horizontal and vertical axes. By rotating that horizontal screw, we can adjust

the frequency. There is a piezoelectric transducer connecting the horizontal

screw and the rear exterior of the moveable mount, which enables movement

of the grating via using a potential over the piezo to investigate the laser fre-
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quency, and the vertical screw helps to adjust the 1st order response feedback

to the laser diode, as shown in fig. 4.3. It needs to be set at the low value

of the threshold current to achieve maximum feedback. The cavity is cov-

ered by a conducting metal shelter assembled on a plane Peltier cooler and a

thermistor to measure and control the cavity’s temperature. We maintained

the cavity temperature around 18 oC. The Peltier and thermistor remain

connected to a temperature controller to stabilise the specific cavity’s tem-

perature. A current controller (Thorlabs LDC205C) is employed to regulate

the current supplied for the laser diode.

Typically our laser operates at about 178 mA laser current and produces 55

mW of output beam power. The beam generated from the diode is elliptical;

therefore, we used two cylindrical lenses to fixed the ellipticity and astig-

matism [145] of the beam, then the circular beam is transferred within an

optical isolator (Laser 2000, I80T-4L) to bypass undesired back reflection to

the diode, as in shown fig. 4.2 which shows our simplified schematic optical

setup.

As indicated, the output beam from the diode is elliptical, i.e. not symmetric

on both the x and y-axis. In order to make the beam profile round, we

undertook the following steps,

• First, place a first cylindrical lens (L1) of 170 mm focal length just in front

of the laser and make sure the beam passes through the centre of the first

cylindrical lens.

• Place the 2nd cylindrical lens (L2) with 100 mm focal length. The sepa-

ration between L1 and L2 is 70 mm i.e both lenses focus the beam at ∼ 170

mm from the lens L1 as shown in fig. 4.4.

Here both cylindrical lenses need to be orthogonal to each other, both lenses

focus the x and y-axis of the beam separately at 170 mm from the lens L1.

Now using another lens with 125 mm focal length, we can make the beam

approximately collimated and symmetrical around the x and y-axis.
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Figure 4.4: Characterization of the beam. The data points are fitted with beam profiling

equations as discussed in [145, 146] to measure beam waist as a function of beam position

for 100 and 170 mm cylindrical lens.

Figure 4.5: The pictorial layout of arrangement for double passed AOM device, the optical

elements like AOM, PBS, AP (aperture), and λ/4 presented and P1, P2, P3, and P4 labels

are beam powers at their respective locations. The figure is adapted from [147].

4.4.2 Optical alignment and optimization of AOMs

To control and modify the frequencies, intensities and direction of a laser

beam, the acousto−optic modulators (AOMs) are very valuable devices.

The device consists of a crystal with Bragg planes; the incoming laser beam

diffracts off acoustic wavefronts and propagates within the crystal. The mod-

ulation of the incoming laser beam can be produced by modifying those

acoustic waves’ amplitude and frequency progressing within that crystal, so

the acoustic waves change the refractive index of the crystal.

The radio frequency (RF) signal for the AOM regulated by the AOM driver



Chapter 4. Cold-Atom Source: Experimental Apparatus 80

Figure 4.6: A photographic view of a simple AOM driver which is essential to drive the

AOMs, the VCO, VVA, and amplifier is shown.

produced the acoustic wave. The driver is built up of three components

as shown in the figure 4.6, which are Voltage Controlled Oscillator (VCO),

Voltage Variable Attenuator (VVA) and an amplifier; the voltage divider

divide 15 Volt into two-part for VCO (12 Volt) and VVA (3 Volt) and a

simple amplifier circuit connected in between AOM and VVA, the details

can be found in [147].

The AOM alignment is quite tricky as shown in figure 4.5. We align the

AOMs as follows,

• First ensure the laser beam passes through a row of holes in the optical

bench and after that place a PBS to make sure the beam still follows the

same row of holes.
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• Then place the first lens so that the laser beam crosses through the centre

of the lens.

• Locate the focal point of the beam, which can be done using the knife-edge

technique or Thorlabs CMOS CCD.

• Place the AOM at the focal point of lens 1, then turn on the AOM and

align it for maximum first-order diffraction efficiency. Here we need to keep in

mind that different AOMs have different active acoustic apertures. Typically

the active aperture is of the order of 100−200 µm and for that we need a

focal length of 150 to 250 mm lens. The active acoustic aperture (d), focal

length F , wavelength λ and the radius of the input laser beam D following

equation is,

d =
1.27Fλ

D
. (4.1)

• Then, after switching off the AOM and implant the 2nd lens at its focal

point from the AOM. Simultaneously, checking the beam in the lens’s central

position by following the no beam spot difference regardless of the lens in

place.

• Implant a λ/4 plate and a zero degree mirror after the 2nd lens, centre the

quarter-wave plate on the zeroth-order beam.

• After the 1st lens, set an aperture at the point of the input beam to transmit

only the zeroth-order beam.

• Here, the retro-reflected zeroth-order beam can be utilized as a guide.

• Using a power meter after the PBS (P4) and maximizing the power by

fine-tuning the mirror and rotating the quarter-wave plate.

• Now, switch on the AOM and relocate the quarter-wave plate to dispatch

the first-order diffracted beam. Place an aperture within the 2nd lens and

the quarter-wave plate to transmit only the first-order light coming out.

• The position of the 2nd lens needs to be optimized in such a way that the

beam deflection least as the AOM frequency is varied, which can be achieved

by watching at the double passed laser beam an identified distance down-

stream. Then mark the beam’s deflection for the series of AOM frequencies;
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Figure 4.7: Alignment of lens 2 of double passed cooling AOM. After placing lens 2 at zero

beam separation, that will make the beam position is independent of frequency, which is

essential for our experiment. Here we present the optimal position of lens 2 for AOM2 i.e

cooling AOM.

usually, we choose any two extensive ranges, like 110 MHz and 60 MHz,

using a Thorlabs CCD to find the beam centre. The beam centre can be

found after fitting the Gaussian function in Matlab. Then we plot the beam

deflection (as a measured quantity) as a function of lens positions (as a set

quantity). Therefore, we can find the optimal place for the 2nd lens from the

plot to the point where the beam deflection (or separation) is minimum, as

shown in figure 4.7.

• And finally, optimal adjustment for maximum double pass efficiency can

be achieved using the retro-reflected mirror.

After aligning and optimising the AOMs, we achieve a double pass efficiency

for the cooling, repump and spectroscopic AOMs of approximately 74%, 72%

and 71% respectively.

For 39K MOT it is very important for both beams to have the same polariza-
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tion and one way to achieve same polarization for both cooling and repump

beam by using a ’D’ shape mirror just before adding two beam but in this

way we loss fiber efficiency we only achieve 25% coupling efficiency in this

process, and another way to use another cube just before adding two beam

but in this process we lose 50% of cooling beam. Therefore, we choose 2nd

method to add both beam.

4.5 Important optical frequencies

To control the cooling, repump and spectroscopic frequency, AOMs are nor-

mally used in cold atom physics. In case of potassium system, the laser fre-

quencies for the experiment i.e the right AOM frequencies can be computed

for cooling down the 39K atoms using following two mathematical equations,

∆C = 2× (fAom2 − fAom1) (4.2)

and

∆R = 440.6− 2× (fAom1 + fAom3), (4.3)

where ∆C and ∆R are the cooling and repumping detuning respectively and

fAom1, fAom2 and fAom3 are the actual operating AOM frequencies.

The hyperfine splitting of D2 transitions and our experiment’s specific laser

frequencies are presented in table 4.2. The detailed pictorial understanding

with experimental sub-Doppler spectrum can be found in Fig. 4.8, the fre-

quencies with detuning can be selected from the above mentioned equation.

Precise knowledge and control of required detunings are produced by three

AOMs for 39K isotopes in our experiment.
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Figure 4.8: Doppler-free SAS spectrum on the D2 transition of 39K, including the estimated

frequency of the different lights required for atom cooling, repumping and spectroscopy.

The hyperfine splitting within F = 1→ F
′

= 0,1,2 and F = 2→ F
′

= 1,2,3 corresponding

to 461.7 MHz (ground state splitting). The central dip of the signal indicates the crossover

in mid-ground and excited states.

Transition AOM frequency Detuning (MHz)
Optical cooling F = 2 → F

′
= 3 88.75 MHz -22.5(5) MHz

Optical Repumping F = 1 → F
′

= 2 134.58 MHz -16.6(3) MHz
Spectroscopy F = 2 → F

′
= 3 80 MHz 0.0(8)

Table 4.2: Laser frequencies are modulated for magneto-optical trapping in our experi-

ment. The actual cooling, spectroscopy, optical pumping and repumping frequency along

with detuning and their errors show measured values presented. The optical setup pre-

sented in figure 4.2.

4.6 Tapered Amplifier

The pyramid MOT requires a high intensity ∼ 10ISat for cooling and re-

pump each. For typical 39K MOT beams required 35ISat total retro-reflected

beam intensity but our homemade ECDL can generate a limited intensity

∼ 3.5ISat, which is not sufficient to achieve the MOT. If we focus the beam

we get a much higher intensity, but the pyramid MOT needs a large beam

(I = 2P/πω2, I intensity and P power of the laser beam). We used a home-
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build tapered amplifier to increase cooling and repump beam power without

modifying their linewidth and stabilization to produce sufficient laser inten-

sity. The increased output is utilized to create the expected MOT. The

tapered amplifier chip is made from GaAs semiconductor shown in figure

4.9(a). The detail of the chip can be found in [148, 149],

The GaAs TA semiconductor chip is sensitive and fragile to unexpected seed

power changes, injection current, temperature and mechanical collapses. Ad-

ditionally, the producing beam power can significantly vary for slight varia-

tions in injection current, seed power, temperature and polarization of seed

light; for a TA only horizontal polarized light is needed to make it work

efficiently. We used Thorlabs LCD24C current controller, which provides a

maximum current of 4 A with approximately 0.1% accuracy. On a typical

working day, the TA chip worked at less than 1 A current and produced a size-

able amount of optical power ∼ 1 W. The significant power simultaneously

creates lots of thermal energy, which must be cool down to prevent damage

within a minute. A Peltier is laid down under the GaAs semiconductor TA

chip frame by a copper base squeezed within those pair metallic surfaces to

cool down rapidly. A thermistor (Thorlabs-TH010K) is placed in the chip

structure to monitor the chip temperature. The temperature associated with

the Peltier and thermistor can be controlled using a controller complement

(Thorlabs, TEDE 200C). To increase the chip’s life, TA needs to operate in

low current and low seed power (like a minimum current ∼ 10 mW and a

maximum ∼ 30 mW of seed power as specified in the user manual).

The optical setup of our homemade TA is shown in figure 4.10. The

F220APC-780 fibre coupler is used for input light; then, the light goes

through a Thorlabs optical isolator (IO-5-780-VLP) because of the back re-

flection rear surface of the chip into the lasers, which might affect the perfor-

mance. Then using a telescope of 3 : 1 we reduced the beam size and made

the beam size optimal for the injection beam and we made sure the injecting

polarization is horizontal by using a polarizing cube just before injecting.

The output beam is elliptical, and we make the beam circular by employing

a cylindrical lens with a focal distance of 40 mm as in figure 4.9 (b) and

4.10. We use the output Faraday isolator with 85% efficiency (Thorlabs,

IO-5-780-HP, isolation 38-44 dB) to block unwanted retro-reflected light be-
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Figure 4.9: (a) A clear schematic representation of semiconductor-based GaAs chip called

a tapered amplifier. In (a) the pre-amplifier and tapered regions’ lengths in the chips are

defined as L1 and L2. And the angle between the pre-amplifier and tapered area is θ = 60

to satisfy the complete tapered zone with optical intensity arising from the pre-amplifier

area. (b) The unique top representation of the trapping amplifier chip structure presents

the XZ plane’s output beam’s virtual source. At the chip’s rear surface, the seed beam is

focused with a lens with a focal distance of -50 and 150 mm, respectively, and output end

one cylindrical lens of 40 mm focal distance is employed to collimate the elliptical light.

cause the chip is very sensitive to the back reflection of the light, which may

commence to permanent harm on the chip. Therefore, we utilise a telescope

to adjust the size according to the output coupler (F220APC - 780) and the
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quarter-waveplate employed to maintain the output fibre’s polarisation.

Light amplification is mainly controlled by the incoming seed beam power,

seed coupling, and TA injection current. In the case of weaker seed power

and inadequate coupling with higher injection power, reduce the lifetime of

the TA chip. In fig. 4.11 (a) we show the change in output beam power

as a function of seed power at a fixed current of 1.2 A. Output power rises

approximately linearly with seed power (< 6), and then it seems to saturate

after 8 mW seed power. Because of the limited power available from our

ECDL, we only can measure up to 13 mW seed power. Figure 4.11 (b)

represents the variation of producing power as a function of injection current

at fixed seed power 13 mW. For our experiments, we are operating our TA at

13 mW seed power at 1.2 A of injection current, which produced ∼ 300 mW

of output power from polarization maintaining, single-mode output fibre.

4.7 Pyramid MOT chamber

Beams of slow atoms are helpful for many experiments, including ultracold

molecules, atomic interferometry, atom optics, and precision measurement

experiments. So, in general, the Pyramid MOT has two objectives; firstly

to pre-cool and accumulate atoms from an atomic vapour reservoir and sec-

ondly, send the pre-cooled atomic cloud to the area of the science chamber

for further experimental direction. The compact Pyramid MOT was first

introduced by Jha and co−worker [143] with a well collimated single laser

light reflected by mirrors in a corner cube configuration, then this Pyramid-

shaped MOT was constructed in Oxford to produce a continuous and robust

source of slow pre-cooled atoms [139, 150]. Details can be found in earlier

discussion.

The Pyramid chamber consists of four separate mirrors; the mirrors are in

the form of an inverted pyramid with a gap at the centre and a couple of coils

in anti-Helmholtz configuration, which produces approximately 8.5 G/cm at

the trap centre at 16 A quadrupole current. The mirror arrangement of the

pyramid MOT chamber is shown in figure 4.12 (b). The mirrors are sur-

rounded by three shim coils positioned in North−South (N-S), East−west
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Figure 4.10: In the top, the photograph of tapered amplifier setup in the optical table for

our experiments and in the bottom a simple schematic of the tapered amplifier optical

setup.
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Figure 4.11: Tapered amplifier system’s characterisation. In (a) variation of output beam

power as a function of seed laser power in a steady injection current of 1.2 A. The data

reveals a saturation in output power comes into the picture after six mW of input seed

laser power. (b) Modification of the produced laser beam power as a function injection

current at fixed seed power of 13 mW. All the errors in the data points are tiny and

measured from the power meter’s accuracy (Thorlabs PM100D) with 0.5% accuracy.

(E-W) and up-down directions. The Pyramidal MOT mirrors are installed

within the vacuum chamber. Each reflecting surface of the pyramid serves

as a mirror and is coated with a broadband dielectric in order to achieve the

same reflectivity for both right-handed polarization and left-handed polariza-

tion of the beam. While a big incoming laser light is thrown around the centre

of the pyramid, six counter-propagating lights are automatically generated,

and the beam configuration and polarization are equivalent to a conventional

six-beam MOT. Normally the operational parameters are optimized by flu-

orescence signals but in our case, the MOT fluorescence is small and had a

large background reflection from the pyramid mirrors, therefore, we optimize

our MOT empirically by seeing MOT present or not in the camera.

The dimension of pyramidal mirror inverted configuration with 60 mm × 60

mm square bottom, and 30 mm length. The optics do not meet at the pyra-

mid top, giving a rectangular aperture of ∼ 2.4 × 3.0 mm, also mirror made

up of two tetrahedral prism and two planer chisel prism mirrors respectively,

kept in such a position that the mirrors can clip with the stainless steel as

shown in fig. 4.12 (b). All three sets of counter-propagating beams with

opposite polarization of the laser beam create an MOT inside our vacuum

chamber discussed and presented in fig.4.1 with great details.



Chapter 4. Cold-Atom Source: Experimental Apparatus 90

Figure 4.12: Figure (a) shows dispenser orientation within the vacuum chamber around

the pyramid mirror. Pyramid mirror assembled shown in figure (b). Feedthrough B is

connected to the K dispensers and feedthrough A is connected to Cs dispenser as shown in

(c). The front representation of the P-MOT chamber including the ion pump is presented

in the figure.

4.7.1 Alkali-metal Dispensers

The reservoir for our experiments is a collection of two 39K and 133Cs alkali

metal dispensers mounted on both sides of the pyramid optics within our

equipment as shown in figure 4.12 (a). Generally, dispensers are electrically

coupled through spot-welding of a thick 1 mm stainless steel atomic reservoir.

Each stainless steel rod are twisted on a different inner end of ultra-high

vacuum feedthrough, as presented in figure 4.12 (b). 3 ↔ 2 and 1 ↔ 4 in
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feedthrough B are connected to the K dispenser and 4 ↔ 1 and 2 ↔ 3 in

feedthrough A are connected to the Cs dispenser as shown in figure 4.12 (c).

Individual feedthrough is attached through four cylindrical connectors so that

the potential can be applied over every dispenser separately. Throughout the

experiment, the individual species dispenser is worked continuously at 2.5 <

I < 4 A; meanwhile, sometimes with larger currents of 4.5 A applied only for

40/50 second during our experiment to enhance atom numbers in the MOT.

Here low current regulation guarantees the durability of the dispenser joining

point.

4.7.2 Vacuum chamber baking and pumping

The vacuum chamber used in our experiment was designed and assembled

by our previous PhD students. It is shown in figure 4.12 (b) and 4.13.

Initially, the vacuum chamber is pumped out by a turbomolecular pump

supported with a roughing pump, which was produced by Paul Griffin et al.

[151]. The residual gases in the chamber during the first day of pumping

out of the chamber are mainly water vapour, nitrogen, carbon dioxide, and

carbon monoxide. These gases are commonly absorbed by the stainless steel

chamber wall. After pumping out overnight, the pressure reached ∼10−7

mBar, which is higher than the base pressure achievable by the pumping

rig. The base pressure is a realistic estimate of the lowest pressure that

the pumping rig can reach. The pressure of the system would tend towards

the actual base pressure of the pumping rig as trapped gases are slowly

released from the walls of the chamber and undergo molecular flow towards

the pump. In general, this can take weeks, possibly even years depending on

the size of the chamber without any heating. To reach the base pressure in

a reasonable amount of time, the chamber is baked at 200 ◦C to increase the

out-gassing rate. It is also sometimes advantageous to degas the element of

the ion pump while the system is still warm. The chamber is baked for three

days and cooled down again. At this point, the pressure of the arrangement

has been decreased by a further two orders of magnitude. The dominant

contaminant of the system is now light molecules, such as hydrogen, which are

not pumped away effectively by the turbo-pump. Ion pumps, in comparison,



Chapter 4. Cold-Atom Source: Experimental Apparatus 92

do pump these lighter gases efficiently allowing for lower base pressures to

be achieved. Therefore once the system is cooled, the ion pump is activated,

and the chamber is separated from the turbo-pump. Therefore, the measured

pressure of the chamber rapidly reaches ∼ 10−10 mBar.

Source of out-gassing The ultra-high vacuum (UHV) pressure requires a

chamber that produces minimum gas particles, Such particles are generate

by several mechanisms [152, 153],

X Diffusion: take out the gas from within a material to the outer surface.

X Desorption: previously adsorbed gas comes out from the surface.

X Permeation: in this process, gases adsorb onto an exterior surface and then

diffuses through the inner material and coming out from the inner surface.

X Vapourisation: due to temperature, particles of material come out as a

gas phase; these particles are the material’s vapour pressure.

These methods are collectively termed outgassing and, coupled with real and

virtual leaks, limit the possible base pressure. Diffusion and desorption can

be considerably decreased through implementing a bake-out of the vacuum

operation, whereby the system is heated to 100 – 400 ◦C throughout primary

pumping.

4.7.3 Pyramid MOT beam alignment

The pyramid MOT is sensitive to the laser beam alignment and polarization,

therefore it is necessary to align very carefully and choose the right polariza-

tion as presented in 4.13 (a). We correct the polarization with the following

steps,

• First, just before the fiber output we placed a polarizing beam splitter

(PBS) and rotated the PBS to give minimum transmission.

• Then we inserted a quarter wave-plate and find a polarizing angle where

the beam power is minimum.

• And after finding the right polarization angle of minimum beam power,

rotate the quarter waveplate by 45◦ from the minimum power, which gives

us exactly 1/2 of the maximum beam power and make our beam completely
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Figure 4.13: A simple inventor drawing of our vacuum chamber for the trapping in figure

(a). The actual setup of the vacuum chamber in the optical table presented in figure (b).

circularly polarized.

We found the optimal polarizing angles are 159◦ or 339◦ in order to get a

MOT from our setup.

By adjusting a big single circularly polarized beam above the mirror parts,
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three orthogonal beams coupled by opposite polarization similar to that of a

standard six beam MOT are created. Therefore, 39K pyramid MOT can be

accomplished by easily regulating a single beam comprising cooling and re-

pump light for 39K. The alignment of the beam is relatively tricky; therefore,

one can align the beam in the following way:

• First measure the height of the centre of the pyramid with respect to the

breadboard. Make a note of this number and mark a line on a beam block

at exactly this height.

• Then set the output of the collimator to be perfectly horizontal.

• After that adjust the height of the collimator to be the same as the centre

of the pyramid.

• Now insert the first lens of the telescope such that the beam position

marked on a beam block down-stream is not altered.

• Repeat the previous alignment method for the second lens of the telescope,

often this is more sensitive with the first lens removed – if we are doing this

we need to put a collar on the first lens.

• Then adjust the separation of the two lenses to produce a well collimated

beam.

• After that cut out a piece of paper/card to fit exactly inside the viewport

of the pyramid. Make sure the centre of the circle is marked – easiest to

draw a cross on it from the circumference. It is also useful to draw some

concentric circles on the target as well to help get the beam centred and

beam collimated.

• Now place the target paper/card in the viewport and position the large

mirror such that the large collimated beam is centred on the viewport and

centred on the mirror.

• Then remove the target and look where the reflections from the pyramid

mirror are going.

• Adjust the angle of the mirror such that the reflections are visible at the

fibre collimator.

• Replace the target and move the mirror base to recentre the beam on the

target.
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• At the end we repeat the process until the beam is centred on the target

and the reflections are aligned back onto the collimator.

The beam from the P-MOT fibre comprises 34.6(4) mW and 32.0(1) mW for

cooling and repumping beams for 39K. The collimated (employing a Thorlabs

F810APC-780 collimator) laser beam radius, i.e. 1/e2, is 3.1(3) mm and

crosses within an achromatic quarter-wave (λ/4) plate (Casix WPA1212-

700-1000 nm). To optimize the beam size, we used a telescope with two

lenses of the focal length of −50 mm and 250 mm respectively; to expand

the beam size by a factor of ∼ 5. After that, we are using a 100 mm diameter

two-inch mirror to reflect the big laser beam within a window of the vacuum

chamber and then the beam incident on the pyramid mirrors, as shown in

fig. 4.13. We used ∼ 5Isat for each cooling and repump beam respectively,

which is comparable as we found in literature [136].

4.7.4 Magnetic coils

We present the B-field produced by the coils as a function of axial length

(along the z-axis). If we consider a set of twin circular coils separated by a

few cm, the field can be revised as a second-order equation as follows,

B(z) = B0 + βz +
γ

2
z2 (4.4)

where the bias field at the center is B0 at the center of the coil set in Gauss

(G), B0 = 0 for the two of anti-Helmholtz coils, β and γ represent the

magnetic field gradient and curvature respectively, which can be represented

in G cm−1 and G cm−2 respectively. Those field parameters depend on the

current flowing within the coil set. Therefore, the bias field, gradient, and

curvature of the field coil couple is further commonly parameterized as G

A−1, G cm−1 A−1 and G cm−2 A−1 respectively. The B−field is estimated

by using a Hall probe.

A set of anti-Helmholtz coils (which can be water-cooled) produce the re-

quired B-field of 8.5(4) G/cm for a magneto-optical trap at 16 A quadrupole

current. Initially two shim coils, one circular and one rectangular are used

in our experiment, the coils are powered using a DC power supply. The



Chapter 4. Cold-Atom Source: Experimental Apparatus 96

quadrupole coils are 130 mm and 70 mm from the centre of the chamber, the

number of turns is 20 ± 1. We simulate the magnetic field using Matlab in

figure 4.14 (a).

Magnetic coils Parameter Values Units
Pyramid MOT Field gradient (β) 0.55(4) G cm−1 A−1

Pyramid shim N−S Bias field (B0) 1.82(3) G A−1

Pyramid shim E−W Bias field (B0) 0.94(1) G A−1

Table 4.3: We parameterized the magnetic fields for all coils employed in the atom trapping

equipment.

To modify the zero B-field position inside our vacuum chamber, the shim

coils are being utilized. Outside of the north end of the pyramid chamber,

one shim coil is centred around the circular chamber window, named N-S

shim coil, which is 95 (2) mm from the centre of the pyramid MOT chamber.

In the east front of the chamber (E-W shim coil) is 135(3) mm from the

centre of the trap (and in the up-down directions one as a rectangular shim

coil, which is added later to improve the pyramid MOT signal) as shown in

figure 4.14 (a). The parameters are presented in table 4.3. In our experiment,

we run the coils at currents of -3 < I < 4 A; using the relevant shim coil,

it is satisfactory to transfer the zero-field position utilizing the generated

magnetic field; therefore, using specific shim coils, we can relocate the trap

centre over the entire volume of 6 cm width and 3 cm depth in between the

pyramidal mirror within the vacuum chamber. In a typical experiment like

this, the shim coils are utilised to place the MOT centre straight across the

gap in a particular pyramid centre in the non-existence of a retro-reflected

axial MOT light which causes an optical force inequality. Therefore, the

imbalance of radiation pressure forces shifts the atoms from the pyramid

chamber to the science chamber for future experiments. Thus, the pyramid

MOT is only used to slow down the atoms, making the higher density of

atomic ensemble in the 3D MOT in the science chamber.
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Figure 4.14: Quadrupole magnetic field simulation for magneto−optical trapping guided

by equation 4.4 in figure (a). Measured B-field as a function of shim current for N-S and

E-W shim coils respectively in figure (b) and (c).

4.8 Detection

After trapping atoms in the MOT, the fluorescence radiated from the en-

semble of cold atoms; using a single lens, one can detect fluorescence using

a photodiode to control experiments and calculate the number of the atoms

within the MOT. Therefore, this non-destructive characteristic mechanism

is beneficial throughout optimization and tracking the achievement of the

apparatus.
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Figure 4.15: The fluorescence imaging technique from the cloud of atoms from inside the

MOT chamber. A big 2 inch lens with 56 mm diameter, of focal length 150 mm has been

used to collect the fluorescence. And the fluorescence was detected by a photo-detector.

One 2-inch with 56 mm diameter and 150 mm focal length lens has been

used to obtain a part of the MOT fluorescence coming through a solid angle.

It focuses the beam onto a large area of photodiodes (Thorlabs DET36A) as

shown in figure 4.15. Still, due to the small detectable fluorescence signal and

considerable background reflection, it’s hard to detect a signal with Thorlabs

DET36A photodiodes from the pyramid mirror.

But in place of Thorlabs DET36A photodiode, we placed a CMOS Camera

(Thorlabs DCC1545M) and took two pictures simultaneously, one picture

with the MOT and another picture was taken without the MOT. After sub-

tracting the two pictures, we can detect a weak signal. Therefore, our MOT

characterization presented with details in the next chapter.



Chapter 5

Results: Optimization and

Characterization

To study ultracold atomic physics with a moderate lifetime, we need to trap

the alkali atoms in a low-pressure chamber to minimize the background col-

lision between the atoms. It is crucial to load the trap the atoms with higher

efficiency for the experiments like Bose-Einstein condensations [154, 155],

where long trap lifetimes and a large sample of atoms are necessary for effi-

cient evaporative cooling.

In the previous chapter 4 we describe a tool to produces well collimated cold

atomic sources and in this chapter reports the optimization of the pyramid

MOT. Two popular methods for trapping atoms in an MOT directly from

atomic vapour [156] using thermal atomic beam, and Zeeman slower [157].

Both processes add a considerable number of atoms untrapped inside the

vacuum chamber, causing pressure within the chamber, also depositing un-

trapped atoms on the chamber walls. Therefore, the untrapped atoms are

a potential source of background collision that leads to a short lifetime and

decay process. Furthermore, making an ultracold atomic ensemble loaded

from the MOT in the low-pressure range is necessary for lifetimes of tens

of seconds, one way to optimally trap ultracold atoms from the source of

the cold collimated atomic beam, which is passed through the pyramid hole.

The slow atomic beam efficiently captured in the science chamber; in this

process, one can minimize the background collisions resulting in a trap of a

99
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Figure 5.1: In (a), a photograph of an MOT, the mirror reflected image is also visible

within the chamber. In (b) background-subtracted image of our potassium MOT within

the pyramid chamber and figure (c) normalized MOT signal detected by the camera, which

is fitted with Gaussian profile.

high number of atoms in high space density with a higher lifetime.

We also produced cold atomic flux using a pyramid chamber and the

produced MOT within the chamber can be seen in picture 5.1 (a), the

background-subtracted image presented in 5.1 (b), we also include normal-

ized detected MOT signal, and our pyramid MOT happened to be too faint,

it can be seen by the camera, but due to huge background reflection of MOT

beam, it is hard to detect and distinguish the atoms with the cost of any

exposure time; therefore, we optimized our results empirically, we got a very

small photodiode signal (few mV) with highest possible gain and if we con-

vert it in terms of atom’s number using equation 2.19 we approximately get

∼ 102 − 104 number of atoms due to limited laser power, which is also re-

ported in [136]. To get the maximum number of atoms within an MOT,

every correlated parameter needs to be optimized as follows.
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5.1 MOT beam polarization optimization

The fundamental measurable parameter to be optimized for the cooling and

pumping laser beam polarization, which is easily fixed employing a single

achromatic quarter-wave plate for any atomic species like 39K. In the previous

chapter, we discussed how one could align a pyramid MOT beam carefully.

We also indicate that the 39K isotope is highly dependent on the polarization

of the MOT beam; therefore, we optimized the beam in terms of polarization;

we used a polarizing beam splitter to make our both beam perfectly circular,

as we discussed in section 4.7.3, we found circular polarization angles around

160◦ or 340◦, and the results are as follows, in figure 5.2(a), as discussed, we

are limited with atoms number and back reflection, after checking whether

the MOT is visible or not in the full spectrum of quarter-wave plate angle;

we categorized the MOT into three categories which are MOT, faint MOT

and no MOT.

Now when we rotate the quarter wave-plate and detect the fluorescence by

a camera, we found the brightest MOT around approximately 160◦ or 340◦,

(which indicate our beam is perfectly circular polarized), which is also well

agreed with the polarization selection process as discussed in 4.7.3, we also

found faint MOT near both sides of MOT regime as shown in figure 5.2 (a)

and we found no MOT beyond those angles of quarter wave-plate, which

means the beams are not anymore circularly polarized. Further extends as

presented in figure 5.2 (b), our analysis by plotting MOT beam power as a

function of deviation from perfect circular polarization. Therefore we found

approximately ± 5◦ deviation of circular polarization angle is the optimal

angle to get an MOT for our experiments, where the beam is perfectly circular

and the atoms are pumped efficiently. And approximately ±8◦ both side of

the ± 5◦, the beam was not perfectly circular, which indicate atoms are not

pumped efficiently.
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Figure 5.2: In figure (a), we check the circular polarization in the full spectrum of quarter

wave-plate angle. The MOT categorized into three categories, which are MOT, faint MOT

and no MOT with a different colour. In figure (b), we further extend our characterization

by plotting MOT beam power as a function of deviation from perfect circular polarization;

the data was taken with ∼ 4I/Isat for both cooling and repumped beam.
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5.2 MOT intensity optimization

Usually, the consequences of the pyramid MOT beam intensity on the loading

rate of the 3D MOT are examined in the cold atom experiments, which is

beyond our present experiments. We optimize pyramid MOT directly from

the pyramid chamber in the investigation, as we have a weak MOT signal.

Figure 5.3: Repump beam intensities as a function of cooling beam intensities, both

intensities were normalized by saturation intensity of D2 transition of 39K isotope. Three

different colours represent big MOT, weak MOT and no MOT visible within the MOT

chamber.

This section, we investigate the repump intensities as a function of cooling

intensities, both intensities are normalized by saturation intensity (ISat =

1.75 mW.cm−2) of the D2 transition of 39K isotope as shown in figure 5.3.

Here we identified three regimes with different colours, the red colour regime

where we found relatively big MOT, then in the cyan colour regime, the

MOT was relatively less bright but more visible than regime red, and in the

rest of the regime, the MOT is not visible. Therefore due to limited beam

intensity we can’t go beyond ∼ 4I/Isat (where beam waist is ∼ 15.5 mm).
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The optimal beam power is presented in table 5.1.

Here we observed increment of coupling and repumping intensities the MOT

started to appear; initially, the MOT was faint then if we increase more

cooling and repumping beam power, we observe relatively bigger MOT. We

can say, increase in repumping intensity prevents achieving low temperatures

at relatively higher density, and the temperature does not depends on the

repump intensity at low density, which indicates the role of reabsorption of

spontaneously emitted photons within the atomic cloud [158].

5.3 MOT chamber temperature optimization

The pyramid chamber has been simultaneously kept heated using a heating

tape produced by silicon. The heating was important to guarantee that most

of the released potassium would deliver it to the six-way cross working as a

pyramid MOT before deposit in the coolest area of the MOT chamber. As we

present at 2.11, the potassium solid in form at room temperature, therefore

it is important to heated up to produce sufficient vapour pressure and atomic

number density to capture atom in the optical trap.

In this section, we examined the temperature of the pyramid MOT chamber

as a function of quadrupole field gradient due to the fact that the number

of the atoms/MOT size was strongly dependent on the quadrupole field gra-

dient, while the dispenser ran at 3.5 A as presented in figure 5.4. As we

discussed before, the red regime indicates MOT; in the cyan colour regime,

the MOT was relatively small, compared to regime red and the rest of the

regime the MOT is not visible.Without any heating, even though the dis-

pensers across and the chamber were rightly attached, the temperature at

the centre of the chamber was found to only be ∼ 23◦C, which was signifi-

cantly lower. At constant quadrupole field gradient (beyond 6.5 G/cm), we

found faint MOT and MOT ( cyan and red colour regime the MOT) where

atoms have favourable vapour pressure and number density to form an MOT

but after 90 ◦C vapour pressure and number density increases and due to

random high velocity of atoms, the atom-atom collision increase and the life-

time of the atoms reduced resultant faint MOT and NOT MOT after 110
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◦C.

Figure 5.4: Vacuum chamber temperature as a function of the quadrupole field gradient.

As indicated earlier three different colours define MOT (red),faint MOT (cyan) and no

MOT.

The heaters were placed around the windows of the pyramid MOT chamber,

near adequate to its middle. We changed the temperature of the heaters and

observed the temperature just above the centre of the chamber employing a

thermocouple as close to the centre of the chamber as possible. Each time we

turned the set temperature of the heaters, we waited for 45 minutes before

catching images of the MOT so that the operation could approach thermal

equilibrium. From the data, we can conclude that the optimal temperature

for our experiment was ∼ 75 ± 3 ◦C. Similar kind of experiment also reported

in [159].

5.4 Magnetic field optimization

Along with the parameters mentioned earlier, the magnetic field parame-

ters are the key affecting parameters for the pyramid MOT performance
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for any species, including bosonic 39K. Three magnetic shim coils (section

4.7.4) installed to create magnetic fields in the direction of E−W, N−S and

Up−down (the pictorial view shown in fig. 4.13) enable individual control

of the transverse (horizontal), axial and Up−Down (vertical) positions of

MOT respectively. Therefore, the magnetic field enables the MOT to be

horizontally and vertically positioned in the aperture at the pyramid apex.

The range of translation of the MOT centre is equivalent to the employed

magnetic field, by a steady proportionality reliant on the pyramid MOT coil

B−field gradient. The 39K pyramid MOT flux hugely depends on the mag-

netic field (B-field) i.e. the transverse position centre with quadrupole coil

gradient of 8.5(3) G cm−1 is presented in figure 5.5. Remark the different

ranges across which the achieved flux is a maximum. This highest regularity

symbolizes that inside captured atoms ensemble is uniquely above the aper-

ture at the pyramid apex. While the captured flux decreases to half this

maximum value, only half of the pyramid MOT cloud is above the pyra-

mid apex. Due to radiation pressure imbalance, the cloud enters into the

3D−MOT chamber.

In this section, we note that the MOT was visible or not within the chamber

at different shim fields at constant quadrupole field gradient and constant

dispenser current, which is 3.5 A. As indicated earlier, the different colour in

the plots defines different MOT sizes. In figure 5.5 (a) E−W shim field i.e

transverse (horizontal) field as a function of quadrupole field gradient. The

optimal parameter for the transverse field was −0.25 <BEW < 1 G and E

− W i.e transverse (horizontal) field. In figure 5.5 (b) Up−Down shim field,

i.e. transverse (vertical) field as a function of quadrupole field gradient, here

we observed a big MOT within a small range of shim field with comparison

to E−W shim field, the optimal parameter for the vertical B−field was ±
−0.5 <BEW < 0.5 G, therefore without a vertical shim coil field the MOT

was well visible. Likewise, In figure 5.5 (c) N−S shim field, i.e. axial shim

field with respect to quadrupole field gradient, here we can observe some

part of the MOT suddenly disappear due to radiation pressure imbalance at

the apex of the pyramid MOT chamber. The optimal parameter, axial shim

B−field varying with quadrupole field gradient, but we can approximately

say that the optimal axial shim B−field was ± 5.5 <BEW < 6.5 G. From all
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Figure 5.5: In figure (a) E−W shim i.e transverse (horizontal) field as a function of

quadrupole field gradient. In figure (b) Up−Down shim field, i.e. transverse (vertical)

field as a function of quadrupole field gradient and in figure (c) N−S shim field, i.e. axial

field with respect to quadrupole field gradient. In figure (a) and (b), three different colour,

red, cyan, and light cyan, represent MOT, faint MOT and no MOT. In figure (c), red,

blue, and light cyan colour represent MOT, faint MOT, and no MOT.

shim field the optimal quadrupole field gradient was 10.5(4) G/cm, which is

also realized by the previous experiment within our group [160].

5.5 Cooling and repump beam detuning op-

timization

In principle, the cooling and repump laser beams’ frequencies were optimized

to achieve the most significant atom number in the three dimensional MOT.

But in our case, we tried to optimize MOT directly from the pyramid MOT

chamber. The AOM controlled the frequencies (as discussed in section 4.4.2)

and was used to change the detunings over a spectrum of frequencies. Sub-

sequently, a loading period of several seconds for every detuning collection,
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Figure 5.6: Pyramid MOT as a function of the cooling and repump frequencies. The red

regions show the maximum number of atoms; the atom number decreases, shown as a

weak MOT and too faint for the camera presented as no MOT. The data were taken with

33.5(4) mW and 31.2(3) mW cooling and repump beam power, respectively, the shim field

value was 6.5 G, 1 G and 0.5 G for N-S, E-W and Up-Down shim fields, respectively, the

quadrupole field gradient was 10.5(4) G/cm and the chamber temperature was 70(2)◦C.

Both axes are also comparable with actual atomic transitions.

a picture of the MOT was captured with the help of a CCD and categorized

the MOT in three sections, i.e. MOT, faint MOT and No MOT as presented

in figure 5.6.

Due to the laser detuning are evolving, the excited state fraction also changes,

i.e. the fluorescence rate per atom. Due to a considerable number of points,

the data were obtained over a moderate timescale (roughly several minutes).

So to eliminate any long-term fluctuations from each set of detunings was
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rearranged. The outcomes are presented in Figure 5.6. For each cooling de-

tuning, we vary repump detuning across the frequency spectrum. We also

indicate different hyperfine transitions for cooling and repump in the figure

5.6. Doppler cooling occurs when the laser frequencies are tuned below the

transitions frequencies, where the atoms experience optical frictional forces,

as shown in equation 2.6. If we consider the Zeeman sub-levels of the atoms,

a much higher frictional force arises, as presented in equation 2.11. As de-

scribed in figure 2.4, the Doppler cooling is efficient in regime I and IV, but

we found MOT almost all across the transitions. The optimum detunings

can be found within range of − 30 < ∆C < − 18.5 (negative sign coming

from directional cooling AOM) and 7.5 < ∆R < 20 MHz for the cooling and

repump laser beams respectively, which approximately match with various

potassium experiments [161–163].

Parameters Values Units
Cooling detuning ∆c − 30 < ∆C < − 18.5 MHz
Repump detuning ∆R 7.5 < ∆R < 20 MHz
Cooling beam power 33.5(4) (Max. available) mW
Repump beam power 31.2(3) (Max. available) mW

Quadrupole field gradient 10.5(4) G cm−1

N−S shim field 5.5 < BNS < 6.5 G
E−W shim field −0.25 < BEW < 1 G

Up−Down shim field −0.5 < BUD < 0.5 G
Chamber temp. ∼ 75 ± 3 ◦C

Approximate atoms number ∼ 102 −104 Atoms

Table 5.1: A review summary of optimized values of every parameter fixed to achieve 39K

MOT within our vacuum chamber.

Due to our setup’s limitations, the frequencies utilized for the cooling and

repump beams are identical as [163] for our pyramid MOT. However, ad-

ditional experiments working with the correct frequencies to optimize every

MOT individually have found that the best frequencies for individual MOT

may vary insignificantly. As we indicate in figure 2.6 indicates four different

frequency regime where MOT detuning is optimum [75] but in our case, we

don’t see such regime of frequencies due to our experiment’s empirical na-

ture; our future experiments with 3D−MOT maybe leads us to such kind of

results.

In summing up, we can regularly begin loading the 39K MOT by arranging
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laser intensities, frequency detunings, and the B-field into the resulting op-

timized values summarized in the chart 5.1. It is crucial to note that due to

limitations of our pyramid MOT setup, the optimized frequencies for cooling

and repumping may differ slightly as compare [161–163], which may be due

to the fact that other experiments operating with the freedom to optimize

their MOT with more stander optical method. The future and accurate in-

vestigation for pyramid can be done by detecting a high atomic flux after

adding a glass cell at the end of the pyramid chamber, where we optically

detect atomic flux coming out from the pyramid chamber as [164, 165].
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Absolute absorption on the 405

nm transition: Towards

Rydberg excitation.

Physics in thermal vapour cells is one of the exciting fields of research and

many applications nowadays, including atomic spectroscopy [166], quantum

memory [167], magnetometry [168] and many more. Therefore, the informa-

tion of absorptive and dispersive features of atomic vapour is fundamental.

If the transition is not closed, then the atom can rapidly collapse back to the

lower ground state from the excited state, which signifies off−resonance by a

specific probe light beam, while the atom will no longer be able to absorb pho-

tons from the probe beam. In the case of a powerful probe light, the atoms

mostly in the excited states or have decayed to their lower off-resonance

states, and we gets a modified absorption signal because of the medium’s

optical modification; therefore, the probe beam is not considered as a weak

probe beam. Siddons et al. [169] extensively studied the Doppler-broadened

absorption by the weak probe beam, which is resonant with rubidium D tran-

sition, and they fitted their absorption profile with a theoretical framework

which is adapted from Zentile et al. named as ElecSus [112].

We can use ElecSus to determine potassium’s optical properties, the atom

of interest in this thesis. Potassium is widely used in cold atom physics, and

D1 and D2 transitions of potassium are used for a different type of cooling

111
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and trapping [158, 170–172] respectively.

6.1 Energy level structure

The energy level structure of 4S → 5P transitions of 39K isotopes are shown

in figure 6.1. The isotope variation for D2 transition has not been studied

before so we assume isotope shift for 40K is 235 MHz and for 41K is 454.2

MHz respectively and we used this value to modify ElecSus code, because the

atomic structure of 4S→ 5P transition is comparable to 4S→ 4P transition.

Also, an increment in the principal quantum number does not modify the

system’s angular parts.Let’s consider the radial distribution in terms of the

4P and 5P ground states. We can expect a shorter hyperfine splitting, as

5P is the outermost electronic arrangement of the atoms and the interaction

between the electron and nucleus is smaller than 4P states. Hence, the

expectation value of the electrons’ position for the 5P state is larger than the

4P state. For 4S → 5P D1 and D2 transitions the saturation intensities and

linewidths are 58.8 mW/cm2, 57.6 mW/cm2, Γ/2π = 170.3 kHz and Γ/2π =

184.6 kHz respectively [173].

Utilizing the selection rule (i.e. ∆F = 0, ±1 [174]),after considering the D1

line, the excited population’s can decay into any of the ground states; hence,

these transitions are called open transitions. But in the case of D2 transition

the scenario is different, if we consider the transition F = 2 → F , = 3,

then atoms exclusively decay back to an identical ground state, which is

called closed transitions. Hence the D2 transition includes both closed and

open transitions. Assuming the weak-probe part for a closed transition to

be greater intensity than an open transition, as atoms cannot be optically

pumped into an off−resonant state.

To calculate the saturation intensity for 5P states, we have to take care

of all possible decay channels [177, 178]. The transition strength depends

on Γ1/2, so it is clear that we have to heat the cell much higher than 4S

→ 4P to increase the number density and vapour pressure to see a sufficient

transmission profile, including a suitable signal to noise ratio. And the typical

order of cell temperature is higher than 100◦C.
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Figure 6.1: Level diagram of D1 and D2 transitions of 39K with their natural abundances,

along with possible decay path to other states. The numerical data are obtained from

[91, 172, 173, 175, 176].

6.1.1 Saturation of optical transition

Here we define saturation parameter S, which describe the physical phe-

nomenon of which is provided through a light field of strength Ωpr and the

beam detuning δpr, the mathematical expression is as following,

S =
Ω2

pr/2

δ2
pr + (Γ/2)2

. (6.1)

After substitution the saturation equation 6.1 from the Bloch equations in

steady-state A.39, A.40 and A.42 we get,
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ũss =
δpr

Ωpr

· S

1 + S
, (6.2)

ṽss =
Γ

2Ωpr

· S

1 + S
, (6.3)

w̃ss = −1

2
· 1

1 + S
. (6.4)

The maximum population in the steady state is ρaa = 1/2 i.e the populations

of |b〉 and |a〉 (appendix-A) are identical and the saturation equation is such

that S → ∞, w̃ss → ∞. On the resonance, the saturation parameter S0 is

provided by,

S0 =
2Ω2

pr

Γ2
≡ Ipr

ISat

(6.5)

ISat is known as saturation intensity, which can be defined as the photon

energy (~c/λ) per unit time (lifetime 1/Γ) per unit area and the absorption,

the cross-section is generally λ2.

ISat =
2π2 · ~ · Γ · c

3λ3
(6.6)

Our point of interest is 39K 4S→ 5P transition, the situation is quite different,

hence equation 6.6 is not applicable to calculate the saturation intensity

because the 5P state may collapse to alternative states as shown in figure

6.2, so we have to consider all possible decay path which is as follows,

ΓT = (Γ5P→4S + Γ5P→5S + Γ5P→3D3/2
+ Γ5P→3D5/2

). (6.7)

After taking care of all the possible decay path the final saturation intensity

of 39K 4S → 5P line [178, 179] is as follows,

ISat = 2π
hc

λ3

Γ2
T

Γ0

1

1.58
. (6.8)

where ΓT defined as total linewidth of the transition and Γ0 is the linewidth

just along 4S→ 5P transition and

(
1

1.58

)
is a consequence of all the possible
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decay from the 5P state. And for 39K 4S → 5P transition, the saturation

intensity and decay rates are 58.8 mW/cm2, 57.6 mW/cm2, Γ/2π = 170.3

kHz and Γ/2π = 184.6 kHz for D1 and D2 lines respectively [173]. Different

lifetime due to wave function overlap of different hyperfine structure.

If we label the maximum intensity of the incident light field defined as suffi-

cient weak for weak probe regime as Iwp, this weak probe regime for 39K is

many orders of quantity smaller than saturation intensity ISat for the 39K 4S

→ 5P line [178]. If we consider two probe beams, one is a large probe beam,

and another is a small probe beam. The travelling time over the wider beam

is enough larger than the smaller beam, and because of that, the scattering

effects are more crucial. This represents that the larger probe beam Iwp is

lower than the smaller beam. The effect of the beam parameter has been

extensively studied in rubidium by Sherlock and Hughes [180].

From equation A.42 and 6.47 we can calculate the scattering rate R, which

is as following,

R(Ipr, δpr) = Γρaa =
Γ

2
· S0

1 + S0 + (2δpr/Γ)2
. (6.9)

This expression of scattering is one of the important results of the Optical

Bloch equation.

6.1.2 Complex refractive index of the atomic medium

The refractive index of the atomic medium can be defined as real and imag-

inary parts, which are nR and nI respectively, which can be obtained from

the well known Maxwell’s equations,

n = nR + nI . (6.10)

The real and imaginary part corresponding to,

nR = 1 +
χR

2
. (6.11)

nI =
χI

2
. (6.12)
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Figure 6.2: Energy levels diagram associated with possible decay path along with de-

cay rate from the 5P state to ground states 4S. The numerical data for decay time and

wavelength between the states are taken from the following papers [173, 181–184].

Now substituting equations A.52 and A.53 into the equations 6.11 and 6.12

and we get,

nR(δpr) = 1− Nd2
ba

2ε0~

(
δpr

δ2
pr + (Γ/2)2 + Ω2

pr/2

)
(6.13)

and

nI(δpr) =
Nd2

ba

2ε0~

(
Γ/2

δ2
pr + (Γ/2)2 + Ω2

pr/2

)
(6.14)

The above equations are particular cases of well known Kramers-Kronig re-

lations, which describe the absorption (which is an imaginary component of

the refractive index) and dispersion (which is a real component of the refrac-

tive index) properties of a dielectric medium through the complex refractive

indices. In general, both real and imaginary complex refractive indices are

shown in figure 6.3. In the two-level atomic system, the imaginary compo-
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Figure 6.3: The normalized absorption coefficient (nI(δpr)/nI(δpr = 0)) and dispersion

coefficient (nR(δpr)− 1)/nR(δpr = 0)) of the optical medium, consists of a two-level atom.

In this particular example, Γ� Ωpr is framed with respect to detuning, which is normal-

ized by decay rate (Γ) of the atoms from an excited state to ground state.

nent of the refractive index represents the absorption of the medium, which

has a Lorentzian line shape.

The above particular example of Kramers−Kronig associations for a Lorentzian

pattern, which can be commonly expressed as,

nR(ω) = 1 +
1

π

∫ ∞
0

ω′nI(ω
′)

ω′2 − ω2
dω′ (6.15)

nI(ω) = −ω
π

∫ ∞
0

ω′nR(ω′)− 1

ω′2 − ω2
dω′ (6.16)

The real part of the reflective index at specific frequency depends on the

entered frequency spectrum of the imaginary part of the reflective index and

vice-versa. This phenomena has unique implications for pulse propagation
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in a dispersive optical medium.

6.1.3 Doppler broadening spectroscopy

Doppler broadening is a physical phenomenon of broadening spectral lines

due to the Doppler shift because of kinetic energy distribution, i.e. non-zero

velocity distribution of atoms and molecules. The atomic transitions that

are not resonant with the light beam can communicate with the field if the

velocity of atoms or molecules Doppler shifts into the resonance.

Consider an atom in the rest frame resonant with a light field with frequency

ωab, and absorb a photon by the atom with frequency ωpr in the laboratory

frame. Then the observer can detect the following frequency,

ωpr = ωab

(
1± v

c

)
. (6.17)

The atom in a gaseous medium chaotically moves in all directions because of

which are we able to see Doppler−broadening spectral line shape, and this

line shape reflects ensemble distribution of velocities along the Z-axis and the

velocities between vz to vz + dvz is obeyed Maxwell-Boltzmann distribution

in thermal equilibrium T which can be express in the following way,

Ni(v)dv =
Ni

vs
√
π
exp

[
−
(
v

vs

)2
]
dv, (6.18)

where vs =

√
2kBT

m
is most probable velocity of the atoms with mass m and

kB is Boltzmann constant. Equation 6.17 give us,

dv =
c

ωab
dωpr. (6.19)

After substituting equation 6.18, into equations 6.19 and we get the number

of atoms in the interim of ωpr to ωpr + dωpr shift with absorption frequency

ωab as following,

Ni(ωpr)dωpr =
cNi

ωabvs
√
π
exp

[
−

(
c (ωpr − ωab)2

ωabvs

)]
dωpr. (6.20)
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Figure 6.4: Normalized transmission as a function of detuning on the 10 cm vapour cell

of natural abundance potassium (39K) in the weak probe regime. Fitted with Gaussian

function denoted as red dashed lines. Figure (a) represents 4S → 5P D2 transition with

1.48 ×10−3 ISat probe intensity at 110.5 ◦C cell temperature and the FWHM is 1.93(5)

GHz. Similarly in figure (b) represent 4S → 4P D2 transition with 4.8 ×10−3 ISat probe

intensity at 53.5 ◦C cell temperature and FWHM is 1.04(3) GHz.

From equation 6.20 it is trivial to determine that the FWHM (Doppler width)

is following,
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∆ω =

(
2ωpr
c

)
·

√
2 ln 2

(
kbT

m

)
. (6.21)

The equation 6.21 tells us that Doppler width is reliant on the angular fre-

quency of probe field. After calculating the ratio of Doppler widths for the

two transitions (assuming the same temperature) using the equation 6.21.

And we found
∆ω405

∆ω767

∼ 1.90(2) and comparing with the ratio of experimen-

tal results the ratio was
∆ω405

∆ω767

∼ 1.86(5), therefore our theory agreed with

our experimental results. The experimental spectrum presented in the fol-

lowing figure 6.4, in the example of potassium, the ground state hyperfine

splitting, which is 461.7 MHz, is shorter than the Doppler width. The D2

and D1 transitions taken with 23 mm and 75 mm cell length respectively,

because of that we have to different cell temperature.

We know that the emitted (transmitted) or consumed radiation power

P(ω)dωpr is correlated to the atomic density Ni(ωpr)dωpr, and gives us the

following intensity profile,

I(ωpr) = I0exp

[
−
(
c(ωpr − ωab)

ωabvs

)2
]
. (6.22)

This is the intensity Gaussian profile detected by the calibrated photodiode.

6.2 Absolute absorption on the 4S → 5P

transition

This section will demonstrate and explain the atomic structure of potassium

on the 4S → 5P line with the theoretical transmission spectra computed

with our theoretical model. We are going to report the experimental setup

with great details and the procedure of the experiments. The results for

estimating the transmission of a probe beam within a 10 cm hot potassium

thermal cell containing a natural abundance of potassium vapour are shown

and discussed.
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Figure 6.5: Schematic layout of our experimental setup. The laser beam from an external

cavity diode laser (ECDL) is passed within an optical isolator (OI) and passes through

a λ/2 wave plate and then a polarizing beam splitter (PBS). Single beam sends to a

cavity (Etalon) to calibrate the frequency axis. In contrast, another beam sent through

an ND filter then to a hot potassium vapour cell and focused using a 50 mm lens onto a

photodiode (PD), both cavity and detected signal by PD and visible in the oscilloscope.

6.3 Experimental details

This subsection will explain the experimental procedure and the details of

results for the absolute absorption of Doppler broadening spectroscopy of the

4S → 5P D line transition using a 10 cm hot thermal cell which contains a

natural abundance of potassium. In this experiment, we used a home built

ECDL in Littrow configuration with an output of 1.2 mW power, which

produced a light field passed through an optical Faraday isolator and passes

through a half-wave plate than a polarizing beam splitter (PBS) to produce

a probe light. The schematic diagram of the experimental setup is in the

figure 6.5.

The reflected beam from PBS sent to a Thorlabs SA200−3B scanning Fabry-

Perot cavity, which has 1.50± 0.01 GHz free spectral range used for frequency

axis calibration. Another part of the beam is sent to a 10 cm thermal vapour

cell as a probe beam, the probe intensity control using a neutral density filter

(ND) just before the vapour cell. The probe beam focused with f = 50 mm

lens into a photodiode (PD). The PD produced a voltage equivalent to the

incident intensity of the beam, with a PD circuit combined with a low-pass

filter circuit to eliminate higher-frequency turbulence. Great attention was

exercised to guarantee the cell was at thermal balance with the copper cube
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Figure 6.6: Photographs of the blue laser system employed in our experiments, where

figure (a) displays the output face and (b) show the back end of our laser.

surround. A thermocouple is used in between the vapour cell and copper

surrounds to monitor and record the temperature of the potassium vapour.

6.3.1 Laser system

Extended Cavity Diode Lasers (ECDL) are commonly used for atomic physics

experiments due to the affordable and dependable method of producing a few

mW of single-mode tunable laser output power, but some short-wavelength

ECDL quite challenging to build and stabilize. Figure 6.6 is a typical image

of our blue laser in Littrow configuration. This laser system consists of a laser

diode (Thorlabs DL5146 - 101S - 405 nm) with an aspheric collimating lens

(Thorlabs C671TME - 405 nm ), reflective Holographic Grating with 3600

mm−1 ( Thorlabs GH13 - 36U - UV ), and a kinematic mount (Thorlabs

KM05) to fine adjust laser cavity length, two Thorlabs AE0203D04F piezo-

electric actuators and control/maintain the temperature of two multi comp

thermoelectric coolers regulated through a Wavelength Electronics tempera-

ture controller (MPT 2500 series). Inside picture 6.6(a), we can notice that

the grating is installed on the pair of piezoelectric actuators applying epoxy

glue. This grating is fixed on the mirror install as presented in the picture

6.6(b), which provides grating to modify the grating angle. The grating was

installed in such a way that the grating lines were vertical to the optical table,

and the long axis of the laser light generated by the laser diode was parallel

to the lines. And the whole extended cavity lies on the pair of thermoelectric

coolers.
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6.3.2 Tuning procedure

This particular laser tuning procedure was slightly tricky; at first, the out-

put laser light was linked to a Fabry−Perot cavity (Thorlabs SA200) and a

wavelength meter (HighFinesse WS−5). We have set our set position for the

temperature controller at 1.00731 V, and the equivalent laser temperature

was 20◦C. In the grating, the vertical and horizontal directions are coupled,

which leads to an iterative method to align the laser in the following ways,

X First, the laser current was fixed to merely under the threshold current.

X Employing a power meter or by eye, and the vertical alignment of the

grating was modified to maximize the laser’s producing power. Repeat this

process many times by reducing the laser current by small steps to get a

minimum threshold current.

X The scanning Fabry−Perot cavity was employed to check the laser was in

single mode or not. If the cavity signal is contained peaks as presented in

figure A.2, we can assume the beam is single-mode; thus, we can be confirmed

that vertical alignment is finely adjusted.

X We were then using a wavelength meter, we measured or recorded the

wavelength of the laser beam.

X We can change the wavelength using the horizontal mount adjusting screw

slightly to get the desired wavelength.

X In the end, we used a heated potassium vapour cell along with a wavelength

meter to examine the laser was on the atomic transition or not. If we see a

Doppler broadening signal in a digital oscilloscope at the required wavelength,

we can conclude that our laser was on the transition.

X Suppose we have any mode hop near the spectrum. In that case, we can

slightly change the temperature of the laser diode using the temperature con-

troller. The temperature change only changes the tiny amount of wavelength

of our laser, and we get mode to hop free spectrum.

The procedure mentioned above was repeated many times until the desired

wavelength arrived. Remark that the required wavelength was only achieved

for a particular laser diode current only over the threshold current (normally,

the required wavelength appears at different laser current even as well beyond
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the threshold current). Beyond this current, our laser does not remain in the

single-mode. We believed this kind of behaviour, because of the diode not

holding an AR coating, which leads to a standard laser output power on the

transition was ∼ 1.2 mW.

The laser was scanned over a triangular potential ramp ∼ 4 V at 12 Hz (which

is generated by a Thandar function generator) to a piezo stack actuator via

Thorlabs piezo controller, which allows us to manage ∼ 6 GHz scanning

range just before a mode hop/jump which is generous enough to examine

some entire Doppler broadened spectrum.

6.3.3 Integration of vapour cell

Integration of vapour cell within a compact copper box is really important

because, as we mentioned, we need to heat the vapour cells sufficiently high

to increase the vapour pressure within the cell. In figure 6.7 our 10 cm

potassium vapour cell were within a copper box to heat the cell evenly, the

copper box consists of two-part, and it can be attached using two screws.

The cell was evenly heated using the four resistive heaters on both sides of

the individual copper box, which can heat the cell from room temperature to

130◦C evenly. The copper blocks both consist of two-beam windows (holes)

in both ends, from where the laser beam can enter and exit in the copper

box. In between the copper box and table, a thermal insulator has been

placed on insulating the copper box from the rest of the table. A small hole

was made to insert a thermo-couple and monitor the temperature in the top.

Since the holes are the coolest area of the cell, the potassium is condensed

frequently at the window of the thermal cell. This problem is fixed by heating

the windows by attaching two resistive heaters continuously for a few days.

The photodiode signal was registered using a digital oscilloscope (Gw Instek

GDS 2014) to read the Doppler broadened profile. And the cavity peaks

were employed to transform the measured time scale to frequency, which is

discussed in the following subsection A.2.1 with great details.

The weak probe regime was set using a variable ND filter just before the

thermal cell one can also change the intensity of the probe light incident on

the thermal cell typically from 1 × 10−4 ISat → 1 × 101 ISat as mentioned
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Figure 6.7: A CAD sketch of the hot potassium cell created by a previous QLM PhD

scholar Micheal Köppinger.

in figure 6.5 and measured the transmission. The spectrum was taken and

mean over many times at the least transmission spectrum. We measured

the probe beam waist using the knife−edge technique just before the cell

and fitted the data using Origin 8.6. The incident intensity was computed

by measuring the power of the probe light. We took all the data when the

cell came under thermal equilibrium. In the end, the Doppler spectrum was

fitted with the data using the ElecSus program to examine the quality of the

theoretical model as well as to estimate the temperature of the atoms.

6.4 Experimental results and discussion

6.4.1 The weak probe regime in D lines

For our future experiments, we gave the most important on D2 transition,

and we compare it with D1 transition. In figure 6.8, we have measured the

least transmission of a probe light with respect to incident intensity, which
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Figure 6.8: In plot (a), the transmission is a function of detuning. The multiple colours

represent different probe intensities; refer to the main text for details. The brown weak

probe data point fitted with ElecSus and residuals is included below. In plot (b) the

probe intensity which is normalized by saturation intensity (ISat = 57.6 mW/cm2) for a

natural abundance potassium, which is resonant with D2 line of 4S → 5P transition. The

data was taken at 110.5◦C measured temperature. The pink shaded area is a weak probe

regime prediction of ElecSus, and the red dashed line is exponential fitting for greater

visualisation of the trend of the data points.

is normalized with saturation intensity with D2 atomic transition. Each blue

points represent the least transmission of probe light with size wx = 1.95 ±
0.002 mm and wy = 1.84 ± 0.003 mm and passed within a hot vapour cell

of temperature 110.5◦C.

The plot 6.8 (a) indicates the minimum transmission with respect to detun-

ing. The non-identical colours (brown, black and blue) represent individual

probe intensities where Ibrown, Iblack and Iblue corresponding to incident in-

tensity of the order of 1.48 × 10−3ISat, 2.03 × 10−1ISat and 8.61 × 10−1ISat

respectively. The experimental red spectrum is fitted with the adapted Elec-

Sus program, mentioned as black dashed line in figure 6.8(a) and the residuals

of fitting are also presented in the figure. The residuals for the fitting data

reveal the quality of the model and its indication that the ElecSus is ef-

fortlessly versatile to predict transmission spectrum at the higher principal

quantum number and other alkali metals like Rb and Cs, respectively. At
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higher intensity, the data point is relatively noisy compared to low probe

intensity, and at the higher probe intensities, the photodiode was saturated.

This indicates the dependence of signal−to−noise ratio on the experimental

equipment.

The figure 6.8(b) presents the minimum transmission as function of probe

intensity which is normalized with the saturation intensity (i.e ISat = 57.6

mW/cm2) and we observed the incident intensity enter in the weak probe

part at the ∼ 1×10−2 I/ISat and the decrease of incident intensity does not

change the transmission profile, the shaded regime are ElecSus predicted

weak probe regime. We fit the data point with an exponential function in

order to see the clear trend of the data point.

Figure 6.9 represents the D1 transition as we just mention the D2 line and the

figure reveals a similar kind of pattern indicates that the weak probe regime

is ∼ 5 × 10−2 ISat. Again, in 6.9(a) shows transmission at the three different

incident intensities, black, red and blue colours represent the transmission

spectrum. And the Iblack, Ired and Iblue corresponding to incident intensity of

the order of 2.05 ×10−3ISat, 1.87×10−1ISat and 6.47×10−1ISat, since the inten-

sity difference between Ired and Iblue is small, so the spectra almost superpose

with each other. The residuals of theoretical fitting to the black data points

show the quality of the theoretical prediction. In this experiment, there is

a large dependence of signal−to−noise ratio on experimental equipment, as

we have just discussed above.

Figure 6.9(b) indicates the minimum transmission as function of probe in-

tensity which is normalized with the saturation intensity ( i.e ISat = 58.8

mW/cm2) and we have observed the incident intensity enter in the weak

probe regime at the ∼ 5×10−2 ISat and a decrease of in incident intensity

does not alter the transmission spectrum as we have shown in figure 6.8(b)

the red shaded regime indicates ElecSus predicted weak probe regime. We

fitted the experimental blue data point with exponential function to trace

the data point for better visualization as we discuss for D2 transition.

In the case of D2 transition ∆1 and ∆2 are unknown for 40K and 41K isotope

as shown in figure 6.1. For our ElecSus modeling, we assume the isotope shifts

for D2 transition is similar to isotope shifts of D1 line of 4S→ 4P transition,
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Figure 6.9: In plot (c) the transmission as a function of detuning for D1 lines of 4S

→ 5P transition. The different colours (black, red and blue) represent individual probe

intensities. Here, the black data point in the weak probe part, fitted with the ElecSus

and residuals, is presented below .n plot (d) the probe intensity which is normalized by

saturation intensity (ISat=58.6 mW/cm2) for a natural abundance potassium thermal cell

resonant with D1 line. Specific data was taken at 123.5◦C measured temperature. The

pink shaded region is a weak probe regime prediction of ElecSus, and the red dashed line

is for visualization of data points.

which are ∆1 = 235 MHz and ∆2 = 454.2 MHz respectively, which is in the

order of MHz. By running the simulations assuming our guess was accurate,

the shift in transmission spectra because of variation in isotope shift was set

to not be previously measured because of the feeble isotope abundance of
40K and 41K and laboratory turbulence. Hence our ElecSus fitting on the D2

transition was produced employing the D1 transition isotope shifts of 4S →
4P transition. By looking at residuals in figure 6.8, 6.9. and 6.10 it is clear

that our approximation is justified.

6.4.2 Temperature Dependent D line

In figure 6.10 we have plotted the normalized transmissions of D1 and D2

transitions with different cell temperatures at their respective weak probe

regime. Figure 6.10(i) presents the transmission line on the D2 transition
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line at 95.5 ± 0.6◦C, 110.5 ± 0.5◦C and 122.8 ± 0.4◦C respectively, which

can be identified by black, red and blue data points. We compute the RMS

error between theory and experiment of the order of ∼ 10−3 for all three

data point and the corresponding probe intensities are 1.95 × 10−3 ISat, 1.48

× 10−3 ISat and 2.13 × 10−3 ISat respectively. Similarly for D1 transition as

shown in figure 6.10(ii) shows transmission spectra at 93.5 ± 0.5◦C, 109.5

± 0.5◦C and 123.8 ± 0.3◦C respectively in the order of blue, red and black.

The rms errors among theory and experiments of the order of ∼ 10−3 which

was similar as D2 and the corresponding probe intensities are 2.05 × 10−3

ISat, 2.01 × 10−3 ISat and 2.13 × 10−3 ISat, respectively. The individual

residuals for these three unique temperatures are presented under the central

figure 6.10. The temperature of the vapour cell was estimated after fitting

the experimental data with ElecSus and the limitations of fitting due to

an imperfect linearization of the frequency scan due to an inadequate scan

range creating a limiting quantity of cavity peaks; hence, the fitting method

is susceptible to the scan linearization. For example, in the case of rubidium,

the sub−Doppler spectroscopy is employed to produce multiple frequency

labels to linearize the scan [185]. Though, our linearization technique seems

to be significantly better, as manifested in the character of the residuals of

the fits.

The residuals on the fitting for the low-temperature transmissions on each

plot are more significant than that of the additional fits, we considered due

to a small gradient of least transmission concerning temperature and also be-

cause of a less percentage of absorption at a weaker temperature because of

the lower number density. Hence the S/N ratio on the estimation of the min-

imum transmission is less than that of the different estimations, which drives

to a significant error on the adapted temperature as the minimum transmis-

sion is the most susceptible portion of the signal. Hence, at adequately higher

temperatures and experimental accuracy, the ElecSus displays an accurate

thermometric instrument.
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Figure 6.10: Graphical representation of the least probe transmission as a function of the

temperature of potassium thermal cell, the beam resonant with the D2 (i) and the D1(ii)

lines. The theoretical fitting by ElecSus indicates by black dashed line inside the data

points. In plot (i) presents the transmission spectrum on the D2 transition at 95.5 ± 0.6
◦C, 110.5 ± 0.5 ◦C and 122.8 ± 0.4 ◦C respectively, which can be identified by black, red

and blue data points. In plot (ii) notes transmission line on the D1 line of the transition

at the 93.5 ± 0.5 ◦C, 109.5 ± 0.5 ◦C and 123.8 ± 0.3 ◦C respectively in the order of blue,

red and black colour respectively. The residuals for each temperature are shown below.

6.5 ElecSus as a thermometric tool

It is challenging to measure the actual temperature of the atoms inside the

hot vapour cell directly because it is clear that we cannot place our thermal

probe inside the vapour cell. Typically in everyday measurement, we mea-

sure the temperature of the glass cell and consider thermal stability achieved

within the atoms and glass of the cell. This experiment process is not the

most precise and efficient because the atomic temperature is not calibrated

with the probe beam and the thermal connection within the cell and probe.

Hence, in this section, we will present a detailed approach for achieving accu-

rate atomic temperature using the Doppler broadening transmission outline.

Similar kinds of studies have already been done, and we closely follow the

following article [178].

As we see in equation A.53, the absorption coefficient is proportionate to

the atomic number density. The number density is also very sensitive to the
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transmission, and the number density varies exponentially in temperature,

and the most important is the line centre transmission, which is particularly

susceptible to temperature. This fact creates ElecSus potentially valuable as

a thermometric tool. In figure 6.11, the red data points represent the tem-

perature measured by fitting transmission spectra to ElecSus and the black

data point shows which corresponding experimental measurement tempera-

ture measured by the thermocouple directly. In the figure 6.11 we can see

a temperature offset between thermocouple and ElecSus predicted temper-

ature, which is problematic when we try to measure the exact temperature

of the atoms. Inside both plots, in figure 6.11 we have plotted the fitted

temperature (TF ) predicted by our model and the estimated thermocouple

temperature (TT ). In the fitting a consistent offset among the fitted tem-

perature and the thermocouple temperature, the gradient (m) and offset (c)

within two temperatures present in table 6.1. We assume to recognise a

gradient of m = 1 and the fixed offset among all data points if there was a

calibration error of the thermocouple. We can expect the calibration error

because the thermocouple measured a hotter temperature just outside the

cell. After all, the copper block was hotter than the cell.

Our determined gradient and offsets agree with this within error; therefore,

the error in data indicates the calibration deviation of the thermocouple and

bad thermal connection among the cell and thermocouple. This data tells

us that the ElecSus is a robust tool to measure the temperature of atomic

vapours where straightforward measurement is not possible. In the figure

6.1, it’s been seen that the error in TF is not fixed due to the minimum

transmission having a changing gradient with temperature. For example, at

the transmission of ∼ 0.9, while the gradient of transmission with tempera-

ture is much less than ∼ 0.5. Hence the error in the fitting temperature is

more prominent at low absorption, but at a higher temperature at near-total

absorption, the fitting error was small.

]
Transition Plot m c(◦C)
4S1/2→ 5P1/2 (D2) (a) 1.00 ± 0.006 2.48 ± 0.02
4S1/2→ 5P3/2 (D1) (b) 0.98 ± 0.004 2.52 ± 0.08

Table 6.1: The calculated value of the gradient and offsets from the inside plots in figure

6.11.
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Figure 6.11: Theoretical minimum transmission calculate using ElecSus (Red dashed line)

with the experimental measurement with D2(a) and D1(b) resonant light field of 4S→ 5P

atomic transition. The temperature of the red data point is calculated by fitting measured

transmission spectra to ElecSus, and the black data point is the temperature measured by

the thermocouple. We have also included the normalised residuals of the red data point

below. Inside the plot, we show a plot of the fitted temperature and the thermocouple

temperature.



Chapter 6. Absolute absorption on the 405 nm transition of potassium 133

In our experiment, the error is dominated by noise on the measured voltage.

The main contribution of noise is coming from laser, photodiode and oscil-

loscope. Our weak probe beam power is in an nW regime; therefore, noise

from other light sources is susceptible in our experiments, and we have to take

care of these problems. As discussed earlier, to reduce noise, we believe it’s

good to use a higher quality photodiode and oscilloscope. By implementing

the above discussion, we are capable to reduce the noise on the determined

voltage and the error in the temperature, which increases the precision of

ElecSus as a thermometric tool. In figure 6.1 we may see that the residuals

for all of the plots are generally positive because the minimum transmission

is estimated by considering a mean at the base of the transmission spectra

to exclude noise. This mean uses tiny additions from points that are only

beyond the minimum, and the mean is shifted in significantly higher than

the predicted value.

6.6 Rydberg states excitation

Rydberg atoms, where an excited atom has individual or more than one elec-

trons in a higher principal quantum number (n) states. As Rydberg atoms

are extremely large, it has large polarizability, which introduced strong, con-

trollable dipole-dipole interaction, which is scale as ∼ n4 and long radiative

lifetimes scale as ∼ n3. Just mention properties are beneficial to make neu-

tral atomic qubits, which is the building block of quantum gates. The most

commonly used for Rydberg excitation are alkali atoms. Recently experi-

mentalist typically explores Cs [186, 187] and Rb [188, 189], but K [64, 190]

has rarely studied.

Usually, the two-photon excitation with the typically normal excitation

scheme (where λC < λP ) regularly reported in thermal cell and the cold

ensemble of atoms [191]. But in the K system, the EIT spectrum can gen-

erate utilizing two-photon excitation with an inverted ladder-type arrange-

ment, i.e. λP < λC , where the wavelength of the probe beam (404.5 nm) is

significantly less than the coupling beam (990 nm).
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Figure 6.12: Energy level diagram for two-level excitation scheme to excite 39K atoms to

its ns Rydberg levels using inverted ladder scheme, where the probe and pump beams

are 404.5 nm and 990 nm, with Rabi frequencies ΩP and ΩC respectively. It presents the

4S1/2 ground state, 5P3/2 is the intermediate state and the nS1/2 is the Rydberg state,

and other alternative decay channels are also presented. The diagram is adopted from

[190].

The two-photon excitation is a coherence process due to the coherent in-

teraction between the probe and coupling lasers beam with atoms. The

ladder-type EIT have the advantage compare to electromagnetically induced

absorption (EIA) [192, 193], or Autler-Townes splitting effect (ATS) [194]

because EIT generates high-resolution Rydberg spectroscopy signal and pro-

vide a direct optical detectable signal for the highly excited Rydberg states

[195]. By solving the density matrix of the optical Bloch equations, one can

model the Inverted ladder system as [190]. In the numerical calculations, it

is very important to include all the additional decay channels as presented

in figure 6.12. Both inverted and non-inverted schemes, the EIT features

appear, when ∆C + ∆P = (ωP −ωC)v/c is satisfied and the wavelength ratio

also influences the size and width of the transparency window.
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6.7 Outlook

Here in this chapter, we have investigated the absolute Doppler broadening

absorption of a probe light, which is resonant with 4S → 5P transition line.

Thek weak probe section was estimated for a 10 cm hot potassium thermal

cell by changing the incident probe intensity and measuring the minimum

transmission. For 4S → 5P transition, we have resolved the weak probe

regime < 10−2 I/ISat for D2 and D1 transitions respectively. We also found an

exceptional agreement of weak probe beams among ElecSus and experimental

estimations with different temperatures on both transitions with RMS error

∼ 10−3. Finally, we discussed the prospects of Rydberg excitation employing

the 4S → 5P transition in an an inverted ladder scheme.



Chapter 7

Outlook: Future direction and

conclusion

The technique for the preparation of cold 39K atoms using a pyramid magneto

optical trap has been studied and presented in great detail, closely following

the articles [196, 197] and our technique has two main purposes, which is

followings,

X To develop the laser systems and locking needed to produce a MOT such

that they could then be integrated into the main experiment.

X To test the pyramid MOT functions at 767 nm such that in the future it

could be integrated into a second generation apparatus.

On the other hand ultracold Cs already been investigated by [198]. For

Rydberg excitation, the next step is to combine the potassium source with

a Cs MOT and then load both atoms into optical tweezers. This provides

the basis for Rydberg excitation and there are interesting perspectives in

using two intra-species like 85Rb and 8787Rb [199, 200]. Interestingly, for

the Rydberg excitation it is not necessary to cool down the atoms in their

ground state.

On the other hand to trap a single molecule like 39K133Cs, the ensemble of

atoms need to cool down more to its quantum degeneracy regime; therefore,

we aim to pursue a pioneer strategy similar to that demonstrated for NaCs in

[201–203] at Harvard, also for Rydberg excitation with 39K or 133Cs require

ultracold ground-state atomic ensemble. Therefore, after getting the pyramid

136
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MOT within the chamber, the following steps need to be taken to produce

an ultracold ensemble of 39 K/133Cs atom.

7.1 Future direction

The next step is to integrate the pyramid MOT into a next-generation tweezer

apparatus to produce 3D-MOT 39K atomic species and load atoms in the

optical tweezers, which is the foundation of any future experiments like single

molecules or Rydberg excitation. We have already shown that our pyramid

MOT works for Rb and Cs [140, 204, 205]. My work has shown that it also

works for K and so we can now build a next generation apparatus using a

pyramid source which will lead to better vacuum lifetimes in the science cell.

For 39K133Cs single molecules one can cool down 133Cs atom simultaneously

along with 39K at the same science chamber. The trapping light is provided

by three independent retro-reflected counter-propagating MOT beams from

three orthogonal directions as presented in [197]. For cooling and trapping
39K and 133Cs atoms in a 3D-MOT with 852 nm and 767 nm beam, and the

paths are regulated and controlled individually.

7.1.1 Single atom trapping

For a single atom experiment, the MOT size or the number of atoms within

the MOT need not be huge; only 105 numbers of atoms are more than suf-

ficient. Therefore, trapping of a single-atom like experiment requires a laser

with very little output power in the order of a few mW for cooling and re-

pump beams. The tweezers or micro trap is created by focusing a far-off

resonant Gaussian laser light with species-specific wavelengths for specific

atomic species as presented [206].

For micro trap and fluorescence detection, we in our lab used a high nu-

merical aperture (NA) objective lens, the lens from special optics with NA

= 0.55. The objective lens is diffraction limited at 767, 780, 852, and 1064

nm. The tweezer beams have a Gaussian intensity profile, and the trapped

light focused at the position of the atoms has a waist of ∼1 µm. The same
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high numerical aperture (NA) lens accumulates the fluorescence photons to

produce an image on a electron-multiplying charge-coupled device camera as

presented in figure 7.1.

Figure 7.1: In figure 7.1(a) two individual atoms trapped side-by-side from two individual

3D-MOT (here we present an ideal scenario, at the time of writing only Cs MOT in our

chamber). 7.1(b) Both tweezer beams are combined on a dichroic mirror and focussed by

an objective lens. The position of the trap in the focal plane move by changing the driver

frequency of an upstream acoustic-optical deflector (AOD). The figure is taken from our

current experimental optical setup made by one of our PhD student Vincent Brooks [206].

In figure 7.1 (a) shown schematic of trapped, 39K and 133Cs MOT side-by-

side, two individual atom trap by tweezer laser beam separately (at the time

of writing only Cs MOT in our chamber and 39K will be trap in the near

future), it is also possible to manipulate a single 39K Rydberg atom in the

micro trap. In figure 7.1 (b), the tweezer light enters through a dichroic, and

atomic fluorescence is also separated from the tweezer light using the same

dichroic and detected using an Andor iXon 897 Ultra EMCCD, providing

a great spatial resolution of the atom. The science cell is made up of an

AR-coated glass cell and the electrodes shown in the figure. After trapping

the single atom in a micro-optical trap for single-molecule experiments or

Rydberg excitation, the trapped atom need to cool down to the ground state;

therefore, in the next section, we present a short description of how one can
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Figure 7.2: Cooling Scheme of DRSC on the D1 transition on 39K atomic species. An

individual cooling cycle consists of double two-photon Raman transitions as exhibited by a

double-sided arrow in between vibrational and magnetic states. The degeneracy lifted by

the external magnetic field (∆EZ) and optical pumping via the |F ′
= 1,mF ′ = −1〉 state

as shown by one side single blue arrow. The strong pumping beam with σ− broadens and

shift (∆ES) the energy levels. The brown arrows symbolize the repump beam; the wiggled

grey line indicates spontaneous collapse into F = 2 states. The dashed grey represents the

spontaneous decay transitions to F = 1 the lower ground states, and one wiggled black

involves the decay into the dark state. This figure is adapted from [207].

cool down the ensemble of atom in their ground state.

7.2 Degenerate Raman sideband cooling

Before loading atom in the optical tweezers, the ensemble of 39K atoms need

to be in the ground state, the degenerate Raman Sideband cooling (DRSC)

method is a very efficient process as presented in figure 7.2. In the DRSC

process, the cloud of atoms transfers from its high-lying vibrational energy

level v to its low-lying vibrational ground state. The degenerate Raman

sideband cooling of 39K is rightly presented in [207].
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The main difference between the DRSC scheme for bosonic K and the more

standard scheme is the possibility of spontaneous decay to the wrong hyper-

fine ground state, a repump beam is required to repopulate the ground state.

Figure 7.2 shows three separate magnetic hyperfine sublevels mF state; the

sublevel shifted from each other due to applied offset magnetic field to get

nth vibrational sublevel to degenerate (n−1)th vibrational sublevel, which is

the next mF state as presented in the figure i.e |F = 2,mF = −2, n = 2〉 with

|2,−1, 1〉. The degenerate 2-photon stimulated Raman transitions prompted

by lights coupled to degenerate states. The pumping beam is represented as

blue arrows to drive |F = 2〉 → |F ′ = 1〉 pump transition. The pumping

beams consist a strong σ− and a weak π component. Initially atoms in-

habit high−lying vibrational states n. Then the atoms are shifted from the

|2,−2, n〉 to the |2, 0, n − 2〉 state after one cooling cycle due to the double

two−photon Raman operation, which changes the spin projection and atomic

vibrational states. For one complete cooling cycle, the atoms get shifted by

the σ− polarized beam into the |2,−2, n−2〉 state. And the cooling carry on

with as indicated above until atoms achieve either the |2,−2, 0〉 or |2,−1, 0〉
state. After that using a weak π component of the polarizer beam with

|2,−1, 0〉 state, we transfer all the atoms in the |2,−2, 0〉 state as presented

in figure 7.2.

7.3 Feshbach Resonances

For accurate control of atomic interaction, the Feshbach resonances remain

an indispensable mechanism in atomic and molecular science. To produce ul-

tracold molecules from ultracold atoms, coherently transfer atom set toward

bound state molecules by a familiar procedure called magneto-association

[32], which is governed by Feshbach resonances. The exceptional power of

the atomic interactions provided by Feshbach resonances rigorously applied

to produce bright solitons [208] or quantum droplets [209]. Notably, the Fesh-

bach resonances remained necessary for the investigation of the BEC−BCS

crossover within Fermi gases [210].

In the scattering event, the entrance channels and closed channels related to

a specific set of quantum states in which atoms are permitted or prohibited
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respectively, develop from a scattering effect by energy conservation. Then

any channel with energy E < Etot is described as an entrance channel, and

any channel with E > Etot is named a closed channel, where Etot is the total

energy of the incoming atoms. Feshbach resonances occur when the entrance

channel’s total energy matches a bound state’s energy in a closed channel, as

shown in fig. 7.3 (a). And this entrance channel usually matches the ground

state potential of pair of atoms, including at a sizeable inter-nuclear distance

(R), the potential asymptotically addresses two free atoms’ ground state.

The smaller the difference between the atoms’ energy in the exit and entrance

channels, the larger the collisional cross-section changes. The sign of the

scattering length also depends on the bound state’s position relative to the

entrance channel’s energy. If the energy of the entrance channel (Eent) less

than the bound state energy, which implies the negative scattering length,

i.e. the attractive interaction in nature. However, Vc does also hold bound

molecular states in close proximity of the entrance channel.

Any Feshbach resonance only happens if the energy of an incoming allow-

able elastic channel is magnetically tuned so that it coincides with that of a

molecular bound state of an energetically closed channel. This tuning can

be accomplished when the two channels maintain different total magnetic

moments and therefore experience a differential Zeeman shift under the con-

dition of an external applied magnetic field. The hyperfine interaction of

alkali atoms provides several new channels forming multiple crossings as a

magnetic field function. Therefore, near the proximity of coupling among

those two potentials, the channels’ intense mixing occurs.

In the region of a Feshbach resonance, the scattering length a be regulated

by the external B-field is conventionally expressed by [211],

a(B) = abg

(
1− ∆

B −B0

)
, (7.1)

where abg define as background scattering length, the magnetic field strength

define as B, the resonance position define as B0 where a → ∞ i.e. diver-

gence of scattering length also ∆ is the resonance width. The Feshbach

resonances only happen at the crossing of the atom-molecule states at the
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Figure 7.3: The basic model for a typical Feshbach resonance. (a) Graphic description

of the entrance channel with energy Eent represented by red and closed channel define

by blue curve respectively. The energy ∆E of a molecular bound state can be modified

to resonantly couple the two channels by tuning the magnetic field. (b) The red curve

represents the interparticle scattering length. The Feshbach resonance can be described by

its position B0 and its width ∆. The scattering length decreases from the higher energy

to smaller than its background estimation abg and leads to negative while it addresses

the bound state’s atomic threshold. (c) The atomic and molecular bound states coupling

offers an avoided crossing. After sweeping the magnetic field adiabatically over the avoided

crossing, the colliding atoms transfer toward weakly bound Feshbach molecules.

scattering length, which occurs at a magnetic field of B0 + ∆. This char-

acter for the scattering length is presented in Figure 7.3 (b). In the trap,

the three-body loss rate scaling as a4 [212] leads to inelastic losses from the

trap. This intensified loss also can be computed at the positions of Fesh-

bach resonances in ultracold gases. Therefore Feshbach resonances allow

the feasibility after regulating the scattering length, which directly indicate

the inter-atomic interactions can be manipulated in this process. I think

you mean Feshbach resonances provide experimentalists an important con-

trol knob for manipulating ultracold atomic gases. Alternatively, by utilizing
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the radio-frequencies, oscillating B-fields [213] or even optical fields [214] one

can tune the scattering length and couple the atoms and molecules.

7.3.1 Magnetoassociation

By attuning the magnetic field near a Feshbach resonance, one can associate

atoms and form molecules called magneto-association. As shown by the

colour dashed lines in figure 7.3 (c), the coupling among atomic and molecular

states at a Feshbach resonance started in order to avoid the crossing. By

ramping the magnetic field adiabatically [215, 216] one can avoid crossing,

then colliding atom couples are united and form Feshbach molecules [32].

The magneto-association technique practices for actual molecular bound

states where ∆E < 0 as presented in figure 7.3 (b) while the B - field changing

from high to low values. Other than E = 0, i.e., the scattering continuum, the

molecular bonding is very weak, therefore dissociating quickly into respective

atoms. A prudent selection of B - field ramps needs to apply to drive the

spectrum to tune the Feshbach associations. Thus, below the threshold cou-

pling among the molecular bound states drives in order to bypassed crossings

within the molecular energy spectrum. In the beginning, when the Feshbach

molecules formed, their binding energies are extremely low; because of that,

the molecules are enormous in the order of the scattering length. At the

trap, the inelastic collision between molecule - molecule or atom - molecule

seriously limits the trapping lifetime of bosonic Feshbach molecules to sev-

eral milliseconds [217]. More recently, a more efficient way to form Feshbach

molecules by using optical lattice, where an individual atom of individual

species trap in per lattice site [218], theoretically; with this single lattice

process, one can achieve nearly 100 % association efficiency.

After weakly bound Feshbach molecules formed, then weakly bound molecules

need to transfer into the deeply bound rovibrational ground state molecules

by adopting Stimulated Raman adiabatic passage (STIRAP). The transfer ef-

ficiency to the ground state also depends on the initial molecular state. Also,

in complex molecular energy levels have many avoided crossings. Which can

be applied to assign the molecule in a different state, obtained by regulating

the Landau−Zener tunnelling at avoided crossings after employing ramping
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magnetic field [219] or employing RF transitions [220].

7.4 Summary

In summary, with the knowledge of a pioneer work at Harvard with NaCs

[201–203], we will develop a similar experiment to achieve a single ground

state 39K133Cs molecule in an optical tweezer, which is not studied till now

and also array of Rydberg single atom will be a very interesting experi-

ment from the point of fundamental physics. Therefore, to produce a single
39K133Cs molecules, one can start with trapping both 39K and 133Cs species in

3D-MOT side-by-side, then load it into two individual optical tweezer trap,

after that, it needs to cool-down the trapped atom into their ground state via

Raman sideband cooling (RSC) mechanism [221]. Then for single-molecule

experiments, one can merge 39K and 133Cs atoms into a single optical trap

and form weakly bound molecule applying Feshbach association, then weakly

bound molecule transfer to its ground state using STIRAP process. And on

the other hand, it is not necessary to cool- down to the ground state for

Rydberg excitation, but there are advantages to being in the ground state as

indicated [31].

7.5 Outlook

The outstanding prospect of investigations with polar molecules in our group

is brilliant and also have several different objectives which are believed to

accomplish in the coming future. As we presented a single 39K133Cs ground

state molecule can possible to achieve where two spices are bosonic, it will be

interesting to achieve fermionic and bosonic combination ground state single
41K133Cs molecule in an optical tweezer.

Also, quantum gas microscopes experiments are pretty interesting, which are

competent in imaging atoms in an individual plane of an optical lattice with

single-site and single-atom resolution as presented in [222]. Similarly, one can

make a single 39K133Cs molecule in the individual lattice. This experiment

can address the disclosure of the new quantum phases prophesied for polar
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molecules in optical lattices where spatial relationships are anticipated [223].

Also, the microscope makes it possible to address the individual molecules

in the lattice.

Array of Rydberg atoms distributed by a few micrometers makes the atoms

more interacting. Due to increased lifetime and large dipole moments at the

system, it can be useful and interesting for quantum simulations [12, 20, 21]

or even for quantum gates [22, 23].

7.6 Concluding Remarks

The thesis started by describing the necessary background theory needed

to understand the essential cooling and trapping mechanism for any alkali

metal in the chapter 2. In the next chapter, atom-light interaction via four-

wave mixing process in the hot thermal vapour cell for modulation transfer

spectroscopy to lock and stabilise the laser system in chapter 3. We studied

the experimental apparatus, as well as the experimental results, was also de-

scribed with particular focus on the pyramid MOT for 39K isotope in chapter

4 and 5, respectively. In the next chapter 6, we did spectroscopic experiments

with a 405 nm transition of potassium-39 and motivated towards the inverted

ladder-type Rydberg excitation scheme. In outlook, we present a future di-

rection.

This thesis includes a techniques for creating and optically trapping ultracold

polar molecules, and manageable quantum states clearly define Rydberg ex-

citation for quantum simulations. The methods shown here describe a move

ahead for our 39K133Cs experiment towards the long-term aim to create a

single ground state polar molecules in an optical tweezer, and it is a fasci-

nating experience to be a member of the domain of ultracold atoms along

with Rydberg excitation, and our current research in Durham is one of the

first few to examine in this field of physics.
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Appendix A

All the theory and calculations throughout on a simplistic two-level outline

of an atomic system with a near resonance light field as displayed in the

figure A.1.

Figure A.1: A two level atomic system, where two levels are separated by ~ωab amount of

energy. The atoms interact with a monochromatic light beam with frequency Ωpr. In this

process two key parameters dictate the dynamics of atom−light interaction, which are the

detuning δpr = ωab − ωpr and the Rabi frequency Ωpr.

The level is presented as ground state |b〉 and an excited state |a〉 and the

separation energy between this two levels is ~ωab. The probe laser field with

frequency ωpr interact with the atom, the detuning from the excited state

is denoted as δpr. The interaction strength of the probe light beam and the

atoms defined by Rabi frequency Ωpr [224], where Ωpr = - 〈b|d.Epr|a〉
~ , here d

represent the atomic dipole and the Epr is laser electric field respectively,
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and finally Γ the linewidth of excited states. Because we consider closed

transitions, so the decay rate (linewidth) is almost zero. Although in practical

life its not completely closed, still small amount of atoms can decay to other

states.

A.1 The density matrix representation

Here we consider an ensemble of atoms in an equal superposition state. The

state of atom can be completely described by the wave function which is

below,

|ψ〉 =
1√
2

(|b〉+ |a〉). (A.1)

If we consider N atoms within a beam, then the beam can be thought of as

a product of these wave functions,

|ψbeam〉 = (|ψ〉)N. (A.2)

This state is known as a pure state. If the consists with atoms which are

randomly in one state or the another, then the beam is consist of a statistical

mixture of two states, which cannot be described by wave function at all, this

kind of state is known as the mixed state. Such kind of atomic system can be

represented by density matrix [225]. And here ρ is density matrix operator.

For pure state ρ can be represented as,

|ρ〉 = |ψ〉〈ψ|, (A.3)

where

|ψ〉 = Ca|a〉+ Cb|b〉. (A.4)

Above equations can be represented in a more convenient way in terms of

matrix formalism for our two level system which is following,

ρ =
(ρaa ρabρba ρbb

)
=
(
CaC

∗
a CaC

∗
b

CbC
∗
a CbC

∗
b

)
. (A.5)
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The diagonal element of the above matrix represents the population of the

states, whereas off-diagonal define coherences between states. And every

element in the density matrix is probability amplitudes.

The density matrix for the mixed state can be define as following way,

|ρ〉 =
∑
i

Pi|ψi〉〈ψi|, (A.6)

where Pi is the classical probability of being in state i. For a completely

mixed state the density matrix is always diagonal.

A.1.1 Liouville equation

In principle, Schrödinger equation describe how the states evolve over time

within the individual pure state, and this idea is also applicable to many-

particle systems too. Consider a state |ψ(t0)〉 after some time t the state

evolved to |ψ(t)〉, from which we can construct the following relation,

|ψ(t)〉 = U(t, t0)|ψ(t0)〉, (A.7)

where

U(t = t0, t0) = 1. (A.8)

After equation A.7 applied into the Schrödinger equation we get,

|ψ̇〉 = − i
~
H|ψ〉. (A.9)

Here we obtain,

i~
[
∂U(t, t0)

∂t
|ψ(t0)〉+ U(t, t0)

∂|ψ(t0)〉
∂t

]
= |ψ(t0)〉HU(t, t0)+U(t, t0)H|ψ(t0)〉

(A.10)

Hence
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i~
∂U(t, t0)

∂t
= HU(t, t0) (A.11)

From equation A.9 and A.11 we can find

U(t, t0) = exp

[
− i
~
H(t− t0)

]
. (A.12)

Now if we consider Θ a variable which evolves when |ψ(t)〉 evolves as per

equation A.7 then,

〈ψ(t)|Θ|ψ(t)〉 = 〈ψ(t0)|U †ΘU |ψ(t0)〉 = 〈ψ(t0)|Θ0|ψ(t0)〉. (A.13)

Since

U †ΘU = Θ0. (A.14)

as we know

U †U = 1 (A.15)

Then

Θ = UΘ0U
†. (A.16)

Now equation A.16 differentiating with respect to t and we get,

dΘ

dt
= UΘ0

∂U †

∂t
+ U

∂Θ0

∂t
U † +

∂U

∂t
Θ0U

† (A.17)

=
1

i~
(HΘ−ΘH) + U

∂Θ0

∂t
U † (A.18)

⇒ dΘ

dt
=

1

i~
[H,Θ] +

∂Θ

∂t
(A.19)

Now we can replace Θ with the density matrix ρ and we get,

ρ̇ =
i

~
[ρ,H] +

∂ρ

∂t
. (A.20)
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We can rewrite 2nd term of above equation as follows,

∂ρ

∂t
= −Γρ (A.21)

⇒ ρ̇ =
i

~
[ρ,H]− Γρ (A.22)

This last equation A.22 known as Liouville equation and its density matrix

formalism is equivalent to Schrödinger equation. Here Γ represent decay rate

from the excited states.

A.1.2 The optical Bloch equations

In the previous sub−section, we ended up with Liouville equation which is

equivalent to Schrödinger picture. From there we can write density matrix

equation for the evolution as follows,

ρ̇ =
i

~
[ρ,H]−

−Γρaa
Γ

2
ρba

Γ

2
ρab Γρbb

 (A.23)

The diagonal term in equation A.23 represents the time evolution populations

because of spontaneous emission which is described mathematically in the

following way,

dρaa

dt
= −dρbb

dt
= −Γρaa. (A.24)

The off−diagonal term represent the coherence population decay due to spon-

taneous emission which is less obvious,

dρab

dt
= −Γ

2
ρab,

dρba

dt
= −Γ

2
ρba. (A.25)

Here we have just included results and referred to the standard literature

[224] for justification.

Here we have use time−dependent Hamiltonian for two level systems [226]

that is discussed below,
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H =
~
2

(
0 Ω
Ω −2δpr

)
. (A.26)

Now from equation A.23 and A.24 we can compute the following equation,

dρ

dt
=
i

2
[ρH −Hρ]−

−Γρaa
Γ

2
ρba

Γ

2
ρab Γρbb

 . (A.27)

From equation A.27 it is quite straight forward to show following coupled

differential equations,

˙ρbb =
iΩ

2
(ρba − ρab) + Γρaa (A.28)

˙ρaa = −iΩ
2

(ρba − ρab)− Γρaa (A.29)

˙ρba = −iΩ
2

(ρaa − ρbb)− iδprρba −
Γ

2
ρba (A.30)

˙ρab =
iΩ

2
(ρaa − ρbb) + iδprρab −

Γ

2
ρab (A.31)

This equations are known as Optical Bloch Equations. Their exact numerical

solution [227] has been studied extensively in the last few years but their

analytical solutions are only possible for few cases.

In steady state,

˙ρab = ˙ρaa = ˙ρbb = 0. (A.32)

In the two level close transition,

ρaa + ρbb = 1. (A.33)

So the optical Bloch equations reduce to,

Γρaa =
iΩpr

2
(ρab − ρba) (A.34)
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(
Γ

2
− iδpr

)
ρab =

iΩpr

2
(ρaa − ρbb) (A.35)

substituting equation A.33 into equation A.35 and we get,

ρab =
iΩpr

2(Γ/2− iδpr)
(̧2ρaa − 1). (A.36)

After replacing equation A.36 and its complex conjugate into equation A.34,

and we will be able to get a solution for ρaa which is as follows,

ρaa =
1

2
·

Ω2
pr/2

Ω2
pr/2 + (Γ/2)2 + δ2

pr

. (A.37)

We get the steady-state solution for coherence within two levels by substi-

tuting A.37 on A.36,

ρab =
Ωpr

2

(
δpr − i(Γ/2)

Ω2
pr/2 + (Γ/2)2 + δ2

pr

)
(A.38)

Another great way to represent the optical Bloch equation is in the form

of vector component which is much more appropriate in terms of physical

significance. The component of Bloch vector are,

ũ =
ρab + ρba

2
=

Ωpr

2

δpr

δ2
pr + (Γ/2)2 + Ω2

pr/2
(A.39)

ṽ =
ρba − ρab

2
=

Ωpr

2

Γ/2

δ2
pr + (Γ/2)2 + Ω2

pr/2
(A.40)

and

w̃ =
ρaa − ρbb

2
(A.41)

Since w represent half way within the populations of |a〉 and |b〉 so,

w̃ +
1

2
= ρaa =

1

2

Ω2
pr/2

δ2
pr + (Γ/2)2 + Ω2

pr/2
(A.42)

Above equation A.39, A.40 and A.42 represent steady state solutions of Bloch

vector.
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A.1.3 Complex electric susceptibility

Frequency reliant electric susceptibility of a dielectric medium is χ(δpr) which

can be connected with macroscopic polarization P with a applied electric

field E. The dispersive properties can be written as real part of χR(δpr) and

imaginary part χI(δpr), which is absorption properties of the medium [228].

The classical macroscopic polarization P of the medium can be given by [228],

P = ε0χ(δpr)E = ND〈∂〉 (A.43)

where ε0 is the permittivity of the medium, ND is the number of dipoles in

unit volume, which is number density and 〈∂〉 is average dipole moment.

We can write polarization in terms of electric field and complex susceptibility

as,

P =
1

2
ε0E(χe−iωt + χ∗eiωt). (A.44)

In general, the expectation value of any operator can be written as following

way [229],

〈∂〉 = Tr(ρ∂) = ∂ab(ρba + ρab). (A.45)

Now using slow variable from [224], we can say that the average dipole mo-

ment become,

〈∂〉 = ∂ab(ρ̃baeiωprt + ρ̃abe−iωprt). (A.46)

Now using equation A.52, A.53 and A.55 we can write as,

ND∂ab(ρ̃baeiωprt + ρ̃abe−iωprt) =
1

2
ε0E(χe−iωt + χ∗eiωt). (A.47)

Now after taking dot product with equation A.56 and we know ~Ωpr = −∂ab · E,

which leads to us,

ND∂
2
ab(ρ̃baeiωprt + ρ̃abe−iωprt) = −1

2
ε0~Ωpr(χe−iωt + χ∗eiωt). (A.48)
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Now equating the coefficient of e−iωt give us,

χ = −2 · ND∂
2
ba

ε0~Ωpr

ρ̃ab. (A.49)

The density matrix of the above equation can be written using equation A.39

and A.40 in the following way,

ρ̃ab = u− iv. (A.50)

Substituting equation A.59 into equation A.58 and using the steady state

solutions for u and v in equations A.39 and A.40 we end up with,

χ = −ND∂
2
ba

ε0~

(
δpr

δ2
pr + (Γ/2)2 + Ω2

pr/2
− i

Γ/2

δ2
pr + (Γ/2)2 + Ω2

pr/2

)
. (A.51)

After equating imaginary and real part we get,

χR = −ND∂
2
ba

ε0~

(
δpr

δ2
pr + (Γ/2)2 + Ω2

pr/2

)
(A.52)

χI =
ND∂

2
ba

ε0~

(
Γ/2

δ2
pr + (Γ/2)2 + Ω2

pr/2

)
(A.53)

Now χR and χI are the real and imaginary part of complex susceptibility

respectively.

A.2 Transmission intensity

The electromagnetic−wave can be represented as E = E0exp[i(kprz− ωprt)]

passing through a dielectric medium with refractive index n and length LZ

along Z direction, the frequency remain unchanged but the propagation wave

vector kpr modified by kn = nkpr. Now the refractive index which consists of

real and imaginary part we see before which leads us to the electric field (E)

and the intensity (I) which is as following,

E = E0e−kprnILzei(kprnRLz−ωprt), (A.54)
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and

I = I0e−2kprnILz . (A.55)

The above equation can be written as following way,

I(z) = I0e−αLz . (A.56)

The above equation known as Beer−Lambert law. Where α(δpr) is the ab-

sorption coefficient of the medium, which is also the function of detuning δpr

with Lorentzian line shape,

α(δpr) = 2nI(δpr)kpr. (A.57)

Now nR(δpr)− n0 gives us dispersion profile of the medium but at atomic

vapours n0 ' 1, then the dispersion profile become nR(δpr)− 1.

A.2.1 Frequency axis calibration

To compare the experimental data with theory using a computer program

called ElecSus. To analyze data with ElecSus, the data must be normalized

and the time scale needs to be converted in terms of frequency, which will be

discussed in great detail. In figure A.2 shown a typical oscilloscope output, in

the figure black, red and blue data point corresponding to the voltage product

from the PD, the Fabry−Perot cavity and the gradient voltage provided to

the piezoelectric stack sequentially. Special black data point corresponding

to the left axis and the red and blue data point corresponding to the right

axis.
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Figure A.2: A standard oscilloscope producing when transmission spectra were registered.

In order to normalise the spectrum, the red broken line is a straight fit to the sides of the

transmission spectra. The red data shows the cavity peaks and the blue input is the grade

voltage utilised to the piezoelectric stack, both of them corresponding to the right y-axis.

The Thorlabs SA200−3B scanning Fabry−Perot cavity with a free spectral

range of 1.50 ± 0.01 GHz used for frequency calibration. The total separation

between first and last cavity peak in terms of GHz is divided by the time

difference in between first and last cavity peak, which give us frequency/time.

Now if we multiply the time axis with this frequency/time, we will get our x-

axis in terms of frequency. To normalize the transmission spectra, a straight

fit was made to the wings of the spectrum as recorded in the red dashed line.

The data was then shared by the straight fit to normalized the spectra.
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[66] T. Hänsch and A. Schawlow, Optics Communications 13, 68 (1975).

[67] D. Wineland and H. Dehmelt, in Bulletin of the American Physical

Society , Vol. 20 (AMER INST PHYSICS CIRCULATION FULFILL-

MENT DIV, 500 SUNNYSIDE BLVD, WOODBURY , 1975) pp. 637–

637.

[68] D. J. Wineland and W. M. Itano, Phys. Rev. A 20, 1521 (1979).

[69] I. G. Hughes and M. J. Pritchard, Physics Education 42, 27 (2006).

[70] J. Dalibard, The role of fluctuations in the dynamics of an atom coupled

to the electromagnetic field, Ph.D. thesis, Universite Pierre et Marie

Curie-Paris VI (1986).

[71] P. D. Lett, W. D. Phillips, S. L. Rolston, C. E. Tanner, R. N. Watts,

and C. I. Westbrook, J. Opt. Soc. Am. B 6, 2084 (1989).

[72] S. KEMP et al., Laser cooling and optical trapping of ytterbium, Ph.D.

thesis, Durham University (2017).

[73] H. J. Metcalf and P. van der Straten, “Laser cool-

ing and trapping of neutral atoms,” in The Op-

tics Encyclopedia (American Cancer Society, 2007)

http://dx.doi.org/10.1103/PhysRevLett.113.255301
http://dx.doi.org/10.1103/PhysRevLett.113.255301
http://dx.doi.org/ 10.1126/science.1163861
http://arxiv.org/abs/https://science.sciencemag.org/content/322/5899/231.full.pdf
http://dx.doi.org/10.1103/PhysRevA.93.011801
http://dx.doi.org/10.21468/SciPostPhys.6.4.047
http://dx.doi.org/10.21468/SciPostPhys.6.4.047
http://dx.doi.org/https://doi.org/10.1016/0030-4018(75)90159-5
https://scholar.google.com/scholar_lookup?hl=en&publication_year=1975&pages=637&issn=0003-0503&author=D.+J.++Winelandauthor=H.++Dehmelt
https://scholar.google.com/scholar_lookup?hl=en&publication_year=1975&pages=637&issn=0003-0503&author=D.+J.++Winelandauthor=H.++Dehmelt
http://dx.doi.org/10.1103/PhysRevA.20.1521
http://dx.doi.org/10.1088/0031-9120/42/1/001
https://tel.archives-ouvertes.fr/tel-00011856
http://dx.doi.org/ 10.1364/JOSAB.6.002084
http://etheses.dur.ac.uk/12166/
http://etheses.dur.ac.uk/12166/
http://dx.doi.org/10.1002/9783527600441.oe005
http://dx.doi.org/10.1002/9783527600441.oe005


Bibliography 164

https://onlinelibrary.wiley.com/doi/pdf/10.1002/9783527600441.oe005

.

[74] S. Chu and C. Wieman, J. Opt. Soc. Am. B 6, 2020 (1989).
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Cornish, Phys. Rev. A 84, 011603 (2011).

[206] R. V. Brooks, S. Spence, A. Guttridge, A. Alampounti, A. Rakonjac,

L. A. McArd, J. M. Hutson, and S. L. Cornish, New Journal of Physics

23, 065002 (2021).
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H.-C. Nägerl, and R. Grimm, Phys. Rev. A 76, 042514 (2007).

[220] F. Lang, P. vd Straten, B. Brandstätter, G. Thalhammer, K. Winkler,

P. S. Julienne, R. Grimm, and J. H. Denschlag, Nature Physics 4, 223

(2008).

http://dx.doi.org/ 10.1126/science.1071021
http://arxiv.org/abs/https://science.sciencemag.org/content/296/5571/1290.full.pdf
http://dx.doi.org/ https://doi.org/10.1038/nature16485
http://dx.doi.org/10.1103/PhysRevLett.92.040403
http://dx.doi.org/10.1103/PhysRevLett.92.040403
http://dx.doi.org/10.1103/PhysRevA.51.4852
http://dx.doi.org/10.1103/PhysRevA.51.4852
http://dx.doi.org/ 10.1103/PhysRevLett.91.123201
http://dx.doi.org/ 10.1103/PhysRevLett.91.123201
http://dx.doi.org/10.1103/RevModPhys.82.1225
http://dx.doi.org/10.1103/RevModPhys.82.1225
http://dx.doi.org/10.1103/PhysRevLett.93.123001
http://dx.doi.org/10.1103/PhysRevLett.83.1550
http://dx.doi.org/10.1103/PhysRevA.61.022721
http://dx.doi.org/10.1103/PhysRevA.61.022721
http://dx.doi.org/10.1103/PhysRevLett.92.180402
http://dx.doi.org/10.1103/PhysRevLett.96.050402
http://dx.doi.org/10.1103/PhysRevA.76.042514
http://dx.doi.org/ https://doi.org/10.1038/nphys838
http://dx.doi.org/ https://doi.org/10.1038/nphys838


Bibliography 175

[221] A. M. Kaufman, B. J. Lester, and C. A. Regal, Phys. Rev. X 2, 041014

(2012).

[222] W. S. Bakr, J. I. Gillen, A. Peng, S. Fölling, and M. Greiner, Nature
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