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Abstract	
	
In	this	thesis,	Photo-Electron	Spectroscopy	(PES)	and	Photo-Electron	Imaging	(PEI)	

have	been	exploited	to	study	low-energy	electron	and	photon-driven	damage	in	DNA	

derivatives.	 After	 an	 introduction	 on	 photoelectron	 spectroscopy	 and	 DNA,	 an	

instrumental	overview,	together	with	a	brief	explanation	of	the	theoretical	methods	

used,	is	given.	

The	results	section	is	divided	according	to	the	different	chemical	systems	that	have	

been	considered.	First,	the	viability	of	a	dipole-bound	state,	which	are	electronic	non-

valence	 states	 that	 play	 an	 important	 role	 in	 electron	 transfer	 in	 DNA,	 has	 been	

studied	in	a	model	molecule:	despite	the	presence	of	an	alkyl	chain	directly	poking	

into	 it,	 the	 dipole-bound	 state	 is	 retained	 in	 all	 cases.	 Secondly,	 the	 possibility	 of	

achieving	intra-molecular	charge	transfer	as	probe	for	low-energy	electron	damage	

has	 been	 explored	 in	 a	 carboxylated	 adenosine	 analogue.	 Although	 no	 conclusive	

evidence	 of	 charge-transfer	 from	 the	 carboxylic	 acid	 to	 the	 nucleobase	 has	 been	

observed,	 this	 approach	 has	 then	 been	 applied	 to	 different	 DNA	 derivatives.	 The	

object	of	 the	 third	section	of	 the	results	chapter	 is,	 in	 fact,	 the	photophysics	of	 the	

doubly-deprotonated	dianion	of	adenosine-5’-triphosphate,	which	exhibits	electron	

tunneling	through	the	Repulsive	Coulomb	Barrier	(RCB)	upon	irradiation	at	266	nm;	

excited	states	calculation	and	RCB	simulations	have	been	performed	to	support	these	

findings.	 Lastly,	 the	 photophysics	 of	 other	 doubly-deprotonated	 di-	 and	 tri-

phosphorylated	purine	dianions	have	been	explored	in	the	last	section:	only	one	of	

them,	 adenosine	 diphosphate	 ([ADP–H2]2–),	 shows	 evidence	 of	 intra-molecular	

charge	transfer,	however	further	research	is	needed	to	corroborate	this	hypothesis.	
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1.	List	of	abbreviations	in	alphabetical	order	
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Abbreviation	 Full	name	

GDP	 Guanosine	Di-Phosphate	
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Introduction
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2.1	Motivation	and	overview	
	

	

Contrarily	 to	popular	belief,	one	of	 the	greatest	causes	of	 lethal	DNA	damage	 is	by	

electrons,	rather	than	photons.	In	particular,	so-called	low-energy	electrons	(LEEs),	

with	Electron	Kinetic	Energy	(𝐸!")	<	3	eV,	can	 impart	damage	on	DNA	and	 lead	to	

severe	biological	processes,	e.g.	cell	death	and	mutations.1	LEE	attachment	can,	in	fact,	

cause	double-	and	single-strand	breakage	in	DNA,	but	also	induce	major	disruptions	

of	its	smaller	components,	such	as	isolated	bases,	nucleosides,	nucleotides,	and	small	

aggregates	of	the	latter.2	

The	chemical	mechanism	of	these	processes,	and	more	generally	of	 the	effect	of	

ionizing	radiation	on	living	organisms	is,	up	to	this	day,	not	entirely	known.	The	high	

photo-stability	 of	 DNA	 and,	 consequently,	 its	 low	 quantum	 yield	makes	 it	 hard	 to	

conduct	 fluorescence	 spectroscopy	 studies.	 The	 irradiation	 of	 DNA	 with	 UV	 light	

triggers	the	production	of	excited	states,	which	decay	rapidly	to	the	ground	electronic	

state.	 On	 the	 other	 hand,	 the	 interaction	 of	 DNA	 with	 LEEs	 below	 the	 excitation	

threshold	entails	the	formation	of	transient	anions	that	decay	into	reactive	species,	

e.g.	 neutral	 radicals	 and	 stable	 anions.3	 The	 time-scale	 in	which	 both	 photon	 and	

electron-driven	events	take	place	is	ultra-fast,	i.e.	the	femtosecond	regime.	

In	order	to	shed	light	on	these	mechanisms,	we	have	probed	native	and	modified	

nucleotides	through	time	and	frequency-resolved	photoelectron	imaging,	and	photo-

detachment	action	spectroscopy.4	Anion	photoelectron	spectroscopy	is	particularly	

useful	in	studying	biological	systems,	and	more	specifically	DNA	derivatives,	as	most	

systems	 of	 interest	 are	 naturally	 negatively	 charged.	 Moreover,	 the	 absence	 of	

selection	rules	 in	photoelectron	spectroscopy	allows	for	a	broader	pool	of	systems	

from	 which	 to	 choose.	 Although	 only	 smaller	 systems	 can	 be	 probed	 through	

photoelectron	 spectroscopy,	 a	 bottom-up	 approach	 can	 be	 incredibly	 useful	 for	 a	

deeper	understanding	of	underlying	biochemical	mechanisms.	In	this	thesis,	such	an	

approach	was	exploited	to	characterize	electron-induced	damage	in	DNA	derivatives,	

using	the	idea	of	intra-molecular	charge	transfer	as	a	probe	for	electron	damage.	
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2.2	Photoelectron	spectroscopy	and	imaging	
	

	

2.2.1	The	photoelectric	effect	
	

Photoelectron	 spectroscopy,	 also	 known	 as	 photoemission	 spectroscopy,	 is	 a	

technique	 that	 exploits	 the	 photoelectric	 effect	 to	 study	 electronic	 states	 and	

geometric	 structures	 of	molecules.	 First	 reported	 by	Heinrich	Hertz	 in	 1887,	 then	

subsequently	explained	by	Albert	Einstein	in	1905,	the	photoelectric	effect	states	that,	

if	electromagnetic	radiation	of	frequency	ν	is	shone	onto	a	material,	an	electron,	also	

known	as	photoelectron,	will	be	emitted	 from	the	material.5	Therefore,	 the	kinetic	

energy	of	the	emitted	electron,	𝐸!",	is	given	by:	
	

𝐸!" = ℎ𝜈 − 	𝛷, (1)	
	

where	Φ	is	called	the	work	function	and	is	a	value	of	the	minimum	energy	required	to	

produce	 photoemission	 from	 the	 given	 material.	 The	 work	 function	 is	 a	

representation	of	the	Electron	Binding	Energy,	Ebe,	of	the	material,	also	referred	to	as	

ionization	 potential.6	 The	 electron	 binding	 energy	 is	 subject	 to	 the	 following	

condition:	
	

𝛷 =	𝐸#" = ℎ𝜈$, (2)	
	

where	ν0	is	the	threshold	frequency	of	the	molecule.	Therefore,	to	have	photoemission,	

the	kinetic	energy	must	correspond	to:	
	

𝐸!" > ℎ(𝜈 −	𝜈$). (3)	
	

This	means	that,	to	eject	an	electron	from	the	molecule	of	interest,	the	frequency	ν	of	

photon	must	be	higher	 than	 the	 threshold	 frequency	ν0	 of	 the	molecule.	Typically,	

most	ionization	energies	fall	into	the	visible	and	ultraviolet	ranges	(between	1	and	15	

eV).6	 Since	photoelectrons	are	released	 from	a	specific	orbital,	 either	molecular	or	

atomic,	each	photoelectron	will	have	a	different	binding	energy	Ebe,i.	Thus,	the	kinetic	

energy	of	the	ejected	electron	can	be	used	as	a	probe	of	the	original	electronic	state	
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and	Molecular	 (MO)	 or	 Atomic	 (AO)	 Orbital.	 Therefore,	 a	 photoelectron	 spectrum	

contains	the	probability	of	detaching	an	electron	from	a	given	orbital,	and	the	energy	

necessary	to	do	so.		

When	an	electronic	 transition	occurs,	 to	re-establish	equilibrium,	 the	remaining	

core	electrons	undergo	redistribution,	while	 the	nuclei	experience	vibrations.	As	a	

result,	each	electronic	transition	is	also	characterized	by	the	presence	of	vibrational	

structure.	 The	 electron	 binding	 energy	 can	 be	 interpreted	 in	 terms	 of	 Koopmans’	

theorem:	
	

𝐸#",& =	−𝜀& , (4)	
	

which	 states	 that	 the	 electron	 binding	 energy	 corresponds	 to	 the	 negative	 of	 the	

orbital	 energy	 of	 the	 Highest	 Occupied	 Molecular	 Orbital	 (HOMO).7	 However,	

Koopmans’	theorem	is	only	an	approximation,	as	the	reorganization	of	the	remaining	

electrons	 after	 the	 ionization	 process	 is	 not	 taken	 into	 consideration.	 Therefore,	

Koopmans’	theorem	fails	to	estimate	the	ionization	energies	of	open	shell	molecules	

and	of	cations	that	undergo	changes	in	the	ordering	of	MOs.8	

	

	

	

2.2.2	The	Franck-Condon	principle	
	

Due	to	the	enormous	difference	in	mass	between	nuclei	and	electrons,	an	electronic	

transition	can	be	considered	instantaneous	with	respect	to	nuclear	motion	timescales.	

This	approximation,	which	states	that	the	initial	nuclear	arrangement	(geometry)	is	

the	same	in	the	initial	state	and	the	final	state,	even	if	for	the	latter,	that	geometry	is	

not	the	lowest	energy	geometry,	is	known	as	the	Franck-Condon	(FC)	principle.9	In	

terms	of	quantum	mechanics,	the	FC	principle	essentially	states	that	the	probability	

of	excitation	to	a	 final	vibrational	 level	 f	depends	on	the	overlap	of	 the	vibrational	

wavefunctions	 between	 f	 and	 the	 initial	 state	 i;	 hence,	 electronic	 transitions	 are	

vertical	(Figure	2.1).10	Therefore,	the	most	probable	transition	is	the	one	that	has	the	

greatest	overlap	with	the	initial	one.	



 
 

13	

Mathematically,	this	concept	can	be	formulated	as	follows.	Consider	a	transition	of	

an	electrical	dipole	from	the	initial	vibrational	state	v	of	the	electronic	ground	state	ε,	

represented	in	bra-ket	notation	as	|𝜀𝜈⟩,	to	another	vibrational	state	v’	of	the	electronic	

excited	state	ε’,	written	as	|𝜀′𝜈′⟩.	Hence,	the	wavefunctions	ψ	and	ψ’	of	the	two	states	

will	be:		
	

𝜓 =	𝜓'𝜓(𝜓)									and								𝜓* =	𝜓*
'𝜓

*
(
𝜓*

), (5)	
	

with	 e,	 v	 and	 s	 standing	 for,	 respectively,	 electronic,	 vibrational	 and	 spin,	 as	 each	

overall	state	wavefunction	is	given	by	the	product	of	an	electronic,	a	vibrational	and	

a	spin	wavefunction.	Moreover,	the	transition	dipole	moment	operator,	𝜇,	is	known	

to	be	equal	to:	
	

𝜇 = 	𝜇' +	𝜇+ =	−𝑒=𝑟&
&

+ 	𝑒=𝑍,𝑅,
,

, (6)	

	

where	–e	and	ri	are,	respectively,	charge	and	position	of	the	electrons,	and	+Zje	and	Rj	

are	charge	and	position	of	the	nuclei.	Additionally,	the	transition	moment	is	defined	

as:	
	

𝑃 = 	 ⟨𝜓*|𝜇|𝜓⟩. (7)	
	 	

If	 we	 apply	 the	 Born-Oppenheimer	 (BO)	 approximation,	 which	 states	 that	 the	

nuclei	are	static	with	respect	 to	electronic	motion,	we	can	separately	 factorize	 the	

vibrational	 and	 the	 electronic	 wavefunctions.	 Consequently,	 the	 probability	

amplitude	of	the	transition	is	given	by:	
	

𝑃 = 	 ⟨𝜓*|𝜇|𝜓⟩ = 	 E𝜓*
'𝜓

*
(𝜓

*
)F𝜇F𝜓'𝜓(𝜓)G = 	 E𝜓

*
'𝜓

*
(𝜓

*
)F𝜇' +	𝜇+F𝜓'𝜓(𝜓)G =

= 	 E𝜓*
'𝜓

*
(𝜓

*
)F𝜇'F𝜓'𝜓(𝜓)G +	E𝜓

*
'𝜓

*
(𝜓

*
)F	𝜇+F𝜓'𝜓(𝜓)G =

= E𝜓*
(F𝜓(G ∗ 	 E𝜓

*
'F𝜇'F𝜓'G ∗ 	 E𝜓

*
)F𝜓)G +	 E𝜓

*
(F𝜓(G ∗ 	 E𝜓

*
(F𝜇+F𝜓(G ∗ 	 E𝜓

*
)F𝜓)G. (8)

	

	 	

The	square	of	 the	 first	 integral	 is	 the	Franck-Condon	Factor	 (FCF),	whereas	 the	

second	and	third	integrals	represent,	respectively,	the	orbital	selection	rule	and	the	

spin	 selection	 rule.	 The	 intensity	 of	 an	 absorption	 is	 known	 to	 be	 proportional	 to	

|𝑆(𝑣*𝑣)|-,	which	is	the	FCF	for	the	transition:	
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|𝑆(𝑣*𝑣)|-	µ	E𝜓*
(F𝜓(G

-. (9)	

	

	
	

Figure	2.1:	visual	representation	of	the	Franck-Condon	principle.	

	

	

Hence,	the	most	favorable	and	intense	transition	is	the	one	between	the	ground	

state	of	the	molecule	and	the	state	with	which	the	overlap	integral	is	greatest.	In	the	

case	of	anions,	the	energy	corresponding	to	this	transition	takes	the	name	of	Vertical	

Detachment	Energy	(VDE)	and	corresponds	to	the	red	vertical	arrow	in	Figure	2.1,	

whereas	 the	 ionization	 potential	 of	 the	 molecule	 is	 called	 Adiabatic	 Detachment	

energy	(ADE).	
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2.2.3	Time-dependent	spectroscopy	
	

To	 spectroscopically	 study	 the	 temporal	 evolution	 of	 a	 chemical	 system,	 time-

dependency	 must	 be	 introduced.	 The	 theoretical	 basis	 can	 be	 found	 in	 the	 time-

dependent	Schrödinger	equation:11	
	

−
ħ-

2𝑚
	
𝑑-𝜓(𝑥)
𝑑𝑥-

+ 𝑉(𝑥)𝜓(𝑥, 𝑡) = 𝑖ħ
𝜕
𝜕𝑡
𝜓(𝑥), (10)	

	 	

whose	solutions,	for	a	free	particle	with	V(x)	=	0,	are	simply	the	same	ones	as	the	time-

independent	Schrödinger	equation,	ψ(x)	=	eikx,	multiplied	by	a	time-dependent	term,	

e–iωt:	
	

𝜓(𝑥, 𝑡) = 	𝜓(𝑥)𝑒.&/0 , (11)	
	

in	which	k	represents	the	wavevector.	Yet,	the	probability	of	finding	a	particle	in	a	

specific	quantum	state	with	exact	k	is	not	time-dependent,	as	it	is	given	by	the	square	

of	the	wavefunction:	
	

|𝜓(𝑥, 𝑡)|- = |𝜓(𝑥, 𝑡)𝜓(𝑥, 𝑡)∗|- =	 F𝜓(𝑥, 𝑡)𝑒.&/0𝜓(𝑥)𝑒2&/0F
-
=	 |𝜓(𝑥)|-. (12)	

	 	

This	 is	 due	 to	 the	 delocalization	 of	 the	 particle.	 In	 fact,	 the	 momentum	 of	 the	

particle	 p,	 since	 k	 =	 2π/λ	 and	 p	 =	 h/	 λ,	 is	 defined	 as	 k	 =	 p/ħ.	 According	 to	 the	

Uncertainty	 Principle,	 the	 position	 of	 the	 particle	 and	 its	 motion	 cannot	 be	 both	

known	at	the	same	time;	to	satisfy	this	condition,	a	spread	of	p	needs	to	be	introduced	

to	enable	particle	localization. 

During	 a	 spectroscopic	 measurement,	 rather	 than	 a	 single	 particle,	 it	 is	 a	

wavepacket,	 which	 is	 a	 coherent	 superposition	 of	 time-dependent	 wavefunctions	

with	quantum	number	n,	that	is	taken	into	consideration:	
	

𝛹(𝑥, 𝑡) = 	=𝑐3𝜓3(𝑥)𝑒.&/!0
3

, (13)	

where	cn	is	a	weighing	factor	that	defines	the	contribution	of	each	wavefunction	to	the	

wavepacket,	and	ωn	describes	the	frequency	of	each	level	defined	by	quantum	number	



 
 

16	

n.	The	motion	of	the	wavepacket	depends	on	the	difference	in	energy	between	levels,	

meaning	that	the	wavepacket	depends	on	the	quantum	number	n:	
	

∆𝐸45 =	
𝜕𝐸
𝑑𝑛

. (14)	

	 	

For	vibrational	levels,	ΔEav	=	hνe	or	ΔEav	=	hνe	–	2v	hνexe,	for,	respectively,	harmonic	

and	anharmonic	oscillators.	The	harmonic	period	of	motion	is	defined	as	T	=	2p	/	w	

and	is	 independent	from	n,	while	the	anharmonic	period	of	motion	corresponds	to	

𝑇 = 2𝜋ℏ (𝐸326 − 𝐸)⁄ .	 Therefore,	 while	 in	 a	 harmonic	 wavepacket	 the	 energy	

difference	 between	 levels	 is	 constant,	 in	 an	 anharmonic	 wavepacket	 it	 varies.	

Specifically,	a	harmonic	wavepacket	will	retain	its	shape,	which	is	determined	by	the	

weighing	 factors,	during	motion;	on	 the	other	hand,	 in	an	anharmonic	wavepacket	

different	parts	will	move	at	different	speeds	(Figure	2.2).	

However,	coherence	is	retained;	in	fact,	after	some	time	the	faster	components	of	

the	wavepacket	will	re-phase	with	the	slower	ones,	according	to	the	expression:	
	

∆∆𝐸45 =	 `
𝜕-𝐸
𝜕𝑛-

` = 2ℎ𝜈'𝑥' . (15)	

	

Therefore,	after	a	certain	amount	of	time,	the	molecule	resumes	its	usual	vibration.	

	

	

	
	 	
	

Figure	2.2:	evolution	of	a	wavepacket	in	an	anharmonic	oscillator.	
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2.2.4	The	pump-probe	principle	
	

The	most	common	arrangement	for	time-resolved	spectroscopic	measurements	is	the	

pump-probe	 setup.12	 First,	 a	 short	 laser	 pulse,	 named	 the	 pump,	 moves	 some	

population	away	from	the	ground	state	up	to	an	excited	state	of	the	molecule.	After	a	

given	 time-delay,	 Δt,	 a	 second	 laser	 pulse,	 called	 the	 probe,	 explores	 how	 the	

population	has	changed	during	 this	 timeframe,	 therefore	allowing	 the	study	of	 the	

temporal	 evolution	 of	 the	 system.13	 In	 the	 case	 of	 time-resolved	 photoelectron	

spectroscopy,	the	probe	pulse	exploits	the	photoelectric	effect	to	further	excite	the	

molecule	 and	 remove	 an	 electron,	 spectroscopically	 probing	 the	population	 in	 the	

excited	state.14	

	

	
	 	

Figure	2.3:	exemplification	of	a	time-resolved	photoelectron	spectroscopy	of	an	anionic	species.	
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In	 a	 spectroscopic	 experiment,	 the	 delay	 between	pump	 and	probe	 is	 normally	

controlled	 through	 a	 movable	 optical	 delay	 line	 using	 a	 translation	 stage.	 The	

reference	delay,	t	=	0,	corresponds	to	the	maximum	overlap	between	the	two	laser	

pulses.	 Variations	 of	 the	 relative	 positions	 of	 the	 two	 pulses	 will	 hence	 produce	

negative	or	positive	delays.	A	schematic	representation	of	a	pump-probe	laser	setup	

is	shown	in	Figure	2.3.	

As	excited-state	dynamic	processes	take	place	in	the	femtosecond	regime,	the	laser	

pulses	must	be	 faster	 than	molecular	motion;	 this	 can	only	be	achieved	 through	a	

femtosecond-pulsed	laser.4		

	

	

	

2.2.5	Photoelectron	imaging	and	velocity-map	imaging	
	

Photo-Electron	 Spectroscopy	 (PES)	 gives	 information	 on	 the	 probability	 of	

removing	 an	 electron	 from	a	molecule,	 and	 the	 energy	necessary	 to	 do	 so.	 Photo-

Electron	 Imaging	 (PEI),	 on	 the	 other	 hand,	 can	 provide	 additional	 information,	

particularly	on	the	direction	of	the	velocity	vector	of	an	electron.	The	distribution	of	

these	velocities	is	called	Photoelectron	Angular	Distribution	(PAD)	and	are	defined	as	

the	angular	component	of	the	velocity	vector	of	the	emitted	photoelectron.	Due	to	the	

dependence	on	angular	momentum,	 the	PADs	usually	present	anisotropy,	which	 is	

defined	as	the	quality	of	exhibiting	different	properties	depending	on	directionality.	

Thanks	 to	 anisotropy,	 PADs	 can	 therefore	 provide	 precious	 structural	 and	

symmetrical	information	on	the	orbitals	from	which	the	photoelectron	is	ejected.15,	16	

The	 PADs	 can	 be	 expressed	 through	 an	 anisotropy	 parameter,	 β2,	 which,	 for	 a	

single-photon	process,	is	defined	as:	

	

𝐼(𝜃) ∝ 1 +	𝛽-	𝑃-(cos 𝜃), (16)		

	

where	𝑃-(cos𝜃) = 	
6
-
(3	cos-𝜃 − 1)	is	the	second-order	Legendre	polynomial,	and	θ	is	

the	 angle	 between	 the	 velocity	 vector	 of	 the	 outgoing	 photoelectron	 and	 the	

polarization	axis,	𝐸h⃗ .	The	value	of	β2	can	span	from	+2	to	–1,	with	+2	corresponding	to	
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PADs	predominantly	parallel	 to	𝐸h⃗ ,	hence	with	a	cos- 𝜃	distribution,	and	–1	 instead	

representing	a	sin- 𝜃	distribution,	therefore	mostly	perpendicular	to	𝐸h⃗ .	Generally,	a	

negative	β2	is	associated	with	detachment	from	an	orbital	of	either	p-	or	π-character,	

whereas	a	positive	β2	value	 is	attributed	to	detachment	 from	orbitals	with	s-	or	σ-

character.17	

Moreover,	PADs	can	also	be	defined	as:	

 

𝑃𝐴𝐷 = 	 �⃗� ∙ 𝐸h⃗ (17) 

 

which	 is	 the	 dot	 product	 between	 the	 polarization	 axis	 and	 the	 transition	 dipole	

moment.	Therefore,	to	see	the	PADs,	the	two	vectors	must	be	parallel.	

	

	
Figure	2.4:	diagram	of	the	Repulsive	Coulomb	Barrier	for	a	model	dianion.	

	

	

Although	this	is	true	for	monoanionic	species,	in	the	case	of	polyanions	Equation	

17	 is	 not	 valid	 anymore.	 In	 fact,	 isolated	 polyanions	 present	 an	 additional	 energy	

barrier	 named	 the	Repulsive	Coulomb	Barrier	 (RCB,	 Figure	2.4),	 18-21	which	 arises	

from	 the	 short-range	 attraction,	 which	 stabilizes	 the	 dianion,	 and	 long-range	

repulsion,	which	 instead	destabilizes	 it,	between	an	electron	progressively	moving	

away	 from	 the	 original	 dianion	 and	 the	 single	 negative	 charge	 that	 is	 left	 on	 the	

molecule.	 To	 detach	 an	 electron	 from	 the	 polyanion	 of	 interest,	 a	 total	 energy	

corresponding	to	the	sum	of	the	RCB	and	the	ADE	is	required.	21,	22	PE	spectroscopy	
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and	imaging	are	particularly	useful	as	the	outgoing	electron	is	naturally	sensitive	to	

the	 RCB;	 this	 will	 appear	 in	 the	 PE	 spectrum	 as	 an	𝐸!" 	cut-off	 below	 which	 no	

photoemission	is	observed.18,	21,	23-25	However,	if	an	excited	state	of	the	dianion	lies	

below	the	RCB	but	higher	than	the	ADE,	this	excited	state	will	be	a	resonance,	i.e.	an	

excited	state	above	the	detachment	threshold.	Resonances	are	metastable	to	electron	

tunneling	 through	 the	 RCB	 and	 the	 tunneling	 lifetime	 can	 be	 directly	 measured	

through	time-resolved	PE	spectroscopy.26	One	important	characteristic	of	the	RCB	is	

its	 anisotropy,	 which	 depends	 on	 the	 relative	 location	 of	 the	 charged	 sites	 with	

respect	 to	 the	departing	electron.	Provided	that	 there	 is	a	connection	between	the	

laboratory	 frame	 and	 the	 molecular	 frame,	 the	 RCB’s	 anisotropy	 can	 be	 probed	

through	PADs.27	This	connection	can	be	easily	obtained	through	photo-excitation	of	a	

chromophore	 with	 a	 known	 transition	 dipole	 moment.28	 Therefore,	 as	 the	 RCB	

strongly	affects	the	ejected	photoelectron,	Equation	17	 is	not	sufficient	to	describe	

PADs	in	the	case	of	a	polyanionic	species.	

The	most	common	photoelectron	imaging	setup	is	Velocity-Map	Imaging	(VMI).	In	

a	 standard	PE	 spectrometer	 setup,	 after	undergoing	 ionization,	 the	 ions	are	mass-

analyzed	 by	 a	 Time-Of-Flight	 (TOF)	 mass	 spectrometer,	 which	 culminates	 in	 a	

detector,	 in	 this	 case	 a	 VMI	 apparatus,	 which	 can	 be	 either	 vertically	 or	

perpendicularly	 arranged.	 In	 the	 detector	 region,	 the	 ion	 beam	 is	 parallel	 to	 the	

polarization	axis	and	perpendicular	to	the	laser	pulse.	The	charged	fragments,	in	this	

case	photoelectrons,	will	pass	through	a	set	of	ring	electrodes	that,	by	creating	a	static	

electric	 field,	 can	 project	 the	 image	 onto	 the	 detector.	 The	 detector	 is	 usually	

composed	by	a	phosphor	screen	coupled	with	a	Multi-Channel	Plate	(MCP),	connected	

to	a	camera,	either	a	Charge-Couple	Device	(CCD)	or	a	Complementary	Metal-Oxide	

Semiconductor	(CMOS)	device,	that	takes	subsequent	pictures	of	the	phosphor	screen,	

hence	recording	the	image.	A	sketch	of	the	general	experimental	setup,	with	a	more	

detailed	depiction	of	the	imaging	detector	on	the	bottom,	can	be	seen	in	Figure	2.5.	

Contrarily	 to	 neutral	 and	 positively	 charged	 molecules,	 anions	 require	

considerably	less	energy	to	detach	an	electron	from	them.	Specifically,	most	anionic	

species	present	ionization	potentials	that	usually	fall	within	the	visible	regime.	The	

process	 of	 removing	 an	 electron	 from	 an	 anion	 is	 named	 photo-detachment,	 in	

opposition	to	photoionization	of	positively	charged	and	neutral	species.	
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Figure	2.5:	on	the	top	is	the	general	scheme	of	a	photoelectron	imaging	experimental	setup.	The	three	

principal	components	are	the	ion	source,	the	TOF	mass	analyzer	and	the	imaging	detector.	On	the	bottom	

is	 a	 detailed	 depiction	 of	 a	 photoelectron	 imaging	 detector.	 The	 VMI	 plates	 with	 the	 electrodes	 are	

represented	in	light	blue	and	lie	in	the	xy	plate.	The	electric	field	vector	(green	arrow)	and	the	ion	beam	

(yellow	arrow)	are	parallel	to	the	plane	in	which	the	detector	is	contained,	and	perpendicular	to	the	laser	

pulse	(represented	by	a	dark	blue	arrow).	The	photoelectron	wavefront,	in	red,	is	projected	onto	the	x	axis.	

On	the	right	is	represented	the	top	view	of	the	detector	portion	in	which	the	laser	irradiates	the	molecule,	

and	where	the	photoelectron	is	produced.	The	electric	field	and	the	ion	beam	are	both	parallel	to	the	z	

axis,	while	the	electrodes	and	the	detector	belong	to	the	yz	plane.	The	laser	beam	is,	instead,	parallel	to	

the	y	axis.	
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In	detail,	photoelectrons	produced	at	t	=	0	at	the	source	(hence	with	r	=	0),	which	

possess	a	kinetic	energy	of	𝐸!" ,0,	are	found	at	a	later	stage	on	the	surface	of	a	sphere	

with	radius	rt,	called	a	Newton	sphere,	which	is	expanding	in	time	according	to	the	

equation:	
	

𝑟0 =	n
2𝐸!",$
𝑚

	𝑡 (18)	

	

The	 photoelectrons	 are	 generated	 in	 a	 region	 where	 the	 electric	 field	 is	

homogeneous	and	constant.	Upon	application	of	the	static	electric	field	produced	by	

the	VMI	electrodes	at	t	=	0,	the	sphere	is	projected	onto	the	phosphor	screen,	which	

is	 position	 sensitive;	 hence,	 the	 thus-obtained	 bi-dimensional	 image	 contains	

information	 on	 both	 energy	 and	 position.29	 The	 photoelectron	 distributions	 are	

flattened	 in	 the	plane	of	 the	detector	and	electrons	with	 the	 same	velocity	will	be	

mapped	 onto	 the	 same	 position.	 Normally,	 a	 photoelectron	 image	 is	 obtained	 by	

accumulating	approximately	105	–	106	electrons,	which	are	a	representation	of	the	

probability	 of	 finding	 the	 photoelectrons	 on	 the	 detector’s	 plane.	 The	 screen’s	

phosphorescence	 is	 then	 picked	 up	 by	 the	 camera,	 thus	 yielding	 an	 image	 that	

contains	both	the	information	of	a	conventional	photoelectron	spectrum	as	well	as	

the	PADs.	

	

	

	

2.3	Molecular	relaxation	processes	
	

As	previously	mentioned,	upon	excitation	with	the	pump	pulse,	the	system	is	allowed	

to	evolve	for	a	given	time	delay	t	before	the	arrival	of	the	probe	pulse.	During	this	

timeframe,	the	system	can	undergo	multiple	molecular	relaxation	processes,	which	

entail	various	ways	of	dispersing	the	energy	that	has	been	accumulated	by	the	system.	

Molecular	 relaxation	 pathways	 in	which	 the	 emission	 of	 a	 photon	 is	 involved	 are	
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named	 radiative	 processes,	 whereas	 the	 ones	 in	which	 only	 heat	 is	 produced	 are	

called	non-radiative.6	

Molecular	 relaxation	 processes	 are	 usually	 represented	 through	 Jablonski	

diagrams	 (Figure	2.6),	which	can	show	 the	electronic	 states	of	a	molecule	and	 the	

vibrational	and	electronic	transitions	between	them.	In	the	Jablonski	diagram	shown	

in	Figure	2.6,	the	ground	states	of	each	electronic	state	are	represented	with	thick,	

solid,	 horizontal	 lines,	 whereas	 vibrational	 levels	 are	 represented	 as	 black,	 thin,	

horizontal	lines	parallel	to	the	electronic	states.	Radiative	processes	are	represented	

by	solid	straight	vertical	arrows,	while	non-radiative	processes	are	represented	with	

a	wiggly	horizontal	or	vertical	arrow.		

	

	
	

Figure	2.6:	Jablonski	diagram	representing	the	different	molecular	relaxation	pathways	a	molecule	can	

undergo.	The	arrow	in	red	represents	excitation	from	the	ground	state	S0	to	the	S2	state.	The	green	and	

the	purple	arrows	represent	two	different	kinds	of	emission:	respectively,	fluorescence	from	a	singlet	to	a	

singlet	state,	and	phosphorescence	from	a	triplet	to	a	singlet	state.	The	three	wiggly	lines	represent	non-

radiative	processes:	internal	conversion	(IC,	in	orange)	between	the	S2	and	S1	states,	intersystem	crossing	

(ISC,	in	fuchsia)	between	the	S1	and	T1	states,	and	internal	vibrational	relaxation	(IVR,	in	blue),	intra	each	

of	the	represented	electronic	states.	
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2.3.1	Radiative	processes	
	

Radiative	 processes	 are	 beyond	 the	 scope	 of	 this	 thesis,	 therefore	 only	 a	 brief	

description	 will	 be	 given.	 Emission	 from	 a	 higher	 to	 a	 lower	 state	 can	 be	 either	

spontaneous	or	induced	by	a	photon.	Depending	on	the	spin	multiplicity	of	the	higher-

lying	state,	i.e.,	singlet	or	triplet,	the	spontaneous	process	will	take	the	name	of	either	

fluorescence	or	phosphorescence.	

Although	 phosphorescent	 transitions	 violate	 the	 spin-selection	 rule,	 with	 a	

sufficiently	large	spin-orbit	coupling	they	can	still	take	place.	However,	due	to	being	

kinetically	disfavored,	the	time-scale	of	these	relaxation	processes	is	very	long,	and	

can	span	from	µs	to	ms.30			

	

	

	

2.3.2	 Non-radiative	 processes:	 intramolecular	 vibrational	

relaxation	or	redistribution	
	

Intramolecular	 Vibrational	 Relaxation	 (IVR)	 consists	 of	 a	 rearrangement	 of	

vibrational	 energy	 from	 the	 initially	 populated	 vibrational	 states	 to	 all	 the	 other	

degrees	 of	 freedom	 available.	 Hence,	 this	 process	 takes	 place	 inside	 the	 same	

electronic	state,	at	a	timescale	within	the	picosecond	regime.	

The	energy	transfer	occurs	thanks	to	intrinsic	molecular	coupling,	e.g.,	anharmonic	

coupling,	 from	 the	 initial	 excited	 states	 to	 the	 adjacent	 ones.	 If	 the	 initial	 state	 is	

coupled	 to	 only	 one	 or	 a	 few	 other	 states,	 as	 in	 the	 case	 of	 gas-phase	molecules,	

excitation	will	propagate	coherently	and,	depending	on	the	coupling	matrix	elements,	

quantum	 beats	 may	 arise.	 As	 no	 relaxation	 is	 involved,	 the	 process	 is	 called	

intramolecular	 vibrational	 redistribution.	 On	 the	 other	 hand,	 if	 the	 initial	 state	 is	

coupled	to	a	high	number	of	states,	coherence	is	lost	and	dissipative	IVR	takes	place.	

This	 is	 the	 case	 for	 large	 molecules,	 for	 which	 IVR	 is	 basically	 irreversible	 and	

incoherent.31	 While	 in	 the	 gas-phase	 the	 total	 energy	 remains	 the	 same,	 in	 the	

condensed	phase	the	energy	may	dissipate	into	the	surrounding	environment;	in	this	

case,	this	process	is	referred	to	as	internal	vibrational	relaxation.	
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IVR	can	be	explained	using	Fermi’s	golden	rule:	
	

𝑘 = 	
2𝜋
ħ 	𝑉

-𝜌, (19)	

	 	

which	shows	that	the	rate	coefficient	k	of	an	IVR	between	a	higher	vibrational	state	

and	one	or	more	lower	ones	is	proportional	to	the	coupling	strength	V	of	the	states	

multiplied	by	the	density	of	the	final	vibrational	states	ρ.32		

	

	

	

2.3.3	 Non-radiative	 processes:	 internal	 conversion	 and	

intersystem	crossing	
	

Despite	 representing	 a	 violation	 of	 the	 Born-Oppenheimer	 approximation,33	 if	

multiple	electronic	states	are	close	enough	in	energy	and	present	sufficiently	 large	

state-to-state	couplings,	population	transfer	from	one	state	to	another	may	occur	non-

radiatively.	 Internal	 Conversion	 (IC)	 takes	 place	 when	 vibrational	 energy	 is	

transferred	 between	 two	well-separated,	 adjacent	 electronic	 states	with	 the	 same	

spin,	 thanks	 to	 the	 contribution	 of	 non-adiabatic	 coupling.	 If	 the	 states	 possess	

different	 spin,	 the	 process	 is	 forbidden	 by	 the	 spin	 selection	 rule	 (Section	 2.1.2):	

nevertheless,	as	happens	in	the	case	of	phosphorescence,30	if	the	spin-orbit	coupling	

term	is	 large	enough	the	conversion	will	occur	anyway,	giving	rise	to	Inter-System	

Crossing	 (ISC).34	 As	 the	 final	 electronic	 state	 is	 typically	 lower	 in	 energy	 than	 the	

initial	state,	electronic	energy	is	converted	to	vibrational	energy	in	the	final	state.	

IC	and	ISC	can	also	be	described	using	Fermi’s	golden	rule,	rearranging	it	for	two	

different	electronic	states.	Thus,	the	conversion	rate	coefficient	k	of	an	IC	or	an	ISC	

between	higher	vibronic	level	l	in	an	initial	electronic	state	and	lower	vibronic	levels	

m	in	the	final	electronic	state	is	equal	to:	
	

𝑘78 =	
2𝜋
ħ 	𝑉78

- 𝜌88 , (20)	
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with	V2lm	being	the	intensity	of	the	coupling	interaction	between	the	two	electronic	

states,	whereas	ρmm	represents	the	density	of	vibrational	states	in	the	final	electronic	

state.	The	larger	the	electronic	separation	between	the	states,	the	smaller	the	coupling	

and	consequently	the	conversion	rate	as	well.	Mathematically,	this	can	be	defined	as	

the	so-called	energy-gap	law:	
	

𝑘 ∝ 	 𝑒9.
:
ħ/"

<, (21)	

	

which	states	that	the	IC	or	ISC	rate	coefficient	is	proportional	to	the	minus	exponential	

of	the	energy	over	the	mode	frequency.	In	general,	IC	and	ISC	processes	range	from	

hundreds	of	femtoseconds	to	many	nanoseconds,	sometimes	even	longer.31	

	

	

	

2.3.4	Conical	intersections	
	

Potential	 Energy	 Surfaces	 (PESs)	 can	 be	 classified	 as	 either	 diabatic	 or	 adiabatic	

surfaces:	 while	 a	 diabatic	 surface	 retains	 its	 electronic	 character	 along	 a	 nuclear	

coordinate,	an	adiabatic	surface	can	undergo	changes.	Adiabatic	PESs	arise	from	the	

BO	approximation,	in	which	the	coupling	between	nuclear	and	electronic	motion	is	

overlooked.	

Avoided	crossings	can	take	place	when	two	PESs	of	the	same	symmetry	try	to	cross	

in	a	diatomic	molecule	(Figure	2.7).	For	the	crossing	to	occur,	the	energies	E1	and	E2	

of	 the	 electronic	 states	must	 be	 equal.	 Therefore,	 each	 electronic	 state	ψn	 can	 be	

described	as	a	linear	combination	of	two	diabatic	states	φn:	

	

q𝜓6𝜓-
r = 	 s

𝑐66 𝑐6-
𝑐-6 𝑐--t s

𝜑6
𝜑-t .

(22)	

	

The	 energies	 of	 the	 two	 states	 can	 be	 expressed	 in	 matrix	 terms:	 𝐻83 =

	E𝜑3F𝐻wF𝜑8G.	
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Figure	2.7:	representation	of	an	avoided	crossing	between	two	Potential	Energy	Surfaces	(PESs).	
	

	

If	α	is	the	energy	of	the	first	state	(H11)	and	α’	is,	instead,	the	energy	of	the	second	

state	(H22),	the	interaction	terms	between	the	two	states	(H12	and	H21)	will	be	equal	

(β).	Accordingly,	the	secular	determinant	will	be:	
	

x
𝛼 − 𝐸 𝛽
𝛽 𝛼* − 𝐸x ′ (23)	

	 	

with	solutions:	
	

𝐸± =	
1
2
z(𝛼 +	𝛼*) 	±	|(𝛼 −	𝛼*)- +	4𝛽-} . (24)	

	 	

Therefore,	if	α	=	α’	the	energy	will	correspond	to:	
	

𝐸± =	
1
2
(𝛼 +	𝛼*) 	± 	𝛽, (25)	
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or,	 in	other	 terms,	 the	energy	 is	 equal	 to	 the	average	of	both	 states,	 resulting	 in	a	

spacing	 between	 the	 two	 PESs	 equal	 to	 2β.	 If	 the	 two	 states	 present	 different	

symmetry	or	spin,	and	a	coupling	term	β	=	0,	the	two	PESs	can	cross;	their	encounter	

is	called	accidental	crossing.	

	

 	
	

Figure	2.8:	representation	of	the	double-conical	structure	of	a	conical	intersection	(CI).	
	

	

On	 the	 other	 hand,	 in	 the	 case	 of	 two	 states	with	 the	 same	 spin	 and	 the	 same	

symmetry,	 the	 off-diagonals	 terms	 will	 be	 equal	 to	 zero	 only	 when	 the	 subspace	

comprises	D	 –	 2	 dimensions,	 with	D	 corresponding	 to	 the	 number	 of	 degrees	 of	

freedom	 of	 the	 system.35	 Since	 diatomic	 molecules	 present	 only	 one	 degree	 of	

freedom,	 this	 condition	 can	never	 be	 satisfied,	 hence	 leading	 to	 the	 so-called	non-

crossing	rule.	Conversely,	as	non-linear	polyatomic	molecules	have	D	=	3N	–	6,	with	N	
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corresponding	 to	 the	number	of	 atoms,	 the	 crossing	between	PESs	 can	occur.	The	

region	of	degeneracy	is	called	Conical	Intersection	(CI),	as	the	crossing	surface	has	the	

shape	 of	 a	 cone.	 Due	 to	 the	 strong	 coupling	 between	 nuclei	 and	 electrons,	 CIs	

represent	 a	 violation	 of	 the	 BO	 approximation,	 and	 the	 dynamics	 that	 take	 place	

through	CIs	are	called	non-adiabatic.35	

The	two	dimensions	that	are	not	involved	in	the	subspace	and	that	can	remove	the	

degeneracy	are	named	branching	vectors,	g	and	h:	
	

𝑔 = 	
𝜕(𝐸6 −	𝐸-)

𝜕𝑞
	and	ℎ = 	 �𝜑6x

𝜕𝐻
𝜕𝑞 x𝜑-� , (26)	

	 	

also	known	as	the	gradient	difference	vector	and	the	derivative	coupling	vector.	These	

two	vectors	create	a	bi-dimensional	subspace	called	branching	space.	The	coordinate	

q	represents	nuclear	displacement.	A	visual	representation	of	the	conical	shape	of	a	

CI	can	be	seen	in	Figure	2.8.	

As	population	can	very	efficiently	flow	through	CIs,	the	dynamics	are	only	limited	

by	the	wavepacket	motion	on	the	PES	towards	the	CI.	Therefore,	dynamics	developing	

through	CIs,	usually	take	place	in	very	short	timescales	(10–14	s).		
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2.4	Electron	damage	in	DNA	
	

	

2.4.1	DNA	overview	
	

Deoxyribo-Nucleic	 Acid	 (DNA)	 is	 a	 large	 biological	macromolecule	 formed	 by	 two	

chains	 arranged	 in	 a	 double	 helical	 layout.	 DNA	 and	 Ribo-Nucleic	 Acid	 (RNA)	 are	

called	nucleic	acids,	since	their	first	discovery	in	the	nucleus	of	cells.	As	DNA	carries	

all	the	genetic	information	of	all	living	organisms,	as	well	as	of	some	virus	species,	the	

understanding	of	its	structure	and	function	is	one	of	the	most	researched	biological	

topics.	

	

 
	

	

Figure	 2.9:	 on	 the	 left	 is	 the	 first	 crystallographic	 image	 of	 the	 double	 helix	 of	 DNA.	 Credits	 to	 the	
respective	owners.36	On	the	right	is	a	graphical	representation	of	the	double	helix.	Source:	wikicommons. 
	

	

The	double	helical	structure	of	DNA	was	first	discovered	by	Rosalind	Franklin	and	

coworkers	in	1951,	and	subsequently	published	by	Watson	and	Crick,	through	X-ray	

diffraction	analysis	of	DNA	crystal	structures	(Figure	2.10).36	Each	of	 the	two	DNA	

strands	is	composed	of	an	elongated	series	of	monomers,	named	nucleotides,	linked	
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one	 another.	 As	 can	 be	 seen	 in	 Figure	 2.10,	 each	 nucleotide	 is	 formed	 by	 three	

components:	 a	 single-ringed	 or	 double-ringed	 nucleobase	 (blue),	 a	 pentose	 sugar	

called	 deoxyribose	 (green)	 and	 one	 or	 more	 phosphate	 groups	 (red),	 up	 to	 a	

maximum	of	three.	In	RNA,	deoxyribose	is	substituted	by	ribose,	which	only	differs	

from	 the	 former	 for	 the	 presence	 of	 an	 –OH	 functional	 group	 at	 the	 C2’	 terminus	

(Figure	2.11).	The	monomers	are	bound	to	each	other	through	molecular	interactions	

between	bases,	thus	giving	rise	to	the	typical	helical	structure	of	nucleic	acids.	

	

	

	

	
	

Figure	 2.10:	 general	 structure	 of	 a	 nucleotide,	 using	 Deoxy-Adenosine	 Mono-Phosphate	 (dAMP)	 and	

Adenosine	Mono-Phosphate	(AMP)	as	an	example.	Each	nucleotide	comprises	a	nucleobase,	a	five-carbon	

monosaccharide	and	from	one	to	three	phosphate	groups.	

	

	

The	 precursors	 of	 the	 nucleobases	 are	 pyrimidine	 and	 purine,	 two	 nitrogen-

containing	aromatic	compounds	with,	respectively,	one	and	two	rings.	Depending	on	

the	precursor,	nucleobases	are	classified	as	purines	or	pyrimidines.	A	purine	always	

pairs	with	a	pyrimidine	through	hydrogen	bonding	between	the	amino	and	carbonyl	

groups,	 and	 π-stacking	 between	 the	 electron	 densities	 of	 the	 π-orbitals	 of	 the	

aromatic	 rings.	 The	 purines	 are	 Adenine	 (A)	 and	 Guanine	 (G),	 whereas	 the	

pyrimidines	are	Thymine	(T)	and	Cytosine	(C).	In	RNA,	T	is	substituted	by	Uracil	(U),	

(Figure	2.11),	which	 lacks	 the	methyl	group	 in	 the	5	position.	The	complementary	

purine-pyrimidine	pairs	are	C-G	and	A-T	in	DNA,	and	C-G	and	A-U	in	doubly	stranded	

RNA.	Both	DNA	and	RNA	can	also	contain	non-canonical	bases,	e.g.,	5-methyl	cytosine	



 
 

32	

and	7-methyl	guanine,	which	arise	from	the	modification	of	a	primary	base	after	the	

formation	of	the	final	strand.	

In	canonical	base	pairing	(A-T	or	A-U,	and	C-G),	also	known	as	Watson-Crick	base	

pairing,	 both	bases	 are	 arranged	 in	 the	preferred	anti	 conformation.37	 In	 the	anti-

conformer,	 the	smallest	substituent	 (H-6	 for	 the	pyrimidine,	H-8	 for	 the	purine)	 is	

placed	above	the	sugar	ring,	while	in	the	syn	conformer	it	is	the	largest	one	(O-2	for	

the	pyrimidine	and	N-3	for	the	purine).	Therefore,	A	and	T	are	held	together	by	two	

hydrogen	bridges,	while	G	and	C	by	three.	High	G-C	concentration	imparts	stability	to	

the	DNA	strand,	although	this	is	mainly	due	to	π-stacking.38	

	

	

	
	

	

Figure	 2.11:	 in	 the	 upper	 panel	 are	 represented	 the	 two	 double-ringed	 nucleobases	 that	 derive	 from	

purine,	adenine	(A)	and	guanine	(G),	with	two	heteroaromatic	rings,	together	with	the	precursor.	The	

functional	 groups	 (amino	 and	 carbonyl)	 that	 differentiate	 the	 nucleobases	 from	 the	 precursor	 are	

highlighted,	respectively,	 in	blue	and	red.	Lower	panel:	 the	three	pyrimidine	nucleobases,	cytosine	(C),	

thymine,	(T),	and	uracil	(U),	characterized	by	one	heteroaromatic	ring,	and	their	precursor,	pyrimidine.	

The	functional	groups	(amino,	methyl	and	carbonyl)	that	differentiate	the	nucleobases	from	the	precursor	

are	highlighted,	respectively,	in	blue,	green	and	red.	
	

	

The	most	common	form	of	DNA	is	B-DNA,	which	is	a	right-handed	double-helix.	B-

DNA	 is	 characterized	by	a	width	of	approximately	22-26	Å;	 the	helix	possesses	an	

extension,	 named	pitch,	 of	 roughly	 34	Å,	 although	 it	may	 vary	 depending	 on	 base	

stacking	levels.39	About	every	10.5	base	pairs,	the	double	helix	makes	one	complete	
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turn	around	its	axis.	The	total	number	of	nucleotides	in	a	double	strand	of	DNA	can	

reach	 the	 hundreds	 of	millions,	 giving	 rise	 to	 very	 long	polymers.	 Besides	B-DNA,	

other	double-helical	DNA	conformations,	such	as	dehydrated	A-DNA	and	methylated	

Z-DNA,	can	also	occur,	as	witnessed	both	in	vitro	and	in	vivo.40	

Nucleobases	can	sometimes	form	different	combinations	from	the	Watson-Crick	

pairs;	 these	 instances	 take	 the	 name	 of	 non-canonical	 pairings.	 Non-canonical	

pairings	are	responsible	for	less	common	tertiary	structures,	e.g.,	triple	or	quadruple	

stranded	 DNA	 helices	 such	 as	 G-quadruplexes.41	 One	 of	 these	 less	 frequent	 base	

arrangements	is	the	Hoogsteen	hydrogen	bonding	pairing,	in	which	the	pyrimidine	

takes	 the	 anti	 configuration,	 while	 the	 purine	 is	 in	 the	 syn	 configuration	 (Figure	

2.12).42	One	of	the	most	common	examples	of	Hoogsteen	pairing	is	triple-stranded	

DNA,	 in	which	 a	 third	 chain	 of	 nucleotides	 coils	 between	 the	 two	 original	 B-DNA	

strands,	forming	new	Hoogsteen	hydrogen	bonds	with	the	Watson-Crick	pairs.43	 In	

RNA	hypoxanthine,	a	non-canonical	nucleoside,	can	sometimes	bind	to	A,	U	or	C;	in	

this	case	G	binds	to	U	instead	of	C,		thus	giving	rise	to	the	so-called	wobble	base	pair,	

which	is	responsible	for	a	particular	secondary	RNA	structure.44	

	

 
	

Figure	2.12:	examples	of	Watson-Crick	and	Hogsteen	base	pairings	in	the	cases	of	A-T	and	G-C.	Note	that	

C	in	the	Hosgteen	base-pairing	is	positively	charged.	

2.4.1.1	Function	and	biological	applications	
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Inside	 cells,	 DNA	 appears	 as	 chromosomes,	which	 are	 highly	 spiralized	 structures	

composed	of	DNA	strands	condensed	together	with	binding	proteins.	Chromosomes	

can	either	be	linear	or	circular,	depending	on	whether	the	organism	is	eukaryotic	or	

prokaryotic.	In	both	cases,	chromosomes	are	responsible	for	the	storage	of	the	genetic	

information	of	the	organism.	The	complete	set	of	chromosomes	of	a	living	organism	

is	called	the	genome;	in	particular,	the	human	genome	contains	a	total	number	of	23	

pairs	 of	 chromosomes.	 On	 the	 other	 hand,	 a	 gene	 is	 the	 specific	 and	 hereditary	

sequence	 of	 nucleotides	 that	 contains	 information	 about	 a	 given	 protein.45	

Information	is	copied	from	a	DNA	strand	to	its	complementary	RNA	sequence	through	

a	 process	 named	 transcription.	 This	 information	 is	 subsequently	 used	 by	RNA	 for	

protein	synthesis	(translation);	however,	genetic	information	can	also	be	transferred	

from	one	cell	to	another	during	cell	division,	in	a	process	known	as	DNA	replication.46	

Apart	 from	 these	 four	major	 functions,	DNA	plays	many	other	pivotal	 roles	 in	 the	

organism,	e.g.	interacting	with	other	molecules	and	influencing	their	function.	

As	already	mentioned,	the	study	of	DNA	is	crucial	to	fully	grasp	some	of	the	most	

important	biological	 functions	of	 a	 living	organism;	 specifically,	understanding	 the	

underlying	 mechanisms	 of	 electron	 and	 photon-driven	 DNA	 damage	 can	 help	

explaining	 processes	 like	 molecular	 lesions,	 cell	 death,	 tumor	 development	 and	

growth.	
	

	

2.4.2	DNA	damage	caused	by	photons	and	electrons	
	

2.4.2.1	Photon	damage	
	

Thanks	to	the	stabilizing	effect	of	the	hydrogen	bonding	and	π-stacking	interactions,	

which	 are	 responsible	 for	 the	 double	 helical	 structure	 of	 the	 polymer,	 DNA	 is	

chemically	 unreactive.	 However,	 potential	 damage	 can	 originate	 from	 ionizing	

radiation	and	oxidizing	agents.47,	48	This	is	because	the	nucleobases	are	characterized	

by	the	presence	of	optically	bright	1ππ*	states,	which	can	easily	absorb	Ultra-Violet	

(UV)	light	to	form	nucleobase	excited	states.48	Nevertheless,	most	excitations	do	not	



 
 

35	

lead	 to	 photochemical	 reactions,	 as	 confirmed	 by	 DNA’s	 very	 low	 fluorescence	

quantum	yield	(less	than	1%).	This	is	due	to	the	non-radiative	decay	mechanisms	of	

the	nucleobases,	which	impart	photostability	to	the	whole	polymer.49,	50	

	

	
	

Figure	 2.13:	 scheme	 of	 the	 different	 photoproducts	 that	 can	 derive	 from	 irradiation	 of	 DNA	 with	

ultraviolet	 light.	 Two	 adjacent	 pyrimidines	 can	 give	 a	 Cyclobutane	 Pyrimidine	 Dimer	 (CPD)	 or	 a	

Pyrimidine-Pyrimidone-(6-4)-Photo-Product	 [(6-4)	 PP],	 which	 can	 then	 evolve	 into	 a	 Dewar	 valence	

isomer,	also	known	as	Dewar	lesion.	

Despite	the	photostability	of	DNA,	pyrimidine	nucleobases	can	absorb	the	energy	

of	the	incoming	photon	and	release	it	by	a	ring-opening	reaction.51	In	particular,	in	



 
 

36	

the	case	of	two	neighboring	pyrimidines,	irradiation	of	the	bases	with	ultraviolet	light	

can	induce	a	photo-isomerization	reaction,	which	leads	to	the	formation	of	two	main	

photoproducts.	These	are,	respectively,	Cyclo-butane	Pyrimidine	Dimers	(CPDs)	and	

Pyrimidine-Pyrimidone-(6-4)-Photoproducts	[(6-4)-PPs],	which	can	as	well	convert	

into	Dewar	Valence	Isomers	(DEWs)	(Figure	2.12).52	These	photoproducts	are	known	

to	be	responsible	for	malfunctions	in	nucleic	acid	replication.53	

CPDs	 are	 caused	 by	 the	 formation	 of	 a	 four	 membered	 ring	 between	 the	 two	

pyrimidine	 nucleobases,	 which	 can	 either	 be	 T,	 C,	 or	 the	 non-canonical	 base	 5-

methylcytosine;	additionally,	the	pyrimidines	can	be	found	in	different	conformations.	

Despite	being	stable	in	solution,	CPDs	degrade	upon	irradiation	with	UV-C	(100-280	

nm)	 photons,	 restoring	 the	 original	 nucleobases.	 Moreover,	 CPDs	 can	 undergo	

deamination	 to	 give	 a	 uracil	 moiety.54	 CPDs	 mostly	 arise	 due	 to	 photosensitized	

triplet-triplet	energy	transfer,	although	singlet	states	seem	to	play	a	role	also.55	CPD	

formation	can	also	be	prompted	by	UV-A	light	(315-400	nm),	but	with	a	much	lower	

yield	than	UV-B	(280-315	nm).	

Upon	interaction	between	DNA	and	UV	photons,	other	less	common	photoproducts	

can	 also	 arise.	 Irradiation	 of	 DNA	 with	 UV-C	 wavelengths	 can	 produce	 dimeric	

photoproducts	of	A	and	T,56	or	two	As,57	as	well	as	monomeric	damage.	UV-A	light	can	

also	induce	the	formation	of	singlet	oxygen	(1O2)	and	hydroxyl	radicals	(OH·).	1O2	can	

react	with	G	and	form	9-oxo-7,8-dihydro-Guanine	(9-oxoGua),	while	OH·	can	cause	

single-	and	double-strand	breakage.55	Furthermore,	two	Ts	can	react	to	give	the	so-

called	spore	photoproduct,	an	adduct	that	has	been	observed	in	bacterial	spores.55	

The	study	of	the	excited	states	dynamics	of	DNA	components	can	shed	light	on	the	

mechanisms	 of	 photodamage	 and	 photorepair	 of	 DNA.	 In	 fact,	 thanks	 to	 their	

femtosecond-timescale	decays,	the	excited	states	of	nucleobases	are	quite	stable	with	

respect	 to	 photochemical	 degradation.50	 Additionally,	 DNA	 derivatives	 exhibit	

substantially	different	behaviors	whether	 they’re	 isolated	or	 in	solution.	Molecular	

interactions,	 like	hydrogen	bonding	and	quenching	of	 internal	excitation,	make	the	

role	of	 the	solvent	crucial	when	 it	comes	to	decay	mechanisms.58,	59	 	As	previously	

mentioned,	 the	 low	 fluorescence	quantum	yield	of	DNA	 is	 explained	by	 their	non-

radiative	decay	mechanisms.	Moreover,	 the	 lifetimes	of	nucleobase	derivatives	are	

considerably	longer	than	the	ones	of	the	most	common	nucleobase	tautomers.	The	

sub-picosecond	features	in	the	lifetimes	of	the	nucleobases	seem	to	be	due	to	Cis;	IC	
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is	 instead	responsible	for	producing	the	vibrationally	excited	population	in	S0,	 that	

moves	away	from	the	initial	1ππ*	state.	On	the	other	hand,	the	role	of	dark	states	is	

not	yet	completely	understood;	in	particular,	the	1nπ*	state	is	thought	to	play	a	role	

in	the	conversion	from	the	1ππ*	to	S0.60	

Experimental61	 and	 computational62	 studies	 show	 evidence	 of	 photoinduced	

proton	 transfer	 in	 single	 base	 pairs.	 Watson-Crick	 pairs	 also	 exhibit	 evidence	 of	

electron-driven	proton	transfer,	with	a	mechanism	involving	1ππ*	states	with	inter-

base	charge-transfer	character.63	Transient	absorption	spectroscopy	experiments	on	

adenosine	dimers	yielded	evidence	of	base	stacking,	showing	that	stacked	structures	

have	longer-lived	excited	states	compared	to	isolated	bases;64	albeit	controversial,	the	

mechanism	seem	to	involve	exciplex	and	excimer	states.65	

Other	 important	 gas-phase	 work	 involves	 a	 molecule	 that	 bears	 the	 same	

chromophore	as	A,	 Imidazole	(I).	Like	 ,	 the	dynamics	of	 I	 is	characterized	by	an	IC	

between	1ππ*	and	1πσ*,	and	by	a	 IC	between	1πσ*	and	S0.66	Time-Resolved	Photo-

Electron	Imaging	(TR-PEI)	has	been	used	to	study	the	decay	mechanism	of	the	deoxy-

purine	nucleotides,	Deoxy-Adenosine-Mono-Phosphate	(dAMP–)	and	Deoxy-Guanine-

Mono-Phosphate	(dGMP–):	analogously	to	the	corresponding	isolated	bases,	dAMP–	

and	dGMP–	exhibit	a	biexponential	decay	composed	by	a	fast	(100	fs)	and	a	slow	(~1	

ps)	 component.	 Interestingly,	 also	 the	 di-	 and	 tri-nucleotides	 of	 dAMP–	 show	

analogous	decays.67	As	for	the	deoxy-pyrimidine	nucleotides,	while	dTMP–	shows	a	

tri-exponential	decay	(100,	200	and	>5000	fs),	the	decay	of	dCMP–	can	be	fitted	to	a	

bi-exponential	function,	although	low	ionization	and	absorption	cross	sections	make	

it	difficult	to	draw	any	definitive	conclusions.68	Similarly	to	dAMP–	and	dGMP–,	also	

9Me-Ade	 decays	 only	 through	 the	 1ππ*	 state;	 moreover,	 the	 mechanism,	 which	

involves	a	bi-exponential	decay,69	 seems	to	be	the	same	both	 in	 the	gas	and	 in	 the	

condensed	phase.63	

Gas-phase	experiments	on	aqueous	clusters	of	Ade	give	different	results	depending	

on	 the	 number	 of	 A	 and	water	molecules;	 however,	 the	 general	 observation	 is	 an	

increased	activity	of	the	1πσ*	states	thanks	to	solvent	stabilization.70	

	

	

2.4.2.2	Electron	damage	
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DNA	damage	can	arise	from	different	sources,	e.g.,	radiation	or	oxidizing	agents.47,	48	

In	the	case	of	high-energy	radiation	such	as	X-rays,	the	highest	amount	of	damage	is	

produced	via	secondary	reactions	involving	the	species	generated	in	the	first	instance.	

Ionization	of	water	produces	secondary	electrons,	typically	with	kinetic	energy	(𝐸!")	

within	the	0-20	eV	range,	called	Low	Energy	Electrons	(LEEs).71,	72	LEEs	are	often	the	

cause	of	fatal	DNA	lesions,	e.g.,	Single-Strand	Break	(SSB)	and	Double-Strand	Break	

(DSB).73	Additionally,	LEEs	can	cause	damage	also	in	supercoiled	DNA,	even	below	

the	ionization	threshold.73	

LEEs	can	attach	to	any	of	the	nucleotide’s	components,	or	even	as	a	Dipole	Bound	

State	(DBS)	outside	the	molecular	framework.74-78	The	damage	is,	in	fact,	caused	by	

the	 formation	of	Transient	Negative	 Ions	 (TNIs),	 also	known	as	 resonances,	of	 the	

various	building	blocks	of	DNA;	resonances	are	known	to	induce	mutagenesis	in	living	

organisms.79,	80	The	difference	in	electronic	structure	between	the	two	main	types	of	

resonances,	Feshbach	and	shape	resonances,	is	shown	in	Figure	2.13.	In	particular,	

core-excited	(Feshbach)	resonances,	which	arise	from	electron	attachment	to	the	π*	

orbitals	of	 the	nucleobases,	are	responsible	 for	single-strand	breaks.2	On	the	other	

hand,	shape	resonances	are	produced	by	LEEs	with	𝐸!"	<	3	eV,74,	81,	82	and	can	induce	

dehydrogenation	as	well	as	cleavage	of	the	phosphodiester	and	glycosidic	bonds.71,	73,	

83-85	 After	 electron	 attachment	 and	 production	 of	 a	 shape	 resonance,	 no	 further	

excitation	 is	 prompted.74	 The	mechanism	of	 σ	 bond	 dissociation	 can	 be	 explained	

through	a	migration	of	the	electron	from	the	π*	orbital	of	the	base	to	the	σ*	orbital	of	

the	C-O,	N1-C	or	N-H	bond.	Electrons	can	attach	to	the	π*	orbital	of	a	nucleobase,	as	

these	orbitals	are	capable	of	hosting	an	electron	that	falls	in	the	energy	range	of	0.1-

2	eV:	this	can	then	produce	covalent	bond	breakage,	particularly	in	the	case	of	C	and	

T	nucleobases.71	Dissociation	of	the	σ	bond	is	then	elicited	by	the	repulsive	energy	

profile	of	the	σ*	anion	state.	The	electron	is	transported	to	the	antibonding	σ*	orbitals;	

hence,	 bond	 breakage	 occurs	 through	 three	 saturated	 bonds.	 71,	 80,	 86,	 87	 It	 is	 also	

suggested	by	both	experimental	and	computational	works	that	electrons	with	energy	

>	 2	 eV	 can	 occupy	 the	 π*	 orbital	 of	 the	 phosphate	 group	 and	 contribute	 to	 SSB	

formation.88	The	phosphodiester	bond	and	the	N1-C	bond	are	the	most	sensitive	to	

shape	resonances,	due	to	the	low	electron	energy	barrier	and	the	high	electron	affinity	

that	characterize	the	phosphate	groups.89	These	bonds	are	highlighted	in	Figure	2.14.	

Moreover,	the	N1-C	glycosidic	bond	between	sugar	and	base73	can	be	disrupted	at	𝐸!"	
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~0	 eV,90	 although	 the	 barrier	 to	 surmount	 in	 this	 case	 is	 higher	 than	 for	 the	 C-O	

bond.71	

	

	
	

Figure	2.13:	schematics	of	the	electronic	structure	of	a	shape	resonance	and	of	a	Feshbach	resonance.	
	

LEE-induced	 damage	 has	 been	 extensively	 studied	 by	 Sanche	 and	 co-workers	

through	electron	 scattering	measurements,	 in	which	 the	DNA	 sample	 is	 irradiated	

with	 an	 electron	 beam	 to	 generate	 the	 products,	 which	 are	 then	 subsequently	

probed.2,	3,	73,	76,	79,	80,	87-89	Nevertheless,	time-resolution	is	required	to	fully	understand	

the	underlying	mechanisms	of	action,	and	 this	 is	not	a	simple	 feat.	Molecules	with	

positive	 electron	 affinity	 can	 be	 studied	 by	 time-resolved	 photoelectron	

spectroscopy,	which	allows	 the	determination	of	 the	mechanisms	by	accessing	 the	

resonance	 states	 from	 anionic	 ground	 states.91,	 92	 Johnson	 and	 co-workers	 have	

instead	 exploited	 iodide	 as	 a	 source	 of	 electrons,	 photoexciting	 iodide-molecule	

clusters	to	reach	the	dipole-bound	state	of	the	clustered	molecule.93-98	Time-resolved	

photoelectron	 imaging	 studies	 of	 such	 clusters,	 particularly	 I-•N	 (N	 =	 nucleobase)	

clusters,	 have	 been	 extensively	 performed	 by	 the	 Neumark	 group.99-103	 Although	

efficient,	issues	may	arise	when	probing	charge-transfer	in	this	way,	namely	due	to	

the	role	of	 iodide,	which	 is	not	yet	well	understood,	and	due	to	 the	photon	energy	

used,	which	could	correspond	to	nucleobase	absorption	bands.104,	105	

Dehydrogenation	has	been	classified	as	a	predominant	dissociative	channel	and	

takes	 place	 through	 Dissociative	 Electron	 Attachment	 (DEA).	 TNIs	 can	 undergo	

dissociation	and	prompt	dehydrogenation	of	the	nucleobases	from	cleavage	of	the	N-
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H	 bond,	 as	 seen	 by	 the	 decay	 of	 electronic	 states	 from	 the	 N	 sites	 of	 T	 and	

computational	studies	on	other	bases.	The	electron	affinities	of	the	dehydrogenated	

radicals	span	from	3.5	to	4	eV.83	

	

	

	
	

	

Figure	2.14:	the	four	DNA	bases	in	Watson-Crick	pairings	with	highlighted	the	phosphodiester	(red)	and	

the	glycosidic	(blue)	bonds,	whose	cleavage	leads	to	SSB	formation.	

	

	

	

2.4.2.3	Motivation	of	the	project	

	
As	 explained	 in	 the	 previous	 sections	 of	 the	 Introduction,	 electron	 and	 photon-

induced	 DNA	 damage	 represents	 one	 of	 the	 principal	 factors	 of	 several	 biological	

processes,	e.g.	cell	death	and	mutations.	106	Specifically,	the	attachment	of	an	LEE	can	

cause	breakage	not	only	in	complex	structures,	such	as	single	and	double-stranded	

DNA,	 but	 also	 in	 its	 smaller	 components,	 such	 as	 isolated	 bases,	 nucleosides,	

nucleotides,	and	small	aggregates	of	the	latter.2	
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This	 thesis	 explores	 the	 extent	 of	 LEE	 damage	 on	 DNA	 and	 its	 components,	

exploiting	the	concept	of	charge-transfer	in	an	anionic	species	as	a	probe	for	electron	

damage.	We	applied	one	color	and	resonance-enhanced	PE	spectroscopy,	as	well	as	

frequency	 and	 time-resolved	 photoelectron	 spectroscopy,	 to	 characterize	 several	

systems	of	 interest,	 starting	with	 a	model	molecule	 and	moving	 on	 towards	more	

complex	systems,	i.e.,	nucleotide	triphosphates.	Although	non-exhaustive,	this	study	

represents	a	stepping-stone	in	shedding	light	on	the	mechanisms	of	both	electron	and	

photon	damage	in	DNA.	
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Experimental	section	 	
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3.1	Experimental	setup	
	

The	conception	and	the	accurate	details	of	the	TR-PEI	instrument	can	be	found	in	the	

original	 publication	 by	 Lecointre	 et	 al.107	 A	 schematic	 representation	 is	 shown	 in	

Figure	3.1.	The	instrument	is	divided	into	eight	distinct	regions	(R0,	R1,	R2,	Rtrap,	R3,	R4,	

R5	 and	 R6),	 characterized	 by	 gradually	 decreasing	 levels	 of	 pressure,	 from	

atmospheric	pressure	(760	Torr)	 to	10–9	Torr.	The	pressure	 in	each	region	 is	kept	

constant	by	a	set	of	six	turbo	pumps,	aided	by	the	action	of	four	backing	pumps,	which	

can	be	opened	and	closed	through	pneumatic	or	manual	valves.	Four	ion	gauges	and	

six	thermocouples	monitor	the	pressures	in	each	differentially	pressured	region	and	

in	each	backing	pump.	

A	~1	mM	methanolic	solution	of	the	chosen	analyte	is	inserted	through	a	syringe	

in	 a	 Electro-Spray	 Ionization	 (ESI)	 capillary	 tube	 with	 a	 voltage	 of	 –5	 kV	 at	

atmospheric	pressure	(R0).	Anions	are	produced	by	deprotonation	and	introduced	by	

the	capillary	 into	a	 first	vacuum	region.	The	 ions	are	 then	guided	by	a	gradient	of	

potential	 energy	 through	 a	 tube,	 formed	 by	 a	 series	 of	 ring-electrode	 ion	 guides	

divided	in	three	regions	(R1,	R2	and	Rtrap),	until	the	ions	reach	a	pulsed	ion	trap.108	The	

trap	 can	be	 opened	 and	 closed	 and	 its	 action	 is	 governed	by	 a	microsecond-pulse	

generator,	allowing	the	accumulation	of	the	ions	and	providing	a	first	separation	in	

terms	of	time	window.	After	exiting	the	trap,	the	ions	are	directed	towards	a	collinear	

Wiley–McLaren	 Time-Of-Flight	 Mass-Spectrometer	 (TOF-MS),109	 formed	 by	 three	
TOF	plates	with	different	voltages,	through	an	Einzel	lens,	which	focuses	the	ion	beam	

and	aids	the	formation	of	the	ion	packets	(R3).	This	area	is	separated	by	the	rest	of	the	

instrument	through	a	pneumatic	gate	valve,	which	can	be	opened	and	closed	to	allow	

the	 flow	 of	 ions	 to	 pass	 through.	 The	 mass-selected	 ion	 packets	 are	 then	 guided	

through	two	different	sets	of	deflectors	and	Einzel	lenses	(R4	and	R5),	which	serve	the	

purpose	of	focusing	the	beam	further	along.	At	the	focus	of	the	TOF,	the	ion	packet	is	

irradiated	with	either	femtosecond	or	nanosecond	laser	pulses	and	mass-selection	is	

achieved	by	timing	the	laser/ion	packet	overlap	to	excite	only	one	m/z.		

The	 laser	 pulses	 are	 obtained	 either	 with	 a	 tunable	 laser	 (an	 Nd:YAG	 pumped	

optical	 parametric	 oscillator,	 Continuum	 Surelite	 and	 Horizon)	 for	 frequency-

resolved	experiments,	or	with	a	commercial	femtosecond	laser	(Ti:Sapphire	oscillator	
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and	 regenerative	 amplifier,	 Spectra	 Physics	 Tsunami	 and	 Spitfire	 XP),	 producing	

fundamental	pulses	centered	at	1.55	eV	(800	nm)	and	with	∼50	fs	duration,	when	

doing	time-resolved	experiments.	The	photoelectrons	are	collected	and	imaged	by	a	

perpendicular	VMI	arrangement	(R6).		

	

	
	

Figure	3.1:	schematics	of	the	in-house	TR-PEI	instrument.	
	

	

	

3.1.1	Platinum	plating	and	noise	reduction	
	

During	the	experiments	performed	with	4.66	eV	light,	intense	Photo-Electron	(PE)	

noise	coming	from	photons	striking	the	VMI	electrodes	was	experienced.	This	is	due	

to	the	fact	that	the	work	function	of	stainless	steel	is	very	close	to	this	energy.	High	

noise	levels	are	incredibly	detrimental	to	spectral	quality,	particularly	in	the	case	of	

time-resolved	 experiments.	 To	 solve	 this	 problem,	 two	 different	 approaches	were	

tested.	First,	the	bottom	VMI	plate	was	equipped	with	a	fine	mesh	layer	in	stainless	

steel,	 which	 can	 retain	 these	 “unwanted”	 photoelectrons	 and	 prevent	 them	 from	

reaching	 the	 detector.	 The	 mechanism	 of	 the	 mesh	 is	 showed	 in	 Figure	 3.2.	 The	

electric	field	lines	of	the	mesh	do	not	change	the	overall	macroscopic	electric	field	of	

the	VMI	setup;	nevertheless,	they	can	change	the	electric	field	at	a	microscopical	level,	

as	they	are	large	enough	to	“trap”	the	photoelectrons	coming	from	the	bottom	plate	

and	reflect	them	back	onto	a	electrode	below	the	mesh.	Unfortunately,	this	method	
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did	 not	 yield	 the	 desired	 level	 of	 noise-reduction;	 for	 this	 reason,	 we	 resorted	 to	

platinum-plating	of	the	VMI	electrodes.	

The	second	approach	consisted	in	coating	the	top	and	bottom	VMI	electrodes	with	

platinum,	whose	work	function	is	higher	than	5	eV,	contrarily	to	stainless	steel,	which	

presents	 a	work	 function	 of	 ~4.6	 eV.110	 At	 hv	 =	 4.66	 eV,	 the	 noise-reduction	was	

approximately	of	an	order	of	magnitude	compared	to	the	VMI	assembly	with	the	mesh.	

As	an	additional	noise-subtraction	method,	 the	PE	signal	was	collected	both	 in	 the	

presence	and	absence	of	the	ion	beam.	This	was	achieved	through	opening	and	closing	

the	ion	trap	at	∼1	Hz;	the	PE	images	without	ions	were	then	used	as	background	and	

subtracted	from	the	PE	images	with	ions.	Moreover,	opening	and	closing	the	trap	also	

leads	to	higher	signal	levels,	as	the	loading	rate	of	the	trap	is	too	low	to	fill	the	trap	

completely	before	it	is	emptied	at	100	Hz.	Consequently,	if	more	ions	can	accumulate	

off-cycle,	more	ions	can	then	be	extracted	from	the	trap.		

	

 

 
 
	
Figure	3.2:	schematics	of	the	Velocity	Map	Imaging	(VMI)	setup	with	the	mesh	layer	on	the	bottom	plate.	

A	representation	of	the	mechanism	of	action	of	the	mesh	is	visible	on	the	right	side	of	the	picture.	
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3.2	Theoretical	methods	
	

Density	 Functional	 Theory	 (DFT)	 calculations	 on	 C-Ado–	 were	 performed	 at	 the	

B3LYP	 (Becke	 three-parameter	 hybrid	 functional	 combined	 with	 Lee-Yang-Parr	

correlation	functional)	level	of	theory111	with	the	6-311G	basis	set,	with	addition	of	

diffuse	and	polarization	functions	(6-311G++**),	on	the	software	Gaussian09,	and	the	

results	 visualized	 with	 GaussView.	 The	 Electron	 Affinity	 (EA)	 or	 Adiabatic	

Detachment	 Energy	 (ADE),	 and	 the	 Vertical	 Detachment	 Energy	 (VDE),	 the	 most	

intense	FC	feature,	were	calculated,	respectively,	as	the	difference	in	energy	between	

the	neutral	in	optimized	geometry	and	the	anion	in	optimized	geometry,	and	as	the	

difference	 in	 energy	 between	 the	 neutral	 in	 anion	 geometry	 and	 the	 anion	 in	

optimized	geometry.	

The	theoretical	study	on	[ATP–H2]2–	was	performed	by	Dr.	Davide	Avagliano	from	

Prof.	 Dr.	 Leticia	 Gonzalez’s	 group	 at	 the	 University	 of	 Vienna.	 [ATP–H2]2–	 was	

optimized	using	Møller-Plesset	second-order	perturbation	theory	with	resolution	of	

identity	approximation	(RI-MP2)112	and	the	def2-TZVP	basis	set.113	The	ground	state	

energy	was	 then	 refined	with	 the	 def2-QZVP113	 basis	 set.	 The	 first	 five	 excitation	

energies	were	obtained	with	the	Algebraic	Diagrammatic	Construction	scheme	for	the	

polarization	propagator	at	the	second	order	(ADC(2))114	method	and	the	same	def2-

QZVP113	 basis	 set.	 The	 RCB	 was	 calculated	 using	 the	 Local	 Static	 Approximation	

model,115	in	which	the	energy	for	the	monoanion	plus	a	point-charge	electron	(in	the	

geometry	of	the	[ATP–H2]2–)	was	calculated	with	an	interval	of	0.5	Å.	Two	planes	(xz	

and	yz)	were	considered,	which	pass	 through	the	 transition	dipole	moment	vector	

connecting	 the	S0	 and	S2	state.	RCB	calculations	were	performed	at	MP2/def2-SVP	

level	 of	 theory.	 	 Ground	 state	 ab	 initio	 molecular	 dynamics	 were	 carried	 out	 at	

B3LYP116,	117/aug-cc-pVDZ118	level	of	theory,	starting	from	the	[ATP–H2]2–	minimum	

energy	geometry.	
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3.3	Data	analysis	
	

The	Polar	Onion	Peeling	(POP)	algorithm	developed	by	Roberts	et	al.	119	was	used	to	

extract	the	Photo-Electron	(PE)	spectra	from	the	raw	PE	images.	The	method	exploits	

onion	peeling	in	polar	coordinates.	The	well-known	atomic	spectrum	of	I–	was	used	

as	 reference	 for	 spectral	 calibration;	 all	 the	 recorded	 spectra	 present	 spectral	

resolution	of	approximately	5%.	

The	VDE	was	taken	as	the	highest	point	in	the	PE	spectrum.	The	ADE	was	measured	

by	making	a	linear	fit	to	the	steepest	edge	of	the	peak	and	extracting	the	value	of	the	

variable	x	from	the	equation	of	the	corresponding	straight	line.	

In	 the	 [ATP–H2]2–	 study,	 as	 a	 second	 analysis	method,	 a	 global	 fit	 to	 the	 time-

resolved	data	was	performed.	The	global	fit	is	formulated	as:	

	

𝑓(𝐸!", 𝑡) = 	=𝑔(𝑡)⨂𝑐&(𝐸!")𝑒
.0 >#?

&

, (27)	

	

where	 ci(𝐸!" )	 represent	 photoelectron	 spectra	 that	 are	 associated	 with	 specific	

decays	with	 lifetime	 τi	 (so-called	 decay-associated	 spectra).	 These	 are	 convoluted	

with	the	instrument	response	function,	g(t)	(the	cross-correlation	of	pump	and	probe	

pulses,	which	is	assumed	to	be	a	Gaussian	function	with	full-width	at	half-maximum	

of	100	fs).		
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Dipole-bound	states	in	

para-substituted	phenolate	

anions	 	



 
 

49	

4.	 Dipole	 bound	 states	 of	 para-substituted	

phenolate	anions	
	

The	contents	of	this	chapter	are	based	on	the	following	publication:	Castellani,	M.	E.;	

Anstöter,	C.	S.;	Verlet,	J.	R.	R.,	On	the	stability	of	a	dipole-bound	state	in	the	presence	

of	a	molecule.	Phys.	Chem.	Chem.	Phys.	2019,	21	(44),	24286-24290.120	

		

	

4.1	Motivation	
	

First	predicted	by	Fermi	and	Teller	in	1947,121	experimental	evidence	shows	that,	if	a	

molecule	 presents	 a	 permanent	 dipole	 of	 more	 than	 ~2.5	 D,	 a	 non-valence	 state	

known	 as	 Dipole-Bound	 State	 (DBSs)	 can	 be	 formed.	 19,	 122,	 123	 Due	 to	 the	 weak	

interaction	that	binds	the	electron	to	the	neutral	molecule,	the	DBS	appears	as	a	highly	

diffuse,	atomic-like	orbital,	similarly	to	a	Rydberg	state	in	a	neutral	molecule.124	DBSs	

can	act	as	“door-way”	states	to	electron	attachment;99,	125-129	moreover,	the	study	of	

DBS	is	relevant	to	DNA	as	these	resonance	states	are	thought	to	be	heavily	involved	

in	 electron	 driven	 processes	 of	 its	monomers	 and	 polymers.102,	 128,	 130-134	 For	 this	

reason,	we	decided	to	start	our	exploration	of	low-energy	electron	damage	from	the	

viability	of	a	DBS	in	the	presence	of	another	molecule	using	a	model	anion.	

	 Usually,	 DBSs	 are	 studied	 through	 photodetachment	 action	 spectroscopy,135-141	

photoelectron	spectroscopy,130,	138,	142-153	or,	in	some	cases,	also	through	by	Rydberg	

electron-transfer	 spectroscopy,	 specifically	 when	 exploring	 their	 role	 in	 electron	

attachment	dynamics.154,	155	So	far,	dipole-bound	anions	have	only	been	observed	in	

the	gas	phase,	both	in	isolated	molecules	and	cluster	experiments.	However,	there	is	

currently	 no	 evidence	 of	 the	 subsistence	 of	 these	 states	when	 something	 actively	

interacts	with	the	DBS,	or	when	the	molecule	is	surrounded	by	an	environment,	e.g.,	

in	 solution.	 In	 this	work,	we	 study	 the	 stability	 of	 a	 DBS	 in	 presence	 of	 a	 second	

molecule	by	spectroscopically	investigating	a	test	molecule	with	Frequency-Resolved	

Photo-Electron	 Imaging	 (FR-PEI),	 resonance-enhanced	 two-photon	 photoelectron	

imaging	(R2P-PEI)	and	electron	yield	(action)	spectroscopy	measurements.	The	test	
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model	 exploits	 a	 molecule	 with	 known	 DBS,	 substituted	 with	 an	 alkyl	 chain	 that	

interacts	with	the	DBS,	“poking”	into	it.	To	avoid	a	significant	alteration	of	the	dipole	

moment,	a	 saturated	hydrocarbon	chain	was	chosen	as	substituent.	The	phenolate	

anion	(C6H5O–)	was	selected	as	model:	as	already	observed	by	the	Wang	group,156,	157	

phenolate	presents	a	DBS	as	anionic	excited	state	at	a	wavelength	of	approximately	

553	 nm.	 We	 then	 compared	 the	 stability	 of	 the	 DBS	 in	 five	 para-substituted	

phenolates	with	alkyl	chains	of	different	 length.	The	model	of	 the	para-substituted	

phenolates	with	 the	hydrocarbon	 tail	 poking	 the	DBS	 is	 exemplified	 in	 Figure	4.1.	
Calculations	show	that	the	increase	in	alkyl	chain	length	has	a	minimal	impact	on	the	

overall	dipole	moment	of	the	neutral	core.	
	

	
	
Figure	4.1:	Representation	of	the	dipole-bound	state	(DBS)	of	a	para-substituted	alkyl-phenolate	anion	

with	an	alkyl	chain	of	varying	length,	n-ph−.	
	

	

4.2	Methods	
	

The	details	of	the	experiment	have	been	described	in	the	dedicated	section	(page	41,	

Experimental	Setup).	Phenol	(ph),	4-ethylphenol	(2-ph),	4-propylphenol	(3-ph),	4-

pentylphenol	 (5-ph)	and	4-octylphenol	 (8-ph)	were	purchased	 from	Sigma	Aldrich	

and	 4-butylphenol	 (4-ph)	 from	 Tokyo	 Chemical	 Industry.	 The	 para-substituted	

phenolate	anions,	n-ph−,	were	produced	by	deprotonation	of	the	methanolic	solution	
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(~1	mM)	through	electrospray	ionization.	The	details	of	the	instrument	can	be	found	

in	the	relevant	chapter	of	this	Thesis.	The	spectra	were	calibrated	using	the	EA	value	

of	ph	of	2.235(6)	eV	reported	by	the	Lineberger	group.158		

	

	

4.3	Results	
	

All	the	action	spectroscopy	experiments	were	performed	at	a	VMI	potential	of	500	V.	

Figure	4.2,	shows	the	action	spectrum	of	ph−	(solid	black	line)	compared	to	the	results	

obtained	by	the	Wang	group	(dashed	vertical	lines)	with	much	higher	resolution	and	

at	a	temperature	of	20	K.156		

	

	
Figure	4.2:	photodetachment	action	spectra	for	ph;	the	vertical	lines	indicate	the	transitions	and	the	

electron	affinity	(EA)	observed	by	Liu	et	al.156	The	bands	were	assigned	following	the	same	annotation	as	the	
authors.	

	

The	considered	wavelength	 range	 is	520-570	nm.	The	 first	band,	at	553.22	nm,	

corresponds	to	the	0-0	transition	of	the	DBS.	The	EA	of	the	anion	can	be	found	at	the	

beginning	of	the	edge	rise,	at	550.27	nm.	The	other	two	bands,	at	537.78	and	523.33	
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nm,	 correspond,	 respectively,	 to	 the	 0-1	 and	 0-2	 vibrational	 transitions,	 and	

correspond	to	the	CCC	bend.	

 

 	
	

Figure	 4.3:	 photodetachment	 action	 spectra	 for	 n-ph−	 with	 n	 =	 2-5	 and	 8,	 recorded	 near	 the	

photodetachment	threshold;	the	vertical	arrows	highlight	the	excitation	energy	used	for	the	resonance-

enhanced	photoelectron	spectroscopy	experiments,	whose	results	are	shown	in	Figure	4.4.	

	

In	Figure	4.3	are	depicted	the	stacked	action	spectra	of	the	five	para-substituted	

phenolates	 between	 2.0-2.3	 eV.	 The	 energy	 of	 the	 0-0	 transition	 steadily	 shifts	
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towards	 higher	 photon	 energy	 as	more	methylene	 bridges	 are	 added	 to	 the	 alkyl	

chain.	In	the	cases	of	2-ph−	and	3-ph−,	the	same	bands	that	are	present	in	the	spectrum	

of	ph−	can	still	be	distinguished.	Furthermore,	as	for	ph−,	a	hot	band	can	be	seen	just	

before	the	0-0	transition	peak.	As	the	length	of	the	chain	increases,	the	peak	resolution	

decreases	dramatically,	especially	 from	4-ph−	onwards.	 In	8-ph−,	 the	0-0	transition	

peak	is	almost	impossible	to	assign.	A	plausible	explanation	for	this	drop	in	resolution	

could	 be	 that	 the	 DBS	 becomes	 highly	 unstable,	 to	 the	 point	 of	 being	 completely	

disrupted,	when	 a	 sufficiently	 long	 chain	 is	 perturbing	 it.	 In	 that	 case,	 one	would	

expect	to	see	only	the	onset	of	direct	detachment.	

	

	
	

Figure	4.4:	one-photon	photoelectron	spectra	of	phenolate	and	para-substituted	alkyl-phenolate	anions	

taken	at	hv	=	2.48	eV	(500	nm),	with	VMI	=	250	V.	Spectra	have	been	vertically	offset	for	clarity.	
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Figure	 4.5:	 two-photon	 resonance-enhanced	 photoelectron	 spectra	 of	 phenolate	 and	 para-substituted	

alkyl-phenolate	anions	recorded	at	photon	energies	that	are	resonant	with	the	DBS.	The	signal	has	been	

amplified	at	higher	 electron	kinetic	 energies	 (>2.0	 eV)	 to	highlight	 the	DBS	peak.	The	 respective	 raw	

photoelectron	images	are	included	as	insets	in	each	spectrum;	the	central	feature	has	been	intentionally	

saturated	to	visualize	the	outer	narrow	and	anisotropic	ring,	which	corresponds	to	the	DBS	peak	in	the	

spectrum.	

	 	

	 The	blue-shift	of	the	DBS	peak	witnessed	in	the	action	spectra	of	para-substituted	

phenolates	 can	 be	 explained	 by	 the	 trend	 in	 EA	 shown	 in	 Figure	 4.4.	 Figure	 4.4	

contains	the	stacked	one-photon	PE	spectra	of	n-ph−,	recorded	at	a	wavelength	of	500	

nm	(2.48	eV)	with	a	VMI	potential	of	250	V.	The	EA	values	extracted	from	the	spectra	

are	2.358	eV	(552.23	nm)	for	ph−,	2.302	eV	(578.00	nm)	for	2-ph−,	2.321	eV	(571.22	

nm)	for	3-ph−,	2.323	eV	(569.40	nm)	for	4-ph−,	2.326	eV	for	5-ph−	(569.90	nm)	and	
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2.330	 eV	 (562.00	 nm)	 for	 8-ph−.	 As	 a	 result,	 we	 can	 observe	 that	 when	 an	 alkyl	

substituent	of	given	length	is	added	in	para	position,	the	EA	reduces,	and	then	slowly	

rises	again	as	the	chain	becomes	longer.	Therefore,	para-substituted	phenolates	with	

longer	alkyl	groups	show	a	higher	0-0	transition	energy	for	the	DBS	peak	as	well.	

To	investigate	the	origin	of	the	apparent	progressive	loss	of	the	DBS	(as	implied	by	

Figure	4.3),	resonant-PE	images	of	all	compounds	were	recorded	at	the	0-0	transition	

energies	 attained	 from	 the	 action	 spectroscopy	 experiments.	 All	 the	 resonant-PE	

images	and	the	corresponding	PE	spectra	can	be	seen	in	Figure	4.5.	The	PE	images	

shows	two	rings:	the	bright,	inner	feature	arises	from	one-photon	direct	detachment	

and	vibrational	autodetachment,	while	the	outer,	faint,	and	narrow	peak	corresponds	

to	 the	DBS.	As	 the	DBS	 ring	 is	very	dim,	 saturation	of	 the	one-photon	detachment	

channel	was	necessary	to	visualize	the	DBS	peak	in	the	PE	spectrum.	In	fact,	although	

the	extracted	spectra	seem	to	present	only	one	feature,	for	every	compound	a	smaller	

peak	can	be	seen	around	𝐸!"	~	2.5	eV.	Magnifications	of	the	peak	are	included	as	insets	

in	each	spectrum;	the	peak	is	assigned	as	the	two-photon	resonant	signal.	As	the	PAD	

for	 these	 features	 in	 the	 PE	 images	 are	 parallel	 to	 the	 polarization	 axis,	 we	 can	

determine	 that	 the	outgoing	photoelectron	 is	 predominantly	 a	p-wave.	 Since	hν	 is	

carrier	of	a	single	unit	of	angular	momentum,	the	initial	orbital	is	therefore	an	s-state,	

consistent	with	a	DBS.	Hence,	despite	the	presence	of	the	alkyl	chain	interacting	with	

it,	the	DBS	seems	to	exist	in	all	cases.	

	

	

4.4	Discussion	
	

If	the	DBS	is	retained	in	each	compound,	then	why	do	we	lose	resolution	in	the	action	

spectra?	As	the	alkyl	substituents	are	not	rigid,	multiple	conformers	can	be	generated	

for	each	chain.	We	also	performed	DFT	calculations	on	5-ph−,	and	have	shown	that	the	

difference	in	energy	between	the	optimized	geometries	of	the	fully	extended	and	fully	

curled	alkyl	chain	isomers	is	approximately	~0.12	eV.120	The	conformational	change	

by	the	molecules	will	therefore	cause	a	shift	in	the	electron	binding	energy	(𝐸!")	of	the	

DBS,	resulting	 in	a	decrease	 in	resolution.	As	the	experiment	 is	conducted	at	room	

temperature	(300	K),	many	different	conformers	will	be	accessible	for	each	chain.	As	

every	conformation	will	interact	differently	with	the	DBS,	the	DBS	will	present	a	range	
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of	varying	electron	binding	energies,	as	shown	schematically	in	Figure	4.6.	Moreover,	

as	 the	 tail	 becomes	 longer	 the	 number	 of	 available	 conformers	will	 increase,	 thus	

explaining	why	the	loss	of	resolution	is	proportional	to	chain	length.	

	 Alternatively,	the	loss	of	resolution	could	be	caused	by	different	EA	for	different	

conformations,	producing	a	change	in	excitation	energy	to	the	DBS.	Nevertheless,	as	

the	PE	spectra	do	not	exhibit	a	change	in	gradient	for	the	rising	edge	of	the	spectra,	

this	does	not	seem	to	be	the	case.	Moreover,	the	loss	of	resolution	has	already	been	

observed	 for	 2-ph	 in	 the	 past.16,	 159	 Another	 explanation	 could	 be	 that	 only	 some	

conformers,	e.g.,	 the	ones	 in	which	 the	alkyl	 chain	does	not	 interact	with	 the	DBS,	

retain	 the	 DBS.	 However,	 if	 this	 were	 the	 case,	 only	 those	 conformers	 could	 be	

observed,	 causing	 a	 considerable	 loss	 of	 resonance-enhanced	 signal	 (Figure	 4.4),	

which	does	not	occur.		

	

	

Figure	4.6:	Schematic	diagram	of	effect	of	temperature	on	the	conformational	freedom	of	alkyl	chain	and	

the	corresponding	effect	on	the	binding	energy	of	the	dipole	bound	state.	

	 	

	

	 The	observation	that	the	photoelectron	angular	distribution	peaks	parallel	to	the	

polarization	axis	(β2	~	1)	corroborates	the	thesis	of	photoemission	from	a	DBS.131,	132,	

160	The	alleged	DBS	PE	peak	is	also	spectrally	narrow,	suggesting	that	the	potential	

energy	surfaces	of	the	intermediate	and	final	states	are	very	similar;	moreover,	the	

peak	is	very	close	in	energy	to	the	photon	energy	used	in	the	experiment,	therefore	

the	 state	 that	 produces	 resonance	 enhancement	 is	 weakly	 bound.	 For	 all	 these	

reasons,	we	can	conclude	that	the	DBS	is	retained	in	all	the	molecules	observed,	even	
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if	there	is	an	alkyl	chain	of	considerable	length	“invading”	its	space.	It	is	interesting	to	

notice	how	the	β2	parameter	does	not	undergo	significant	changes	with	varying	chain	

length.		

	 Performing	the	experiments	under	cryogenic	conditions,	as	in	the	case	of	Liu	and	

co-workers,156	and	combining	the	experimental	results	with	computational	studies,	

would	help	in	individuating	the	preferred	conformer	for	each	compound	and	studying	

the	change	in	shape	of	the	DBS	in	presence	of	the	alkyl	tail.		

	 In	the	case	of	a	molecule	 in	aqueous	solution,	 in	which	the	solvent	 is	dense	and	

polar,	it	may	be	unlikely	to	find	a	DBS.	However,	dipolar	stabilisation	in	polar	solvents	

could	arise	directly	from	the	solvent,	similarly	to	charge-transfer-to-solvent	(CTTS)	

states,94,	161,	162	which	could	be	considered	DBSs.	Moreover,	some	condensed	phase	

environments,	especially	biological,	exist	as	soft	matter,	thus	presenting	considerably	

lower	density	than,	 for	example,	the	aqueous	phase.	For	example,	proteins	present	

large,	 empty	 pockets	 and	 spaces	 where	 a	 DBS	 could	 be	 accommodated.	 It	 is	 also	

interesting	to	point	out	that	the	most	stable	conformation	of	tyrosine,	one	of	the	20	

fundamental	 amino	 acids,	 is	 the	 para-substituted	 phenolate	 anion	 rather	 than	 the	

carboxylic	acid.163	

	 	

	

	

4.5	Conclusions	
	

In	conclusion,	we	have	provided	solid	evidence	of	the	subsistence	of	the	DBS	despite	

the	presence	of	an	alkyl	chain	actively	interacting	with	it.	To	achieve	this	study,	we	

performed	FR-PEI,	R2P-PEI	and	action	spectroscopy,	using	 five	differentially	para-

substituted	phenolates	as	test	models.	The	DBS	peak	can	be	clearly	assigned	in	all	the	

R2P-PE	images	and	spectra.	In	the	action	spectra,	a	blue	shift	in	the	energy	of	the	0-0	

transition	and	a	dramatic	loss	of	resolution	can	be	observed	as	the	alkyl	chain	in	para	

position	 becomes	 longer.	 The	 blue	 shift	 in	 0-0	 transition	 energy	 can	 be	 explained	

through	a	specific	trend	in	EA	witnessed	in	the	one-photon	PE	spectra.	The	 loss	of	

resolution	 can	 be	 attributed	 to	 a	 fluctuation	 in	 𝐸!" 	of	 the	 DBS	 due	 to	 the	

conformational	change	that	the	molecule	undergoes	at	300	K,	proportional	to	chain	

length.	Additional	research	is	required	to	understand	how	the	DBS	modifies	its	shape	
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to	welcome	the	alkyl	chain,	and	whether	it	is	possible	to	find	DBSs	in	solution	or	in	

soft	 matter	 environments.	 Nonetheless,	 this	 study	marks	 a	 first	 step	 towards	 the	

understanding	of	this	issue	and	provides	a	useful	model	to	investigate	the	behavior	of	

DBSs	in	presence	of	other	molecules.	
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Photophysics	of	a	

carboxylated	adenosine	

analogue	 	
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5.	 Photophysics	 of	 a	 carboxylated	 adenosine	

analogue	

	

The	contents	of	this	chapter	are	based	on	the	following	publication: Castellani,	M.	E.;	

Verlet,	 J.	 R.	 R.,	 Intramolecular	 Photo-Oxidation	 as	 a	 Potential	 Source	 to	 Probe	

Biological	 Electron	 Damage:	 A	 Carboxylated	 Adenosine	 Analogue	 as	 Case	 Study.	

Molecules	2021,	26	(10),	2877.164	

	

5.1	Motivation	
	

As	 explained	 previously,	 all	 the	 components	 of	 a	 nucleotide	 can	 undergo	 LEE	

attachment;	 additionally,	 the	 LEE	 could	 also	 occupy	 a	 DBS.74-78	 The	 thus	 formed	

anionic	resonances	can	lead	to	mutations	and	cell	death.79,	80	Feshbach	resonances	are	

responsible	for	single-strand	breaks,2	while	shape	resonances	can	lead	to	a	number	

of	different	lesions.71,	73,	74,	80-89	

LEE-induced	 DNA	 damage	 has	 been	 extensively	 studied	 by	 the	 Sanche	 group	

through	 electron	 scattering,	 2,	 3,	 73,	 76,	 79,	 80,	 87-89	 photoelectron	 spectroscopy91,	 92	 of	

iodide-molecule	clusters	by	the	Johnson	group,93-98	and	time-resolved	photoelectron	

imaging	of	I-•N	(N	=	nucleobase)	by	the	Neumark	group.99-103	However,	this	method	

has	some	setbacks,	particularly	because	the	role	of	iodide	is	not	yet	clear,	and	due	to	

the	photon	energy	used,	which	could	correspond	to	nucleobase	absorption	bands.104,	

105	

In	the	present	study,	we	tried	using	a	nucleoside	analog	that	could	simultaneously	

serve	as	electron	source	and	electron	acceptor,	exploiting	an	 intramolecular	anion	

moiety	 to	 then	 attach	 an	 electron	 to	 the	 nucleobase,	 therefore	 inducing	 intra-

molecular	 charge	 transfer	 upon	 photoexcitation	 at	 266	 nm.	 Performing	 this	

experiment	with	a	phosphorylated	nucleotide,	e.g.,	deoxy-adenosine	monophosphate	

(dAMP–),	 is	very	challenging,	due	 to	 the	high	 (~5	eV)	Electron	Affinity	 (EA)	of	 the	

phosphate	group.111,	165	Following	the	method	created	by	Widlanski	and	Epp,166	we	
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synthesized	an	adenosine	analog	with	a	carboxylic	group	in	5’	position	(C-Ado).	The	

–OH	 moieties	 of	 the	 sugar	 in	 position	 2’	 and	 3’	 are	 protected	 with	 an	 isopropyl	

function	to	prevent	deprotonation;	the	chemical	structure	of	the	molecule	can	be	seen	

in	 Figure	 5.1.	 If	 the	 highest	 occupied	molecular	 orbital	 (HOMO)	 is	 located	 on	 the	

carboxylic	acid,	one	could	envision	a	charge-transfer	 transition	occurring	 from	the	

carboxylic	 acid	 moiety	 to	 the	 π*	 state	 on	 the	 nucleobase.	 For	 this	 reason,	 we	

performed	Time-Dependent	Density	Functional	Theory	(TD-DFT)	calculations	at	the	

B3LYP-6311G	 level	 of	 theory	 and	 verified	 that	 the	 HOMO	 was	 located	 on	 the	

carboxylic	 acid,	while	 the	 LUMO,	which	 is	 also	 the	 π*	 state,	was	 on	 the	 base.	 The	

energy	associated	with	the	charge-transfer	transition	from	the	carboxylic	acid	to	the	

base	was	calculated	to	be	5.35	eV	(236.19	nm),	although	it	should	be	noted	that	this	

value	 is	 based	 on	 rather	 low	 level	 of	 theory	 and	 subject	 to	 large	 error.	 TR-PEI	

measurements	have	been	performed	with	a	pump	energy	of	4.66	eV	(266	nm)	and	

probe	 energies	 of,	 respectively,	 3.10	 eV	 (400	 nm)	 and	 1.55	 eV	 (800	 nm).	

Unfortunately,	the	excited-states	dynamics	of	C-Ado–	are	dominated	by	the	features	

typically	 associated	with	adenine,	with	no	 clear	 evidence	of	 charge-transfer	 in	 the	

spectra.	C-Ado	exhibits	a	similar	behavior	to	dAMP–	and	its	di-	and	tri-nucleotide,67	in	

which	the	main	decay	pathway	is	internal	conversion	of	the	1ππ*	back	to	the	ground-

state.		

	

	
	

Figure	5.1:	chemical	structure	of	C-Ado-. 
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5.2	Methods		
	

A	detailed	description	of	the	instrument	can	be	found	in	the	relevant	chapter	of	this	

thesis	 (page	 41,	 Experimental	 Setup)	 and	 in	 previous	 publications.107,	 108	

Carboxylated-5’-Adenosine	(C-Ado)	was	prepared	following	the	protocol	reported	by	

Epp	and	Widlanski	166.	1	mM	of	C-Ado	was	dissolved	in	methanol,	adding	few	drops	

of	NH4	in	MeOH	to	facilitate	deprotonation.		

Platinum	plated	VMI	electrodes	were	used	 in	order	 to	 ameliorate	 the	 signal-to-

noise	 ratio,	 thanks	 to	 the	 higher	work-function	 of	 platinum	 compared	 to	 stainless	

steel.110	For	background	subtraction,	as	well	as	to	increase	PE	signal,	the	PE	images	

were	 collected	with	 both	 the	 ion	 trap	 open	 and	 closed	 at	~1	Hz.	 A	more	 detailed	

description	of	 this	procedure	can	be	 found	 in	 the	Experimental	chapter	and	 in	 the	

relevant	publication.	

Time-resolved	 data	 were	 analyzed	 first	 by	 integration,	 then	 fitted	 to	 a	 given	

function	to	extract	quantitative	information.	The	model	we	use	exploits	exponentially	

modified	 Gaussian	 functions	 convoluted	 with	 the	 instrument	 response	 over	 time,	

which	 is	 given	 by	 the	 cross-correlation	 of	 the	 pump-probe	 signal.	 Details	 on	 the	

analytical	expression	of	the	fit	can	be	found	here.		

Density	 functional	 theory	 (DFT)	 calculations	 have	 been	 performed	 with	 the	

software	Gaussian09,167	and	the	results	visualized	with	GaussView	4.	B3LYP	(Becke	

three-parameter	 hybrid	 functional	 combined	 with	 Lee-Yang-Parr	 correlation	

functional)	 exchange	 correlation	 functional	was	used,111	 together	with	 the	6-311G	

basis	set.168,	169	Diffuse	and	polarization	functions	were	added.	On	the	other	hand,	the	

corrected	functional	CAM-B3LYP	was	used	for	molecular	orbital	visualization.170	

	

5.3	Results	
	

The	minimum	energy	structure	of	C-Ado–,	obtained	with	calculations	at	the	B3LYP-

6311G	level	of	theory,	is	shown	in	Figure	5.2.	As	the	hydroxyl	groups	on	the	ribose	

are	inaccessible	due	to	the	protective	group,	the	most	likely	deprotonation	site	is	the	

carboxyl	group,	therefore	the	negative	charge	is	located	on	this	moiety.	The	calculated	
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Vertical	Detachment	Energy	(VDE)	and	Adiabatic	Detachment	Energy	(ADE)	resulted,	

respectively,	4.48	eV	and	4.29	eV.	

	

	

Figure	5.2:	Minimum	energy	structure	of	C-Ado	calculated	at	the	B3LYP-6311G	level	of	theory.	

	

	

	

Figure	5.3:		HOMO,	π	and	π*	MOs	of	Carboxy-Ado.	

LUMO	/	𝝅*	orbitalHOMO

𝝅 orbital
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The	 Molecular	 Orbitals	 (MOs)	 were	 obtained	 through	 time-dependent	 DFT	

calculations	(TD-DFT).	The	MOs	can	be	seen	in	Figure	5.3,	while	the	energetics	can	be	

seen	in	Figure	5.4.	The	Highest	Occupied	Molecular	Orbital	(HOMO)	and	the	HOMO–

1,	which	is	the	initial	state	for	the	charge-transfer	transition,	are	both	located	on	the	

carboxylic	 acid	 and	 almost	 degenerate.	 The	 Lowest	 Unoccupied	Molecular	 Orbital	

(LUMO),	which	 is	 also	 the	 lowest	 shape	 resonance	 state	of	 the	nucleobase,	 is	 a	π*	

orbital	and	is	involved	in	both	the	ππ*	transition	on	the	nucleobase	(calculated	at	5.18	

eV	(239	nm)),	as	well	as	in	the	lowest-energy	charge-transfer	transition	(calculated	

at	5.25	eV	(236	nm)).	Therefore,	although	one	could	envision	a	similar	mechanism	to	

electron	capture	by	a	shape	resonance	when	exciting	the	π*	orbital	during	the	charge-

transfer	transition,	as	the	two	transitions	are	predicted	to	be	very	close	in	energy	it	

may	be	difficult	to	distinguish	between	them.	

	

	

	

Figure	5.4:	 	Energy	 level	diagram	and	transitions	 for	C-Ado-,	 showing	the	carboxy-localized	molecular	

orbitals	(HOMO	and	HOMO–1)	as	well	as	the	nucleobase-localized	molecular	orbitals	(π	and	π*	MOs).	The	

two	 relevant	 transitions	 are	 shown	 with	 the	 charge-transfer	 (red)	 and	 the	 nucleobase-centered	 ππ*	

(blue).	
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The	two	time-resolved	PE	spectra	of	C-Ado–,	taken	with	a	4.66	eV	(266	nm)	pump	

and	either	a	1.55	eV	(800	nm)	or	3.10	eV	(400	nm)	probe,	can	be	respectively	seen	in	

panels	(a)	and	(b)	of	Figure	5.5.	The	photoelectron	signal	 from	the	pump	only	(i.e.	

before	t	=	0)	has	been	subtracted	from	each	time-resolved	spectrum	to	leave	only	the	

temporally	evolving	dynamics.	

	

	

	
	

Figure	5.5:	(a)	Time-resolved	photoelectron	spectrum	of	C-Ado	recorded	with	pump	energy	of	266	nm	and	

probe	energy	of	800	nm	between	–150	and	450	fs;	(b)	Time-resolved	photoelectron	spectrum	of	C-Ado	

recorded	 with	 pump	 energy	 of	 266	 nm	 and	 probe	 energy	 of	 400	 nm	 between	 -200	 and	 400	 fs.	 The	

maximum	overlap	between	pump	and	probe	pulse	is	taken	as	0	fs	reference.	
	

	

In	panel	(a),	two	distinct	features	can	be	observed	at	different	kinetic	energies.	The	

first	peak,	between	0	eV	and	0.15	eV,	and	has	a	shoulder	that	extends	almost	until	1	

eV.	The	low-energy	feature	is	slightly	visible	at	already	–150	fs;	it	rapidly	increases	in	
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intensity	until	50	fs	and	then	decays	completely	by	~350	fs.	The	high-energy	peak	is	

much	harder	to	see	due	to	its	low	intensity	and	has	a	shorter	lifetime,	as	it	appears	

approximately	 at	 –50	 fs	 and	has	 already	disappeared	by	250	 fs.	To	probe	a	wider	

Franck-Condon	 window,	 the	 experiment	 with	 a	 pump	 energy	 of	 3.10	 eV	 was	

performed;	however,	the	signal-to-noise	ratio	is	lower.	The	spectrum	in	panel	(b)	can	

be	instead	roughly	divided	into	three	main	features.	The	first	feature,	found	between	

0	eV	and	0.2	eV,	is	the	narrowest	and	most	intense	of	the	four,	and,	after	appearing	at	

already	–200	fs,	is	still	visible	at	400	fs.	The	second	peak	(0.2-1	eV)	arises	at	–100	fs	

and	can	still	be	slightly	seen	at	400	fs.	The	third	and	fourth	feature,	between	1	eV	and	

2	eV,	is	visible	only	around	0	fs,	making	it	difficult	to	get	an	estimate	of	its	lifetime.	

The	average	of	three	spectra	at	t	~	0	fs	has	been	used	to	extract	an	approximative	

value	of	the	ADE	for	C-Ado-.	For	the	800	nm	probe	experiment,	the	spectra	at	–50	fs,	

50	fs	and	100	fs	were	used;	for	the	400	nm	probe	experiment,	–50	fs,	0	fs	and	50	fs	

were	instead	used.	The	spectra	exhibit,	respectively,	a	peak	at	0.98	eV	and	a	peak	at	

2.50	eV,	yielding	an	ADE	of	5.22	eV	for	800	nm	(4.66	+	1.55	–	0.98	=	5.22),	and	of	5.26	

eV	for	400	nm	(4.66	+	3.10	–	2.50	=	5.26),	with	an	average	value	of	~5.24	eV.	As	the	

ADE	 value	 is	 obtained	 through	 a	 resonance-enhanced	 experiment,	 this	 ADE	 is	

associated	with	the	initial	excitation.	

Figure	 5.6	 contains	 the	 integrated	 photoelectron	 signal	 for	 the	 time-resolved	

measurement	with	probe	energies	of	1.55	eV,	with	the	total	signal	and	the	fit	in	panels	

(a),	 and	 the	 signal	 integrated	 over	 different	 energy	 ranges	 in	 panel	 (b).	 The	 total	

integrated	PE	signal	of	C-Ado–	with	the	1.55	eV	probe	pulse	can	be	fitted	with	two	

exponential	functions,	convoluted	with	the	instrument	response	function	(which	is	a	

Gaussian),	 with	 lifetimes	 of,	 respectively,	 102	 fs	 and	 326	 fs.	 Considering	 the	

instrument	response	 function,	 the	 first	 lifetime	can	be	considered	within	the	time-

resolution	of	our	experiment.	The	integrated	photoelectron	signal	over	0-0.15	eV	and	

0.2-1.0	eV	shows	two	features,	corresponding	to	the	two	peaks	that	could	be	observed	

in	Figure	5.5(a),	which	have	been	normalized	to	a	maximum	integrated	intensity	for	

clarity.	 The	 two	 features	 exhibit	 analogous	 lifetimes	 and	 very	 similar	 dynamics;	

hence,	they	are	both	a	representation	of	the	temporal	evolution	of	the	population	of	

the	same	excited	state.	The	total	integrated	dynamics	can	be	described	as	a	three-step	

process,	A	→	B	→	C,	in	which,	while	the	first	two	states	A	and	B	can	be	clearly	observed,	

the	final	state	C	cannot	be	seen	using	the	1.55	eV	probe	pulse.	
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Figure	5.6:	(a)	Total	integrated	photoelectron	signal	with	pump	energy	of	266	nm	and	probe	energy	of	

800	 nm	 (blue	 dots)	 plotted	 in	 function	 of	 time,	 with	 corresponding	 Gaussian	 fits;	 (b)	 Integrated	

photoelectron	 signal	with	pump	energy	of	266	nm	and	probe	energy	of	800	nm	over	different	energy	

ranges.	

	

Figure	 5.7	 contains	 the	 integrated	 photoelectron	 signal	 for	 the	 time-resolved	

measurement	with	probe	energies	of	3.10	eV;	the	total	signal	and	the	fit	are	in	panels	

(a),	while	the	signal	integrated	over	different	energy	ranges	is	in	panel	(b).	The	total	

integrated	PE	signal	taken	with	400	nm	probe	(Figure	5.7(a))	can	also	be	fitted	as	in	

Figure	 5.6(a),	 with	 different	 lifetimes	 of	 245	 fs	 and	 6.2	 ps.	 Since	 we	 could	 not	

completely	measure	decay	of	the	second	exponential,	the	lifetime	associated	with	it	

has	 a	 very	 large	 error.	 The	 photoelectron	 signal	 integrated	 over	 different	 energy	

ranges	shows	four	distinct	features.	The	one	at	lowest	energy	range	rises	slightly	later	

compared	to	the	other	three	but	is	also	the	last	one	to	decay,	still	exhibiting	signal	at	

2	ps.	The	other	three	features	rise	at	approximately	the	same	time	and	decay	one	after	

the	other	between	500	and	1000	fs.	Moreover,	since	the	features	decay	sequentially,	

the	 photoelectron	 signal	 seems	 to	 be	 effectively	 shifting	 to	 lower	 KE	 with	 time.	

Therefore,	the	fit	which	is	based	on	a	A	→	B	→	C	model,	does	not	fully	represent	the	

dynamics.		
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Figure	5.7:	Total	integrated	photoelectron	signal	with	pump	energy	of	266	nm	and	probe	energy	of	

400	nm	 (blue	 dots)	 plotted	 in	 function	 of	 time,	with	 corresponding	Gaussian	 fits;	 (b)	 Integrated	

photoelectron	signal	with	pump	energy	of	266	nm	and	probe	energy	of	400	nm	over	different	energy	

ranges.	

	

5.4	Discussion	and	conclusions	
	

As	expected,	calculations	show	that	the	HOMO	od	C-Ado–is	on	the	carboxylic	acid	and	

the	LUMO/	π*	orbital	on	the	base,	with	the	charge-transfer	transition	lying	at	~5.25	

eV;	 this	 transition	 could	 in	principle	be	used	 to	 induce	electron	 injection	onto	 the	

nucleobase.	 However,	 since	 the	 charge-transfer	 transition	 appears	 to	 be	 close	 in	

energy	 to	 the	 ππ*,	 it	 is	 likely	 that	 the	 latter	 will	 be	 the	 preferred	 transition.	

Nevertheless,	the	aim	of	the	calculations	was	only	to	have	an	estimate	of	the	relative	

position	of	 the	molecular	orbitals	and	we	note	 that	much	higher-level	 calculations	

have	been	used	for	analogous	molecules	in	literature.111	Moreover,	it	is	known	that	

calculations	of	transition	energies	may	exhibit	large	associated	errors.	Although	the	

computed	ADE	 (4.29	 eV)	 and	 the	 experimental	 value	 of	~5.2	 eV	 are	 considerably	

different,	it	is	important	to	underline	that	the	two	do	not	necessarily	correspond	to	

the	same	physical	measure.	While	the	calculations	take	the	ADE	associated	with	the	

removal	of	an	electron	from	the	carboxylic	acid,	the	experimental	value	is	taken	from	
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a	 resonance-enhanced	 experiment:	 if	 the	 initial	 excitation	 is	 localized	 on	 the	

nucleobase,	then	the	ADE	will	correspond	to	the	ionization	energy	of	the	nucleobase	

in	C-Ado–.	Moreover,	the	value	of	~5.2	eV	is	not	too	far	from	the	ionization	energy	of	

the	nucleobase	in	dAMP–	(5.65	±	0.15	eV).111,	165	

As	shown	in	Figure	5.4,	due	to	the	rapidity	of	the	dynamics,	the	temporal	evolution	

of	the	system	cannot	be	fully	described	using	the	1.55	eV	probe.	The	3.10	eV	probe	

experiment	 shows	 that	 the	 initial	 excited	 state	 has	 a	 very	 short	 lifetime	 and	 that,	

within	a	few	hundreds	of	fs,	it	shifts	towards	lower	KE,	much	like	dAMP–	under	the	

same	experimental	conditions.	111,	165	In	dAMP–,	this	was	assigned	to	motion	on	the	

ππ*	state	away	from	the	Franck-Condon	region,	with	subsequent	internal	conversion	

to	the	ground	state	in	approximately	290	fs,	and	no	photoelectron	signal	after	1	ps.	

An	analogous	decay	pathway	has	also	been	observed	in	isolated	adenine,	9-methyl-

adenine,	 adenine	 oligonucleotides	 and	 adenine	 triphosphate	 dianions.67,	 171-173	

Although	a	fair	comparison	of	the	timescales	cannot	really	be	made,	it	is	reasonable	

to	note		that	C-Ado–	follows	the	same	general	decay	mechanism	of	the	other	adenine	

derivatives	at	early	times.	

Although	 the	overall	mechanism	 is	 the	same,	 some	population	seems	 to	 remain	

after	1	ps	in	C-Ado–,	even	if	the	peak	is	at	very	low	KE	and	the	noise	levels	make	it	

difficult	to	confidently	assign	it.	Considering	that	in	C-Ado–,	although	close	in	energy	

to	the	ππ*	transition,	the	charge-transfer	transition	is	still,	in	theory,	accessible,	there	

is	a	chance	that	the	signal	at	t	>	1	ps	corresponds	to	population	arising	from	charge-

transfer.	In	this	way,	the	negative	charge	would	be	localized	on	the	nucleobase,	and	

the	thus-produced	excited	state	could	have	a	longer	lifetime.	However,	the	quality	of	

the	data	prevents	us	from	assuredly	drawing	any	conclusions	in	this	regard.	

Overall,	C-Ado–	seems	to	follow	a	mechanism	of	excitation	that	primarily	involves	

some	 population	 being	 promoted	 to	 the	 ππ*	 state	 of	 the	 nucleobase,	 which	 then	

decays	analogously	to	the	other	adenine	derivatives,	while	a	smaller	fraction	could	

follow	charge-transfer	excitation.	The	small	oscillator	strength	of	the	charge-transfer	

transition	 compared	 to	 the	 ππ*	 transition	 could	 explain	 why	 there	 is	 insufficient	

evidence	 to	 confidently	 differentiate	 the	 two	 excitations.	 Therefore,	 even	 if	 the	

substitution	 of	 the	 phosphate	 groups	 with	 a	 carboxylic	 acid	 lowers	 the	 electron	

affinity	of	the	compound,	the	ππ*	transition	remains	the	principal	form	of	excitation,	

as	the	charge-transfer	transition	 is	not	sufficiently	 lower	 in	energy	compared	to	 it.	



 
 

70	

Although	 this	 approach	 did	 not	 lead	 to	 the	 desired	 results,	 it	 can	 still	 be	 used	 as	

stepping-stone	for	future	studies.	Different	substituents	may	reduce	the	EA	further;	

for	 instance,	 substitution	with	hydroxyl	 groups	 seems	 to	 lower	 the	EA	 in	benzene	

derivatives.174	Another	approach	could	involve	attaching	a	chromophore	that	has	an	

excited	state	close	in	energy	to	the	π*	MO	of	the	nucleobase,	thus	affecting	the	charge-

transfer	 transition.	 Further	 research,	 both	 experimental	 and	 theoretical,175-178	 is	

necessary	to	understand	how	to	exploit	intra-molecular	charge	transfer	as	a	probe	for	

low-energy	electron	damage	in	DNA	and	its	derivatives,	but	this	study	may	already	

pave	the	way	for	interesting	ways	of	probing	electron-driven	chemistry	in	DNA.	
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Photophysics	of	the	doubly	

deprotonated	ATP	dianion	 	
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6.	 Photo-physics	 of	 the	 doubly-deprotonated	

adenosine-5’-triphosphate	dianion	
	

This	chapter	is	based	on	the	following	publications:	Castellani,	M.	E.;		Avagliano,	D.;		

González,	L.;	Verlet,	J.	R.	R.,	Site-Specific	Photo-oxidation	of	the	Isolated	Adenosine-5′-

triphosphate	Dianion	Determined	by	Photoelectron	Imaging.	J.	Phys.	Chem.	Lett.	2020,	

11	 (19),	 8195-8201,	 and	 Castellani,	 M.	 E.;	 	 Avagliano,	 D.;	 Verlet,	 J.	 R.	 R.,	 Ultrafast	

Dynamics	 of	 the	 Isolated	 Adenosine-5′-triphosphate	 Dianion	 Probed	 by	 Time-

Resolved	Photoelectron	Imaging.	J.	Phys.	Chem.	A	2021,	125	(17),	3646-3652.	172,	179	

All	the	calculations	have	been	performed	by	Dr.	Davide	Avagliano.	

	

	

	

6.1	Motivation	
	

As	previously	mentioned	 in	 the	 introduction,	DNA	can	undergo	significant	damage	

when	exposed	to	radiation	or	oxidizing	agents.47,	48	In	particular,	photo-oxidation	is	

responsible	for	some	of	the	most	severe	lesions	in	DNA	derivatives;	this	is	due	to	the	

fact	 that	 nucleobases	 present	 optically	 bright	 1ππ*	 states	 that	 can	 readily	 absorb	

ultraviolet	 light.48	 Nevertheless,	 thanks	 to	 their	 non-radiative	 decay	 mechanisms,	

nucleobases	 present	 high	 intrinsic	 photostability,	 as	 confirmed	 by	 the	 low	

fluorescence	 quantum	yield	 (less	 than	 1%).49,	 50	 Specifically,	 adenine	 is	 one	 of	 the	

most	common	nucleobases	in	nature,	especially	thanks	to	its	important	derivatives	

e.g.,	 Adenosine	 Triphosphate	 (ATP),	 Nicotinamide	 Adenine	 Dinucleotide	 (NAD),	

Flavin	 Adenine	 Dinucleotide	 (FAD)	 and	 Coenzyme	 A.180,	 181	 Adenine	 has	 been	 the	

object	of	extensive	studies,	both	experimental	and	theoretical,	particularly	through	

gas-phase	 spectroscopy	 and	 electronic	 structure	 calculations,	 respectively.171,	 182	

Overall,	 both	nucleobases183-186	 and	nucleotides67,	68,	 111	 have	been	often	probed	 in	

gas-phase	 environments,	 together	with	 their	 geometric	 structures;187-191	 and	 their	

photo-dissociation	products.192,	193	
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Due	to	 its	pivotal	role	 in	 intramolecular	energy	transfer,	ATP	is	one	of	 the	most	

important	 adenine	 derivatives.	 The	 structure	 of	 ATP	 is	 characterized	 by	 three	

phosphate	 groups;	 therefore,	 it	 naturally	 presents	 multiple	 negative	 charges.	 The	

doubly-deprotonated	form	of	ATP,	[ATP–H2]2–,	can	be	easily	introduced	in	a	gas-phase	

environment	through	electrospray	ionization.	Therefore,	following	the	same	idea	as	

Carboxy-Ado,	we	decided	to	perform	TR-PEI	on	[ATP–H2]2–	to	see	if	intra-molecular	

charge	 transfer	 could	 occur	 between	 one	 of	 the	 excess	 charges	 on	 the	 phosphate	

groups	and	the	adenine	moiety.	

As	 previously	 explained	 in	 the	 introduction,	 gas-phase	 polyanions	 present	 a	

Repulsive	 Coulomb	 Barrier	 (RCB),	 18-21	 an	 energy	 barrier	 given	 by	 the	 long-range	

attraction	and	short-range	repulsion	between	the	departing	electron	and	the	anionic	

core.	The	combination	of	these	two	interactions	simultaneously	gives	both	stability	

and	instability	to	the	molecule.	The	RCB	has	been	the	object	of	multiple	theoretical19,	

20,	 194	 and	experimental21,	 22	 studies,	 among	all,	 Photo-Electron	Spectroscopy	 (PES)	

and,	 more	 specifically,	 Time-Resolved	 Photo-Electron	 imaging	 (TR-PEI),	 have	

emerged	as	useful	tools	to	probe	the	photo-physics	of	di-	and	poly-anions,18,	21,	23-25	

and	in	particular	of	polyanionic	DNA	fragments.192,	195-203	

	

	
	

Figure	6.1:	Schematic	of	repulsive	Coulomb	barrier	indicating	its	height	(RCB)	as	a	function	of	the	distance	

between	[ATP–H2]–	and	the	free	electron,	and	the	adiabatic	detachment	energy	(ADE).	
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The	Kappes	group198	probed	doubly-deprotonated	Adenosine	Diphosphate	(ADP),	

[ADP–H2]2–,	and	[ATP–H2]2–	through	PES.	In	the	case	of	[ATP–H2]2–,	they	observed	no	

PE	 emission	 upon	 excitation	 at	 4.66	 eV.	 On	 the	 other	 hand,	 the	 Dessent	 group192	

recorded	a		photo-detachment	action	spectrum	where	photoemission	clearly	seems	

to	 occur.	 For	 this	 study,	 we	 have	 exploited	 the	 unique	 properties	 of	 the	 RCB	 to	

determine	the	location	of	photo-oxidation	in	[ATP–H2]2–,	and	as	a	crude	probe	of	its	

molecular	structure.	The	schematics	of	the	RCB	for	[ATP–H2]2–	can	be	seen	in	Figure	

6.1.	Following	excitation	of	[ATP–H2]2–	with	4.66	eV	(266	nm),	we	observed	electron	

emission,	showed	that	it	arose	from	resonance	tunneling	through	the	RCB,	and,	with	

the	aid	of	electronic	structure	calculations	and	bidimensional	simulations	of	the	RCB,	

revealed	 that	photo-oxidation	 leads	 to	directional	electron	emission	 from	the	1ππ*	

states	on	the	nucleobase.	We	also	provided	further	evidence	of	resonant	tunneling	by	

performing	time-resolved	photoelectron	yield	measurements,	showing	that	the	1ππ*	

state	excited	at	4.66	eV	in	[ATP–H2]2–	is	a	resonance.	Moreover,	we	performed	time-

resolved	PE	spectroscopy	experiments	to	distinguish	between	electron	tunneling	and	

nuclear	 dynamics	 on	 the	 excited	 1ππ*	 state,	 which	 ultimately	 leads	 to	 internal	

conversion	back	to	the	ground	state,	as	reported	by	Cercola	et	al.192	Exception	made	

for	tunneling	through	the	RCB,	[ATP–H2]2–	follows	a	comparable	behavior	to	the	decay	

dynamics	 of	 Deoxy-Adenosine	 Monophosphate	 (dAMP–)67,	 68	 and	 bare	 Adenine	

(Ade).59,	183-185,	204-213	

	

	

	

6.2	Methods		
	

The	details	of	the	instrument	have	been	reported	in	the	relevant	section	of	this	thesis	

(page	41,	Experimental	Setup).107,	108	A	∼1	mM	methanolic	solution	of	adenosine-5´-

triphosphate	disodium	salt	 (Sigma	Aldrich,	UK)	was	electrosprayed.	Photoelectron	

spectra	 were	 extracted	 from	 the	 raw	 images	 using	 onion	 peeling	 in	 polar	

coordinates.119	 The	 well-known	 photoelectron	 spectrum	 of	 I−	 was	 used	 for	

calibration;	 the	spectral	 resolution	was	approximately	∼5%	of	 the	electron	kinetic	

energy,	𝐸!".	
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6.3	Computational	details		
	

The	 structure	 of	 [ATP–H2]2–	was	 optimized	 using	 the	Møller-Plesset	 second-order	

perturbation	 theory	 through	 the	 resolution	 of	 identity	 approximation	 (RI-MP2)112	

and	the	def2-TZVP	basis	set;113	the	ground	state	energy	was	then	recalculated	using	

the	def2-QZVP113	basis	set.	The	Algebraic	Diagrammatic	Construction	scheme	for	the	

polarization	 propagator	 at	 the	 second	 order	 (ADC(2))114	 method	 and	 the	 def2-

QZVP113	basis	set	were	used	to	calculate	the	first	five	excitation	energies.	The	2D	RCB	

map	was	obtained	with	the	Local	Static	Approximation	model;115	 in	 this	model,	an	

interval	of	0.5	Å	was	used	to	calculate	the	energy	of	the	monoanion	and	an	electron,	

simplified	 as	 a	 negative	 point-charge,	 using	 the	 geometry	 of	 [ATP–H2]2–.	 The	 two	

planes	containing	the	transition	dipole	moment	vector	connecting	the	S0	and	S2	states,	

xz	and	yz,	were	taken	into	consideration.	The	RCB	calculations	were	carried	out	at	the	

MP2/def2-SVP	 level	 of	 theory;	 conversely,	 the	 ground	 state	 ab	 initio	 molecular	

dynamics	were	conducted	at	the	B3LYP116,	117/aug-cc-pVDZ118	level	of	theory,	starting	

from	the	minimum	energy	structure	of	[ATP–H2]2–.		

	

	

6.4	Results	
	

The	PE	spectrum	of	[ATP-2H]2–	was	first	recorded	at	266	nm	using	the	nanosecond	

laser	(~5	ns	pulse	duration)	and	with	the	femtosecond	laser	(~80	fs	pulse	duration).	

The	two	PE	spectra,	plotted	 in	terms	of	electron	kinetic	energy,	do	not	exhibit	any	

significant	 difference,	 and,	 in	 both	 cases,	 present	 a	 narrow	 peak	 centered	 at	

approximately	0.55	eV,	with	a	small	shoulder	at	higher	𝐸!".	The	PE	image	recorded	

with	the	femtosecond	laser	is	shown	in	the	left	panel	of	Figure	6.2.	The	Photoelectron	

Angular	Distribution	(PAD)	peaks	appear	to	be	strongly	anisotropic,	suggesting	that	

the	 photoelectrons	 leave	 predominantly	 along	 the	 polarization	 axis,	𝐸h⃗ ,	 which	 is	

vertical.	For	the	dominant	feature	at	𝐸!"	=	0.55	eV,	β2	=	+0.69±0.07.	According	to	the	

reported	 ADE	 by	 Schinle	 et	 al.198,	 the	 peak	 observed	 is	 below	 the	 RCB	 threshold;	

therefore,	 the	peak	most	 likely	arises	 from	electron	 tunneling	 through	 the	barrier.	
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Moreover,	4.66	eV	is	resonant	with	the	1ππ*	state	on	adenine,	thus	the	electron	would	

tunnel	from	the	nucleobase.	

	

	
	

Figure	6.2:	(a)	Photoelectron	image	of	[ATP–H2]2–	taken	at	4.66	eV	with	nanosecond	light	pulses,	with	the	

polarization	 vector,	 𝐸"⃗ ,	 indicated.	 (b)	 Photoelectron	 spectra	 of	 [ATP–H2]2–	 taken	 at	 4.66	 eV	 with	

femtosecond	(grey)	and	nanosecond	(black)	light	pulses.	

	

	

	
	

Figure	6.3:	2-photon	resonant	PE	spectra	of	[ATP–H2]2–	taken	with	focused	4.66	eV	femtosecond	light.	The	

red	line	shows	the	high	𝐸%&	edge	of	the	photoelectron	spectrum	which	intersects	the	0	signal	(dashed	line)	

at	~5.2	eV.	
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To	 support	 the	 tunneling	 hypothesis,	 we	 performed	 a	 2-photon	 resonance-

enhancement	experiment	by	focusing	the	femtosecond	4.66	eV	light	in	the	interaction	

region.	The	thus	attained	PE	spectrum	is	shown	in	Figure	6.3;	part	of	the	spectrum	

has	been	magnified	 to	highlight	 relevant	 features.	A	clear	onset	can	be	seen	at	𝐸!"	

~5.2	eV:	this	corresponds	to	the	ADE	associated	with	the	nucleobase:	ADEA	=	2	×	4.66	

–	5.2	=	4.1	eV.	To	consolidate	the	tunneling	hypothesis	further,	we	took	single-photon	

PE	spectra	of	[ATP–H2]2–	at	different	wavelengths,	from	280	to	260	nm	(4.43	to	4.77	

eV)	 (Figure	6.4).	Despite	 the	 change	 in	energy,	 the	peak	at	0.55	eV	does	not	 shift;	

therefore,	 this	 feature	 is	 inconsistent	with	a	direct	process	and	points	 instead	 to	a	

tunneling	process.	

	

	
	

Figure	6.4:	PE	spectra	of	[ATP–H2]2–	taken	with	tunable	wavelength	nanosecond	light;	the	dashed	red	line	

shows	that	the	tunneling	peak	does	not	shift	in	position	but	remains	centered	at	𝐸!"	=	0.55	eV	despite	the	
change	in	photon	energy.	
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We	have	 also	performed	a	 time-resolved	PE	 spectroscopic	 study	on	 [ATP–H2]2–	

using	a	pump	energy	of	4.66	eV	 in	combination	with	a	1.55	eV	probe.	Two	pump-

probe	PE	spectra,	taken	at	delays	of	t	=	200	fs	and	0	fs,	are	shown	in	Figure	6.5.	The	

two	spectra	look	identical	because	the	energy	of	the	probe	pulse	is	not	sufficient	to	

reach	any	excited	states	or	the	detachment	threshold.	On	the	other	hand,	at	t	=	0	fs,	

i.e.,	at	the	maximum	time	overlap	between	pump	and	probe,	the	peak	at	𝐸!"	=	0.55	eV	

becomes	smaller,	and	at	the	same	time	a	new	feature	rises	between	~1	eV	and	2	eV.	
	

	
	

Figure	6.5:	Time-resolved	photoelectron	spectra	of	[ATP–H2]2–	taken	at	t	=	−200	fs	(black)	and	0	fs	(grey).	

	

	

The	 time-resolved	 PE	 spectra	 of	 [ATP–H2]2–	 between	 −200	 fs	 and	 +300	 fs	 are	

shown	in	Figure	6.6.	The	average	of	the	spectra	with	t	≤	−200	fs	has	been	subtracted	

from	 each	 spectrum	 to	 highlight	 spectral	 changes;	 moreover,	 a	 10-point	 moving	

average	 has	 been	 applied	 to	 compensate	 for	 high-frequency	 noise.	 Two	 distinct	

features	can	be	seen	in	the	spectra;	each	one	of	them	is	highlighted	with	a	shading	of	

different	color.	The	first	one,	color-coded	with	a	blue	shading,	has	negative	intensity,	

centered	 at	 approximately	 0.55	 eV	 in	 terms	 of	𝐸!" .	 This	 depletion	 peak	 is	 slightly	

visible	 at	 already	 -150	 fs;	 it	 increases	 in	 intensity	until	 0	 fs,	 after	which	 it	 rapidly	

recovers	until	almost	no	more	signal	is	visible	at	+300	fs.	At	higher	energy,	there	is	a	

positive	signal	that	decays	as	a	function	of	pump-probe	delay,	but	also	appears	to	shift	
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towards	 lower	𝐸!" .	 Shifts	 in	𝐸!" 	can	 arise	 from	 changing	 Franck-Condon	 factors	

associated	with	 vibrational	wavepacket	 dynamics	 along	 an	 excited	 state	 potential	

energy	 surface	 and/or	 from	 changes	 in	 electronic	 state	 following	 a	 nonadiabatic	

transition.	

	
	

Figure	6.6:	Time-resolved	photoelectron	spectra	of	[ATP–H2]2–	taken	from	−200	fs	to	+300	fs	and	plotted	

in	terms	of	𝐸%&.	An	average	of	the	spectra	at	t	≤	−200	fs	was	used	for	background	subtraction.	

	

	

The	positive	signal	can	be	roughly	divided	into	two	sections.	Shaded	with	green,	

between	approximately	0.75	eV	and	1.25	eV,	is	a	feature	that	appears	at	-100	fs	and,	
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after	culminating	at	0	fs,	almost	completely	disappears	by	+250	fs.	A	second	positive	

feature,	highlighted	with	a	red	shading	and	much	more	intense	than	the	second	one,	

is	registered	between	1.25	and	2.25	eV.	The	feature	starts	peeking	through	at	-100	fs,	

then	 rapidly	 increases	 in	 intensity	 until	 its	 peak	 at	 0	 fs	 and	 is	 already	 almost	

completely	gone	at	+200	fs.	The	positive	features	roughly	follow	the	timescale	of	the	

negative	one,	hence	increasing	and	decreasing	in	absolute	intensity	accordingly	to	the	

depletion	signal.	

	

	
	

Figure	6.7:	integrated	photoelectron	signal	plotted	as	function	of	time	over	four	different	energy	ranges.	

The	black	line	represents	the	total	integrated	signal,	the	blue	line	represents	the	signal	integrated	over	

0.45-0.60	eV,	the	green	line	between	0.60-1.50	eV,	the	red	line	between	1.50-2.10	eV.	

	

	

The	 dynamics	 were	 analyzed	 using	 two	 approaches.	 Figure	 6.7	 contains	 the	

integrated	pump-probe	signal	over	three	different	energy	ranges,	corresponding	to	

the	energies	individuated	in	the	previous	section.	

Again,	 three	 features,	with	each	 corresponding	 to	one	of	 the	 three	peaks	 in	 the	

time-resolved	spectra	and	color-coded	accordingly,	are	visible	in	the	plot.	All	three	

features	start	rising	around	-150	fs,	culminate	at	approximately	0	fs	and	terminate	

around	+400	fs.	The	negative	peak,	represented	in	blue,	corresponds	to	the	depletion	

peak	centered	at	0.55	eV.	This	peak	is	almost	perfectly	mirrored	by	the	second	feature,	
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in	 red.	The	second	 feature	 is	 slightly	more	 intense	 in	 terms	of	absolute	 integrated	

intensity	with	respect	to	the	first	one.	The	third	feature,	shown	by	a	green	line,	has	

positive	intensity	and	is	much	less	intense	than	the	second	feature.	The	first	spectral	

window,	0.45	<	𝐸!"	<	0.60	eV,	corresponds	to	the	depletion	peak	in	the	time-resolved	

spectra,	 while	 the	 other	 two,	 0.60	 <	𝐸!" 	<	 1.50	 eV,	 and	 1.50	 <	𝐸!" 	<	 2.10	 eV,	 are	

representative	of	the	dynamics	associated	with	the	two	positive	features,	respectively	

at	higher	and	lower	𝐸!".		

These	spectra	provide	another	evidence	of	association	between	the	depletion	peak	

and	the	high	𝐸!"	feature,	with	a	second	feature	rising	and	rapidly	decaying	within	the	

0.6	<	𝐸!"	<	1.5	eV	spectral	range.	The	high	𝐸!"	feature	approximately	decays	within	a	

timescale	like	the	cross-correlation	between	pump	and	probe	pulses,	i.e.,	<100	fs,	and	

simultaneously	to	the	depletion	peak;	conversely,	the	low	𝐸!"	positive	feature	decays	

to	a	value	of	1/e	at	~300	fs.		

	

	
	

Figure	6.8:	Decay	associated	spectra	obtained	from	a	global	fit	to	the	time-resolved	photoelectron	spectra,	

a	selection	of	which	was	shown	in	Figure	6.6.	The	grey	line	represents	the	sum	of	the	two	decay	associated	

spectra	and	corresponds	to	the	PE	spectrum	associated	with	the	initial	excited	state.	

	

	

To	gauge	 the	 individual	contributions	of	each	 feature	 to	 the	overall	 spectrum,	a	

global	 fit	 to	 the	 time-resolved	 data	 was	 performed.	 The	 formulation	 of	 the	 fit	 is	

explained	in	the	Experimental	section.	As	the	minimum	number	of	decays	to	describe	
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the	spectrum	was	two,	the	global	decay	of	the	system	can	be	described	through	a	3-

state	model	1	→	2	→	3,	in	which,	while	the	first	two	states	are	observable,	the	third	

and	last	state	cannot	be	observed	with	the	current	experimental	setup.		

Therefore,	 two	 decays,	τ1	 =	 54	 fs	 and	τ2	 =	 211	 fs,	 arise	 from	 this	 analysis.	 The	

corresponding	decay-associated	PE	spectra	can	be	seen	in	Figure	6.8.	The	first	decay	

is	within	the	time-resolution	of	the	experiments,	therefore	corresponds	to	τ1	<	100	fs,	

and	its	kinetics	are	in	line	with	what	observed	in	Figure	6.7.	The	spectrum	associated	

with	τ1	has	positive	signal	between	1.2	<	𝐸!"	<	2.3	eV	and	negative	signal	between	0.4	

<	𝐸!"	<	1.2	eV:	while	positive	signal	indicates	decay,	negative	signal	corresponds	to	

population	 growth	 with	 the	 same	 lifetime.	 On	 the	 other	 hand,	 the	 τ2-associated	

spectrum	follows	a	simple	decay	as	the	final	state	cannot	be	observed.		

The	τ1-associated	spectrum	contains	a	strong,	negative	peak	at	𝐸!"	=	0.55	eV	and	a	

positive	peak,	which	instead	reaches	its	maximum	around	𝐸!"	~	1.9	eV;	moreover,	the	

negative	peak	also	extends	between	0.6	eV	and	1.2	eV,	thus	overlapping	with	the	τ2-

associated	spectrum.	Therefore,	while	a	portion	of	the	signal	leads	to	the	recovery	of	

the	 negative	 peak,	 another	 part	 at	 high	 𝐸!" 	instead	 produces	 the	 τ2-associated	

spectrum.	 In	 the	 case	 of	 a	 three-state	 model	 global	 decay,	 the	 time-resolved	 PE	

spectrum	 associated	 with	 the	 initial	 excited	 state,	 also	 shown	 in	 Figure	 6.8,	

corresponds	to	the	sum	of	the	τ1-	and	τ2-decay	associated	spectra.214	

The	computed	RCB	for	[ATP–H2]–	+	e–	in	the	xz	plane	containing	the	adenine	ring	

system	is	shown	in	Figure	6.9	(in	the	following	page).	Details	of	the	calculation	can	be	

found	in	the	supporting	information	of	the	relevant	publication.172	Electron	emission	

from	a	π	orbital	on	adenine	produces	an	RCB	that	is	highest	in	proximity	of	the	three	

phosphate	 groups,	where	most	 of	 the	negative	 charge	 is	 localized;	 conversely,	 the	

lowest	saddle-point	of	the	RCB,	only	0.57	eV	high,	is	located	in	proximity	of	the	amino	

group	of	adenine	(Figure	6.9).	The	calculations	also	reveal	that	the	transition	with	the	

highest	oscillator	strength	has	ππ*	character.	Moreover,	the	TDM	of	this	transition	is	

parallel	to	the	polarization	axis;	this	is	consistent	with	the	PADs	of	the	PE	image	of	

Figure	6.2.	

	



 
 

83	

	
	

Figure	 6.9:	 (a)	 Repulsive	 Coulomb	 barrier	 (RCB)	 for	 [ATP–H2]–	 +	 e–	 in	 the	 plane	 passing	 through	 the	

calculated	transition	dipole	moment	of	the	excitation	to	the	1ππ*	state	and	including	the	adenine	ring;	

each	contour	line	represents	an	increment	of	1	eV.	(b)	Map	scaled	to	a	maximum	RCB	of	1	eV;	each	contour	

line	represents	an	increment	of	0.05	eV.	RCB	maps	are	computed	at	MP2/def2-SVP	level	of	theory.	
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The	results	of	the	ground	state	ab	initio	molecular	dynamics	simulation	of	[ATP–

H2]2–	 over	 4	 ps	 are	 shown	 in	 Figure	 6.9,	with	 an	 inset	 of	 the	 Root	Mean	 Squared	

Deviation	(RMSD)	along	the	simulation	time.	This	calculation	gives	an	estimate	of	the	

conformational	 flexibility	 of	 [ATP–H2]2–	 around	 the	 minimum	 energy	 structure.	

Although	the	phosphates	move,	their	relative	position	with	respect	to	adenine	does	

not	seem	to	change	substantially.		

	

	
	

Figure	6.10:	Superimposition	of	equidistant	(every	100	fs)	10	[ATP–H2]2–	geometries	along	the	first	ps	of	

the	ab	initio	molecular	dynamics	simulation.	Inset	is	the	root	mean	squared	deviation	(RMSD)	calculated	

along	the	4	ps	ground	state	dynamics.			

	

	

	

6.5	Discussion	
	

The	single-photon	PE	spectrum	of	[ATP-2H]2–,	taken	at	266	nm	(4.66	eV),	exhibits	a	

peak	centered	at	~0.55	eV	in	terms	of	𝐸!"	(Figure	6.2).	Schinle	et	al.198	reported	an	

ADE	of	3.35±0.11	eV	and	4.01±0.08	eV,	and	an	estimated	RCB	height	of	∼1.9	eV	for	

[ATP–H2]2–;	 according	 to	 these	 results,	 the	 PE	 signal	 at	 0.55	 eV	would	 arise	 from	
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resonance	 tunneling	 through	 the	 RCB.	 The	 PADs	 can	 be	 quantified	 using	 the	

anisotropy	parameter,	β2,	as	the	photoelectron	angular	distribution	corresponds	to	

I(θ)	α	1	+	½β2(3cos2(θ)	−	1),	where	θ	is	the	angle	between	𝐸h⃗ 	and	the	velocity	vector	

of	 the	 emitted	 electron.215-217	 Additionally,	 the	 photon	 energy	 of	 4.66	 eV	 is	 only	

resonant	with	excited	states	localized	on	the	nucleobase,	therefore	the	electron	can	

only	be	removed	from	the	nucleobase.165	

		Additional	evidence	of	electron	tunneling	from	the	nucleobase	through	the	RCB	is	

provided	by	the	two-photon	resonance	enhanced	experiment	and	the	single-photon	

PE	 spectroscopy	 experiment	 using	 different	 wavelengths.	 However,	 if	 the	 highest	

occupied	molecular	orbital	is	also	on	the	nucleobase,	the	ADEA	will	correspond	to	the	

ADE	of	[ATP–H2]2–.	On	the	other	hand,	the	single-photon	experiment	confirms	that	

the	peak	at	𝐸!"	=	0.55	eV	cannot	arise	from	direct	detachment;	on	the	other	hand,	the	

possibility	of	autodetachment	cannot	be	ruled	out.	If	the	ADE	of	[ATP–H2]2–	is	~4.1	eV,	

the	 pump	 energy	 of	 4.66	 eV	 is	 above	 the	 adiabatic	 energy	 of	 the	molecule.	When	

irradiating	the	system	only	with	this	energy,	a	spectrum	that	looks	like	the	1-color	PE	

spectra	is	produced	(Figure	6.2),	in	which	the	photoelectron	extends	to	𝐸!"	~	2.1	eV;	

however,	according	to	the	RCB	estimate	of	Schinle	et	al.198,	4.66	eV	is	still	not	high	

enough	in	energy	to	overcome	the	RCB.	According	to	this	reasoning,	the	peak	would	

therefore	arise	from	electron	tunneling	through	the	RCB,	with	the	initial	excitation	

being	resonant	with	adenine’s	1ππ*	states	and	the	electron	coming	from	there.	At	t	=	

0,	when	the	4.66	eV	pump	is	in	maximum	overlap	with	the	1.55	eV	probe,	the	latter	

brings	the	population	that	would	have	otherwise	tunneled	to	a	higher-lying	excited	

state.	 Since	 the	 total	 energy	 is	 above	 the	 RCB	 (hvpu	 +	 hvpr	 >	 ADE	 +	 RCB),	 this	

photoelectron	feature	is	associated	with	direct	detachment	from	the	1ππ*	states	on	

adenine.	Hence,	less	population	can	tunnel,	and	this	appears	in	the	TR-spectrum	as	a	

negative	 peak	 (bleach)	 centered	 at	 0.55	 eV.	 In	 correspondence	 of	 the	 bleach,	 the	

pump-probe	signal	can	be	seen	at	a	higher	energy	(~2	eV).	This	positive	signal	is	a	

measure	 of	 the	 population	 of	 the	 1ππ*	 state,	 and	 its	 kinetics	 mirror	 those	 of	 the	

negative	 feature.	This	can	be	clearly	evidenced	by	Figure	6.8:	 the	decay-associated	

spectrum	of	the	initial	process	has	both	positive	and	negative	components,	therefore	

the	high	𝐸!"	peak,	which	decays	within	τ1	<	100	fs,	also	leads	to	the	recovery	of	the	

negative	peak	with	the	same	time	constant.	In	fact,	as	the	system	evolves	with	time,	

and	hence	the	delay	between	pump	and	probe	increases,	the	bleach	peak	recovers,	as	
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more	population	is	tunneling	through	the	RCB	to	form	[ATP–H2]–	before	the	probe	

pulse’s	arrival.	Once	all	the	population	has	tunneled	before	the	arrival	of	the	probe	

pulse,	the	bleach	disappears.	Hence,	we	can	conclude	that	the	recovery	dynamics	of	

the	peak	at	𝐸!"	=	0.55	eV	represents	a	direct	measure	of	the	tunneling	lifetime.	

However,	 another	 process	 takes	 place	 in	 parallel	 with	 tunneling.	 This	 can	 be	

evinced	by	 the	 fact	 that	 the	 total	 integrated	positive	 signal	 and	negative	 transient	

signals	 do	 not	 cancel	 each	 other	 out	 (Figure	 6.7).91,	 218	 In	 the	 τ1-decay	 associated	

spectrum	(Figure	6.8),	this	coincides	with	the	negative	signal	between	0.8	<	𝐸!"	<	1.3	

eV,	which	shows	that	some	motion	on	the	initially	excited	1ππ*	states	 is	occurring.	

This	motion	is	evidenced	by	the	fact	that	the	𝐸!"	of	the	positive	pump-probe	signal	is	

shifting	 to	 lower	 energy	 (green).	 The	 energy	 range	 in	 which	 this	 feature	 arises	

corresponds	to	the	τ2-associated	spectrum;	hence,	population	flows	from	the	initial	
1ππ*	states	(with	τ1	<	100	fs)	to	an	intermediate	state,	whose	PE	spectrum	is	given	by	

the	τ2-associated	spectrum	(Figure	6.8).	Therefore,	not	all	population	decays	through	

tunneling	 through	 the	RCB.	This	 conclusion	 is	 in	 line	with	 the	 results	 obtained	by	

Cercola	et	al.192,	in	which	photofragmentation,	which	is	mostly	a	ground	state	process,	

was	 elicited	 upon	 excitation	 at	 4.66	 eV.	 Therefore,	 the	 τ2-decay	 dynamics	 can	 be	

explained	 as	 internal	 conversion	 from	 the	 intermediate	 state	 to	 the	 ground	 state.	

Considering	the	shape	of	the	peak	at	𝐸!"	=	0.55	eV	in	the	τ2-associated	spectrum,	the	

1.55	eV	probe	is	not	sufficiently	high	in	energy	to	probe	the	entire	population	of	the	

intermediate,	with	some	signal	being	screened	by	an	RCB	at	lower	𝐸!".	Unfortunately,	

despite	multiple	 attempts,	 probing	 the	 system	with	 a	 probe	 pulse	 of	 3.10	 eV	was	

unsuccessful.	

The	 intermediate	 could	 arise	 from	 two	 distinct	 processes.	 The	 first	 would	 be	

vibrational	motion	of	the	wavepacket	on	the	1ππ*	states	surface,	which	can	remove	

population	 from	 the	 Franck-Condon	 region.	 The	 second	 would	 instead	 be	 initial	

motion	on	 the	1ππ*	surface,	which	would	 then	 internally	convert	 to	a	nearby	 1nπ*	

state	through	a	conical	intersection.	The	role	and	relative	position	of	the	optically	dark	
1nπ*	state	is	still	controversial;	nevertheless,	as	the	gap	between	the	1ππ*	and	1nπ*	

states	is	quite	small	for	both	Ade	and	dAMP–,	the	involvement	of	the	1nπ*	cannot	be	

ruled	out.67,	219,	220	Additionally,	for	both	Ade	and	9-Me-Ade,	the	relative	position	of	

the	1nπ*	with	respect	to	the	La	and	Lb	states	in	solution	is	heavily	dependent	on	the	

solvent	of	choice.69,	221,	222		
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[ATP–H2]2–	decays	similarly	to	dAMP–,	whose	dynamics	at	pump	energy	of	4.66	eV	

and	 probe	 energy	 of	 3.10	 eV	 also	 followed	 a	 3-state	 model.67	 A	 schematic	

representation	of	the	overall	dynamics	of	[ATP–H2]2–	can	be	seen	in	Figure	6.11.	The	

two	lifetimes	of	τ1	~	30	fs	and	τ2	=	290	fs	for	dAMP–	resemble	the	values	of	[ATP–H2]2–,	

in	which	τ1	 is	 less	than	the	cross-correlation	and	τ2	=	210	fs.	Moreover,	the	decay-

associated	spectra	bear	striking	similarities.	The	two	τ1-associated	spectra,	exception	

made	 for	 the	 tunneling	 peak,	 are	 overall	 very	 close;	 moreover,	 the	 presence	 of	

negative	signal	in	dAMP–	also	suggested	the	presence	of	an	intermediate.	Similarities	

can	also	be	found	between	the	two	τ2-associated	spectra,	suggesting	the	formation	of	

the	same	intermediate	and	an	analogous	decay.	Since	the	intermediate	in	dAMP–	was	

positively	assigned	to	nuclear	motion	on	the	1ππ*	state,	similarly	to	isolated	Ade	and	

9Me-Ade,	we	suggest	that	this	is	also	the	case	for	[ATP–H2]2–.67	Therefore,	although	

the	 presence	 of	 the	 negative	 charge	 in	 [ATP–H2]2–	 strongly	 affects	 the	 absolute	

energies	of	the	π	orbitals	compared	to	Ade	and	9-Me-Ade,	the	excitation	energy	of	the	
1ππ*	states	does	not	change.	Moreover,	 the	dynamics	of	Ade,	9-Me-Ade	and	[ATP–

H2]2–remain	overall	very	similar.	

	

	
	

Figure	6.11:	Schematic	representation	of	the	dynamics	of	[ATP–H2]2–	following	excitation	at	4.66	eV	and	

probing	at	hvpr	=1.55	eV.	The	lifetimes	relate	to	the	decays	obtained	from	the	global	fit.	
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The	bidimensional	RCB	map	simulation	for	[ATP–H2]–	at	the	MP2/def2-SVP	level	

of	theory	(Figure	6.9)	yields	a	value	of	0.57	eV	for	the	lowest	RCB	saddle	point.	This	

number	differs	considerably	from	the	RCB	value	of	1.9	eV	reported	by	Schinle	et	al.198;	

therefore,	one	could	argue	that	the	pump	energy	of	4.66	eV	is	in	fact	above	the	RCB	

threshold.	However,	some	observations	need	to	be	taken	into	consideration.	Schinle	

et	al.	recorded	the	PE	spectrum	of	[ATP–H2]2–	at	a	photon	energy	of	6.42	eV,	which	is	

probably	 resonant	 with	 other	 excited	 states	 located	 on	 the	 other	 moieties	 of	 the	

molecule.	 Resonances	 can	 notably	 hamper	 the	 assignation	 of	 RCB	 from	 a	 PE	

spectrum.21	Additionally,	upon	irradiation	of	the	system	with	a	photon	energy	of	6.42	

eV,	multiple	sites	of	[ATP–H2]2–	can	undergo	photoemission,	without	clear	knowledge	

of	the	origin	of	the	most	intense	signal.111	In	our	case,	4.66	eV	is	only	resonant	with	

the	1ππ*	states	on	the	nucleobase,	therefore	electron	emission	can	only	arise	from	this	

specific	site.165,	222-224	If	linearly	polarized	light	with	polarization	𝐸h⃗ 	is	shone	onto	an	

ensemble	 of	 [ATP–H2]2–	 molecules,	 excitation	 will	 occur	 only	 for	 those	molecules	

within	a	cos2φ	distribution,	where	φ	is	the	angle	between	ε	and	the	transition	TDM.	

As	can	be	seen	in	Figure	6.10,	these	molecules	are	the	ones	for	which	the	vertical	axis	

z	 is	parallel	to	the	TDM	of	the	brightest	transition.	Therefore,	consistently	with	the	

PADs	 of	 the	 PE	 image	 in	 Figure	 6.2	 (a),	 electron	 emission	 will	 predominantly	 be	

parallel	to	𝐸h⃗ .	

Therefore,	the	computed	RCB	is	generally	consistent	with	what	could	be	inferred	

by	the	experiments.	Similarly	to	observations	for	the	fluorescein	dianion,26	since	τtun	

<	1	ps	the	resonance	producing	the	𝐸!"	=	0.55	eV	feature	will	be	close	to	the	lowest	

RCB	saddle	point	at	0.57	eV.	In	the	case	of	electron	tunneling,	the	shape	of	the	RCB	

will	define	the	trajectory	of	the	electron:	specifically,	the	electron	will	avoid	the	high	

potential	 surrounding	 the	 phosphate	 groups	 (Figure	 6.9).	 Such	 trajectory	 can	 be	

already	inferred	by	the	PE	image	in	Figure	6.2	(a),	as	the	electron	appears	to	be	ejected	

either	along	the	amino	or	the	methine	groups.	

Although	classical	molecular	dynamics	could	be	used	to	describe	the	behavior	of	

an	electron	in	presence	of	the	RCB,225	considering	that	the	experiment	is	performed	

at	 ~300	 K,	 rotational	 motion	 could	 blur	 the	 alignment.28,	 226	 As	 seen	 by	 infrared	

multiphoton	 dissociation	 experiments	 and	 calculations,	 several	 isomers	 could	 be	

present,	despite	the	αβ	deprotonated	isomer	being	the	main	form	of	[ATP–H2]2–.190,	
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191,	198	Moreover,	even	if	this	were	the	case,	the	RCB	could	still	be	considerably	affected	

by	thermal	motion	of	the	phosphate	groups.	

The	 ab	 initio	molecular	 dynamics	 simulation	 and	 RMSD	 calculation	 over	 4	 ps	

(Figure	6.10)	show	that,	as	the	relative	position	of	the	phosphates	with	respect	to	the	

nucleobase	does	not	change,	we	can	expect	little	to	no	contribution	of	the	phosphates	

to	 the	 overall	 shape	 of	 the	 RCB	 and,	 consequently,	 to	 the	 photoelectron	 angular	

distributions.	For	this	reason,	the	nuclear	dynamics	will	most	likely	not	contribute	to	

the	RCB.224,	227-229	On	the	other	hand,	the	shoulder	at	higher	𝐸!"	on	the	0.55	eV	peak	

observed	 in	Figure	6.2	could	arise	 from	dynamics	of	 involving	 the	 1nπ*	state.	This	

shoulder	peak	also	presents	a	slightly	different	β2	parameter	(+0.48±0.33,	with	the	

large	error	being	due	to	reduced	signal	intensity).	In	this	case,	the	electron	would	be	

removed	 from	 a	 different	 orbital,	 and	 the	 final	 states	 in	 [ATP–H2]–	 would	 also	 be	

different.	To	explore	this,	one	could	calculate	the	RCB	for	electron	emission	from	the	

non-bonding	 orbital	 of	 the	 nitrogen	 on	 the	 amino	 group:	 in	 this	 case,	 the	 emitted	

electron	 would	 have	 different	𝐸!" ,	 as	 is	 the	 case	 of	 the	 shoulder.	 However,	 the	

experiment	does	not	yield	a	different	RCB	and	a	different	 lifetime	 for	 the	process,	

therefore	we	cannot	draw	any	conclusions	in	this	regard.	Another	explanation	could	

be	 that	 the	 shoulder	 is	 produced	 by	 hot-bands	 and/or	 different	 isomers,	 or	 from	

direct-	 and/or	 autodetachment.	 The	 shoulder	 becomes	 more	 prominent	 with	

increasing	photon	energy:	one	explanation	could	be	that,	similarly	to	the	fluorescein	

dianion,	as	the	lowest	saddle	point	in	the	RCB	is	surpassed,	direct	detachment	starts	

contributing.26	

Overall,	 limited	 insight	would	 arise	 from	MD	 simulations,	which	would	 anyway	

require	a	high	level	of	approximation,	yielding	unreliable	quantitative	results.	In	any	

case,	 the	 simulation	 of	 the	 RCB	 map	 is	 consistent	 with	 resonance-tunneling	 and	

subsequent	electron	emission	from	the	amino	group	of	adenine	upon	excitation	to	the	
1ππ*	states	of	[ATP–H2]2–.	Furthermore,	the	simulated	map	shows	that	the	negative	

charges	are	localized	on	the	phosphate	groups	around	the	sugar	moiety,	confirming	

previous	findings190,	191,	198	and	thus	representing	a	crude	structural	probe	for	[ATP–

H2]2–	in	the	gas-phase.	Although	tunneling	detachment	from	the	amino	groups	should	

yield	a	β2	~	+2,	the	smaller	value	seen	in	the	experiment	could	be	due	to	the	position	

of	the	phosphate	groups	(Figure	6.10):	as	they	lie	out	of	the	xz	plane,	a	strong	electric	
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force	is	applied	on	the	emitted	electron	along	the	y	axis,	hence	decreasing	the	overall	

anisotropy.	

Our	results	are	in	line	with	what	reported	by	the	Gabelica	and	Dugourd	groups	for	

larger	DNA	complexes,	 specifically,	6-	 and	20-mer	 single	 strands	and	12-base	pair	

double	strands,195,	196	as	well	as	a	4-tetrad	G-quadruplex,197	 	where	only	the	purine	

nucleobases	exhibit	enhanced	electron	emission	compared	to	dissociation.193,	195-197		

	

	

	

6.6	Conclusions	
	

In	this	work,	we	have	probed	the	doubly	deprotonated	dianion	of	ATP,	[ATP–H2]2–,	

with	single-photon	and	two-photon	resonance	enhanced	photoelectron	spectroscopy	

in	the	gas	phase,	as	well	as	provided	the	first	gas-phase	time-resolved	photoelectron	

imaging	on	this	molecule.	Excited-states	calculations	and	ground-	state	optimization	

at	 the	 RI-MP2/def2-TZVP//def2-QZVP	 and	 ADC(2)/def2-QZVP	 levels	 of	 theory,	 as	

well	 as	 ab-initio	 molecular	 dynamics	 simulations	 over	 4	 ps,	 were	 performed	 to	

support	the	experimental	findings.	

Excitation	of	[ATP–H2]2–	with	a	photon	energy	of	4.66	eV	produces	a	peak	at	𝐸!"	=	

0.55	eV,	which	is	associated	with	tunneling	through	RCB.	The	corresponding	PE	image	

exhibits	 PAD	 peaks	 parallel	 to	 the	 laser	 polarization	 axis,	 therefore	 both	 electron	

emission	and	TDM	are	assumed	to	be	in	that	direction.	As	4.66	eV	is	resonant	with	the	
1ππ*	state	on	the	nucleobase,	the	electron	is	thought	to	come	from	adenine.	A	two-

photon	 resonance	 enhanced	 experiment	 at	 4.66	 eV	 confirms	 that	 the	 electron	

originates	from	the	nucleobase,	and	yields	the	electron	affinity	associated	with	the	

nucleobase,	ADEA	=	2	×	4.66	–	5.2	=	4.1	eV.	A	single-photon	experiment	conducted	at	

different	wavelengths,	 from	280	nm	 to	260	nm,	 confirms	 that	 the	peak	at	0.55	eV	

arises	from	an	indirect	process.	

[ATP–H2]2–	is	then	probed	using	a	4.66	eV	(266	nm)	pump	pulse	and	a	1.55	eV	(800	

nm)	probe	pulse.	The	population	of	the	initially	excited	1ππ*	state	decays	through	a	

3-step	 model;	 two	 competing	 processes,	 electron	 tunneling	 through	 the	 RCB	 and	

nuclear	motion	on	the	1ππ*	state,	can	be	observed.	Nuclear	motion	occurs	within	a	

~200	fs	timescale.	Upon	application	of	a	global	analysis	method,	similarities	are	found	
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between	the	dynamics	of	[ATP–H2]2–	and	those	of	dAMP−,	in	which	the	intermediate	

was	assigned	to	population	of	the	1ππ*	moving	away	from	the	Franck-Condon	region.	

As	this	population	can	no	longer	tunnel	through	the	RCB,	it	internally	converts	back	

to	the	ground	state,	leading	to	photo-fragmentation	as	seen	by	Cercola	et	al.192	

Excited	states	calculations	confirm	that	only	adenine	is	involved	in	photoemission	

upon	 irradiation	with	photon	energy	4.66	eV,	 confirming	 that	 the	 electron	affinity	

associated	with	the	nucleobase	also	corresponds	to	the	electron	affinity	of	[ATP–H2]2–.	

The	ab	initio	molecular	dynamics	simulation	over	4	ps	and	RMSD	calculation	show	

that,	since	their	relative	position	does	not	change,	the	phosphate	groups’	motion	does	

not	have	significant	effect	on	RCB.	The	simulation	of	the	TDM	confirm	that	the	TDM	

vector	lies	in	adenine’s	plane,	as	previously	inferred	by	the	PADs	of	the	PE	image	at	

4.66	eV;	moreover,	the	bidimensional	simulation	of	the	RCB	indicates	that	the	lowest	

points	of	the	barrier	correspond	to	either	the	amino	or	the	methine	group	of	adenine,	

confirming	what	could	be	inferred	by	the	experiments.	

This	approach	provides	a	new	way	to	study	photo-oxidations	in	polyanions,	as	well	

as	probing	their	structure.	In	the	future,	probing	[ATP–H2]2–	within	a	cryogenic	ion	

trap230,	 231	 could	 provide	 quantitative	 information	 regarding	 electron	 emission;	

pairing	these	experiments	with	excited	states	dynamics	calculations	of	the	molecule	

could	yield	a	more	complete	picture	on	the	photo-oxidation	of	[ATP–H2]2–.		
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Photophysics	of	doubly	

deprotonated	ADP,	GDP	and	

GTP	dianions	
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7.	Photophysics	of	doubly	deprotonated	ADP,	GDP	

and	GTP	dianions	
	

	

	

7.1	Motivation	
	

Radiation	and	oxidation	represent	two	of	the	major	sources	of	damage	for	DNA,47,	48	

specifically	through	photo-oxidation,	which	is	facilitated	by	the	optically	bright	1ππ*	

states	 on	 the	 nucleobases.	 This	 makes	 DNA	 particularly	 sensitive	 to	 UV	 light;48	

however,	 the	 low	 quantum	 yield	 (less	 than	 1%)	 of	 DNA	 shows	 that	 the	molecule	

presents	high	intrinsic	photostability.49,	50	

Adenine	 (Ade)	 and	 Guanine	 (Gua),	 in	 particular,	 are	 two	 extremely	 important	

nucleobases,	 as	 they	 both	 derive	 from	 the	 same	 compound,	 purine,	 and	 are	 both	

present	in	DNA	and	RNA.232	Despite	being	both	purines,	Ade	and	Gua	differ	in	terms	

of	position	of	the	amino	group,	which	is	in	the	6’	position	in	Ade	and	in	the	2’	position	

in	Gua;	moreover,	Gua	presents	a	 carboxyl	group	 in	6’	position,	which	allows	 it	 to	

establish	three	hydrogen	bonds	with	cytosine.232	

Ade	 and	 Gua,	 as	 well	 as	 their	 derivatives,	 have	 been	 the	 object	 of	 multiple	

experimental	 and	 computational	 spectroscopic	 studies,	 particularly	 in	 the	 gas-

phase.67,	68,	111,	120,	164,	165,	172,	179,	183,	184,	192,	208,	223,	233-237	It	is	known	that	Gua	exhibits	a	

lower	 ionization	 potential	 compared	 to	 the	 other	 nucleobases,	 which	 results	 in	 a	

lower	adiabatic	detachment	energy	for	its	deoxynucleotide,	[dGMP]–;111,	165,	this	is	due	

to	 the	 fact	 that,	 rather	 than	occurring	 from	the	phosphate,	electron	detachment	 in	

[dGMP]–	 arises	 from	 the	 nucleobase;	 however,	 recent	 calculations	 controversially	

suggest	 that	 this	 is	 the	 case	 for	 all	 nucleotide	 monophosphates.238-240	 Moreover,	

[dAMP]–	and	[dGMP]–	exhibit	incredibly	similar	decay	pathways,67,	68	which	are	base-

centered	in	both	cases,	suggesting	that	Ade	and	Gua	derivatives	could	bear	general	

similarities	in	terms	of	excited	state	dynamics.	

	For	this	reason,	we	decided	to	add	to	our	previous	study	on	[ATP–H2]2–172,	179	and	

perform	 similar	 single-photon	 photoelectron	 imaging	 experiments	 on	 doubly	
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deprotonated	 adenosine-5’-diphosphate,	 [ADP–H2]2–,	 doubly	 deprotonated	

guanosine-5’-diphosphate,	 [GDP–H2]2–,	 and	 doubly	 deprotonated	 guanosine-5’-

triphosphate,	[GTP–H2]2–	(Figure	7.1).	

Contrary	to	our	expectations,	the	behavior	of	the	Ade	derivatives	is	much	different	

from	that	of	the	Gua	derivatives:	while	both	Ade	derivatives,	upon	irradiation	with	

4.66	eV	(266	nm)	light,	exhibit	a	peak	at	𝐸!"	=	0.55	eV	that	is	consistent	with	resonant	

tunneling	 through	 the	 RCB	 from	 the	 1ππ*	 state	 on	 the	 nucleobase,	 this	 feature	 is	

completely	 absent	 in	 the	 spectra	 of	 the	 two	 Gua	 nucleotides.	 Moreover,	 we	 also	

observed	a	sodium	adduct	of	[GTP–H2]2–	in	the	mass	spectrum,	[GTP–H3•Na]2–,	which	

behaves	completely	differently	from	[GTP–H2]2–:	not	only	does	[GTP–H3•Na]2–	show	

a	peak	at	~1	eV,	which	we	assign	to	an	indirect	detachment	process,	but	the	energetics	

of	the	molecule	change	drastically	when	undergoing	a	sodium	exchange.	

	

 
 
	

Figure	7.1:	chemical	structure	of	the	nucleotides	studied	in	this	chapter.		
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7.2	Methods	
	

The	details	of	the	TR-PEI	instrument	can	be	found	in	the	Experimental	Section,	page	

41.	A	∼1	mM	methanolic	solution	of	either	adenosine-5’-diphosphate	disodium	salt,	

guanosine-5’-diphosphate	disodium	salt,	or	guanosine-5’-triphosphate	disodium	salt	

(Sigma	Aldrich,	UK),	is	electrosprayed	via	an	ESI	capillary	with	a	negative	voltage	of	-

5	kV.	All	the	PE	images	were	recorded	at	a	VMI	voltage	of	500	V,	using	the	well-known	

PE	 image	of	 I–	 for	calibration.	The	resolution	of	 the	corresponding	PE	spectra	was	

approximately	∼5%.	

 
	

	

7.3	Results	
	

ADP	

	
Figure	 7.2:	 photoelectron	 spectrum	 of	 [ADP–2H]2-	 recorded	 at	 266	 nm	 (4.66	 eV),	 plotted	 in	 terms	 of	

electron	kinetic	energy.	

	

[ADP–H2]2–	was	irradiated	with	a	photon	energy	of	4.66	eV	(266	nm),	as	previously	

done	by	 Schinle	et	 al.241	 The	 corresponding	PE	 spectrum	 (Figure	7.2)	 presents	 an	
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intense	feature	centered	at	2.44	eV,	which	we	assign	to	direct	detachment	(peak	DD).	

Two	other	smaller	features,	centered	at	approximately	𝐸!"	=	0.55	eV	and	𝐸!"	=	1.2	eV	

and	labeled	A	and	B,	can	be	seen	at	lower	kinetic	energy	compared	to	DD.	Feature	A	

is	slightly	more	intense	than	feature	B.	

	

	
	

Figure	7.3:	photoelectron	spectra	of	[ADP-2H]2-	recorded	between	260	nm	(4.76	eV)	and	360	nm	(3.44	eV),	

plotted	in	terms	of	electron	kinetic	energy.	

	

Single-photon	 PE	 experiment	 were	 also	 performed	 on	 [ADP–H2]2–	 using	 a	

wavelength	range	from	260	nm	to	360	nm,	with	steps	of	10	nm	(Figure	7.3,	 in	the	
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previous	page).	Compared	to	the	spectrum	at	266	nm,	peak	A	is	present	only	in	the	

spectra	 at	 260	 nm	 and	 270	 nm.	 Feature	 A	 then	 progressively	 disappears	 with	

increasing	wavelength.	Conversely,	feature	B	gradually	increases	in	intensity	between	

260	nm	and	330	nm	and	merges	with	the	DD	feature,	which	red-shifts	with	longer	

wavelengths	 (as	 expected),	 until,	 from	340	nm	onwards,	 the	 two	peaks	 cannot	 be	

resolved	anymore.	It	is	important	to	notice	that	only	DD	shifts,	while	B	roughly	appear	

at	the	same	kinetic	energy.	Additionally,	a	new	feature	seems	to	arise	close	to	the	high-

energy	tail	of	DD	with	decreasing	photon	energy.	This	new	feature	is	labeled	as	C	and	

is	highlighted	in	Figure	7.3	by	a	dashed	rectangle.		

	
	

Figure	7.4:	magnifications	of	photoelectron	spectra	of	[ADP-2H]2-	recorded	at	320	nm	(3.87	eV)	and	360	

nm	(3.44	eV),	plotted	in	terms	of	electron	binding	energy.	Only	the	energy	range	between	1	and	3	eV	is	

shown.	

	

	

Magnifications	of	two	single-photon	PE	spectra	of	[ADP–H2]2–,	taken,	respectively,	

at	320	nm	(left	panel)	and	at	360	nm	(right	panel),	 can	be	seen	 in	Figure	7.4.	The	

spectra	are	plotted	in	terms	of	Electron	Binding	Energy	(𝐸#")	and	focus	solely	on	1	eV	

<	𝐸#"	<	3	eV.	The	Vertical	Detachment	Energy	(VDE)	was	extracted	from	the	320	nm	

spectrum,	while	the	Adiabatic	Detachment	Energy	(ADE)	was	derived	from	the	360	

nm	spectrum,	resulting	 in	ADE	=	1.7	eV	and	VDE	=	2.1	eV.	The	Repulsive	Coulomb	

Barrier	 (RCB)	was	 estimated	 to	 be	 around	1.0	 eV.	Moreover,	 the	 abovementioned	
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spectral	differences	observed	at	different	wavelengths	can	be	more	easily	appreciated	

upon	direct	comparison	of	these	two	spectra.	While	feature	B,	highlighted	by	a	dashed	

rectangle,	is	almost	completely	absorbed	by	DD	at	320	nm,	at	360	nm	it	is	basically	

absent.	 On	 the	 other	 hand,	 feature	 C	 (circled	 with	 a	 dashed	 line	 in	 the	 360	 nm	

spectrum)	exhibits	an	opposite	behavior,	hence	is	almost	not	present	in	the	320	nm	

spectrum.		

	

	

GDP	

	
Figure	 7.5:	 single-photon	 PE	 spectra	 of	 [GDP–H2]2–	 expressed	 in	 terms	 of	𝐸%& 	taken	 at	 270	 nm	 <	

wavelength	<	360	nm	with	steps	of	10	nm,	and	at	266	nm.	
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Single-photon	PE	spectra	of	[GDP–H2]2–	were	taken	at	a	wavelength	range	between	

270	nm	and	360	nm	with	steps	of	10	nm,	and	at	266	nm	(4.66	eV).		

The	spectra,	plotted	in	terms	of	𝐸!",	can	be	seen	in	Figure	7.5.	Only	one	feature	can	

be	 seen	 in	 the	 spectra.	 The	 feature	 shifts	 towards	 higher	𝐸!" 	as	 the	 wavelength	

decreases,	suggesting	that	it	arises	from	a	direct	process.	Moreover,	the	peak	does	not	

exhibit	shape	changes	with	varying	photon	energy,	although	the	signal-to-noise	ratio	

decreases	considerably	as	the	photon	energy	increases.	

The	spectrum	recorded	at	320	nm	(Figure	7.6)	was	used	to	extract	the	ADE	and	

VDE	 values	 and	 to	 estimate	 the	 height	 of	 the	 RCB.	 The	 yielded	 values	 were,	

respectively,	ADE	=	1.8	eV,	VDE	=	2.2	eV,	with	errors	of	±0.1	eV,	and	an	RCB	estimate	

of	approximately	~1	eV.	
	

	
	

Figure	7.6:	single-photon	PE	spectrum	of	[GDP–H2]2–	expressed	in	terms	of	𝐸'&	taken	at	320	nm.	The	black	

oblique	line	indicates	the	adiabatic	detachment	energy.	
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GTP		

	
	

Figure	7.8:	single-photon	PE	spectra	of	[GTP-H2]2-	expressed	in	terms	of	𝐸%&	taken	at	250	nm	<	wavelength	

<	320	nm	with	steps	of	10	nm,	and	at	266	nm.	

	

The	 single-photon	 PE	 spectra	 of	 [GTP–H2]2–	 were	 taken	 at	 a	 wavelength	 range	

between	250	nm	and	320	nm,	with	steps	of	10	nm,	and	at	266	nm	(Figure	7.8).	Only	

one	feature	is	observed	in	the	spectra;	this	dominant	feature	most	likely	corresponds	

to	 direct	 detachment,	 as	 the	 peak	 steadily	 shifts	 towards	 high	𝐸!" 	as	 the	 photon	

energy	is	increased.	The	spectrum	at	266	nm	(Figure	7.7)	was	used	to	extract	ADE,	
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VDE	and	RCB	values,	and	yielded	ADE	=	3.0	eV,	VDE	=	3.4	eV	and	an	RCB	estimate	of	

~0.8	eV.	

	

	
Figure	7.7:	single-photon	PE	spectrum	of	[GTP-H2]2-	expressed	in	terms	of	𝐸'&	taken	at	266	nm.	The	red	

oblique	line	indicates	the	adiabatic	detachment	energy.	

	

Upon	inspection	of	the	mass	spectrum	of	[GTP–H2]2–,	a	dianionic	sodium	adduct	of	

the	molecule,	[GTP–H3•Na]2–,	appeared	to	be	present.	Single-photon	PE	spectra	of	this	

adduct	were	also	recorded,	using	a	wavelength	range	between	270	nm	and	320	nm,	

with	steps	of	10	nm,	and	taking	an	extra	spectrum	at	266	nm	(Figure	7.9).	The	most	

intense	 feature	 in	 the	 320	 nm	 spectrum	 (highlighted	 in	 Figure	 7.9	 with	 a	 curved	

dashed	 line)	shifts	 towards	higher	𝐸!"	as	photon	energy	 is	 increased.	On	 the	other	

hand,	 a	 second	 feature	 at	 lower	𝐸!" 	peak,	 centered	 at	 approximately	 1	 eV	 and	

highlighted	in	Figure	7.8	by	a	dashed	rectangle,	appears	from	310	nm	onwards	and	

does	not	shift	when	changing	photon	energy.	Moreover,	this	peak	becomes	dominant	

as	 the	 photon	 energy	 increases	 and,	 at	 266	 nm,	 completely	 covers	 the	 direct	

detachment	 peak.	 As	 the	 position	 of	 this	 feature	 does	 not	 change	 with	 changing	

photon	energy,	we	assign	it	to	an	indirect	process,	most	likely	tunnelling	trough	the	

RCB.	
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Figure	 7.9:	 single-photon	 PE	 spectra	 of	 [GTP-H3•Na]2-	 expressed	 in	 terms	 of	𝐸%& 	taken	 at	 270	 nm	 <	

wavelength	<	320	nm	with	steps	of	10	nm,	and	at	266	nm.	

	

The	spectrum	at	320	nm	(Figure	7.10,	 in	the	following	page)	was	used	to	attain	

ADE	and	VDE	values	and	an	estimate	of	the	height	of	the	RCB.	The	results	were	ADE	

=	2.0	eV,	VDE	=	2.3	eV,	and	RCB	~1.2	eV.	

A	summary	of	all	the	ADE	and	VDE	values,	together	with	the	RCB	estimates	and,	if	

present,	the	position	of	the	tunneling	peaks	for	all	the	doubly-deprotonated	dianions	

of	the	purine	nucleobases,	[ATP–H2]2–,	[ADP–H2]2–,	[GTP–H2]2–,	[GDP–H2]2–	and	[GTP–

H3•Na]2–	can	be	seen	in	Table	7.1	(in	the	following	page).	
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Figure	7.10:	single-photon	PE	spectrum	of	[GTP-H3•Na]2-	expressed	in	terms	of	𝐸'&	taken	at	320	nm.	The	

red	oblique	line	indicates	the	adiabatic	detachment	energy.	

	

Table	7.1:	energetics	of	the	doubly	deprotonated	purine	dianions,	with	RCB	estimates	and	position	of	

the	tunneling	peak	(if	present).	

	

Species	 ADE	(Ebe)	 VDE	(Ebe)	 RCB	(Eke)	
Tunneling	peak	

position	(Eke)	

[ATP–H2]2–	 ~4.1	eV	 N/A	
0.57	eV	

(calculated)	
0.55	eV	

[ADP–H2]2–	 1.7	eV	 2.1	eV	 ~1	eV	 0.55	eV	

[GDP–H2]2–	 1.8	eV	 2.2	eV	 ~1	eV	 N/A	

[GTP–H2]2–	 3.0	eV	 3.4	eV	 ~0.8	eV	 N/A	

[GTP–

H3•Na]2–	
2.0	eV	 2.3	eV	 ~1.2	eV	 1	eV	



 
 

104	

7.4	Discussion	
	

	

ADP	
	

Our	 results	on	 [ADP–H2]2–	 are	 in	 contrast	with	 the	 findings	 reported	by	Schinle	et	

al.241,	 but	 in	 accord	with	 the	 results	 obtained	 by	 Cercola	 et	 al.192.	 Cercola	 and	 co-

workers	recorded	a	photodepletion	spectrum	of	[ADP–H2]2–	that	should	be	below	the	

detachment	 continuum;	 additionally,	 the	 photofragment	 mass	 spectrum	 of	 [ADP–

H2]2–	at	4.9	eV	yields	a	peak	that	can	be	assigned	to	electron	detachment.192	On	the	

other	 hand,	 the	 direct	 detachment	 peak	 of	 [ADP–H2]2–	 in	 our	 PE	 spectra	 appears	

slightly	 blue-shifted	when	 compared	 to	 the	 Kappes	 group’s	 spectrum	 at	 the	 same	

energy	 (4.66	 eV).241	 For	 this	 reason,	 the	 resulting	 ADE,	 VDE	 and	 RCB	 values	 are	

considerably	different.	While	we	observe	ADE	and	VDE	values	of	1.7	eV	and	2.1	eV,	

Schinle	et	al.	241	report	ADE	and	VDE	values	that	are,	respectively,	∼0.35	eV	and	∼0.2	

eV	lower.	On	the	other	hand,	the	RCB	estimate	reported	by	Schinle	and	co-workers241	

is	 greater	 than	 ours	 of	 approximately	 ∼0.8-1.2	 eV.	 The	 two	 experiments	 differ	 in	

terms	 of	 detector	 apparatus:	 while	 the	 Kappes	 group	 uses	 a	 magnetic	 bottle	

spectrometer,242,	 243	 we	 perform	 our	 experiments	with	 a	 VMI	 assembly.	 However,	

such	differences	should	not	have	an	impact	on	the	estimation	of	the	electron	affinity	

of	the	molecule	of	study.	Moreover,	features	A,	B	and	C	of	Figure	7.2	are	completely	

absent	 in	 the	266	nm	PE	spectrum	recorded	by	Schinle	and	coworkers.241	 Peak	A,	

which	is	clearly	observable	at	260	nm	and	270	nm	at	approximately	𝐸!"	=	0.55	eV,	can	

be	assigned	 to	electron	 tunneling	 through	 the	RCB,	 similarly	 to	what	observed	 for	

[ATP–H2]2–.172,	179	We	also	expect	this	electron	to	come	from	the	1ππ*	state	on	adenine,	

as	it	is	at	the	same	energy	of	the	tunneling	peak	in	[ATP–H2]2–.172,	179	Peak	B	exhibits	

a	very	peculiar	behavior.	At	these	wavelengths,	we	should	not	be	able	to	excite	the	

individual	components	of	[ADP–H2]2–.	On	the	other	hand,	one	could	hypothesize	that	

the	peak	arises	from	different	isomers,	although	isomers	should	not	result	in	such	a	

shift.	Another	possibility	could	be	 the	presence	of	different	deprotomers,	although	

this	is	not	in	accord	with	what	observed	both	experimentally	and	theoretically	by	the	

Kappes	group.	The	last	option,	and	probably	the	most	feasible,	is	that	this	peak	arises	
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from	an	interaction	between	different	components	of	[ADP–H2]2–,	specifically	due	to	

a	charge-transfer	transition	from	the	diphosphate	moiety	to	the	adenine	nucleobase.	

Peak	C	could	instead	be	explained	as	a	second	conformer	of	[ADP–H2]2–.	In	fact	Schinle	

et	 al.	 calculated	 two	distinct	 conformers,	 ADP1	 and	ADP2,	which	 differ	 in	 term	of	

hydrogen	bonding;	nevertheless,	both	calculations	and	experiments	do	not	suggest	

differential	PE	signal	at	266	nm.241	This	is	not	necessarily	in	disagreement	with	our	

findings,	as	the	feature	does	not	appear	in	the	PE	spectra	taken	at		λ	<	330	nm.	

We	also	tried	performing	a	time-resolved	measurement	on	[ADP–H2]2–	using	a	266	

nm	pump	pulse	and	a	800	nm	probe	pulse,	but	unfortunately	these	experiments	were	

unsuccessful.	

	

	

	

GDP	
	

Contrary	to	[ADP–H2]2–,	excitation	of	[GDP–H2]2–	at	260	nm	<	λ	<	360	nm	only	yields	

one	peak,	which	blue-shifts	 consistently	as	 the	photon	energy	 is	 increased	 (Figure	

7.5).	Due	to	this	behavior,	this	peak	has	been	assigned	to	direct	detachment.	No	other	

peaks	are	observed	in	the	spectrum,	although	the	poor	quality	of	the	lowest-energy	

spectra	 prevents	 us	 from	 drawing	 any	 conclusions.	 Nevertheless,	 the	 differences	

between	 the	 two	 molecules	 are	 quite	 unexpected,	 especially	 considering	 the	

similarities	 carried	 by	 mono-phosphorylated	 adenine	 and	 guanine	 nucleotides,	

[dAMP]–	and	[dGMP]–,	in	terms	of	excited	states	dynamics.67,	68	

Depsite	 these	 differences,	 the	 energetics	 of	 [GDP–H2]2–	 are	 similar	 to	 those	 of	

[ADP–H2]2–,	 as	 shown	 in	 Table	 7.1.	 Density	 functional	 theory	 calculations111	 and	

resonance	 enhanced	 two-photon	detachment	 ionization165	 experiments,	 as	well	 as	

excited	states	dynamics222	and	time-resolved	photoelectron	imaging	experiments,68	

could	help	in	better	understanding	our	experimental	findings.		
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GTP	
	

Irradiation	of	[GTP–H2]2–	with	hv	=	4.66	eV	gives	rise	to	a	single,	intense	feature	that	

shifts	towards	higher	𝐸!"	as	the	photon	energy	is	increased.	The	ADE,	VDE	and	RCB	

estimate	of	[GTP–H2]2–	are,	respectively,	3.0	eV,	3.4	eV	and	an	RCB	estimate	of	~0.8	

eV,	 which	 is	 quite	 different	 from	 what	 observed	 for	 [ATP–H2]2–.164	 In	 particular,	

according	to	what	we	observed	on	our	previous	studies	on	[ATP–H2]2–,	i.e.,	that	the	

HOMO	is	located	on	the	base,	the	lower	ADE	value	(3.0	eV	for	[GTP–H2]2–	against	4.1	

eV	 for	 [ATP–H2]2–)	 is	 in	 line	 with	 what	 previously	 observed	 for	 guanine	 and	 its	

derivatives,	i.e.,	the	lower	ionization	potential	compared	to	the	other	nucleobases.68,	

111,	165		

On	the	other	hand,	the	behavior	of	the	doubly	deprotonated	sodium	adduct	of	GTP,	

[GTP–H3•Na]2–,	is	rather	interesting.	[GTP–H3•Na]2–	most	likely	arises	from	a	sodium	

exchange	with	one	of	the	hydrogens	on	the	phosphate	groups,	as	seen	in	the	case	of	

alkali	metal-deoxynucleotide	 complexes244	 and	 Pb2+•deprotonated	 5’deoxyguanine	

adducts.237	However,	as	the	total	charge	remains	–2,	interaction	between	Na+	and	the	

nucleobase	moiety	cannot	be	excluded;	 in	fact,	chelation	of	Li+	with	the	N7	and	O6	

positions	 of	 guanine	 has	 been	 observed	 for	 the	 isolated	 nucleobase.236	 Moreover,	

protonation	at	the	N3	site	has	been	observed	to	induce	base	rotation	in	both	[dAMP]–	

and	[AMP]–.245	Molecular	dynamics	simulations,	Infrared	Multi-Photon	Dissociation	

(IR-MPD)245	and	ion	mobility	experiments237	could	help	in	identifying	the	position	in	

which	the	sodium	exchange	occurs.	

The	 PE	 spectrum	 of	 [GTP–H3•Na]2–	 exhibits	 a	 broad	 peak	 centered	 at	

approximately	𝐸!"	=	1	eV,	and	another	smaller	peak	at	higher	energy,	which	is	very	

hard	 to	 distinguish	 due	 to	 the	 poor	 spectral	 quality.	 Upon	 irradiation	 of	 [GTP–

H3•Na]2–	with	laser	pulses	of	wavelength	266	nm	<	λ	<	320	nm,	the	1	eV	peak	not	only	

becomes	more	intense	as	the	photon	energy	is	increased,	but	also	does	not	shift	in	its	

position.	 Hence,	 we	 can	 attribute	 this	 peak	 to	 an	 indirect	 process,	 i.e.,	 electron	

tunneling	through	the	repulsive	Coulomb	barrier	or	autodetachment.	However,	we	

cannot	say	for	sure	whether	this	corresponds	to	electron	ejection	from	the	pp*	states	

on	the	nucleobase,	similarly	to	[ATP–H2]2–,172,	179	as	the	position	of	the	excited	states	

of	[GTP–H3•Na]2–	is	not	known.	This	is	particularly	interesting,	especially	considering	

that	 [dGMP]–	 and	 [dAMP]–	 present	 striking	 similarities	 in	 terms	 of	 excited	 states	
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dynamics,	with	both	decays	being	base-centered.67,	68	On	the	other	hand,	the	high	𝐸!"	

feature	does	not	shift	with	varying	photon	energy,	allowing	us	to	explain	it	as	direct	

detachment.	 While	 the	 direct	 detachment	 peak	 is	 dominant	 at	 320	 nm,	 with	

decreasing	wavelength	the	ratio	between	the	tunneling	and	direct	detachment	peaks	

is	inverted.	Already	at	300	nm	the	tunneling	peak	is	considerably	more	intense	than	

the	 direct	 detachment	 feature;	 finally,	 at	 266	 nm	 the	 latter	 is	 almost	 completely	

covered	by	the	tunneling	peak.	

The	ADE,	VDE	and	RCB	estimates	for	[GTP–H3•Na]2–	are	in	stark	contrast	with	what	

observed	 for	 [GTP–H2]2–	 (Table	 X).	 Overall,	 the	 presence	 of	 the	 sodium	 seems	 to	

significantly	lower	the	energetics,	particularly	in	the	case	of	the	ADE	value,	while	the	

estimate	of	the	RCB	height	increases	of	~0.4	eV.		

We	tried	performing	time-resolved	PE	imaging	experiments	on	[GTP–H2]2–	using	a	

266	nm	pump	pulse	and	a	800	nm	probe	pulse,	but	unfortunately,	due	 to	 the	 low	

quality	of	the	spectra,	interpreting	the	results	with	confidence	was	impossible.	

	

	

	

7.5	Overall	discussion	and	conclusions			
	

The	results	obtained	on	[ADP–H2]2–,	[GDP–H2]2–,	[GTP–H2]2–	and	[GTP–H2•Na]2–	are	

very	 different	 from	 one	 another	 and	 of	 difficult	 interpretation.	 Evidence	 of	 intra-

molecular	charge-transfer	has	only	been	found	in	[ADP–H2]2–;	however,	theoretical	

support	is	required	to	confirm	these	findings.	Both	[ADP–H2]2–	and	[GTP–H2]2–	exhibit	

differences	 with	 our	 previous	 findings	 on	 [ATP–H2]2–.172,	 179	 Moreover,	 despite	

carrying	the	same	number	of	phosphate	groups,	[ADP–H2]2–	and	[GDP–H2]2–	give	rise	

to	completely	different	photoelectron	spectra.	It	is	clear	that,	although	singly-charged	

purine-bearing	 nucleotides	 exhibit	 analogous	 behaviors,68	 this	 is	 not	 the	 case	 in	

presence	of	an	extra	negative	charge.		

The	 importance	 of	 counter-ions	 has	 also	 become	 apparent	 through	 these	

experiments:	 the	 same	 nucleotide,	 [GTP–H2]2–,	 behaves	 in	 a	 completely	 different	

fashion	if	undergoing	a	sodium	exchange.	The	effect	of	the	Na+	has	a	huge	impact	on	

both	the	energetics	and	the	dynamics	of	the	molecule,	raising	interesting	questions	

on	the	role	of	counter-ions	in	the	decay	pathways	of	biological	molecules.	
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In	 conclusion,	 more	 experimental	 and	 theoretical	 support	 is	 necessary	 to	 fully	

understand	our	findings.	A	first	step	could	be	performing	DFT	calculations	to	attain	

the	ADE	and	VDE	values	of	the	compounds,111,	192	together	with	an	estimation	of	the	

RCBs.172	Conducting	time-resolved	PE	imaging	experiments	would	also	be	helpful	in	

shedding	light	on	our	findings.67,	68,	164,	172,	179	Lastly,	molecular	dynamics	simulations,	

particularly	ab	initio	calculations,	combined	with	IR-MPD245	and	ion	mobility-mass	

spectrometry,237	would	aid	the	understanding	of	the	role	of	counter-ions	in	both	the	

structure	and	the	dynamics	of	nucleotides.	Nevertheless,	these	results	are	a	first	step	

towards	the	understanding	of	the	excited	states	dynamics	of	[ADP–H2]2–,	[GDP–H2]2–,	

[GTP–H2]2–	 and,	more	generally,	of	di-anionic	nucleotides	and	other	compounds	of	

biological	interest.	
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Final	remarks	
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8.	Final	remarks	
	

In	this	thesis,	we	have	extensively	explored	the	extremely	challenging	and	broad	topic	

of	 interactions	 of	DNA	with	 low-energy	 electrons	 and	photons.	 To	do	 so,	we	have	

exploited	gas-phase	photoelectron	 imaging	of	anions	and	spectroscopically	probed	

the	molecules	of	interest.	

We	have	started	our	study	by	exploring	the	dipole-bound	states	(DBSs)	of	para-

substituted	phenolate	anions.120	Phenolate	is	a	model	molecule	already	studied	by	the	

Wang	group156.	DBSs	have	also	been	observed	in	DNA	and	its	derivatives149,	150,	152	and	

can	act	as	a	doorway	to	capture	LEEs74-78,	hence	potentially	playing	an	important	role	

in	 DNA	 damage	 and	 repair.	 We	 replicated	 Liu	 et	 al.’s156	 experiments	 with	 para-

substituted	phenolate	anions	with	alkyl	chains	of	increasing	length	and	observed	that,	

even	though	the	alkyl	chain	interacts	with	the	DBS,	the	latter	is	not	disrupted.	Instead,	

the	DBS	 is	 retained	 in	 all	 cases,	 including	 the	para-substituted	phenolate	with	 the	

longest	alkyl	chain,	4-octylphenolate:	this	makes	us	wonder	if	the	DBS	could	survive	

in	 a	 condensed	 or	 soft-matter	 environment	 and,	 more	 specifically,	 in	 a	 biological	

environment.	

We	continued	our	study	by	choosing	a	model	molecule,	carboxy-5’-adenosine,	to	

explore	 the	 possibility	 of	 intramolecular	 charge-transfer	 as	 a	 probe	 for	 electron	

damage	 in	 DNA.164	 We	 chose	 a	 model	 molecule,	 rather	 than	 a	 phosphorylated	

nucleotide	like	deoxy-adenosine	monophosphate	(dAMP-),	which	presents	a	very	high	

electron	affinity	due	to	the	phosphate	group.111,	165	Following	the	method	created	by	

Widlanski	and	Epp,166	we	synthesized	an	adenosine	analog	with	a	carboxylic	group	in	

5’	position,	and	studied	its	dynamics	upon	irradiation	with	a	4.66	eV	(266	nm)	pump	

pulse	and	1.55	eV	(800	nm)	and	3.10	eV	(400	nm)	probe	pulses.	Unfortunately,	the	

carboxylated	 adenosine	 analog	 exhibits	 excited-states	 dynamics	 that	 are	 adenine-

centered,	and	the	charge-transfer	transition	appears	to	be	disfavored.	Specifically,	the	

molecule’s	decay	is	similar	to	that	of	dAMP–	and	its	di-	and	tri-nucleotide,67	which	is	

dominated	by	internal	conversion	of	the	1ππ*	back	to	the	ground-state.	

We	 then	 tried	 to	 perform	 an	 analogous	 experiment	 on	 intra-molecular	 charge	

transfer	using	the	doubly	deprotonated	dianion	of	adenosine-5’-triphosphate,	[ATP–

H2]2–,	a	molecule	with	great	biological	importance	due	to	its	involvement	in	cellular	
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energy	distribution	and	metabolism.	The	electron	affinity	of	dianions	is	considerably	

lower	 than	 that	of	 the	corresponding	anions,	making	 the	experiment	with	266	nm	

light	more	accessible	for	our	current	experimental	setup.	[ATP–H2]2–	has	already	been	

studied	by	the	Kappes	group198	and	the	Dessent	group192	 in	the	past;	contradicting	

results	 had	 emerged,	 as	 the	 photoelectron	 spectroscopy	 experiment	 by	 Schinle	 et	

al.198	showed	no	photoemission	upon	irradiation	with	4.66	eV	light,	while	Cercola	et	

al.’s192	photodetachment	action	spectra	suggested	there	should	be.	We	reproduced	

the	photoelectron	spectroscopy	experiment	at	4.66	eV,	showed	that	photoemission	

occurs	in	the	form	of	tunneling	through	the	repulsive	Coulomb	barrier	(RCB)	of	the	

dianion	 resonant	with	 the	 1ππ*	 state	on	adenine,	 and	 that	 from	 the	photoelectron	

angular	distribution	(PAD)	peaks	of	the	photoelectron	image	we	can	deduce	the	site	

of	electron	ejection,	the	direction,	and	the	transition	dipole	moment	of	[ATP–H2]2–.	To	

confirm	 these	 findings,	we	 performed	 additional	 single-photon	 experiments	 and	 a	

computational	study	to	simulate	the	RCB	of	[ATP–H2]2–.	Moreover,	we	performed	a	

time-resolved	photoelectron	spectroscopy	study	on	[ATP–H2]2–	with	a	4.66	eV	pump	

pulse	and	a	1.55	eV	probe	pulse.	We	showed	that	the	dynamics	of	the	molecule	follow	

a	 three-step	 model,	 with	 competition	 between	 resonant	 tunneling	 and	 internal	

conversion	back	 to	 the	ground	state,	 supporting	what	was	previously	observed	by	

Cercola	 and	 co-workers.192	 Although	we	 could	not	 observe	 intra-molecular	 charge	

transfer,	 this	 study	 explores	 the	 interesting	 topic	 of	 electron	 tunneling	 in	 DNA	

derivatives	and,	more	generally,	in	molecules	of	biological	interest.	

Lastly,	 we	 continued	 our	 study	 on	 nucleotide	 dianions	 by	 repeating	 the	

experiments	previously	performed	with	[ATP–H2]2–	on	[ADP–H2]2–,	[GDP–H2]2–	and	

[GTP–H2]2–.	We	discovered	that	adenine	and	guanine	nucleotides	exhibit	completely	

different	behaviors,	i.e.,	while	electron	tunneling	resonant	with	the	nucleobase	is	seen	

in	both	 [ATP–H2]2–	 and	 [ADP–H2]2–,	 irradiation	of	 [GDP–H2]2–	 and	 [GTP–H2]2–	with	

4.66	eV	only	yields	evidence	of	direct	detachment.	Evidence	of	intra-molecular	charge	

transfer	between	the	diphosphate	moiety	and	the	nucleobase	is	only	observed	in	the	

case	of	[ADP–H2]2–.	Interestingly,	the	photoelectron	spectra	at	different	wavelengths	

of	the	sodium	adduct	of	[GTP–H2]2–,	[GTP–H3•Na]2–,	suggest	that	an	indirect	process	

is	taking	place	

To	sum	up,	we	have	explored	the	role	of	low-energy	electron	and	photon	damage	

in	 DNA	 by	 studying	 progressively	 more	 complex	 systems,	 starting	 from	 the	 bare	
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chromophore,	and	ending	with	di-	and	triphosphate	nucleotides.	Although	some	of	

the	 studies	 illustrated	 in	 this	 thesis	 are	not	 conclusive,	 and	 further	 research,	 both	

computational	 and	 experimental,	 is	 necessary,	 it	 nevertheless	 represents	 an	

important	steppingstone	for	understanding	the	underlying	mechanisms	of	electron	

damage	in	DNA.	
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On the stability of a dipole-bound state in the
presence of a molecule†

Maria Elena Castellani, Cate S. Anstöter and Jan R. R. Verlet *

Dipole-bound states (DBSs) are diffuse non-valence molecular

orbitals of anions where the electron is bound by the permanent

dipole moment of the neutral core. Here, an experimental study of the

stability of such orbitals under the influence of a perturbing molecular

alkyl chain is presented. Photodetachment action and photoelectron

imaging spectroscopy of five para-substituted phenolate anions with

progressively longer alkyl chains show that the DBS survives in all

cases, suggesting that the perturbation of the orbital is not critical to

the existence of the DBS.

First described by Fermi and Teller in 1947,1 a dipole-bound
state (DBS) is a non-valence electronic state of an anion in
which the electron is bound by the permanent dipole moment
of a neutral molecule, typically in excess of 2.5 D.2–4 Because of
the weak non-valence interaction, the DBS orbital is a highly
diffuse atomic-like orbital, akin to a Rydberg state in a neutral
molecule.5 The DBS can be the ground state or an excited state
of the anion. In addition to being a scientific curiosity, non-
valence anionic states have been implicated as ‘‘door-way’’
states to electron attachment6–11 and are involved in excited
state dynamics of anions.9,12–17 These studies have focussed
exclusively on isolated anions as it is generally accepted that a
DBS cannot survive in the condensed phase because of the
excluded volume imposed by the surrounding molecules. Yet,
to the best of our knowledge, there have been no experiments
aimed at testing this accepted belief. Here, we probe the effect
of an excluded volume imposed by an alkyl chain on the
stability of a DBS and show that the DBS remains observable.

The spectroscopic observation of DBSs can be achieved
through action and photoelectron (PE) spectroscopy. Early
experiments by Brauman and colleagues uncovered their presence
in photodetachment yield spectra,18,19 and such features have been
seen in many other action spectra20–24 and in PE spectra.21,25–30

More recently, Wang and co-workers have elegantly exploited
resonant excitation to a DBS as a sensitive probe of the vibrational
structure of the corresponding neutral, using both action and PE
spectroscopy.31–36 A DBS can also be accessed by Rydberg electron-
transfer spectroscopy, which has been extensively used to probe
their role in electron attachment dynamics.26,37 While many experi-
ments have assessed the effect of the overall permanent dipole
moment and of rotational motion19,38–42 of the neutral core on the
binding energy of the DBS, there have been far fewer studies on the
interaction of a DBS with molecular fragments. A recent study by
Zhu et al.43 showed how a small overlap between a valence system
and a DBS can lead to non-radiative decay of the DBS.

Here we address how a ‘‘non-interacting’’ molecular frag-
ment alters the binding of a DBS. Specifically, our test model
uses para-substituted phenolates in which an alkyl chain of
varying length can ‘‘poke’’ into the DBS orbital to a variable
extent, as shown schematically in Fig. 1. As the saturated alkyl
chain has no dipole moment of its own (see ESI† for calculated
comparison), it can be viewed as non-interacting with the DBS,
except through the excluded volume that the chain will impose
on the orbital. The phenolate anion (C6H5O�) was selected as it
is known to support an excited DBS and because it has been
extensively studied the Wang group.44,45

Fig. 1 Picture of dipole-bound state (DBS) of para-substituted alkyl-
phenolate with varying chain length, n-ph�.
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The details of the experiment have been described previously.46

Phenol (ph), 4-ethylphenol (2-ph), 4-propylphenol (3-ph), 4-pentyl-
phenol (5-ph) and 4-octylphenol (8-ph) were purchased from Sigma
Aldrich and 4-butylphenol (4-ph) from Tokyo Chemical Industry.
The para-substituted phenolate anions, n-ph�, were produced by
deprotonation of their methanolic solution (B1 mM) through
electrospray ionization. Ions were transferred by a capillary into a
vacuum region, guided by a set of ring-electrode ion guides that
also served as ion trap.47 Ion packets were introduced in a collinear
time-of-flight mass spectrometer48 at 10 Hz and the mass-selected
ion-packets were irradiated with laser pulses from a Nd:YAG
pumped optical parametric oscillator. Ejected PEs were captured
and imaged by a velocity-map imaging assembly.49,50 Photo-
detachment action spectra were acquired by monitoring the
total electron yield as a function of wavelength. PE spectra and
angular distributions were derived from the raw images using Polar
Onion Peeling.51 The spectra were calibrated using phenolate,
which has an electron affinity (EA) of 2.235(6) eV.52 The PE spectral
resolution was B5%.

Fig. 2(a) shows the photodetachment action spectrum of
ph� and the five para-substituted phenolates around their
respective thresholds. The spectrum of ph� includes transi-
tions observed by the Wang group44 at much higher resolution
with cryogenically cooled ions. The 0–0, 0–1 and 0–2 transitions
from the ground state to the DBS can be clearly identified as
well as an offset starting just after the 0–0 transition, which
corresponds to direct detachment into the continuum (i.e., only
the 0–0 transition is bound and all others are vibrational
Feshbach resonances). Addition of a short alkyl-chain to form
2-ph� leads to a clear red-shift but the onset of signal steadily

shifts towards higher photon energy as more –CH2– units are
added to the alkyl chain. With increasing n, the 0–0 transition
becomes progressively less distinguishable as the chain length
increases. Specifically, for 2-ph� and 3-ph�, the 0–0 transition
can be clearly discerned, while it is less so for 4-ph� and
essentially becomes unresolved for 5-ph� and 8-ph�. Note that
hot bands can be seen on the red side of the 0–0 transition for
all ions. These are expected because the ions are generated with
an internal temperature of at least 300 K.

The relative shifts of the 0–0 transition to the DBS arises
from an increase in the EA as the chain length is increased.
Fig. 2(b) shows PE spectra of the n-ph� species at hv = 2.48 eV.
The EA of ph sharply decreases upon para-substitution and
then gradually increases as the chain becomes longer. Hence,
assuming that the dipole-moment of n-ph remains constant,
which is supported by our calculations (see ESI†), larger n
(for n Z 2) have a higher 0–0 transition energy for the DBS
peak, consistent with the shift seen in Fig. 2(a).

The most striking observation of Fig. 2(a) is the loss of
resolution of the 0–0 peak. We expect a signal rise near the 0–0
transition regardless of whether the DBS is excited because of
the proximity of the opening of the direct detachment channel
to the DBS. Hence, a possible explanation for the observed loss
in resolution is that the DBS becomes completely disrupted as a
sufficiently long chain perturbs its orbital.

To investigate whether the DBS still exists for larger n-ph�,
PE images were recorded at photon energies resonant with the
0–0 transition energies to the DBS (downward arrows in
Fig. 2(a)). The resulting PE spectra are shown in Fig. 3 with
raw PE images included as insets. The PE images exhibit
two features. The bright inner feature has been intentionally
saturated to enable a second larger ring to be visible. The
corresponding PE spectra show the dominance of the low
energy peak. This peak arises from direct detachment, which
is the main detachment process. Although the extracted PE
spectra seem to contain only this feature, a smaller peak can be
seen around 2.5 eV. Magnifications of the kinetic energy range
beyond 2.0 eV are included in Fig. 3 and shows the peak arising
from the large radii features in the images. The kinetic energy
of this peak indicates that two photons have been absorbed via
an intermediate state.

There are a number of notable features associated with the
two-photon peak. Firstly, the peak is very close to the photon
energy. Hence, the state that is responsible for resonance-
enhancement is weakly-bound. Secondly, the peak is spectrally
narrow. This suggests that the potential energy surface of the
intermediate state is very similar to the final neutral state.
Thirdly, the PE angular distribution associated with the peak
has maxima parallel to the polarization axis (b2 B 1). Such
emission anisotropy indicates that the outgoing PE is predo-
minantly of p-wave character, so that the initial orbital is an
s- or d-like state. Taken together, these observations are con-
sistent with photodetachment from a non-valence state, i.e., the
DBS of n-ph�. Indeed, our data are fully consistent with the
much higher-resolution work from the Wang group on ph�.44

Given that the same resonance enhancement via a DBS is seen

Fig. 2 (a) Photodetachment action spectra for n = 0, 2–5, and 8 near the
photodetachment threshold. Vertical lines dashed lines indicate transitions
measured by Liu et al.44 Vertical arrows indicate excitation energy for
resonance-enhanced photoelectron spectra in Fig. 3. (b) Photoelectron
spectra of phenolate and para-substituted alkyl-phenolate anions at
hv =2.48 eV. All spectra have been vertically offset for clarity. The electron
affinity (EA) is indicated by the vertical pink arrow.
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for all n-ph�, we can conclude that the DBS remains intact,
despite the presence of the alkyl chain.

Considering that the DBS is retained in each compound,
why is a loss in resolution observed in the action spectra? The
alkyl groups are conformationally flexible, especially at 300 K.
For 5-ph, DFT calculations suggest that the energy difference
between geometries optimised from a fully extended and fully
curled alkyl chain is only B0.12 eV (see ESI†). Moreover, we
have calculated the barrier for rotation of 2-ph� to be o80 meV
and this will only be smaller for longer chains.53 Hence, we
anticipate that at 300 K there are many conformations ranging
from ones with an extended chain to ones with a compact
shape. Each conformation is likely to interact differently with
the DBS, leading to a range of electron binding energies of the
DBS, as shown schematically in Fig. 4. The consequence of this
is a decrease in resolution for excitation to the DBS. As the tail
becomes longer, the number of available conformers increases
and the more the chain can interact with the DBS orbital, thus
explaining the loss of resolution with increased chain length.

An alternative explanation for the loss of resolution of the
0–0 transition is that the EA differs for different conformations,
which would lead to a change in excitation energy to the DBS.
However, the PE spectra in Fig. 2(b) do not appear to support
this. A variation in EA with conformational flexibility would
lead to a reduction in the gradient of the PE signal’s rising
edge. This is not quite observed, although there is a clear loss in

resolution also of the PE spectra, starting with the smallest
chains. This loss of resolution has previously been noted also
for ethyl-phenolate.54 Finally, it is also possible that the experi-
ment only samples a sub-set of conformers. Specifically, if only
certain conformers support a DBS, then only those would be
observable. For instance, one might envisage that an alkyl
chain that points into the DBS might be disruptive to the
orbital and, hence, these conformers are not observed. How-
ever, one would expect that such a selectivity would also lead to
a noticeable reduction in the relative signal of resonance-
enhanced signal in Fig. 3, which is not observed.

Loss of DBS resonances in photodetachment spectra have
previously been noted by Brauman and co-workers.19,38,39 The
loss was attributed to the rotational motion of the neutral core;
when the dipole moment rotates then the DBS electron lags
behind and the effective dipole moment is reduced. If suffi-
ciently fast, the reduction in dipole moment renders the DBS
unbound. In the present case, an increase in n is expected to
reduce the rotational speed of the dipole moment. Hence, it
seems unlikely that rotational motion is the cause of the
reduced resolution. Interestingly, Walthall et al. also noticed
a loss of resolution in the photodetachment spectra of 4-X
cyclohex-1-enolate when X = methyl was replaced by X = ethyl.39

This was considered to be a consequence of the coupling of the
ethyl twisting to the rotational motion of the molecule, making
the DBS unstable. However, we have shown here that such loss
of resolution does not necessarily mean that the DBS is not
present. It would be of interest to revisit some of these previous
studies using resonance-enhanced PE spectroscopy.

The observation of a PE angular distribution with maxima
parallel to the polarisation axis is consistent with photo-
emission from a DBS.14,15,55 Perhaps surprisingly, however,
there is no qualitative change in the b2 parameter as a function
of chain length. We had suspected that perhaps an alkyl chain
‘‘poking’’ a hole into a DBS orbital might alter the PE angular
distribution, but this appears not to be the case, although we
stress that our experiments measure an average of all conforma-
tions and so we might not be sensitive to such small effects.

While our 300 K experiments are of much reduced resolu-
tion compared to the experiments by the Wang group,44 there
may be some advantages. Under cryogenic conditions, only a
few conformations will be present, and these may be the ones

Fig. 3 Two-photon resonance-enhanced photoelectron spectra of phenolate
and para-substituted alkyl-phenolate anions recorded at photon energies
that are resonant with a DBS (see Fig. 2(a)). The signal has been amplified at
higher electron kinetic energies (42.0 eV) for clarity. Inset are the raw
photoelectron images from which the spectra have been extracted. The
central feature has been intentionally saturated to emphasise the outer
narrow and anisotropic ring.

Fig. 4 Schematic diagram of effect of temperature on the conformational
freedom of alkyl chain and the corresponding effect on the binding energy
of the dipole-bound state.
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that avoid the DBS orbital. Nevertheless, such cold experiments
will be valuable, especially when combined with computational
studies which are much more difficult at 300 K.

We have shown that a DBS is not destroyed by the presence
of an alkyl chain, but can it survive in the bulk? In an apolar
solvent, the density of molecules is too large and the excluded
volume will not allow a DBS to exist. In polar solvents, the
solvent itself can provide a dipolar stabilisation as is the case
for charge-transfer-to-solvent (CTTS) states,56–58 which may be
viewed as a DBS. However, much of biology exists as soft-
matter, for which the molecular density can be much lower.
For example, proteins contain large vacant pockets, which
could accommodate a DBS that may have small molecular
fragments poking into it. It is also noteworthy that the most
stable conformation of tyrosine is the para-substituted pheno-
late anion rather than the carboxylic acid.59
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Abstract: A carboxylated adenosine analog (C-Ado−) has been synthesized and probed via time-
resolved photoelectron spectroscopy in order to induce intra-molecular charge transfer from the
carboxylic acid moiety to the nucleobase. Intra-molecular charge transfer can be exploited as starting
point to probe low-energy electron (LEE) damage in DNA and its derivatives. Time-dependent
density functional theory (TD-DFT) calculations at the B3LYP-6311G level of theory have been
performed to verify that the highest occupied molecular orbital (HOMO) was located on carboxylic
acid and that the lowest occupied molecular orbital (LUMO) was on the nucleobase. Hence, the
carboxylic acid could work as electron source, whilst the nucleobase could serve the purpose of
electron acceptor. The dynamics following excitation at 4.66 eV (266 nm) were probed using time-
resolved photoelectron spectroscopy using probes at 1.55 eV (800 nm) and 3.10 eV (400 nm). The data
show rapid decay of the excited state population and, based on the similarity of the overall dynamics
to deoxy-adenosine monophosphate (dAMP–), it appears that the dominant decay mechanism is
internal conversion following 1ππ* excitation of the nucleobase, rather than charge-transfer from the
carboxylic acid to the nucleobase.

Keywords: photoelectron spectroscopy; low energy electron damage in DNA; charge transfer

1. Introduction

DNA is one of the most important biomolecules, as it contains genetic information
that is essential to most forms of life. DNA can suffer damage from different sources, for
example radiation or oxidizing agents [1–3]. For high-energy radiation such as X-rays
used in radiography or beta-radiation emitted in the Chernobyl disaster 35 years ago, it
is the secondary products rather than the primary radiation that causes the largest dis-
ruptions [4,5]. The high-energy radiation ionizes predominantly water to form secondary
electrons with a kinetic energy (eKE) between 0 and 20 eV. These so-called low energy
electrons (LEEs) are responsible for severe DNA lesions, such as single- and double-strand
breakages, which can ultimately lead to cell death and disease [6].

LEEs can attach to any of the nucleotide’s components, i.e., the nucleobase, sugar and
phosphate [7–9]. At very low energy, LEEs can attach as a dipole bound state (DBS) outside
the molecular framework [10,11]. LEE attachment can lead to the formation of metastable
anionic states known as temporary negative ions or resonances, which are responsible
for inducing mutagenesis in living organisms [12,13]. Boudaiffa et al. [14] showed that
single-strand breaks are caused by core-excited (Feshbach) resonances, which are produced
by electron attachment to the π* orbitals of the nucleobases. Conversely, electrons with eKE
< 3 eV cause the formation of shape resonances [7,15,16], in which dissociative channels,
involving mainly dehydrogenation, but also cleavage of the phosphodiester and glycosidic
bonds, are active [4,6,17–19]. The mechanism comprises electron migration from the π*
orbital on the nucleobase to the σ* orbital of either the C-O, N1-C or N-H bond, with subse-
quent dissociation of the σ bond [4,20–22]. Computational and experimental evidence [23]
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suggests that electrons with energy > 2 eV can occupy the π* orbital of the phosphate group
and contribute to single-bond breaks. Moreover, due to its low energy barrier and the high
electron affinity (EA) of the phosphate group, the phosphodiester bond, together with the
N1-C bond, is the most probable to undergo cleavage caused by shape resonances [24].

LEE-induced damage has been extensively studied by Sanche and co-workers through
electron scattering measurements, in which whole DNA samples are irradiated with an elec-
tron beam, and then the products, formed across a spectrum of incoming electron energies,
are probed [6,9,12–14,21–25]. However, in order to probe the dynamics of the processes
and thus offer a direct experimental window into the mechanisms at play, time-resolved
spectroscopy is required. Probing LEE-driven chemistry in the time-domain remains
challenging. One approach is to access the resonances from an anionic ground state and
subsequently probe the dynamics using time-resolved photoelectron spectroscopy [26,27].
We have developed and exploited such methods—however, they are limited to molecules
that have a positive electron affinity. An alternative method involves the use of iodide as
a source of LEEs. Specifically, the Johnson group showed how photoexcitation of iodide-
molecule clusters accesses the dipole-bound state of the clustered molecule [28–33]. The
Neumark group [34–38] has elegantly extended this method to the time-domain using time-
resolved photoelectron imaging, including on I−•N (N = nucleobase) clusters. However,
these methods are limited by two main factors: (1) the iodine remains present and may be
more than a mere spectator and (2) the excitation energy of the charge-transfer transition
from iodide is at relatively high photon energies that often coincide with absorption bands
on the nucleobase. Still, this is an excellent approach to probing the role of non-valence
states in electron capture [39,40].

In the present study, we explore the feasibility of a new approach based on the use
of an intra-molecular electron source using photo-induced charge-transfer. In principle, a
nucleotide would be an ideal candidate, given that the phosphate is negatively charged: one
might envisage the possibility of performing a charge-transfer transition to the nucleobase,
then subsequently probing the dynamics using time-resolved photoelectron spectroscopy.
However, the electron affinity of the phosphate group is very large and would require hv
> 5 eV [41,42]. Instead, here we explore the use of a different source of electrons based
on a carboxylic acid. Specifically, following the method by Widlanski and Epp [43], we
synthesized an adenosine analog with a carboxylic group in 5′ position (C-Ado). The –OH
moieties of the sugar in position 2′ and 3′ are protected with an isopropyl function, in order
to prevent deprotonation. If the highest occupied molecular orbital (HOMO) is located
on the carboxylic acid, one could envision a charge-transfer transition occurring from the
carboxylic acid moiety to the π* state on the nucleobase.

2. Results

To assess whether the electronic structure of C-Ado is suitable, density function
theory (DFT) calculations were performed. The minimum energy structure of C-Ado− was
obtained at the B3LYP-6311G level of theory and is shown in Figure 1. As the hydroxyl
groups on the ribose are inaccessible due to the protective group, the only deprotonation site
is the carboxyl group, and this is where the negative charge is hosted. The calculated vertical
detachment energy (VDE) and adiabatic detachment energy (ADE) resulted, respectively,
4.48 eV and 4.29 eV.

Time-dependent DFT calculations were used to compute the molecular orbitals (MOs).
The highest occupied MO (HOMO), lowest unoccupied MO (LUMO), and relevant π MOs
of C-Ado− are shown in Figure 2 along with the relevant energetics. The HOMO, as
expected, is predominantly located on the carboxylic acid moiety, with some charge density
extending onto the ribose sugar. The initial state for the charge-transfer transition and is
also hosted by the carboxyl group and is the HOMO-1 but it is essentially degenerate to
the HOMO. The LUMO is an anti-bonding π* orbital of the nucleobase, as can be seen in
Figure 2. This is the lowest resonance of the nucleobase (shape resonance). The lowest
energy charge-transfer transition from the carboxylic acid to the nucleobase excites this π*
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orbital and so, in principle, such an excitation can directly mimic electron capture via the
shape resonance. However, the π* orbital is also involved in the ππ* transition localized
on the nucleobase. The ππ* transition is calculated at 5.18 eV (239 nm), while the charge
transfer transition is higher, at 5.25 eV (236 nm). Hence, both transitions are very close
in energy according to the calculations. We stress however that the calculations are not
intended to offer quantitative insight and rather to obtain some qualitative information on
the relevant transitions and their relative energies.
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The excited state dynamics following excitation of C-Ado− at 4.66 eV (266 nm) were
probed using time-resolved photoelectron imaging using both a 1.55 eV (800 nm) probe
or a 3.10 eV (400 nm) probe. The results from these experiments are shown in Figure 3a,b,
respectively. In Figure 3, the photoelectron signal from the pump only (i.e., before t = 0)
has been subtracted from each time-resolved spectrum to leave only the temporally evolv-
ing dynamics.
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Figure 3. (a) Time-resolved photoelectron spectrum of C-Ado− recorded with pump energy of
266 nm and probe energy of 800 nm between −150 and 450 fs; (b) Time-resolved photoelectron
spectrum of C-Ado− recorded with pump energy of 266 nm and probe energy of 400 nm between
−200 and 400 fs. The maximum overlap between pump and probe pulse is taken as 0 fs reference.

In Figure 3a, two distinct photoelectron features can be observed at different kinetic
energies. At very low KE (<0.15 eV), a narrow peak is seen near t = 0, which appears to
have a shoulder extending out to ~1 eV. The dynamics of the higher KE feature appear to
be faster than the low KE peak. In an attempt to probe a slightly larger Franck–Condon
window, we also probed the same dynamics with a 3.10 eV probe as shown in Figure 3b.
Unfortunately, these data are of slightly poorer signal-to-noise compared to the spectra
with the 1.55 eV probe.

The time-resolved spectra in Figure 3b can be roughly divided into a number of
distinct features. The first at low KE is similar to that observed with the 1.55 eV probe. It
is a narrow peak with KE < 0.2 eV. There is also a feature between 0.2 < KE < 1.0 eV that
seems to decay at a similar timescale to the low KE peak. At higher energy still, 1.0 < KE <
2.5 eV, a third feature can be discerned, but only near t = 0.

The time-resolved photoelectron spectrum at t~0 can be used to extract an approximate
value of the ADE for C-Ado−. To improve the signal to noise, we have taken the average of
three spectra at t~0 fs and from the maximum KE of these, we conclude that the ADE~5.2 eV
for both the experiment with a 1.55 eV and the one with a 3.10 eV probe pulse. Note that
the ADE determined in this manner is that associated with the initial excitation because it
is determined using a resonance-enhanced scheme.

To analyze the decay dynamics of the spectral features identified in Figure 3, we
consider the integrated photoelectron signal over specific spectral ranges. These are shown
in Figure 4 for the data taken with a 1.55 eV probe in (a) and a 3.10 eV (b). In Figure 4a,
the total integrated signal is shown along with the dynamics associated with the two
features—the peak at low KE and the shoulder at 0.2 < KE < 1.0 eV. The latter have been
normalized to a common maximum integrated intensity to allow for easy comparison of the
dynamics of the individual features. Both features decay very rapidly and with essentially
identical dynamics, suggesting that both peaks are a measure of the same excited state
population dynamics. The total integrated dynamics are best fit to a sequential decay
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process, A→B→C, where both A and B are observable, and C is some final state that is not
observable with the 1.55 eV probe pulse. The fit is included in Figure 4a and shows that the
two decay lifetimes are τAB = 100 fs and τBC = 330 fs. Given that the instrument response
function (cross-correlation of pump and probe) is ~100 fs, τAB is effectively within our
time-resolution.
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Figure 4. (a) Total integrated photoelectron signal with pump energy of 266 nm and probe energy of 400 nm (blue dots)
plotted in function of time, with corresponding fits; (b) Integrated photoelectron signal with pump energy of 266 nm and
probe energy of 800 nm over different energy ranges. (c) Same as (a) with pump energy of 266 nm and probe energy of
800 nm; (d) Same as (b) with pump energy of 266 nm and probe energy of 400 nm. Black lines in (a,c) are fit to total signal;
dashed green and red lines are fits to kinetic model for the fast and slow component, respectively.

Performing a similar analysis for the data using a 3.10 eV probe is shown in Figure 4b.
The total integrated photoelectron signal can similarly be fitted to a sequential decay as
shown, which yields decay lifetimes of τAB = 250 fs and τBC ~ 6.2 ps (although the latter
has a very large error as we have not measured the complete decay of this signal). However,
dividing up the spectral ranges into representative slices, as shown in Figure 4b, reveals
that the decay lifetime scales inversely with the KE of the photoelectron signal. Specifically,
for 2.0 < KE < 2.5 eV, the signal decays very fast and essentially appears as the Gaussian
instrument response function. The decay for 1.0 < KE < 2.0 eV is slightly slower with a
small offset at longer times which becomes even slower for 0.2 < KE < 1.0 eV and with a
larger long-time offset and again for the 0.0 < KE < 0.2 eV range. Additionally, it is clear
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that the rise of the signal is delayed at lower KE, suggesting that the photoelectron signal
is effectively shifting to lower KE as time progresses. Hence, even though the fit to the
sequential decay is good, it does not capture the true dynamics taking place.

3. Discussion

In line with our design aims, calculations show that the HOMO of C-Ado− is pre-
dominantly localized on the carboxylic acid and the LUMO/π* orbital on the nucleobase.
Moreover, a charge-transfer transition calculated to lie at ~5.25 eV is accessible and can, in
principle, be used to drive an intramolecular charge injection onto the nucleobase. However,
it is also clear that the ππ* transition on the nucleobase alone is also near to this computed
energy and would provide an alternative to the intended charge-transfer. Nevertheless,
our computations were used predominantly as a guide of the electronic structure rather
than an absolute indicator and we note that much higher-level calculations have been used
in literature [41]. In particular, calculations of transition energies may be expected to have
large associated errors. Perhaps surprising is the poor agreement between the computed
ADE (4.29 eV) and that measured at ~5.2 eV. However, it is important to underline that
the experimental value does not necessarily correspond to the computed ADE. As the
HOMO is localized predominantly on the carboxylic acid, the computed ADE corresponds
to the removal of an electron from this site. The experimental ADE is derived from a
resonance-enhanced measurement. If the initial excitation is localized on the nucleobase,
then the measured ADE will correspond to the ionization energy of the nucleobase in
C-Ado−. Note that the measured ~5.2 eV is not that dissimilar to the ionization of adenine
in the phosphorylated nucleotide, dAMP−, measured to be 5.65 ± 0.15 eV [41,42]. Hence,
it is important to know where the initial excitation takes place, for which the time-resolved
measurements may provide some insight.

The time-resolved measurements in Figure 4 show that the dynamics are rapid and
that the 1.55 eV probe is probing only a small fraction of the excited state evolution. We
therefore focus the discussion on the dynamics observed with the 3.10 eV probe. This
shows that the initially excited is very short lived and appears to shift towards lower KE
on a timescale of a few 100s fs. Overall, these dynamics are similar to those observed for
dAMP− [41,42] following excitation and probing at the same energies. While it is difficult to
correlate the exact timescales, the overall shifting towards lower KE also occurs in dAMP−

and this was assigned to motion on the ππ* state away from the Franck–Condon region.
That population then decays on a 290 fs timescale by internal conversion leaving no excited
state photoelectron signal beyond ~1 ps. The same population dynamics are also seen
in bare adenine, 9-methyl-adenine, adenine oligonucleotides and adenine triphosphate
dianions [42,44–47]. Hence, it is not wholly unsurprising that similar overall dynamics are
observed in C-Ado−.

While the initial dynamics are similar, it is apparent from Figure 4b that some pop-
ulation remains after 1 ps. It should be noted that this signal is at very low KE, where
noise is most severe and, therefore, there is some uncertainty in this signal and certainly in
its subsequent decay. Nevertheless, it does appear that there are differences between the
observed dynamics in dAMP− and C-Ado− at longer times. The main difference between
the two systems is the availability of the charge-transfer transition that is predicted at
a very similar excitation energy as the ππ* state in C-Ado−. Hence, the low KE signal
seen in C-Ado− for t > 1 ps could, in principle, be associated with population arising
from charge-transfer. The excited state produced following such an excitation would leave
the negative charge localized on the nucleobase and appears to have a longer lifetime.
However, our data are of insufficient quality to analyze the evolution nor to be certain that
the charge-transfer transition is excited.

Taking the above observations together, it appears that the majority of the excitation
energy excites population into the nucleobase-centered ππ* state. This then decays in a
similar manner as other adenine and purine derivatives [44,45,48]. The lack of very clear
evidence for differing dynamics may be due to the oscillator strength for direct charge-
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transfer excitation from the carboxylate to the nucleobase being much smaller than that
for the ππ* transition. Hence, despite lowering the electron affinity of the compound,
substitution of the phosphate group with a carboxylic acid does not red-shift the charge-
transfer transition sufficiently to avoid the ππ* transition. Nevertheless, we believe that
the principle remains valid, and that the present study offers valuable lessons moving
forward in the design of nucleotide-derivatives with different substituents. Specifically,
one should aim to reduce the EA further for the anion group and to reduce the transition
energy of the charge-transfer state. Possible modification could include the incorporation
of hydroxyl groups that have been observed to lower the EA in substituted benzene
derivatives [49]. Alternatively, on might consider attaching a nearby chromophore whose
excited state has a similar energy to the π* MO on the nucleobase to affect charge-transfer.
The current preliminary study is intended to serve as a stepping-stone for future work,
which will aim to understand how to exploit intra-molecular charge transfer as a probe
for low-energy electron damage in DNA and its derivatives, but it may open up exciting
opportunities to probe electron-driven chemistry in DNA. Coupling this experimental
approach with quantum dynamics calculations, particularly surface hopping, could help
in better understanding the extent of charge-transfer in DNA. [50–53]

4. Materials and Methods

A detailed description of the instrument can be found in previous publications [54,55].
Carboxylated-5′-adenosine (C-Ado) was prepared following the protocol reported by Epp
and Widlanski [43]. 1 mM of C-Ado was dissolved in methanol, adding few drops of NH4
in MeOH to facilitate deprotonation. The solution was pushed through a syringe into the
first vacuum region of the apparatus, in which the anions were produced by electrospray
ionization (ESI). Sets of ring-electrode ion guides guided the ions through a potential
gradient towards a pulsed ion trap, then focused collinearly into a Wiley–McLaren time-
of-flight mass spectrometer [56]. The mass-selected ion packet was irradiated with laser
pulses obtained from a commercial Ti:Sapphire laser. The fundamental at 1.55 eV and the
second harmonic at 3.10 eV were used as probe pulses for different experiments. The third
harmonic was instead used as a pump pulse, with ~100 fs temporal resolution. The thus-
produced photoelectrons were collected and imaged using a perpendicular velocity-map
imaging (VMI) arrangement [57]. Onion peeling in polar coordinates was exploited for
spectral extraction [58]. The well-known PE image of I− was chosen as calibrant. Spectral
resolution resulted in ∼5% of the kinetic energy.

Platinum plated VMI electrodes were used in order to ameliorate the signal-to-noise
ratio, thanks to the higher work-function of platinum compared to stainless steel [59]. For
background subtraction, as well as to increase PE signal, the PE images were collected with
both the ion trap open and closed at ~1 Hz. A more detailed description of this procedure
can be found here [46].

Time-resolved data were analyzed first by integration, then fitted to a given function
to extract quantitative information. The model we use exploits exponentially modified
Gaussian functions convoluted with the instrument response over time, which is given by
the cross-correlation of the pump-probe signal. Details on the analytical expression of the
fit can be found here [60].

Density functional theory (DFT) calculations have been performed with the soft-
ware Gaussian09 [61], and the results visualized with GaussView 4. B3LYP (Becke three-
parameter hybrid functional combined with Lee-Yang-Parr correlation functional) exchange
correlation functional was used [41] together with the 6-311G basis set [62,63]. Diffuse
and polarization functions were added. For molecular orbital visualization, the corrected
functional CAM-B3LYP was instead used [64].
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52. Mitrić, R.; Petersen, J.; Bonačić-Koutecký, V. Laser-field-induced surface-hopping method for the simulation and control of
ultrafast photodynamics. Phys. Rev. A 2009, 79, 053416. [CrossRef]

53. Mavri, J. Molecular Dynamics with Nonadiabatic Transitions: A Comparison of Methods. Mol. Simul. 2000, 23,
389–411. [CrossRef]

54. Lecointre, J.; Roberts, G.M.; Horke, D.A.; Verlet, J.R.R. Ultrafast Relaxation Dynamics Observed Through Time-Resolved
Photoelectron Angular Distributions. J. Phys. Chem. A 2010, 114, 11216–11224. [CrossRef]

http://doi.org/10.1021/jp509102p
http://doi.org/10.1021/ar950061f
http://doi.org/10.1063/1.472529
http://doi.org/10.1021/acs.jpca.0c00853
http://doi.org/10.1063/1.469727
http://doi.org/10.1039/a909550k
http://doi.org/10.1063/1.469079
http://doi.org/10.1039/C8CP07831A
http://www.ncbi.nlm.nih.gov/pubmed/30855623
http://doi.org/10.1063/1.4903197
http://www.ncbi.nlm.nih.gov/pubmed/25494752
http://doi.org/10.1039/c3fd20158a
http://www.ncbi.nlm.nih.gov/pubmed/24020196
http://doi.org/10.1021/ja312414y
http://doi.org/10.1063/1.4923343
http://doi.org/10.1063/1.4929995
http://doi.org/10.1038/nchem.2912
http://doi.org/10.1073/pnas.0405157101
http://doi.org/10.1021/jp4041315
http://doi.org/10.1021/jo981316g
http://www.ncbi.nlm.nih.gov/pubmed/11674117
http://doi.org/10.1021/jz500264c
http://www.ncbi.nlm.nih.gov/pubmed/26274076
http://doi.org/10.1146/annurev-physchem-040215-112428
http://doi.org/10.1021/acs.jpca.1c01646
http://doi.org/10.1021/acs.jpclett.0c02089
http://doi.org/10.1039/C4SC01493F
http://doi.org/10.1007/BF00518439
http://doi.org/10.1063/1.1675788
http://doi.org/10.1063/1.467455
http://doi.org/10.1103/PhysRevA.79.053416
http://doi.org/10.1080/08927020008023010
http://doi.org/10.1021/jp1028855


Molecules 2021, 26, 2877 10 of 10

55. Stanley, L.H.; Anstöter, C.S.; Verlet, J.R.R. Resonances of the anthracenyl anion probed by frequency-resolved photoelectron
imaging of collision-induced dissociated anthracene carboxylic acid. Chem. Sci. 2017, 8, 3054–3061. [CrossRef]

56. Wiley, W.C.; McLaren, I.H. Time-of-Flight Mass Spectrometer with Improved Resolution. Rev. Sci. Instrum. 1955, 26,
1150–1157. [CrossRef]

57. Horke, D.A.; Roberts, G.M.; Lecointre, J.; Verlet, J.R.R. Velocity-map imaging at low extraction fields. Rev. Sci. Instrum. 2012, 83,
063101. [CrossRef] [PubMed]

58. Roberts, G.M.; Nixon, J.L.; Lecointre, J.; Wrede, E.; Verlet, J.R.R. Toward real-time charged-particle image reconstruction using
polar onion-peeling. Rev. Sci. Instrum. 2009, 80, 053104. [CrossRef]

59. Fingerman, S. CRC Handbook of Chemistry and Physics: A Ready-Reference Book of Chemical and Physical Data, 87th ed.; Sci-Tech News;
CRC Press: Boca Raton, FL, USA, 2007; Volume 61, p. 38.

60. Horke, D.A. Femtosecond Photoelectron Imaging of Anions; Durham University: Durham, UK, 2012.
61. Frisch, M.J.; Schlegel, H.B.; Scuseria, G.E.; Robb, M.A.; Cheeseman, J.R.; Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G.A.;

Nakatsuji, H.; et al. Gaussian 09; Gaussian, Inc.: Wallingford, CT, USA, 2009.
62. Krishnan, R.; Binkley, J.S.; Seeger, R.; Pople, J.A. Self-consistent molecular orbital methods. XX. A basis set for correlated wave

functions. J. Chem. Phys. 1980, 72, 650–654. [CrossRef]
63. McLean, A.D.; Chandler, G.S. Contracted Gaussian basis sets for molecular calculations. I. Second row atoms, Z = 11–18. J. Chem.

Phys. 1980, 72, 5639–5648. [CrossRef]
64. Yanai, T.; Tew, D.P.; Handy, N.C. A new hybrid exchange–correlation functional using the Coulomb-attenuating method

(CAM-B3LYP). Chem. Phys. Lett. 2004, 393, 51–57. [CrossRef]

http://doi.org/10.1039/C6SC05405F
http://doi.org/10.1063/1.1715212
http://doi.org/10.1063/1.4724311
http://www.ncbi.nlm.nih.gov/pubmed/22755609
http://doi.org/10.1063/1.3126527
http://doi.org/10.1063/1.438955
http://doi.org/10.1063/1.438980
http://doi.org/10.1016/j.cplett.2004.06.011


Site-Specific Photo-oxidation of the Isolated Adenosine-5′-
triphosphate Dianion Determined by Photoelectron Imaging
Maria Elena Castellani,§ Davide Avagliano,§ Leticia Gonzaĺez,* and Jan R. R. Verlet*
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ABSTRACT: Photoelectron imaging of the isolated adenosine-5′-triphosphate dianion
excited to the 1ππ* states reveals that electron emission is predominantly parallel to the
polarization axis of the light and arises from subpicosecond electron tunneling through
the repulsive Coulomb barrier (RCB). The computed RCB shows that the most probable
electron emission site is on the amino group of adenine. This is consistent with the
photoelectron imaging: excitation to the 1ππ* states leads to an aligned ensemble
distributed predominantly parallel to the long axis of adenine; the subsequent electron
tunneling site is along this axis; and the negatively charged phosphate groups guide the
outgoing electron mostly along this axis at long range. Imaging of electron tunneling from
polyanions combined with computational chemistry may offer a general route for probing
the intrinsic photo-oxidation site and dynamics as well as the overall structure of complex
isolated species.

Photo-oxidation is an important source of biological
damage, especially in DNA and its derivatives. All of the

nucleobases possess bright 1ππ* states that can readily absorb
ultraviolet light. Adenine in particular is a common nucleobase,
as it is present not only as one of the four DNA bases but also
in adenosine triphosphate (ATP) and nicotinamide adenine
dinucleotide, which are central to cell energy distribution and
metabolism, respectively.1,2 To gain an understanding of the
intrinsic photoresponse of such molecules, gas-phase spectros-
copy in conjunction with electronic structure theory has played
an important role.3,4 For example, gas-phase environments
have been used to probe the decay dynamics of photoexcited
nucleobases,5−8 nucleotides9 and oligonucleotides;10 the
ionization potentials of the nucleobases in nucleotides;9,11

their geometric structures;12−16 and their photodissociation
products.17,18 The phosphate groups render most nucleotide
derivatives negatively charged, and therefore, multiple
phosphates lead to polyanions. While ubiquitous in the
condensed phase, a polyanion of charge Q can also exist in
the gas phase, but with the unique property that oxidation
leads to a repulsive Coulomb barrier (RCB) between the
departing electron and the remaining molecule with overall
charge Q + 1.19−22 Here we exploit the unique properties of
the RCB to determine the location of photo-oxidation in
isolated doubly deprotonated adenosine-5′-triphosphate dia-
nions, [ATP−H2]

2−, and as a crude probe of its molecular
structure.
The electronic RCB arises from a balance between short-

range attraction and long-range repulsion and has been
extensively studied both theoretically20,21,23 and experimen-
tally.22,24 The latter has been conveniently enabled by
photoelectron (PE) spectroscopy of the polyanion.19,22,25−27

Consider a dianion, as in the case of [ATP−H2]
2−. In the

absence of photoexcited states, the RCB height shown in
Figure 1a can be directly measured from an electron kinetic
energy (eKE) cutoff in the PE spectrum below which a PE
cannot be emitted. If an excited state of the dianion lies below
the RCB but higher than the adiabatic detachment energy
(ADE) of the dianion, then the excited state will be a
resonance and will be metastable with respect to electron
tunneling through the RCB. This scenario is shown in Figure
1a. The tunneling lifetime can be directly measured using time-
resolved PE spectroscopy.28 Moreover, the RCB is not
isotropic and depends on the relative location of the charged
sites with respect to the departing electron. This anisotropy
can be clearly seen in the computation of the RCB and in
principle can be probed experimentally through PE imaging.29

However, to do so requires a connection between the
laboratory and molecular frames of reference, as the experi-
ment probes only the laboratory-frame PE angular distribution.
Such a connection can be most conveniently attained through
photoexcitation of a chromophore with a known transition
dipole moment, as has been shown for a model dianion.30

While PE spectroscopy of polyanions has been predominantly
an academic curiosity, there have been some PE spectroscopic
measurements on polyanionic DNA fragments.17,31−39 In
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particular, Schinle et al.34 performed a study of adenosine
diphosphate, [ADP−H2]

2−, and [ATP−H2]
2−. For the latter,

they observed no PE emission for excitation at 4.66 eV,
although the photodetachment action spectrum by Cercola et
al.17 clearly suggests that such emission should be present.
Here we observe this emission, show that it arises from
resonance tunneling, and, with the aid of electronic structure
calculations, reveal that photo-oxidation leads to electron
emission from the amino group of adenine.
Figure 1b shows the PE spectrum of mass-selected [ATP−

H2]
2− taken with 4.66 eV light pulses derived from either a

nanosecond laser (∼5 ns pulse duration) or a femtosecond
laser (∼80 fs pulse duration). The PE spectra using the
different light sources are essentially indistinguishable and
show a dominant detachment feature that peaks at eKE = 0.55
eV with a slight shoulder at higher eKE. The PE spectra were
obtained from their respective PE images, an example of which
is shown in the Figure 1b inset. The PE feature at eKE = 0.55
eV is correlated with the intense anisotropic inner ring. The
anisotropy of this feature peaks parallel to the polarization axis
of the light, ε. The PE angular distribution, I(θ) ∝ 1 +
1/2β2[3 cos2(θ) − 1], where θ is the angle between ε and the
velocity vector of the emitted electron, can be quantified using
the anisotropy parameter β2.

40−42 For the dominant feature at
eKE = 0.55 eV, β2 = +0.69 ± 0.07.
Schinle et al.34 determined the adiabatic and vertical

detachment energies of [ATP−H2]
2− to be 3.35 ± 0.11 and

4.01 ± 0.08 eV, respectively, and estimated the RCB to have a
height of ∼1.9 eV. Accordingly, the PE spectra in Figure 1b
would arise from resonance tunneling. We verified this using
time-resolved PE spectroscopy, which probed the initially
excited state pumped at 4.66 eV with a 1.55 eV probe photon.
The probe detaches a fraction of the excited-state population
generating the electron signal at higher eKE. Concomitantly,
the peak at 0.55 eV is depleted as less population is available to
tunnel. The integrated time-resolved PE signal over the energy
range 0.9 < eKE < 2.0 eV, which probes the excited-state
population as a function of the pump−probe delay time, t, is
shown in Figure 1c, together with a fit to the data. The
measured excited state lifetime is 190 ± 30 fs. This decay
depends on the electron tunneling lifetime, τtun, as well as any
other decay processes that may compete, such as internal
conversion, which is known to be fast in adenine following
excitation to the 1ππ* states.5,6 Unfortunately, the signal-to-

noise ratio in the time-resolved PE spectra was insufficient to
allow further data analysis. However, Cercola et al.17 measured
the relative quantum yields of electron emission and
photodissociation. Assuming a simple competitive first-order
kinetic model might then suggest that τtun is ∼2.5 times the
observed lifetime, allowing us to estimate τtun as ∼475 fs.
Figure 2 shows the computed RCB for [ATP−H2]

− + e− in
the xz plane containing the adenine ring system, as shown.
Details of the calculation of the RCB are given in section S1.2
in the Supporting Information, as well as a larger region of the
plane (Figure S2). The loss of a π electron from adenine
results in an RCB that is highest near the phosphate groups,
where most of the negative charge resides. However, the
potential energy is also highly structured on adenine itself. The
lowest-energy saddle point of the RCB can be found at the
amino group, as is more clearly shown in Figure 2b, and has a
computed barrier height of 0.57 eV. Although this is different
from the 1.9 eV RCB estimated by Schinle et al.,34 caution
should be applied regarding the previous PE spectrum. First,
the PE spectrum by Schinle et al. was taken at a photon energy
of 6.42 eV, which is likely to be resonant with excited states of
not just the nucleobase but also the sugar and phosphate. It has
been shown that the presence of resonances can lead to
significant complications in terms of assigning the RCB from
the PE spectrum.22 Second, at a photon energy of 6.42 eV,
electron emission (direct or by tunneling) can arise from
several sites of [ATP−H2]

2−, and it is not known a priori
which one results in the strongest signal.11 In the present
experiment, the photon energy of 4.66 eV is resonant only with
excited states localized on the nucleobase, ensuring that the
electron is removed exclusively from the nucleobase.43 In a
separate experiment, we focused the femtosecond 4.66 eV light
in the interaction region to obtain the two-photon resonance-
enhanced PE spectrum shown in Figure 3a. This shows an
onset of the eKE signal at ∼5.2 eV, which yields the ADE
associated with the nucleobase: ADEA = 2 × 4.66 − 5.2 = 4.1
eV. However, the highest occupied molecular orbital is also on
the nucleobase, so this measured ADEA is probably equivalent
to the ADE of [ATP−H2]

2−. The computed RCB is consistent
with our measurements. Given τtun < 1 ps, the resonance
leading to the peak at eKE = 0.55 eV will be near the lowest
RCB saddle point (as previously seen for the fluorescein
dianion),28 which is energetically close to the calculated RCB
height of 0.57 eV. The RCB for a plane perpendicular to the

Figure 1. (a) Schematic of the repulsive Coulomb barrier (RCB), indicating its height as a function of the distance between [ATP−H2]
− and the

free electron, and the adiabatic detachment energy (ADE). (b) Photoelectron spectra of [ATP−H2]
2− taken at 4.66 eV with femtosecond (blue)

and nanosecond (black) light pulses. The inset is a photoelectron image of [ATP−H2]
2− taken at 4.66 eV with nanosecond light pulses, with the

polarization vector, ε, indicated. (c) Integrated pump−probe photoelectron signal following excitation to 1ππ* states.
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nucleobase was also computed (see Figure S3), but the
emission barrier along the yz plane was found to be higher than
that along the xz plane. While the signal at 0.55 eV is
consistent with tunneling through the RCB, it may also arise
from direct detachment or autodetachment from the 1ππ*
states. We explored these possibilities by measuring the PE
spectra over a range of photon energies from 4.43 to 4.77 eV
(280 to 260 nm) as shown in Figure 3b. The PE peak at eKE =
0.55 eV does not shift despite the change in hν by 0.34 eV,
which should be readily observable. This observation excludes
direct detachment. Autodetachment could still be consistent,
but in that case, the electron simply tunnels through a different
potential barrier and does not affect the following arguments
concerning the angular distributions. Finally, we briefly
comment on the possibility that the peak at 0.55 eV arises
from thermionic emission (i.e., statistical electron emission
from the ground state of the dianion following internal
conversion from the 1ππ* states). After all, some ground-state
recovery does take place, as shown by Cercola et al.17 By
delaying an electronic gate on the detector, we showed that all
of the electron emission takes place within 100 ns, thus
excluding thermionic emission, which proceeds on a much

longer time scale. Moreover, the photoelectron spectrum and
angular distribution would be inconsistent with such a process.
An electron produced by tunneling will subsequently move

along a trajectory determined by the RCB. Given the RCB in
Figure 2a, intuition suggests that such a trajectory will avoid
the high potential associated with the phosphate groups. The
PE image inset in Figure 1b in principle contains this
directional information. The resonance initially excited on
the nucleobase involves the optically bright states of adenine,
the 1ππ* states.44−46 Our calculations show that the transition
with the highest oscillator strength is of this character (for
details, see the Supporting Information). Upon excitation with
linearly polarized light of polarization ε, only those [ATP−
H2]

2− molecules within a cos2 φ distribution will be excited,
where φ is the angle between ε and the transition dipole
moment (TDM). In Figure 2, [ATP−H2]

2− has been aligned
in such a way that the vertical axis (z) is aligned with the TDM
of the brightest transition. Hence, from Figure 2 we anticipate
that the PE will be emitted predominantly parallel to ε. This is
consistent with the PE image in Figure 1b and its positive β2
value.
In principle, one could simulate the emission using classical

molecular dynamics (MD) of an electron under the influence
of the RCB.47 However, we refrained from performing such a
simulation here because there are several factors that would
undermine such a quantitative prediction and potentially even
the qualitative reasoning provided thus far. First, the ions are

Figure 2. (a) Repulsive Coulomb barrier (RCB) for [ATP−H2]
− + e−

in the plane passing through the calculated transition dipole moment
of the excitation to the 1ππ* state and including the adenine ring;
each contour line represents an increment of 1 eV. (b) Map scaled to
a maximum RCB of 1 eV; each contour line represents an increment
of 0.05 eV. The RCB maps were computed at the MP2/def2-SVP
level of theory.

Figure 3. PE spectra of [ATP−H2]
2− taken with (a) focused 4.66 eV

femtosecond light pulses and (b) variable-wavelength nanosecond
light pulses. In (a), a resonance-enhanced two-photon photoelectron
spectrum is obtained. The red line shows the high-eKE edge of the
photoelectron spectrum, which intersects the zero signal (dashed line)
at ∼5.2 eV. In (b) the red line shows the position of 0.55 eV and
highlights that the change in wavelength does not lead to a change in
photoelectron spectrum of the tunneling peak.
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thermalized at ∼300 K, and therefore, rotational motion of
[ATP−H2]

2− could blur the alignment.30 On the basis of the
computed rotational constants, the rotational dephasing time48

of [ATP−H2]
2− at 300 K is 5 ps, which exceeds τtun by at least

1 order of magnitude. Hence, rotational motion will not be a
significant factor. Second, at ∼300 K a number of isomers
could be present in the gas-phase sample. Infrared multiphoton
dissociation experiments and calculations show that [ATP−
H2]

2− is predominantly αβ deprotonated and that it forms an
intramolecular hydrogen bond between the β phosphate and a
neighboring oxygen atom.15,16,34 Third, even if a single
dominant isomer were present, significant thermal motion
could be associated with the phosphates, which could lead to
dramatic changes in the RCB. Figure 4 presents the results of a
ground-state ab initio molecular dynamics simulation over 4 ps
(for details, see section S1.3). This shows the conformational
flexibility of [ATP−H2]

2− around the minimum-energy
structure. The inset shows the root-mean-square deviation
(RMSD) calculated along the simulation time. While the
phosphates clearly move, their locations relative to the adenine
remain quite similar, and therefore, this motion does not
qualitatively affect the RCB or the angular distribution of the
emitted electrons. Fourth, as demonstrated by the results of
Cercola et al.,17 excited-state dynamics competes with
tunneling. On the ground-state potential energy surface,
[ATP−H2]

2− dissociates rather than losing an electron,17 so
this cannot contribute to the PE signal. However, substantial
nuclear motion clearly takes place in the 1ππ* states, and 1nπ*
states may also be involved in the decay mechanism.46,49−51

The nuclear dynamics likely does not have a major impact on
the photoelectron angular distribution because the positions of
the phosphates relative to the nucleobase do not change
significantly over the time scale of the dynamics (the lifetime is
190 fs). The electronic dynamics, on the other hand, will alter
the relevant molecular orbitals that should be considered. For
example, in the case of a 1nπ* state, the orbital from which the
electron is removed will differ, as will the final states in [ATP−
H2]

−. The former could be taken into account by calculating
the RCB for loss of an electron from the nonbonded orbital

located on the amino nitrogen atom. The consequence of this
should be reflected in a different final eKE of the emitted
electron. It should be noted that Figures 1b and 3b show a
shoulder to higher eKE, which also has a slightly reduced
anisotropy (β2 = +0.48 ± 0.33, where the much larger error
reflects the reduced signal intensity). This feature could be
consistent with emission from the 1nπ* state, although there
would also be a different RCB associated with such a process
and thus a different lifetime, which was not seen in the
experiment; we stress that the data are not of sufficient quality
at present to be assertive on this conclusion. Alternatively, the
shoulder could also arise from hot bands and/or different
isomers or from direct and/or autodetachment. It is interesting
to notice that in Figure 3b, the shoulder appears to become
more prominent as hν increases. This observation is very
reminiscent of the behavior in the fluorescein dianion,28 where
direct detachment contributes once the lowest saddle point of
the RCB is surpassed.
The above discussion shows that MD simulations would

provide only limited added insight. In any case, such
simulations would only be feasible if a high level of
approximation (e.g., no conformational space investigation,
low-dimensional analytical potentials, low accuracy) were
considered, which in turn would lower the significance of
any quantitative results. Despite the complications highlighted
above, we can conclude that following photoexcitation to the
1ππ* states, resonance tunneling in [ATP−H2]

2− is qual-
itatively consistent with emission from the amino group of
adenine. Moreover, it provides a crude structural measure of
isolated [ATP−H2]

2− by showing that the negative charges are
located on phosphate groups and that these are located around
the sugar. This latter observation is in agreement with IR
multiphoton dissociation spectra of [ATP−H2]

2− and
computational work.15,16,34 Tunneling detachment from the
amino groups is expected to result in a β2 that approaches +2.
The reduced value observed here likely arises from the fact that
the phosphate lies out of the xz plane (Figure 4), which
imposes a Coulombic force on the outgoing electron along the

Figure 4. Superimposition of 10 equidistant (every 100 fs) [ATP−H2]
2− geometries along the first picosecond of the ab initio molecular dynamics

simulation. The inset shows the root-mean-square deviation (RMSD) calculated along the 4 ps ground-state dynamical trajectory.
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y axis, thus reducing the overall anisotropy observed
experimentally.
The above observations of electron tunneling following

photoexcitation of adenine in a polyanionic system potentially
offer some insight into the photoemission observed in larger
DNA complexes studied by the Gabelica and Dugourd
groups.18,31−33 Specifically, they studied polyanions of 6- and
20-mer single strands and 12 base pair double strands31,32 as
well as a four-tetrad G-quadruplex.33 A general conclusion of
their work is that only the purine nucleobases (adenine and
guanine) appear to show enhanced electron emission
compared with dissociation: for a homobase 6-mer single
strand, this was observed over the 1ππ* absorption band
regardless of charge state (from −2 to −4).18 The Kappes
group also measured the PE spectra at 4.66 eV for the −3
charge state of the homobase 6-mer single strands.37 However,
these are difficult to interpret without knowledge of which
features arise from direct detachment and which arise from
tunneling. It should be noted that even if a resonance is above
the RCB saddle point, it may still be subject to emission by
tunneling, as shown for the fluorescein dianion28 and the
bisdisulizole tetraanion.27 Very recently, Daly et al. showed
that electron circular dichroism can be observed for chiral
DNA strands.39 Here we have shown that tunneling may be
efficient in DNA fragments and that PE imaging may offer
some insight into the emission process.
Our method provides a new route to understanding the

photo-oxidation sites and overall structures of polyanions.
Looking ahead, reducing the internal temperature of [ATP−
H2]

2− using cryogenic ion traps will provide a more controlled
environment52,53 and may enable quantitative determination of
the emission process. A computational perspective on the
excited-state dynamics of the molecule may in the end allow a
complete picture of the photo-oxidation of this molecule to be
obtained.

■ EXPERIMENTAL AND COMPUTATIONAL DETAILS
The details of the TR-PEI instrument can be found
elsewhere.54,55 An ∼1 mM methanolic solution of adenosine-
5′-triphosphate disodium salt (Sigma-Aldrich), was pushed
through a syringe and introduced into the first vacuum region
through a capillary. A potential gradient led the ions through a
series of ring-electrode ion guides until they reached a pulsed
ion trap. Ions were ejected and focused into a collinear Wiley−
McLaren time-of-flight mass spectrometer56 at 10 Hz. At the
focus of the mass spectrometer, a mass-selected ion packet was
irradiated with laser pulses either from a commercial
Ti:sapphire laser (producing femtosecond pulses) or a
Nd:YAG-pumped optical parametric oscillator (producing
nanosecond pulses). For time-resolved measurements, the
third harmonic of the fundamental at 1.55 eV was used as a
pump pulse and the fundamental as a probe pulse. The time
resolution of the experiment was ∼100 fs. Following the
interaction of the light with the ion packet, emitted
photoelectrons were collected and imaged by a perpendicular
velocity map imaging arrangement.57 A 300 ns electronic gate
was applied to the microchannel plates so that only signal over
this window was collected. PE spectra were obtained from the
PE images using polar onion peeling.58 The PE images were
calibrated using the well-known PE image of I−. The spectral
resolution was approximately ∼5% of the kinetic energy.
[ATP−H2]

2− was optimized with Møller−Plesset second-
order perturbation theory using the resolution of identity

approximation (RI-MP2)59 and the def2-TZVP basis set.60

The ground-state energy was then refined with the def2-
QZVP60 basis set. The first five excitation energies were
obtained with the algebraic diagrammatic construction scheme
for the polarization propagator at second order (ADC(2))61

method and the same def2-QZVP60 basis set. The RCB was
calculated using the local static approximation model,62 in
which the energy of the monoanion plus a point-charge
electron (in the geometry of [ATP−H2]

2−) was calculated with
an interval of 0.5 Å. Two planes (xz and yz) that pass through
the transition dipole moment vector connecting the S0 and S2
states were considered. RCB calculations were performed at
the MP2/def2-SVP level of theory. Ground-state ab initio
molecular dynamics calculations were carried out at the
B3LYP63,64/aug-cc-pVDZ65 level of theory starting from the
[ATP−H2]

2− minimum-energy geometry. Further computa-
tional details are given in the Supporting Information.
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ABSTRACT: The excited state dynamics of the doubly deprotonated
dianion of adenosine-5′-triphosphate, [ATP−H2]

2−, has been spectro-
scopically explored by time-resolved photoelectron spectroscopy
following excitation at 4.66 eV. Time-resolved photoelectron spectra
show that two competing processes occur for the initially populated 1ππ*
state. The first is rapid electron emission by tunneling through a repulsive
Coulomb barrier as the 1ππ* state is a resonance. The second is nuclear
motion on the 1ππ* state surface leading to an intermediate that no
longer tunnels and subsequently decays by internal conversion to the
ground electronic state. The spectral signatures of the features are similar
to those observed for other adenine-derivatives, suggesting that this
nucleobase is quite insensitive to the nearby negative charges localized
on the phosphates, except of course for the appearance of the additional electron tunneling channel, which is open in the dianion.

■ INTRODUCTION

DNA, together with its building-blocks and derivatives,
represents one of the most important molecules of biological
interest.1 DNA has a high stability imparted by hydrogen
bonding and π-stacking such that it is chemically unreactive.
However, DNA can undergo significant damage when exposed
to radiation or oxidizing agents.2,3 Specifically, photo-oxidative
damage represents one of the major causes of stress for the
nucleobases, which can easily absorb ultraviolet light via their
optically bright 1ππ* states.3 Despite this, the photoinduced
damage quantum yield of DNA is less than 1%. This intrinsic
photostability of the nucleobases arises from their nonradiative
decay mechanisms.4,5 Consequently, there has been extensive
experimental as well as theoretical work aimed at under-
standing the relaxation pathways of nucleobases following UV
excitation. Adenine in particular has been the focus of much
research, especially through gas-phase spectroscopy,6,7 where it
has been studied as an isolated nucleobase,8−11 but also as part
of more complex structures, such as nucleotides and
oligonucleotides.12−15

Adenosine-5′-triphosphate (ATP) is one of the most
important adenine derivatives because of its pivotal role in
intramolecular energy transfer. Due to the presence of three
phosphate groups, ATP is generally negatively charged, which
can in principle affect its photophysics. In the gas-phase, for
example, the doubly deprotonated form of ATP, [ATP−H2]

2−,
is most readily generated by electrospray ionization. Isolated
dianions like [ATP−H2]

2− (and polyanions more generally)

have a repulsive Coulomb barrier (RCB)16−19 that comes
about from a balance between the long-range repulsive
interaction between an electron and the monoanion and the
short-range attraction that forms the dianion. The RCB can be
conveniently studied using photoelectron spectroscopy as the
outgoing electron is naturally sensitive to the RCB and
represents a barrier that needs to be overcome in order to
successfully detach an electron from the molecule. From an
electronic structure perspective, excited states of the dianion
can lie above the adiabatic detachment energy (ADE) but
below the RCB threshold. This therefore renders the excited
state a resonance that is metastable toward electron tunneling
through the RCB. The RCB has been the focus of multiple
theoretical17,18,20 and experimental studies.19,21 In particular,
photoelectron spectroscopy and, more specifically, photo-
electron imaging, have emerged as useful tools to probe the
photophysics of multiply charged anionic species.16,19,22−27

Anionic DNA fragments and derivatives have been the
subject of mult iple spectroscopy studies in the
past.12−15,25,28−38 Specifically, [ATP−H2]

2− has been probed
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by the Kappes group31 and the Dessent group,34 using
photoelectron and photodetachment action spectroscopy,
respectively. We recently added to this work13 using
photoelectron imaging. Following excitation of [ATP−H2]

2−

with 4.66 eV light, we observed electron emission from the
1ππ* states on the nucleobase. The emission was directional
and, in combination with theory, we could correlate this
directionality to the shape of the RCB, which peaks strongly
around the negatively charged phosphates. We also provided
evidence that the emission arose from electron tunneling
through the RCB. That is to say that the 1ππ* state excited at
4.66 eV in [ATP−H2]

2− is a resonance. Part of this evidence
was produced using time-resolved photoelectron yield
measurements. Here, we add to our previous study, and we
report on the time-resolved photoelectron spectra. This allows
us to spectroscopically distinguish between electron tunneling
and nuclear dynamics on the excited 1ππ* state, which
ultimately leads to internal conversion back to the ground
electronic state of [ATP−H2]

2−. It also serves as a comparison
between the 1ππ* state dynamics in [ATP−H2]

2− and in
deoxyadenosine monophosphate (dAMP−)12,39 and bare
adenine (Ade).8−10,38,40−49

■ METHODS
The details of the anion photoelectron imaging instrument are
reported elsewhere.50,51 [ATP−H2]

2− anions were generated
by electrospray ionization (ESI) of a ∼ 1 mM methanolic
solution of adenosine-5′-triphosphate disodium salt (Sigma-
Aldrich, U.K.) and introduced in the first vacuum region of the
instrument. The negative ions were subsequently guided by a
potential gradient through a series of ring-electrode ion guides,
which culminated in a pulsed ion trap. Ions were ejected and
focused into a colinear Wiley−McLaren time-of-flight mass
spectrometer52 operating at 100 Hz. At the focus of the mass-
spectrometer, a mass-selected ion packet was intersected with
laser pulses obtained from a commercial Ti:sapphire laser
(Spectra Physics). The fundamental at 1.55 eV was used as a
probe pulse. Its third harmonic at 4.66 eV served as the pump
pulse and was generated by frequency doubling in a BBO (type
I) crystal followed by a calcite plate, a half-waveplate, and a
second BBO (type I) crystal to mix the fundamental and
second harmonic. Pump and probe pulses we delayed with
respect to each other using a motorized delay stage. The time-
resolution in the interaction region was ∼100 fs. Upon
irradiation of the ion packet, the ejected photoelectrons were
collected and imaged by a perpendicular velocity-map imaging
(VMI) arrangement.53 Photoelectron spectra were extracted
from the raw images using onion peeling in polar
coordinates.54 The photoelectron spectrum of I− was used to
calibrate the VMI spectrometer. The spectral resolution was
approximately ∼5% of the electron kinetic energy, eKE.
The pump light at 4.66 eV is sufficiently high in energy to

cause significant noise from photons striking the VMI
electrodes. To minimize this, we coated the electrodes with
platinum, which has a work function of ∼4.6 eV.55 The
reduction of noise is approximately an order of magnitude at
hv = 4.66 eV. Additionally, photoelectron images were
collected both in the presence and absence of ions (by closing
the ion trap) at ∼1 Hz and actively subtracted. This removes
the background photoelectron noise contribution from the
image and also leads to larger ion signal levels. The latter arises
because the loading rate of the trap is too low to fill the trap
completely before it is emptied at 100 Hz. Hence, when

allowed to accumulate in the ions off cycle, there are many
more ions to be extracted from the trap.

■ RESULTS AND ANALYSIS
Figure 1 shows two pump−probe photoelectron spectra at
delays of t = −200 and 0 fs. Because the probe photon energy

(hvpr = 1.55 eV) is well below any excited states and the
detachment threshold for [ATP−H2]

2−, the t = −200 fs
photoelectron spectrum is identical with the single-photon
spectrum that we have acquired at hvpu = 4.66 eV. The intense
feature centered at eKE = 0.55 eV has been assigned to
tunneling emission through the RCB following excitation to
the 1ππ* states.13 When the pump and probe pulses overlap in
time (t = 0 fs), the feature at eKE = 0.55 eV is depleted, and a
new feature is seen at higher eKE that extends to eKE ∼ 2 eV.
Figure 2 shows a selection of the time-resolved photo-

electron spectra of [ATP−H2]
2− in the 200 ≤ t ≤ +300 fs

range, where each spectrum has had an average of the spectra
with t ≤ −200 fs subtracted to show only the time-resolved
spectral changes. Additionally, to remove high-frequency noise
in the spectra, a moving average (10-point) has been applied to
the photoelectron spectra. Figure 2 shows three distinct
features that evolve as a function of pump−probe delay; these
have been highlighted in Figure 2 as shaded regions. The peak
at eKE = 0.55 eV shows a negative signal that arises from the
depletion seen in the photoelectron spectra shown in Figure 1.
This depletion signal recovers rapidly and has essentially
recovered fully by ∼300 fs. At higher energy, there is a positive
signal that decays as a function of pump−probe delay, but also
appears to shift toward lower eKE. Shifts in eKE can arise from
changing Franck−Condon factors associated with vibrational
wavepacket dynamics along an excited state potential energy
surface and/or from changes in electronic state following a
nonadiabatic transition.
The dynamics were analyzed using two approaches. First,

the integrated photoelectron signal over three spectral
windows in Figure 2 were taken and are shown in Figure 3.
Also shown is the total integrated signal. The spectral windows
0.45 < eKE < 0.60 eV, 0.60 < eKE < 1.50 eV, and 1.50 < eKE <
2.10 eV are representative of the dynamics associated with the
depletion, the red-shifted positive feature, and the high eKE
feature, respectively. These data clearly show that the high eKE

Figure 1. Time-resolved photoelectron spectra of [ATP−H2]
2− taken

at t = −200 fs (blue) and 0 fs (red).
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feature is associated with depletion of the peak at 0.55 eV and
that there is a second feature that appears and decays in the 0.6
< eKE < 1.5 eV spectral range. We can approximate that the
fastest component at high eKE (which is concerted with the
depletion recovery) occurs on a time scale similar to, or lower
than, the cross-correlation between pump and probe pulses,
i.e., <100 fs. The intermediate signal decays to a value of 1/e at
∼300 fs. The key limitation with the analysis shown in Figure 3

is that there is significant spectral overlap between the differing
features such that it is difficult to assess the overall spectral
shape of the individual contributions.
As a second analysis method, a global fit to the time-resolved

data was performed. The global fit has the form
f t g t c t(eKE, ) ( ) (eKE) exp( / )

i
i i∑ τ= ⊗ − , where ci(eKE)

represent photoelectron spectra that are associated with
specific decays with lifetime τi (so-called decay-associated
spectra). These are convoluted with the instrument response
function, g(t) (the cross-correlation of pump and probe pulses,
which is assumed to be a Gaussian function with full-width at
half-maximum of 100 fs). The minimum number of decays
required to fit the data was two. In other words, the data are
best represented by a 3-state model 1→ 2→ 3, in which 1 and
2 are observable and 3 is some final state that cannot be
probed by the current experiment.
Figure 4 shows that the photoelectron spectra associated

with decays τ1 and τ2, where τ1 = 54 ± 50 fs and τ2 = 211 ±

100 fs. The first is within the time-resolution of the experiment
and so should be taken as τ1 < 100 fs. The kinetics are
consistent with those estimated from Figure 3. The τ1-
associated spectrum has positive signal at 1.2 < eKE < 2.3 eV
and negative signal between 0.4 < eKE < 1.2 eV. A positive
signal corresponds to the signal decaying with a lifetime of τ1,
while a negative signal indicates the population growing with
the same lifetime. The τ2-associated spectrum simply decays, as
the final state is not observable.
Inspection of the τ1-associated spectrum shows that the

negative peak at eKE = 0.55 eV and a positive peak with a
maximum around eKE ∼ 1.9 eV. However, there is also a
negative signal in the range 0.6 < eKE < 1.2 eV. This overlaps
with the τ2-associated spectrum, showing that some signal in
the 1.2 < eKE < 2.3 eV range leads to the τ2-associated
spectrum (the other fraction leads to the recovery of the bleach
at 0.55 eV). For a three-state model, the photoelectron
spectrum associated with the initial excited state can be
obtained by the sum of the τ1- and τ2-associated spectra.

56 This
spectrum is also included in Figure 4.

Figure 2. Time-resolved photoelectron spectra of [ATP−H2]
2− taken

from −200 to +300 fs and plotted in terms of eKE. An average of the
spectra at t ≤ −200 fs was used for background subtraction.

Figure 3. Integrated photoelectron signal plotted as a function of time
over four different energy ranges.

Figure 4. Decay-associated spectra obtained from a global fit to the
time-resolved photoelectron spectra, a selection of which was shown
in Figure 3. Red and green lines represent the spectra associated with
τ1 and τ2, respectively. The gray line is the sum of both decay
associated spectra and represents the time-resolved photoelectron
spectrum arising from the initially excited state.
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■ DISCUSSION

Two-photon resonance-enhanced photoelectron spectroscopy
has previously shown the electron affinity of [ATP−H2]

− to be
ADE ∼ 4.1 eV.13 Hence, excitation at hvpu = 4.66 eV is above
the adiabatic energy of [ATP−H2]

2−. This is consistent with
the pump−probe spectrum in Figures 1 and 2 that shows the
photoelectron extends to eKE ∼ 2.1 eV. However, even though
it is above the adiabatic energy, the excitation energy does not
overcome the RCB. Hence, electron emission following one-
photon excitation at hvpu = 4.66 eV requires the tunneling of an
electron through this RCB. The initial excitation is resonant
with the bright 1ππ* states on adenine, and it is this population
that tunnels through the RCB.13 At t = 0, some population of
the 1ππ* states on adenine that would otherwise have tunneled
has now been projected higher in energy by hvpr = 1.55 eV.
Hence, a depletion is observed in the peak at eKE = 0.55 eV
and a new feature is seen at higher eKE. As the total energy is
above the RCB (hvpu + hvpr > ADE + RCB), this photoelectron
feature is associated with direct detachment from the 1ππ*
states on adenine. The observed dynamics in the high eKE
feature in Figure 3 is thus a reflection the population in the
1ππ* states and its temporal evolution. Note that the
monoanion, [ATP−H2]

−, has a large electron affinity and
cannot be probed by hvpr. The overall dynamics are shown
schematically in Figure 5.

The kinetics of the feature at eKE = 0.55 eV are mirrored by
those of the feature at high eKE. This is most clearly
demonstrated in Figure 4, where the decay associated spectrum
of the initial process has both positive and negative
components that should be interpreted as the high eKE peak
that decays with τ1 < 100 fs also leads to recovery of the peak
at 0.55 eV with the same time constant. This comes about
because, with increasing delay of hvpr, more population has
tunneled from the 1ππ* states to form [ATP−H2]

−. Hence, the
recovery dynamics of the peak at eKE = 0.55 eV is a measure
of tunneling. However, it is clear from Figure 3 that not all of
the initially excited 1ππ* state population decays by
autodetachment; otherwise, the total integrated positive and
negative transient signals should cancel.57,58 This population
can be identified in the τ1-decay associated spectrum in Figure
4 by the negative signal between 0.8 < eKE < 1.3 eV, which

shows that some population from the initially excited 1ππ*
states produces the photoelectron signal in this range. This
range coincides with the τ2-associated spectrum and thus
shows that population flows from the initial 1ππ* states (with
τ1 < 100 fs) to an intermediate that has a photoelectron
spectrum given by the τ2-associated spectrum (shown
schematically in Figure 5). The fact that not all population
decays by tunneling through the RCB is consistent with the
conclusions of Cercola et al.,34 who clearly showed that
photofragments were generated following excitation at 4.66 eV.
Photofragmentation is most likely a ground state process, and
hence, we can associate the τ2 decay dynamics with internal
conversion from the intermediate to the ground state. The
intermediate does not decay by tunneling through the RCB, as
this would have resulted in a negative signal associated with
such dynamics. A small negative contribution can be seen in
the τ2-associated spectrum in Figure 4, suggesting that perhaps
a small fraction of the population can still tunnel. We suspect
that this appears due to inaccuracies in the global fitting
procedure, because Figure 3 does not show a similar negative
signal. Nevertheless, if this signal was real, then it only amounts
to 10% of the observable intermediate population. Note also
that the spectral shape of this transient suggests that we are
probably not probing all the population of the intermediate
and that some signal is likely cut off by an RCB at lower eKE,
as can be seen at eKE = 0.55 eV in the τ2-associated spectrum.
In order to observe a larger portion of the intermediate, we
have attempted to repeat the experiments with hvpr = 3.10 eV,
but these experiments were unsuccessful. Hence, we conclude
that the majority (i.e., >90%) of the intermediate state
population decays by internal conversion to the ground
electronic state.
The τ2-associated spectrum is that of the intermediate

produced (Figure 5). To assign the nature of the intermediate,
we consider two likely processes. First, the initially populated
vibrational wavepacket moves on the 1ππ* surface away from
the Franck−Condon region to this transient state. Second,
initial motion on the 1ππ* surface can lead to internal
conversion to a nearby 1nπ* state through a conical
intersection. The role and the relative position of the optically
dark 1nπ* state has been extensively debated for nucleobases
and nucleotides.12,59,60 We have previously calculated that the
1nπ* state lies about 0.3 eV lower in energy than the 1ππ* state
in [ATP−H2]

2−. For the case of deprotonated deoxyadenosine
monophosphate (dAMP−), the two states are very close in
energy.12 However, it should be noted that the relative energies
depend sensitively on the level of theory used. The 1nπ* state
could also decrease in energy in proximity of a conical
intersection, as happens in the case of isolated Ade and 9-
methyladenine (9-Me-Ade).12,61 Finally, the relative energies
between the 1ππ* and 1nπ* states differs in differing
environments: in aqueous solution, the 1nπ* state increase in
energy for Ade, 9-Me-Ade and dAMP−.62−64

The decay mechanism of [ATP−H2]
2− bears close

similarities with that of dAMP−. The time-resolved photo-
electron spectroscopy of dAMP−, excited at 4.66 eV and
probed at 3.10 eV, could similarly be fitted with a 3-state
model with lifetimes of τ1 ∼ 30 fs and τ2 = 290 fs.12 These
values are similar to those observed here, where τ1 is less than
the cross-correlation and τ2 = 210 fs. However, the most
striking similarities are between the decay-associated spectra.
The τ1-associated spectrum has a similar overall spectral shape
peaking at high eKE as seen in Figure 4, while obviously no

Figure 5. Schematic representation of the dynamics of [ATP−H2]
2−

following excitation at 4.66 eV and probing at hvpr = 1.55 eV. The
lifetimes relate to the decays obtained from the global fit, with τ1

−1 =
τtun

−1 + τnuc
−1.
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tunneling takes place in dAMP− and therefore no negative
peak at 0.55 eV was observed, although some negative signal
was seen indicating that the initial population decays into an
intermediate. The τ2-associated spectrum of the intermediate
of dAMP− is also similar in [ATP−H2]

2−. This offers some
evidence that the same intermediate is formed in both cases
and that the decay from this intermediate is similar. For
dAMP−, evidence could be given to support that the
intermediate seen corresponds to nuclear motion on the
1ππ* state, without any involvement of the optically dark 1nπ*
state.12 Given the overall similarity of the observed dynamics
between dAMP− and [ATP−H2]

2−, we suggest that the
intermediate in Figures 3 and 4 also corresponds to a different
geometry of the 1ππ* state. Note that in the study on dAMP−,
similarities between it and 9Me-Ade were drawn so that we
conclude that the dynamics are in fact very similar to those of
just the nucleobase.
Note that the observed τ1 dynamics arise from competing

dynamics: decay by tunneling (τtun) and decay by nuclear
motion on the 1ππ* states (τnuc), as shown in Figure 5. The τ1
lifetime is thence defined by τ1

−1 = τtun
−1 + τnuc

−1.
Unfortunately, we cannot independently determine τtun and
τnuc.
It is perhaps surprising that there are such clear similarities

in the dynamics between dAMP− and [ATP−H2]
2− (and 9Me-

Ade). The negative charge has a clear effect on the energies of
the π molecular orbitals of Ade relative to the ionization
energies, which decrease from 8.26 eV for Ade to 5.65 eV for
dAMP− to 4.1 eV for [ATP−H2]

2−. Nevertheless, the excited
1ππ* states appear at approximately the same excitation energy,
and their dynamics−which one might envisage being very
sensitive to any external factors such as nearby negative
charges−are very similar. Hence, while the energies of the π
molecular orbitals have changed substantially relative to the
ionization energy, the relative energies between the π and π*
orbitals on the Ade nucleobase appear to not have changed
significantly.

■ CONCLUSIONS

The excited state dynamics following excitation at 4.66 eV of
the isolated doubly deprotonated dianion of ATP, [ATP−
H2]

2−, has been probed using time-resolved photoelectron
spectroscopy. The initially excited 1ππ* state population
undergoes decay with a fraction of the population decaying
by electron tunneling through the repulsive Coulomb barrier
(RCB), while another fraction decays by nuclear motion on
the 1ππ* state, which leads to a discernible intermediate, that
subsequently decays on a ∼ 200 fs time scale by internal
conversion to the ground electronic state. A global analysis
reveals that the dynamics of [ATP−H2]

2− are similar to the
dynamics observed in dAMP−, where the intermediate was
assigned to population on the 1ππ* state surface that has
moved away from the Franck−Condon region. This
population can no longer tunnel through the RCB of [ATP−
H2]

2− and decays to its ground electronic state. This excess
energy then leads to fragmentation as has been observed in the
photofragmentation action spectra reported by Cercola et al.34

In a drive to understand ever larger and more complex systems,
such as oligonucleotides and DNA fragments, these data offer
an important glimpse into the role of electron tunneling in
these systems.
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