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Abstract

This thesis work studies the Unit Commitment (UC) problem from a low-rotational

inertia power system perspective. The novel framework used to approximate the

non-linear term of the Frequency Nadir into a linear form is the separable pro-

gramming technique. It has been manifested that using auxiliary variables that

guarantee an special order set 2 (SOS2) condition, we can approximate into lin-

ear such non-linear term into the UC problem. Furthermore, we have included a

fast-screening contingency ranking algorithm that takes into account the reliability

data of the power system. This modelling is known as the Reliability Performance

Index (RPI). This index can serve in addition to the implementation of Optimal

Power Flow (OPF) studies of simple load flow studies using the scheduling results

of the UC. The strength of this index is that it encapsulates the probabilistic

behaviour of a contingency, and the severity of it at the same time, yielding a differ-

ent contingency ranking when it is compared with traditional contingency ranking

approaches. The uncertainty that renewable energy sources (RES) bring into the

power system operations planning analysis, specifically the UC problem, is addresed

via a technique known as stratified sampling. With this approach, we generate the

scenarios to include into a stochastic framework of UC. Moreover, we modelled the

traditional deterministic UC into a stochastic framework, specifically following a

two-stage stochastic unit commitment approach (TSSUC). Under this practice, we

ensure that the frequency stability constraints were enforced into a stochastic frame-

work as well. The results indicate that it is possible to use a stochastic modelling of

the frequency stability constraints using separable programming for the first time,

without the need to perform pre-processing activities to include them into the UC

modelling. The concept of value of information is included in this stochastic UC

analysis. The results indicate the cost of the available information when making

a commitment decision regarding the generation fleet in the power system. It was

seen as well that it is possible to include a virtual inertia response in the scheduling,

and this helps to alleviate a potential loss of largest in-feed in the system.
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tim. Grazie mia lodestar.

A mis hermanitas Mariana y Daniela, porque las extraño a la distancia, y ojalá
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Al inge Godo, por sus palabras y conocimiento. Al inge Solorio por los buenos

ratos en la sala de operación. A todos mis amigos de CENACE, Edgar, Oso, Peter,

Omar, Gio, Paquito, Isma, Lalito, Manuel, Dogui, Zaid, mi sensei Armenta, Nacho,

el inge Celes, el inge Portillo, el inge Lujambio, el inge Carreon, y en especial a

mi maestro, el inge Agus. No los olvido. Siempre los pongo de ejemplo como los
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Chapter 1

Introduction

1.1 Problem Statement

In recent years, Power Systems have been evolving at a rapid pace due to the

constantly increasing levels of Renewable Energy Sources (RESs), such as wind and

solar. Rising levels of integration of these so-called converter-interfaced generation

technologiess (CIGs) are having a real impact on the operation of modern power

systems. Transmission System Operators (TSOs) are therefore facing a new set

of challenges to maintain balance between generation and demand in systems with

higher levels of CIGs. More specifically, a growing level of integration of RESs across

all voltage levels and their inherent variability is bringing about new challenges for

TSOs both at the distribution voltage level, through distributed generation, and at

the transmission voltage level, with large-scale off-shore wind farms.

This thesis focuses on studying the energy injection from RESs into a modern

power system such as the UK grid [1, 2] and how the inherent variations of power

output from RESs would impact the operations planning landscape, especially when

considering system operational security and specifically frequency stability. It thus

takes into account the fact that large-scale integration of inherently variable RESs,

which are often converter-interfaced and therefore do not automatically add inertia,

coupled with the displacement of conventional resources required to keep with the

existing environmental targets, [3], will inevitably lead to a reduction in system

total inertia, which would introduce additional challenges to maintaining frequency

1



1.1. Problem Statement 2

stability [2, 4]. Since this concept is key throughout this thesis, we will first cover

the definition of frequency stability in the context of this work. The latest definition

according to the latest update on the Definition and classification of power system

stability [5], states:

Definition 1 Frequency stability refers to the ability of a power system to maintain

steady frequency following a severe system upset resulting in a significant imbalance

between generation and load.

As the energy transition into adopting more RESs progresses, modern power

systems, like the British grid, will be more prone to larger frequency excursions in

the event of large disturbances due to a sustained reduction in inertia [6]. In the

UK the TSO (National Grid ESO), projects that this vulnerability will increase

substantially in the near future, foreseeing inertia to decrease to 60% lower than its

current value in the next 10 years [7], decreasing to values down to 110GVA ·s in the

2030[8]. As a reference, the current level of inertia sits around 200GVA · s. Such a

prediction is easily understood when considering the process by which conventional

power systems amass inertia and the effects that the integration of RESs generation

has on such process.

In power systems, inertia is stored as kinetic energy, a force that is propelled by

rotating synchronous generators. In conventional generation plants, large rotating

machines that are synchronised to the grid add the required kinetic energy that

damps the effect of a sudden loss of generation, avoiding large frequency excursions

in the system [9, 10]. Fossil fuelled generation facilities are indeed directly electrically

coupled to the grid and their rotational inertia is the first line of defence to restore

frequency after a generation outage. By contrast, RESs generation technologies

often do not feed directly to the grid as they are electrically decoupled. This means

that they interface first with a converter and they do not follow the conventional

electrical speed of the system, i.e. its frequency, thus lacking conventional inertia.

As this thesis will show, the amount of inertia in the system determines the

immediate frequency response after a generation and demand imbalance. There-

fore, it is fundamental for TSOs to account for decreasing inertia in power systems.
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Moreover, even though TSOs are required to plan for a scenario of a minimum level

of inertia, this value on its own is not necessarily enough to safeguard against a

frequency excursion, especially in low inertia systems. This is exemplified by the 9

August 2019 Power Outage [11], a contingency which will be briefly discussed below

and will serve to introduce another great challenge implied by low inertia systems

populated by RESs: low PFR capability.

On August 9th, 2019 two power plants in the UK, in particular a wind farm and a

combined-cycle power plant, experienced a simultaneous outage due to a lightening

storm, which was then followed by the outage of smaller distributed generation

facilities. This amounted to an N-2 event (i.e., outage of two power plants at the

same time), a contingency that caused the system not to have the energy necessary

to provide sufficient PFR to recover the frequency to its safe operational region in

a timely manner. PFR is part of a suite of frequency response service provisions

devised by the UK TSOs, National Grid ESO. According to National Grid’s official

definition, PFR is a “response provided within 10 seconds of an event, which can

be sustained for a further 20 seconds” [12]. It serves to bring back the frequency to

a secure operating point by injecting more power to the grid via generators. Unless

they are coupled with storage facilities, RES generation technologies are not set up

to provide PFR because they do not operate under an upward and downward reserve

system. This means that all the energy they produce is fed immediately to the grid,

and no amount is reserved to be used for frequency control.

Events like the 9th August 2019 Power Outage show that TSOs require further

resources from operational planning experts to respond effectively to the large fre-

quency excursions implied by RES-heavy low inertia systems. And providing such

resources is fundamental considering that setting a minimum value of inertia and

PFR is part of the frequency stability studies required by the System Operator

Guideline (SOGL) European Network Code[13].

What the system needs to confront the low inertia and low PFR capability inher-

ent to the increasingly RES-populated generation landscape is greater flexibility and

greater hedging against frequency excursions. [4] defines flexibility as “the ability

of a power system to respond to change in demand and supply”. As enumerated in
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[14], the characteristics that flexibility covers from a system operability perspective

are: synchronisation and desynchronisation, ramp rates, operational range, reac-

tive support and controllability. Some of these characteristics are embedded in the

generation fleet, and some are covered by ancillary services. As more RESs are ex-

pected to connect to the grid, these features will be required to respond faster than

ever before to power imbalances, because frequency drops faster when less inertia

is connected to the system, a fact that is further verified by studies outlined in this

thesis.

Considering National Grid’s goal to operate in a carbon neutral scenario by 2025

[2], operations and planning experts need to ensure RESs themselves can optimally

contribute to providing the necessary level of flexibility to the system. In the UK,

one of the responses taken so far to ensure this is the case is a new product that

National Grid has launched concomitantly with the writing of this thesis, called

“Dynamic Containment”, which is now part of their balancing services. Via this

specific service, they are hedging against frequency excursions by allocating more

reserve to deal with future contingencies, aiming to reduce the delivery time through

faster-acting frequency response services [15]. This type of response works on a

very short time frame of 1 to 3 seconds, thus attending to transient stability as

well as frequency stability, but its efficacy depends also on the inertia allocated to

the system. Operations planning therefore needs to optimise the number of plants

synchronised to the grid to secure the minimum amount of inertia and of PFR, be

it plants fossil-fuelled or RESs.

This thesis aims to do just so by addressing the frequency stability constraints

and investigating ways to optimally schedule generators that provide inertia to the

power system. Working from the operations and planning layer, specifically on

the day and week ahead scheduling of generators in the power system, this study

focuses particularly on a scenario of widespread proliferation of inverter-based RESs,

mostly Wind Turbine Generators (WTGs) and Photovoltaic Generators (PVGs). It

will include security restrictions in the system, such as an N-1 reliability criterion.

Reliability indices will also be included in the analysis, aiming to rank contingencies

not only on their severity, but also on the probability of such an event occurring.
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This work will also look to address what will be called from now on the stochasticity

of RESs, i.e. the uncertainty of their output, and how this behaviour affects the

power system dispatch.

Such an investigation takes inspiration from research in Power Systems Eco-

nomics, Operations Planning and Power Systems Risk Analysis. This is a constantly

evolving field, from which new research continues to emerge to deal with the chal-

lenges and opportunities created by increasingly decentralized power systems. For

this reason, the next section will review the state of the art to situate this thesis in

continuity with emerging research as well as to show gaps in the literature that this

work aims to fill. In doing so, it will amount to a delineation of a research scope.

1.2 State of the Art

The problem of low rotational inertia in the power system can be tackled from

different planning horizons. In line with the research questions to be addressed,

this thesis will be looking at a day-ahead to week-ahead horizon. Hence, the Unit

Commitment (UC) optimisation will be the point of entry into the analysis. For

this reason, this chapter will begin with section 1.2.1 reviewing literature on UC

optimisation approaches that tackle the problem of low rotational inertia in the

power system. This will encompass works both from the planning perspective and

the risk and security analysis perspective.

The following section 1.2.2 will cover power systems contingency analysis, which

is paramount to maintain security and reliability in power systems. This review

will help shed a light on the reasons to focus on quantifying risks using reliability

analysis in light of possible contingencies in power systems.

Both sections will elaborate on what has been previously termed stochasticity,

that is the uncertainty that a power system increasingly penetrated by RESs in-

herently works with. The uncertainty in this context is inherent in the fact that

there is always an error between what we forecast as the output of RES and what it

will be in reality and this essentially propagates into our decision-making processes,

including operational planning in a day-ahead/week-ahead timescale.
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1.2.1 Low rotational inertia scheduling in power systems -

state of the art

With growing proliferation of RESs like wind and solar generation in modern power

systems, including in the UK grid, conventional inertia is continuously decreasing,

thus creating frequency stability problems [16]. In contrast to just a few years ago,

the UK now counts 2,576 onshore wind operational projects, totalling a 13.745 GW

capacity and 39 offshore wind operational projects, for a 10.415 GW capacity [17].

As for solar energy, as of January 2021, there is a total of 13.472 GW of solar capacity

across 1,064,148 installations [18]. Therefore, there is a need to investigate this

relatively new operating point in large power systems, where a significant penetration

of RESs is present.

Following is a review of previous research that addresses this problem from the

day-ahead planning horizon, i.e. the so-called UC [19], and that includes frequency

stability constraints in the optimisation problem in order to confront the issues of

low rotational inertia.

The history of UC dates back to the end of the 1940s [20]. As the size of power

systems was increasing, the decision process involved in the synchronisation and de-

synchronisation of power plants was becoming more complex to manage. What in

the beginning was a problem solved by a simple heuristic or merit order priority list

methods, later became a difficult question only solvable through the optimisation of

an objective function involving variable and fixed costs of power plants. It is indeed

in the UC problem that the optimal scheduling of power plants is solved. This is

done by considering the plants’ physical and inter-temporal ramping constraints and

allocating enough spinning reserve to handle the deviation from the forecast load.

This all happens over a time horizon that can range from hours to weeks or even

months.

The results of UC are the entry input of further processes, such as the OPF

[21, 22], which is one of the most used tools in modern TSOs optimisation suites.

For solving an OPF problem, one must know which power plants are committed,

and this information comes from UC, which is thus evidently fundamental.
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A good entry point to the the UC problem in large power systems is [23]. The

authors there delve into the solution of the UC problem, but before doing so they

highlight something crucial to the understanding of the UC problem as it appears

today: the benefits of solving it within large-scale power systems with non-heuristic

methods. Indeed, they point to the fact that non-linear programs such as the one

they used take advantage of the fact that computational requirements grow lin-

early with the number of units in the system. The algorithm behaves better with

large-scale power systems, converging much faster than with smaller systems, like

predictably other similarly non-heuristic methods would do.

Although the UC problem has been considered solved ever since the implemen-

tation of linear programming in the 1960s, mathematically it is a difficult problem

[24], consisting of optimising an economic criterion that involves fixed and variable

costs, under these physical constraints [25, 26, 27, 28]. With the recent adoption

of RESs generation to the system, committing units to the grid has become all the

more complex because it now needs to include provisions to hedge against large

frequency excursions. Since the work of [23], research on the UC problem has thus

moved towards an investigation of the effects of further constraints to generation

scheduling brought about by the ever growing levels of adoption of RESs.

In the work of O’Malley et al. [29], the authors, inspired by their experience

with the Irish grid, which was increasingly penetrated by wind generation, look to

quantify what was becoming a new requirement for the system: ensuring a surge of

power system reserve for frequency response. This was either primary, secondary or

tertiary frequency response, each one with a different time horizon activation. Such

a provision was the predecessor of the tool of PFR to handle frequency stability as

we know it. At the time of the publication, the authors did not consider yet that

any amount of frequency response could be scheduled to come from non-dispatchable

RESs. They were among the first to deal with an incipient line of study: the need

to ensure higher reserve for frequency stability in the system.

Working on this same field of inquiry, the authors of [30] look at smaller systems,

specifically islanded grids, to devise a short-term scheduling that allocates enough

reserve to maintain a pre-defined system frequency minimum. They thus work with
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the UC problem from a short term perspective, something that allowed them to be

pioneers in the elaboration of responses that operate in the time frame of seconds.

They were expecting such rapid frequency response to come from conventional ther-

mal units, whereas nowadays so is expected more from converters. Such work was

then further elaborated in the work of [31] where the authors consider the impacts

of wind power on thermal generation UC.

At the time of publication of [31], the main problem in the UC for wind power

and conventional generation was the deployment of reserve to maintain the frequency

balance. This was mainly due to ramping restrictions and minimum load conditions

of the generators, which caused a certain amount of wind spillage. Still, no fast

frequency response from wind power is modelled in this work. Although their study

shows that the limited predictability of wind has little effect on the UC and Economic

Dispatch (ED), the authors of [31] emphasise the need for better ways to predict

the behaviour of wind power. Indeed, their results about the effects on the UC and

ED are entirely determined by the specific level of wind power penetration in the

Dutch power system at the time.

Further working on the issue of frequency stability, which was gaining traction

not only in academia but also among power system operators, the authors in [32]

start to add a maximum allowable frequency deviation in the system, by incorpo-

rating more integer variables [33] to the UC. This maximum allowable frequency

deviation is determined upfront, but based only on the worst contingency in the

system. No inertia value is included in this analysis. At this time, a response to

frequency excursions was expected to come from conventional units, just as in [31]’s

paper. This work is produced for two relatively small test systems: one with 4

generators, and the other with 17 units.

It is in the work of [34] where a UC with large wind penetration is investigated

for the All-Island Irish power system, which is handled by Eirgrid [35]. In this

work, through a stochastic optimisation schedule, they allocate reserve to handle

the uncertainty of wind input via scenarios. Yet no inertia is scheduled in this

approach, and the frequency balance is only covered via the reserves. This shows

that at the time, the RoCoF was yet to be considered as a constraint to the UC.
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The consideration of such a constraint, which today is integral to the UC problem

in power systems largely penetrated by RESs, appears in the work of [36]. Such an

investigation into the RoCoF is once again inspired by the All-Island Irish power

system, which already has a large level of wind penetration. The authors here

involve security analysis in low rotational inertia scenarios via a time-based dynamic

simulation. They use a time series sampling methodology to assess the impact of

RES generation, specifically observing “N-1” state scenarios, which refer to the state

of generation loss. This is done by observing two indices of the system: the maximum

RoCoF and the minimum value of frequency after an event namely, the nadir. Both

of these values are central to the work of this thesis, and will therefore be further

explained in subsequent chapters. It is in [36] that the kinetic energy stored in the

blades of the WTG is first considered as an alternative to the rotational inertia of

conventional generators.

Furthermore, the work of [37] develops a Stochastic Unit Commitment (SUC)

and uses a quantile-based scenario tree structure to model the transitions between

time points. Basically, it creates a multi-stage [38] SUC that follows a ”here and

now” optimisation, where for each node of the scenario tree structure, it optimises

for the amount of reserve needed in the system. This approach is modelled for a one-

year simulation and it allows to include the stochasticity of wind in the original UC

problem. Still, no frequency constraint is included in the problem, nor is frequency

response from generators (conventional ones or non-synchronous). In the very same

year, 2012, authors of [39] publish a paper acknowledging the effects of operating a

low inertia power system and how such low inertia affects frequency regulation.

These almost concomitant works show that both operations planning scholars

and power system dynamics experts were at this point approaching the frequency

stability problem but doing so from separate time scales: the first by the day-ahead

horizon via generation scheduling, and the seconds from the control perspective

via dynamic simulation analyses spanning seconds. There was thus an incipient

intersection between these fields of study.

From the operations planning perspective, the work of [40] presents an approach

to add the frequency stability constraints into the UC. In this work they consider
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Security-Constrained Unit Commitment (SCUC) by acknowledging the control pa-

rameters from the governor’s generator. The authors made a sensitivity analysis of

these parameters, proving which ones have more impact over the minimum frequency

value (nadir). This approach allowed them to assume equal responses from the de-

livery time of the governors. Then, to tackle the non-linearity of the frequency, they

establish minimum and maximum values of droop, gain, and reserve, setting the

inertia constant to find these values. After that, they linearise the frequency nadir

function following a piecewise linear approximation. They obtain the minimum in-

ertia from the RoCoF value upfront, hence when they perform the piecewise linear

approximation, the inertia is a known value. For this piecewise linearisation, they

add integer variables to the problem, in order to find each corresponding section of

the function that maps the possible values of droop, gain and reserve. No uncer-

tainty effect from RESs is included in this work. Moreover, setting the minimum

value of inertia, without allocating it itself in the optimisation, reduces a degree of

freedom of the problem. This allows the authors to deterministically maintain a

fixed value of inertia.

On the power system stability and frequency dynamics side, [41] instead demon-

strates that inertia in RES scenarios is a time variant variable. This is due to the

probabilistic behaviour of RESs and to the flexibility that is expected from future

generators (conventional and non-synchronous ones), such as more frequent connec-

tion and disconnection events, and fast frequency response provision. The authors

of this paper work on stability in a multi area system, using the swing equation mod-

elling. An important conclusion is that rotational inertia becomes heterogeneous,

thus the inertia becomes a local variable for each area of the power system. This is

key for grids that are not electrically meshed and strong, such as for example the

Mexican one, because large transfers of power inter-area can occur, thus prompt-

ing inter-area oscillation modes, which can exacerbate stability problems beyond

frequency stability [42, 43].

For the purpose of this thesis, the key finding from this study is that in large

power systems the amount of inertia becomes heterogeneous and that this implies

that different RoCoF values can arise when a contingency occurs. This is significant
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because it shows that in order to keep the frequency stability secure, the operator

needs to not only keep a global amount of inertia, but also to maintain a share of

it in each power system area that can respond before a generation outage. This

finding enforces the argument of securing the right amount of inertia in the power

system, and this starts from the operations planning phase, specifically the UC.

Following the UC problem with frequency stability constraints, in [44], the authors

take into account the inherent uncertainties that RESs bring and the generation

outages by an optimal schedule of the energy with a SUC technique. In this work,

the concept of synthetic inertia, which is the Fast Frequency Response (FFR) coming

from RES, is assessed in order to get its economic value. Assessing the economic

value of inertia emulation is also covered in [45]. In the work of [44], the transmission

network constraints are not considered in the optimisation of the UC. Including

these constraints would make the problem non-linear, as it is shown in the work of

[46], complicating the convergence of the problem further. For this reason, in this

thesis I will work on the results of the UC, making sure the network constraints are

covered from a security standpoint in the power system.

Further research on UC that aims to tackle the problem of frequency stability

from the operations planning perspective is presented in [47]. The authors include

the frequency stability constraints in the UC optimisation by extracting a priori

the bounds of the variables that have an influence in the constraints, transforming

the problem into a linear form. The bound extraction time is considered to be a

previous task to perform before solving the UC. The minimum level of inertia is a

known value, hence when they solve for the bound extraction problem, it reduces the

degree of freedom of the problem. Although this method runs faster than a piece-

wise linearisation of the non-linear constraints of frequency stability, its solution is

limited to the size of the system. In the cited work, this approach is run on a 20

synchronous generators system and it is solved under a stochastic environment.

In summary, this section has reviewed the state of the art on the resolution of the

UC problem. It has shown how scheduling generation capacity has been approached

linearly until the proliferation of RESs into power systems, which have then forced

scholars to devise non-heuristic tools to deal with the issue of low rotational inertia,
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low reserve capacity and stochasticity. These works summarised here take into

account such constraints into the UC problem, and they do it differently depending

on the approach they choose and on the time frame they work with.

While this section presented the state of the art from the planning side, the next

section will cover works that address the risk and security side by devising con-

tingency ranking algorithms and risk quantification criteria. Contingency ranking

algorithms and risk quantification activities are performed in the power system to

protect the grid against disturbances. These information presented as a ranking list

can work in hand with the results of a UC problem, giving the control room operator

another layer of security when analysing and operating the grid.

1.2.2 Contingency Analysis and Risk Quantification

Nowadays in power system analysis, contingency ranking algorithms are imple-

mented in functions that are under constant operation in the control room [48, 49].

TSOs even have departments that work solely on contingency analysis and Remedial

Action Schemess (RASs).

Already in 1972, Peterson et al. published a paper [50] that addresses contin-

gency analysis. Since the beginning of the load flow studies [51], computing time

was one of the most pressing issues to address. They proposed the iterative linear

power flow to make a fast screening of contingencies that cause certain violations

that meet a criteria specified. This iterative approach helped saving computational

time.

Moreover trying to shorten computational time, Irisarri et al. [52] propose a

Direct Current Power Flow (DCPF) approach, which converges in one single itera-

tion. The drawback of this approach, however, is that voltages are assumed to be 1

Per Unit (PU), neglecting bus voltage violations.

The DCPF algorithm is used by Mikollinas et al. in [53], which tackles the

problem of the masking effect in contingency ranking. This issue happens when

a disturbance that produces no overload ends up higher in the ranking than one

that produces a slight overload. This work is particularly significant for this thesis

because I too will be addressing the masking effect problem in following chapters.
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In [54], the authors propose system performance indices for the steady state

analysis (static security). Based on the percentage of overload in each branch after a

contingency, these outages are ranked via states, where every state of the system can

be previously defined, under a N-1 security criterion. They propose two indices: one

that measures how the outage of a branch can affect the transmission line thermal

limit of the rest of the branches connected, and one that measures the impact on

bus voltages or violations of physical capabilities of generators.

In [55], the authors perform a reliability assessment based on Markov Models of

system components and identification methods of events that cause unreliability in

the system. Including reliability data from the system, they use contingency ranking

and adequacy approach to determine if the system can meet with the loadability

requirements after a disturbance happens. Importantly for this thesis, they also

define the concept of the state of the system, which I use for my own analysis.

Authors in [56] compute a voltage stability index. Voltage instability is more of

a concern in systems that are heavily loaded because the grid needs more reactive

support on long transmission lines. A heavily loaded system is thus one where the

generation sources are very far from the load, electrically and geographically speak-

ing, and where systems are not meshed enough. The particularity of contingencies

in such systems is that they occur as a cascade failure mode, which starts with the

weakest nodes in the system and then propagates outward.

Dobson et al. discuss such cascading outages disturbances in [57]. They define

a cascade as a top-down modelling from a random initial disturbance followed by

the propagation of more failures. To do this, they use the approach of branching

processes to simulate the many outages that happen in a blackout, thus differing

from the N-1, where only one element of the system is out. In this way, they estimate

the probability distribution of blackout size.

In [58], authors plug 9 years of observed data from an electric power system

in the branching process before mentioned. It should be noted that this approach

requires to have historical data from many years. They show how to quantify the

propagation of cascading failures from this observed data and predict the effect of

the propagation on the risk cascade.
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In the work of [59], authors use a different index to rank the contingency severity.

They include the probability of the state and the severity, capturing the risk of a

certain event to happen. This was tested with the 24 bus Reliability Test System

(RTS)[60], but not with the three area version of it.

There are different approaches to tackle the problem of contingency analysis,

ranging from the deterministic N-1 criterion to risk quantification methods based

on cascading failures in the power system. The aim of contingency ranking is to

determine the worst scenarios that can happen when a disturbance occurs and their

consequences for the power system. These consequences can be violations of trans-

mission lines thermal limits, bus voltage drop or even stability problems [61]. In

this thesis, we will be investigating how the contingency ranking algorithms can be

a continuation of the operations planning results of the UC, analysing each single

one of their time points.

1.3 Aims and objectives of the research

This thesis aims to investigate the impact of large-scale RESs penetration on the

frequency stability of electric power systems from the day-ahead scheduling perspec-

tive. Specifically it will attempt to devise techniques to incorporate the so-called

frequency stability constraints into the process of day-ahead scheduling. The tech-

nique to achieving this belongs to the area of Separable Programming. To the

knowledge of the author, no such technique has been used for the handling of the

constraints of the UC problem. In addition, in the second half of this thesis, the

problem of variability of RESs are addressed by formulating a stochastic UC prob-

lem for purposes of day-ahead to week-ahead scheduling simulations. This approach

will take into account the random behaviour of RESs generation output, its stochas-

ticity, as well as the demand variations over time. In addition, via reliability rates

of the power system elements, we will incorporate reliability management metrics

to identify the most severe contingencies in the system. In this thesis, our intention

is to establish a link between the results of a secure UC that considers the largest

in-feed in the power system, with the a security analysis via contingency ranking



1.4. Research questions to be addressed 15

algorithms applied to the scheduling points generated by the UC results.

1.4 Research questions to be addressed

The three prominent research questions which this work will assess are:

1. To determine a secure operating floor of inertia in the power system for the

day-ahead to week-ahead planning horizon that includes frequency stability

constraints, as well as PFR from the available plants. The foundations of this

problem is covered in chapter 2, whereas an analysis and implementation of

the frequency stability constraints is done in chapter 3.

2. To quantify a reliability metric index that indicates the severity of a contin-

gency in the power system. This analysis is explored in chapter 4.

3. To include the stochasticity of RESs in the ahead to real time (day-ahead to

week ahead) planning horizon. This is done in chapter 5.

The next section covers the past and current publications coming from this thesis.

1.5 Publications

Section 1.5 covers the current publications that are a product of this thesis. Some

of them are chapters in this thesis, and some are in publication process.
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Table 1.1: List of Publications

Publication Status

[62] C. J. F. Cervantes, B. Kazemtabrizi, and M. C.

M. Troffaes, “Contingency Ranking in Power Systems

via Reliability Rates”, in 2018 IEEE International Con-

ference on Environment and Electrical Engineering and

2018 IEEE Industrial and Commercial Power Systems

Europe (EEEIC / I CPS Europe), June 2018, pp. 1–6.

published

C. J. F. Cervantes, B. Kazemtabrizi, and M. C. M. Trof-

faes, “Inclusion of Frequency Stability Constraints in

Unit Commitment Using Separable Programming,” in

2021 Electric Power Systems Research Journal, Septem-

ber 2021.

under minor review

Two-stage stochastic unit commitment paper under development



Chapter 2

Literature Review and

Methodology

This chapter of the thesis will cover the theoretical foundations and mathematical

modelling underpinning this research. The motivation, as discussed in the previous

chapter, is to analyse the security-constrained day-ahead to week-ahead operations

planning interval, and mathematically devise the necessary constraints to maintain

the frequency stability in the system. These added constraints increase the security

and reliability of the power system, specially those systems where low-rotational

inertia is a concern. To this end, the foundations of the operations planning studies

will be covered in this chapter. Furthermore, the underlying methods to ensure

system operational security will also be included here, in the form of a probabilistic

contingency analysis given a specific reliability criterion. The whole approach will

yield a coherent workflow between the two research paths.

2.1 Mathematical programming in power systems

Mathematical programming is a branch of mathematics [63] which is different from

computing programming, in the sense that mathematical programming aims to

”plan”, based on a set of constraints and an objective function, to search for the

best possible outcome of a problem, either to get a maximum or a minimum out-

put. This is known as mathematical optimisation, and it is based on how a problem

17
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is interpreted via a model. Mathematical programming and mathematical optimi-

sation are interchangeable terms. This branch of mathematics is applied in a wide

range of purposes in real-life world problems; ranging from economics, management,

chemistry, physics, and engineering. The branch of mathematical programming that

will be applied in this thesis is Linear Programming (LP), and its variation Mixed

Integer Linear Programming (MILP), both of which will be explained in further

detail throughout this chapter.

2.1.1 Linear Programming introduction

It is of interest of this thesis to showcase the foundations of the techniques used to

solve the optimal allocation of generators within a specific planning time horizon of

the power system. The first tool to explain here is a LP problem. In a LP problem,

what we are looking for is to either maximise or minimise a linear objective function

subject to a group of linear constraints of such problem. This objective function can

represent the revenue sought after in a process (to maximise the objective function),

or it could also represent the cost of running a process (which one usually would

look to minimise). In the case of this study, our aim is to minimise the cost of

running the power system, over a specific planning time horizon (typically ranging

between day-ahead to week-ahead). We can start by showing a very simple example

where LP is applied, taken from [64]. The first step of an optimisation via LP is to

understand the process that is under analysis. We have the data in table 2.1:

Table 2.1: Factory’s production data example*

optimisation of factory’s production

product ingredient x1 ingredient x2 prod. available

A 2 2 25

B 1 2 19

*Cost per ingredient: 45x1 and 80x2

The data presented in the table represent the following: it takes 2 units of

ingredient x1 and 2 units of ingredient x2 to produce a unit of the product A. The
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factory can produce up to 25 units in total, of product A. A similar treatment can

be given to the product B. It also indicates that each ingredient x1 costs 45£, and

one ingredient x2 costs 80£. The sum of both can be interpreted as our objective

function. If the goal of the problem is to get the highest revenue in the factory, then

we are looking to maximise the objective function. These ingredients can only be

non-negative, and for the sake of simplicity of the problem, they can attain any real

value. The formal representation of the problem is given below:

maximise z = 45x1 + 80x2

subject to

2x1 + 2x2 ≤ 25

x1 + 2x2 ≤ 19

x1, x2 ≥ 0, x1, x2 ∈ IR

And a generalised form of understanding how an LP is modelled, is shown in the

following equations:

maximise (minimise)
∑
i∈N

cixi (2.1.1)

subject to

∑
i∈N

aijxi ≤ bj, ∀j ∈ {1, 2, . . . , J} (2.1.2)

for a LP formulation xi ∈ R

To summarise, the prerequisites and elements of the LP model are:

• Objective function: the aim is to either minimise or maximise a result,

• Constraints: they represent the amount of resources available to include in the

model,

• Variables: The variables are the ones to find out, in order to satisfy the objec-

tive function,
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• Set of indices: they represent the number of variables in the problem, and the

number of constraints associated to them,

• Parameters: constant values associated to the variables and the objective func-

tion,

• Linearity: although obvious at this point, both the objective function and the

constraints must be linear.

At this point, the problem showcased in table 2.1 is not solved. The next subsection

will describe some of the methods to solve this optimisation problem.

2.1.2 Graphical solution of a two-dimension LP problem

Continuing with the example of the factory’s production, for didactic purposes and

definition of further used concepts, we will solve this problem. Let x1 and x2 locate

in the horizontal and vertical axis of fig. 2.1, respectively.
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Figure 2.1: Graphical solution of the LP factory’s production problem

If we graph the group of constraints of the problem, we can identify its inter-

section and joints known as vertices. This yields a shaded area where a feasible

solution exists. This solution area is known as the polyhedron. The vectors that

are coming from the constraints indicate the direction of the feasible shaded area.

The vertices at points E and F are intersection points of the problem, but do not

satisfy all constraints. Now that we have identified the area of the solution, we have
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to remember that we are looking for a maximum. We create a group of new variables

in the constraints of products A and B, that we will name the slack variables h1

and h2, and the inequalities will be transformed into equality constraints, as follows:

2x1 + 2x2 + h1 = 25

x1 + 2x2 + h2 = 19

These slack variables will be the unused production of items A and B, respec-

tively. When the solution for this problem are the points of vertex A at x1 = 0 and

x2 = 0, then we will have h1 = 25 and h2 = 19, it is valid to say that there is a

feasible solution. The constraints of the problem are satisfied under these conditions,

although the revenue under these conditions will be zero. These slack variables will

be further discussed when we review the simplex method.

Now, we can start testing vertices B, C and D in these equations and the objective

function z.

• vertex B = {0, 9.5}; h1 = 6, h2 = 0, z = 760

• vertex C = {6, 6.5}; h1 = 0, h2 = 0, z = 790

• vertex D = {12.5, 0}; h1 = 0, h2 = 6.5, z = 562.5

It can be seen that vertex in point C yields the largest objective function value and

there are no unused products A and B. Thus this is the optimal solution of the

LP problem. To summarise

• A feasible solution is the set of values of the variables of the problem that

satisfy all the constraints of the LP problem,

• The optimal solution is the solution of the LP problem that cannot be im-

proved,

Consequently, in the example above we have implicitly evoked the fundamental

theorem of LP:
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Theorem 1 If there is an optimal solution of a LP problem, then the LP has at

least one optimal solution that is a corner point solution.

The proof of the theorem is further discussed in [33]. With this graphical solution

of the factory’s production problem, it is actually easy to enumerate the vertices

where the solution exists. In the case that there are more variables in the problem

and more constraints (which is the case of the UC problem), this would prevent us

from following this approach, since the iterative process would be excessively time-

consuming. A brief description of a technique to tackle this problem is shown in the

next subsection.

2.1.3 The Simplex Method

As we could see, using the graphical solution to solve the LP problem is heavily

time-consuming when there is a large number of variables. It was George Dantzig

[63] who ”translated” the geometric solution of the optimisation problem, into an

algebraic form, known as the simplex method. This is known as the standard

form. In the simplex method, the inequality constraints of the problem will be

transformed into equalities, with the addition of the slack variables.

maximise z = 45x1 + 80x2

subject to

2x1 + 2x2 + h1 = 25 (2.1.3)

x1 + 2x2 + h2 = 19 (2.1.4)

x1, x2, h1, h2 ≥ 0 (2.1.5)

Now there is a system of linear equations, where we have more variables n = 4

than equationsm = 2. This means that the system has multiple solutions. Following

a linear algebraic approach for this problem, we can equalise two of the variables to

zero, so we can have the same number of variables and equations. This solution will
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be known as a basic solution. The whole system can be solved as a simultaneous

system of linear equations. Let x1 = 0 , x2 = 0, then the slack variables h1, h2 that

represent the capacity will be the fully unused product A and B, respectively, i.e. 25

and 19, and the revenue is zero. This solution is known as the initial basic feasible

solution. These non zero variables will also be known as basic variables, whereas

the variables with zero value will be known as non basic variables.

This basic feasible solution is a basic solution which satisfies the non-negativity

constraints, and includes the basic and non basic variables in a standard form of

the problem. The set of basic feasibile solutions correspond to the corner points of

the linear program. It is possible for the simplex method to determine how many

basic solutions exist, based on the number of equations and variables. The possible

basic solutions are n!/[m!(n −m)!], hence for this problem we have 6 alternatives,

but it is possible that they cannot lead to basic solutions if one pair of equations

are linearly dependent from each other.

The next logical step is to identify the path to find a new basic feasible solution.

We are interested in another basic feasible solution only if it improves the value of

the objective function. Then, at least one of the current non basic variables will be

changing into a basic variable, because the number of basic variables must remain

equal to the number of constraints. In the simplex method, this change happens once

at a time per iteration. Intuitively, this change should only happen if it improves

the objective function value. After observing the objective function, and bearing

in mind that we want to maximise the revenue, we can see that the increment per

unit of x2 increases in £80 the objective function value, whereas x1 increases it only

£45. Thus, we can consider x2 as the variable that will enter the basis, i.e. it will

become non zero. The next step is to select which variable leaves the basis, i.e., will

be assigned with a zero value. For this, there are two options: h1 and h2.

By looking at the fig. 2.1, we know that x2 can not go beyond 9.5, and the

slack variable associated with x2 is h2, hence h2 will leave the basis, and become

zero. Although this conclusion was obtained via visual inspection, this process can

become automated by using the minimum ratio test, and consists in calculating the

interceptions of the constraints with the variable x2, as the ratio of the right hand
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side to the the coefficient of the variable that will enter the basis, i.e., x2. Thus, we

would have the next expressions:

intersection of restriction 1 and x2 = 25/2 = 12.5

intersection of restriction 2 and x2 = 19/2 = 9.5

Next, we would have the next system of linear equations:

2(0) + 2x2 + h1 = 25

(0) + 2x2 + 0 = 19

x1 = 0 , x2 = 9.5 , h1 = 6 , h2 = 0

With this result, the slack variable h1 represents an unused product A of 6 units.

The next iteration searches for a new basic variable under the current system of

linear equations. Applying the minimum test ratio, it is x1 the variable that enters

the basis, and h1 its associated slack variable that will leave the basis. Thus, solving

the next system of linear equations yields

2x1 + 2x2 + (0) = 25

x1 + 2x2 + (0) = 19

x1 = 6 , x2 = 6.5 , h1 = 0 , h2 = 0

Finally, this is a feasible solution, since it statisfies all the constraints of the problem;

and it is an optimal solution as well, since this solution can not be improved further.

The results coincides with the graphical solution of the previous subsection. To

summarise, the simplex method can be compacted in the next steps:

1. Transform the system of inequalities into standard form (equalities), and de-

termine a feasible initial solution.

2. Select a non basic variable to enter the basis, using the optimality condition,

seeking for the most negative reduced cost. A tie between coefficients can be

broken arbitrarily.
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3. Select the current basic variable to leave the basis, based on the feasibility

condition that comes from the minimum test ratio. A tie can be broken arbi-

trarily.

4. Solve the system of linear equations considering the new basic and non basic

variables. If the solution can be improved, return to step 2, otherwise, stops

the process.

In essence, the simplex method keeps iterating until the solution cannot be im-

proved and all the inequalities are met. A variation of this approach is known as

the dual simplex method, which the reader can investigate further in [65]. Now

we will show how the problem becomes more complex when integrality conditions

are added to it.

2.2 The Non-Linearity of the UC problem and

the frequency stability problem

In this section we address the UC problem from its natural non-linear form, and the

motivations behind the frequency stability coupled with the power system dispatch,

specifically addressing the inertia in the power system.

2.2.1 The UC problem in its non-linear form

So far we have discussed over how to tackle linear problems using LP. In this thesis,

we work with the MILP modelling of the UC. The UC in its natural form is a

NP-hard [24],non-linear problem, which will be shown in eq. (2.2.6):

min
Φ

∑
t∈T

∑
g∈G

Sg(u
t
g − ut−1

g ) + Fg(P
t
g) (2.2.6)

where Φ := (P t
g , u

t
g)g∈G, t∈T ,.

• t ∈ T := {1, . . . , T}, where T is the set containing all timesteps in the planning

horizon, and T is the final time point,
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• g ∈ G := {1, . . . , G}, where G is the set containing all synchronous generators,

and G is the number of generators,

• ut
g is the unit status (up or down) of unit g at time t, where ut

g ∈ {0, 1},

• P t
g is the active power generation of unit g at time t, in MW,

• Sg(u
t
g −ut−1

g ) := CSU+
g max(ut

g −ut−1
g , 0)+CSD−

g max(ut−1
g −ut

g, 0) is the start-

up and shutdown cost function which has a unit-dependent costs CSU+
g , CSD−

g

per event,

• Fg(P
t
g) is the fuel cost function of active power generation P t

g which could be

either quadratic or piece-wise linear.

The terms of the objective function in eq. (2.2.6) are convex, but non-linear. They

can be linearised by adding some auxiliary constraints, a topic that will be further

discussed in chapter 3. The AC power flow modelling equations describe the power

balance at each bus. Such modelling is shown in eq. (2.2.7), and it is repeated at

each time step of the UC optimisation, but for the sake of this example we will omit

the t subscript:

SGgen
n − SLload

n − SZ line
n − SSshunt

n = 0 ∀n ∈ N (2.2.7)

where N is the set of buses in the system and E , ER ⊆ N × N are the sets of

forward and reverse paths of the transmission lines in the grid. This power balance

equation follows the law of conservation of energy, which in our case it is power.

The injected complex power by all generators connected at bus n is represented by

SGgen
n , whereas all the load connected to the bus n is represented by SLload

n , in a

complex form as well. The complex power flow transmitted from and to the adjacent

nodes n is represented by SZ line
n . The elements in shunt connection in node n are

represented by SSshunt
n . The set of generators is defined as G =

⋃
n∈N

Gn, whereas the

set of loads are L =
⋃

n∈N
Ln, the set of transmission lines are K =

⋃
n∈N

Kn, and the

set of shunt elements is M =
⋃

n∈N
Mn. Equation (2.2.7) is expanded in eq. (2.2.8)
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∑
g∈Gn

SGg −
∑
l∈Ln

SLl −
∑
k∈Kn

SZk −
∑

m∈Mn

(Y shunt
m )∗|Vn|2) = 0 ∀n ∈ N (2.2.8)

Iij = Yij

(
Vi − Vj) ∀(i, j) ∈ E , (2.2.9)

SZk = SZij + SZji ∀(i, j) ∈ E , (2.2.10)

SZij = Vi

(
Iij + Y C

ij Vi

)∗ ∀(i, j) ∈ E , (2.2.11)

SZji = Vj

(
− Iij + Y C

ji Vj

)∗ ∀(j, i) ∈ E , (2.2.12)

The value of Y shunt
m is the admittance of the shunt element m. Furthermore,

at each node n the equation eq. (2.2.8) must be met by equalising to zero. The

complex voltage Vn is the state variable of the optimisation problem. Iij denotes the

current flowing in the transmission line, from node i to node j. Yij and Y C
ij represent

the series admittance and the shunt admittance of the transmission line, from bus

i to bus j, under a π-model transmission line [66]. SZij is the complex power flow

that moves from node i to node j, whereas the complex power SZji flows to node

i from node j. Thus, we can compact the previous formulation of the cost function

eq. (2.2.6) and constraints in the following form:

min
Φ

f(Φ) (2.2.13)

where Φ is the vector of variables:

Φ =


ug

Vn

Pg

 (2.2.14)

Φmin ≤ Φ ≤ Φmax (2.2.15)

subject to the power balance equality constraint in eq. (2.2.8), and eq. (2.2.15). Such

cost function, equality and inequality constraints show the non-linearity of the UC

problem in its natural form. In order to tackle this problem, there are techniques

such as Mixed Integer Non Linear Programming (MINLP) approaches. For practical

purposes, TSOs nowadays run a linear approximation of the UC problem. We

elaborate further and fully on the linear version of the UC in chapter 3. Now we will
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discuss the foundations behind the dynamics of the frequency in the power system,

which is necessary to understand in order to couple them into the UC problem.

2.2.2 Frequency stability from the swing equation perspec-

tive

In this subsection we explain the dynamics of a power imbalance in the power

system. This imbalance is directly translated into a change of speed in the rotor

of the generator, which changes the the electrical frequency of the system. We can

observe how this frequency in the grid is related to the mechanical rotational speed

of the generators. As shown in fig. 2.2, conventionally the system frequency relies

on the rotational speed of the generators whilst they are synchronised to the system

and they are the main providers of conventional inertia to the system. Because of

Figure 2.2: Synchronous link in power systems

this synchronous link between turbines and generators, the mechanical rotational

speed ωm is coupled with the electrical angular frequency ωe. The imbalance between

generation and demand is depicted as a mismatch between torques acting on the

rotor[9], which is shown in:

Ta = Tm − Te (2.2.16)

where

• Tm is the mechanical torque in N ·m,

• Te is the electrical torque in N ·m,

• Ta is the accelerating torque in N ·m
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Since the combined inertia of the generator and the turbine is accelerated by this

imbalance in torques, we have:

J
dωm

dt
= Ta = Tm − Te (2.2.17)

where

• J is the moment of inertia of generator and turbine,

• ωm is the angular velocity of the rotor, in rad/s,

• t time, s

the left side of the eq. (2.2.17) represents the kinetic energy stored in the turbine and

generator. It can be expressed in seconds, if it is referred to a base in the system,

or in MVA · s. This is the time that a machine can deliver its nominal power output

using only the kinetic energy stored in the rotating mass which is the inertia H for

each generator in the system, as it is shown in:

H =
1

2

Jω2
0m

Sb

(2.2.18)

where

• Sb is the base apparent power of the system.

• ω0m is the rated angular velocity in mechanical rad/s.

The moment of inertia from eq. (2.2.18) is:

J =
2H

ω2
0m

Sb (2.2.19)

Substituting eq. (2.2.19) in eq. (2.2.17), we have:

2H

ω2
0m

Sb
dωm

dt
= Tm − Te (2.2.20)

Rearranging the eq. (2.2.20) we have:

2H
d

dt

(
ωm

ω0m

)
=

Tm − Te

Tb

(2.2.21)

where the base torque is Tb = Sb/ω0m , so eq. (2.2.20) yields:

2H
dω̂r

dt
=

Tm − Te

Tb

(2.2.22)
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where in eq. (2.2.22), ω̂r is:

ω̂r =
ωm

ω0m

=
ωr/pf
ω0/pf

=
ωr

ω0

(2.2.23)

where:

• ωr is the angular velocity of the rotor in electrical rad/s,

• ω0 rated value of this angular velocity,

• pf is the number of poles.

As we can see, it is clear the effect that inertia has on the excursions of frequency

when a generation imbalance happens, such an effect is to help the system to damp

these frequency excursions due to the imbalance between load and generation. This

can be seen as:
dω̂r

dt
=

Tm − Te

2HTb

(2.2.24)

Considering RESs such as wind generation, the amount of conventional inertia in

the system changes. Wind generation is treated as non synchronous generators,

rotating in a variable speed. This is due to the intermittence of natural sources such

as wind. This is depicted in fig. 2.3.

Figure 2.3: Non-synchronous link in power systems

Due to this non-synchronous link between RESs and the power system, these

types of sources do not add conventional inertia, as a synchronous generator would

do. In this thesis, we aim to incorporate into the UC optimisation, new modellings

that include non-synchronous generation, such as wind or photovoltaic injections of

power. At the same time, we will keep the post-fault frequency values into tolerance
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limits within the power system dispatch. So far, we have covered the basis behind

the UC problem in its non-linear form, and the motivations of the frequency stabilit

problem of this thesis. It is necessary to define the foundations of the mathematical

tool that solves the power system dispatch, and the tools necessary to tackle the

non-linearities that may appear in the problem. This is discussed in the next section.

2.3 Basic MILP formulation

In order to elaborate on the UC problem, it is necessary to describe the foundations

where this approach relies on. It is in the area of power system operations planning,

and the purpose of the problem is to find an optimum operating state for the system.

This normally involves maximising/minimising a specific utility (usually the cost to

the operation of the system which is minimised). It is necessary to define where this

analysis starts, and this section aims to scope this.

Before addressing the UC problem description, it is important to mention the

types of operations planning problems (and their associated planning timescales)

that exist in power system operations planning. This planning activity can range

from decades-years timescale (for generation expansion/procurement and network

adequacy studies), to minutes timescale (for operations planning type problems),

which is commonly known as real time, and is part of the intra-day market. The

timeline of these analyses is depicted in fig. 2.4.

Figure 2.4: Planning horizon in the power system

In network adequacy studies, it is decided if the generation available in a future

scenario is able to meet that future demand. The goal of this study is to determine
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whether the system’s generation capacity can cope with the demand growth in order

to maintain a minimum level of reliability, known as Loss of Load Expectation

(LOLE). In this problem, the uncertainty included is not only from the load, but

from the renewable generation and the transmission system elements as well. It can

be said that a study of generation adequacy is one of the areas of reliability analyses

[67] when applied to power systems. The types of reliability analysis carried out in

this thesis on the other hand are more focused on identifying operating states where

system is no longer able to continue a secure operation, based on historic observed

data. These are defined in the context of the planning timescales for operations

planning purposes. The focus of this thesis is therefore on the UC optimisation

problem. As a general way of describing the UC, it is the stage of operations

planning where the decisions on which generator units to commit or de-commit are

made, whilst adhering to the generation-demand balance condition. In its general

form, the complete UC formulation is non-linear, due to the inclusion of the complex

power balance equations, which are non-linear.

As it was reviewed in the previous section 2.2, the UC problem in its natural

form comes from a non-linear modelling. However, using a MINLP approach to

solve the UC problem is not practical for a daily-basis purpose. The connection and

disconnection, besides being binary decisions, are nonlinear as well. Therefore, the

full linear approach of the UC is discussed in chapter 3, but before doing so, we

require that we review the MILP foundations in this section of the chapter, which

is the mathematical tool to solve the scheduling problem in the power system. We

will be using the example of table 2.1 problem. The considerations of the amount of

products A and B are the same, although now we are not allowed to use fractionary

ingredients x1 and x2 in the problem, but only integers. Therefore, the problem is
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Figure 2.5: MILP and IP solutions of the factory’s production problem

an integer programming problem, according to:

maximise z = 45x1 + 80x2

subject to

2x1 + 2x2 ≤ 25

x1 + 2x2 ≤ 19

x1, x2 ≥ 0, x1, x2 ∈ Z

We can try to solve the problem by inspection under the graphical approach.

Let’s assume that, in fig. 2.5a, a MILP approach is followed, x1 must be integer,

and x2 is a continuous variable. In fig. 2.5a, the problem is purely integer, thus

it is an Integer Programming (IP) problem. The objective function value of the

MILP problem is the highest, and slightly less for the IP one due to the integrality

constraints. In the next subsections, it will be addressed how the integrality of the

variables affects the solution and the different methods to work with this problem.

2.3.1 The branch and bound method

In this section a very brief description of the branch and bound method will be

described to solve a MILP or IP problem. In essence, the branch and bound method

starts with the so called LP relaxation, i.e. solving the problem in its continuous

form. The solution of the LP relaxation is the next one:

• x1 = 6, x2 = 6.5, z = 790
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This value will be known as the upper bound of the problem. The solution

already indicates that x1 is integer, then the variable x2 will be the one that we will

use for branching. In the branch and bound approach, sub-problems are created

and then solved separately. Since x2 = 6.5, the adjacent integers will be explored,

i.e. 6 and 7. The corresponding LP problems will be:

maximise z = 45x1 + 80x2

subject to

2x1 + 2x2 ≤ 25

x1 + 2x2 ≤ 19

x1 ≥ 0 , 0 ≤ x2 ≤ 6, x1, x2 ∈ Z

and

maximise z = 45x1 + 80x2

subject to

2x1 + 2x2 ≤ 25

x1 + 2x2 ≤ 19

x1 ≥ 0 , x2 ≥ 7, x1, x2 ∈ Z

Their corresponding solutions are:

• If x1 ≥ 0 and x2 ≥ 7, z = 785£, x1 = 5 , x2 = 7,

• If x1 ≥ 0 and 0 ≤ x2 ≤ 6, z = 772.5£, x1 = 6.5, x2 = 6,

A graphical representation of the solution for each node of the branching process is

shown infig. 2.6a and fig. 2.6b, respectively. Each of the darker shaded areas indicate

where the solution of the problem lies, and their respective solution points of the

LP problem.

The next branching will be over the adjacent integers of x1 = 6.5, which are 6

and 7. Hence we have:

• If 0 ≤ x1 ≤ 6 and 0 ≤ x2 ≤ 6, z = 750£, x1 = 6 , x2 = 6,
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Figure 2.6: Solution areas when branching over x2 = 6.5

• If x1 ≥ 7 and 0 ≤ x2 ≤ 6, z = 755£, x1 = 7, x2 = 5.5,

Graphically, the solutions will have the purple shaded area of fig. 2.7a and

fig. 2.7b. We can see at this point that both values of the objective function are

below the solution founded when branching with x2 ≥ 7. This is known as a lower

bound, hence there is no need to keep branching over the non integer variables.
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Figure 2.7: Solution areas when branching over x1 = 6.5

The whole tree of solution search will have the structure of fig. 2.8. The problem

terminates with the best values of 5 units of ingredient x1 and 7 units of ingredient x2

and an objective function value of z = 790£. In the next section, another approach

to tackle the integrality of the MILP problem will be explained.
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Figure 2.8: Branching tree of the MILP problem

2.3.2 The branch and cut method

The branch and cut method is an extension of the branch and bound method. ”Cuts”

are applied from the LP relaxation phase of the problem, then the branching starts

in the different nodes of the search tree. We can start by defining only the general

idea behind these cuts. We can consider the next MILP problem:

maximise
∑
k∈K

∑
i∈N

cixi + ekyk (2.3.25)

subject to

∑
k∈K

∑
i∈N

aijxi + dkjyk ≤ bj, ∀j ∈ {1, 2, . . . , J} (2.3.26)

xi ≥ 0 ,∈ ZN
+

yk ≥ 0 ,∈ RK
+
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Then, there is a set of feasible solutions of the MILP problem such that:

S := (xij, ykj) ∈ ZN
+ × RK

+ : Ax+Dy ≤ bj (2.3.27)

where A = (aij) and D = (dkj). The next LP relaxation solves the problem of

eq. (2.3.27) since S ⊆ P0:

maximise z0 =
∑
k∈K

∑
i∈N

cixi + ekyk : (x, y) ∈ P0 (2.3.28)

We can assume that z0 is the optimal value and (x0, y0) is an optimal solution.

In this part enters the concept of ”cuts”. There can be cases when the solution

(x0, y0) is not in S. The idea is to find an inequality αx + γy ≤ β that is satisfied

by every point in S and that αx0 + γy0 > β.

P1 := P0 ∩ {(x, y) : αx+ γy ≤ β} (2.3.29)

Then we know that S ⊆ P1 ⊂ P0, the LP relaxation of the MILP problem P1 is

stronger than the initial natural LP relaxation of eq. (2.3.28), the optimal value of

the objective function in eq. (2.3.30):

maximise
∑
k∈K

∑
i∈N

cixi + ekyk : (x, y) ∈ P1 (2.3.30)

is at least as good as an upper bound on the value z∗ as z0, while the optimal solution

(x0, y0) of P0 does not belong to P1. Using this approach of defining cutting planes,

we can generate more cuts in an iterative form. This iterative process is described

as follows:

Starting with the initial LP relaxation, initialise with i = 0, repeat:

• Step 1: solve the LP problem max{cx+ ey :∈ Pi}

– If the optimal basic solution (xi, yi) exists in S, terminate the process.
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– Otherwise solve the separation problem by finding the cutting plane αx+

γy separating (xi, yi) from S. Set Pi+1 := Pi∩{(x, y) : αx+γy ≤ β} and

repeat step 1.

This separation problem is of high relevance in MILP problems. If (xi, yi) is

outside the set of solution points of S, there are an infinite number of cuts that

separates (xi, yi) from S. Instead of generating one single cut as it is shown in the

previous algorithm, solvers usually add several cuts to Pi to generate the problem

Pi+1.

In the branch and bound method, the upper bound is defined by the branching

stage at each LP problem. For a tighter upper bound, the branch and cut method

adds the necessary cutting planes before the branching process starts. A brief de-

scription of the branch and cut algorithm using the Gurobi solver[68] is described

in the next steps:

Gurobi MILP bulding blocks

• Step 1: Presolve

– This step reduces the size of the problem by modifying possible con-

straints susceptible of making them stronger than the original ones, e.g.

reducing the coefficients’ size. These new constraints must not discard

any valid solutions.

• Step 2: LP relaxation

– In this stage a LP relaxation is done, neglecting the integrality constraints

of the problem and creating an objective function bound.

• Step 3: Cutting planes strategy

– In this step is where the cutting planes are introduced to the problem.

The solver decides in an empirical form to add the necessary cuts to the

problem, based on the success of their addition. They are mostly added

at the root node of the solution tree, and very few cuts are added in the

later nodes of search.



2.3. Basic MILP formulation 39

• Step 4: Branching phase

– Finally, in this branching phase the solver decides the branching variables.

In a problem with thousands of variables, Gurobi classifies a ”superb”

variable as the one that finds infeasibility in both directions of the integer

rounding.

Further reading of the solver settings and characteristics can be consulted in [68]. A

review that expands on MILP and MINLP can be found in [69]. Now that we have

covered the basic modelling of the MILP, which are the modelling foundations on the

UC modelling, we have to tackle the cases when non linear expressions appear in the

formulation. The inclusion of frequency stability constraints in the UC formulation

requires to follow an approximation into a linear form. To address this problem, we

will be introducing the separable programming approach that is incorporated into

the MILP formulation in the next subsection.

2.3.3 Separable programming modelling

Previously, we have covered the LP and MILP problems where all the variables

involved are linear. In the UC formulation addressed in this thesis, we follow a linear

approach. For this reason, all non linear terms that appear in the cost function or

the constraints of the problem, must be either linearised or approximated into a

linear form.

This thesis includes a technique that approximates the non linearity of a term of

the cost function or the constraints of the UC problem into a linear form, instead of

trying to solve the problem directly, which under a MILP approach is not possible.

We have shown that in LP problems the solutions are expected to be found in the

vertices of the feasible region. With the inclusion of non linear terms, the solution

might not be bounded by straight lines that inequality constraints add, or it could

be the case that the solution could be found in the interior of the feasible region[70].

These types of problems arise in cases where the optimisation is expected to be

modelled over a period of time, and it is expected that at each time point these

non linearity constraints are approximated into linear forms. This is indeed the
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case of the UC problem analysed in this thesis, and such non linearity problems

will be discussed in depth in section 2.2.2 and chapter 3. In order to handle this

Nonlinear Programming (NLP) problem, we use an approach known as separable

programming[71]. If the objective function or constraint that includes the non

linear term can be represented in the next form:

ϕ(x1, . . . , xn) =
n∑

j=1

ϕj(xj) (2.3.31)

then it is called a separable function since all of its terms can be expressed as

the sum of each function ϕ1(x1) + ϕ2(x2) + · · · + ϕj(xj). Another condition is that

the function must be convex, guaranteeing a global optimum, since inside of the

polyhedron can be traced by a straight line between each solution point, without

interfering with another solution point or region of the polyhedron. In practical

terms, all the points can be seen at any position inside the solution region. The

j term of eq. (2.3.31) represents all the possible variables to be linearised in the

objective function. As an example, the linear function:

ϕ(x1, x2, x3, x4) = 2x1 + 5x2 + x3 + 6x4

is separable, since each of its terms is not multiplying with another, or included inside

a different function, plus no quadratic term is embedded either and the function is

convex. An example of a non-linear but convex function is shown in:

ϕ(x1, x2) = 2x1 + 5x2
2

whereas the function:

ϕ(x1, x2, x3, x4) = x1 + 5(x1x2) + x1 sin (x3 + x4) + x2
4

is not directly separable since there are variables that multiply each other inside the

function, and also have a sinusoidal and quadratic form; hence the nonlinearity of

the function.

In the UC problem addressed in the aforementioned section 2.2 and expanded

further in chapter 3 in its linear form, we will be working with a parameter known

as the largest infeed (∆Pmax
L ), which is the largest credible outage of a generator
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Figure 2.9: Discretisation of x value

that can happen in the power system. Due to the problem modelling this parameter

becomes quadratic, as in (∆Pmax
L )2. The quadratic modeling of this value will be

further discussed in chapter 3. For the sake of the example, let’s assume that we

want to add it as a decision variable in the optimisation problem, since it could be

the case we want to add that flexibility of letting the solver choose optimally the size

of the largest infeed. We would need to approximate it into a linear form in order to

include it in the MILP, hence substituing ∆Pmax
L as the x variable to approximate

into linear, we will have:

x = ∆Pmax
L (2.3.32)

ϕ(x) = (∆Pmax
L )2 (2.3.33)

As a modelling strategy of approximating ϕ(x) as linear, we show the value of

x as a piecewise linear function with some r affine segments, considering a range of

outages of [100, 400]MW in the power system. This can be shown in fig. 2.9

First we perform a discretisation with lower l and upper u bounds of ar values

of the form l ≡ a0 < a1 < · · · < aR ≡ u. The less distance between each point,

and the more points of the discretisation, the better the approximation. There is

an obvious tradeoff between the number of breaking points, and the results of the

optimisation. One strategy can be to observe result of the x value in question, and

add more granularity between the adjacent breaking points. Next we have to model
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the coordinates (ar, ϕ(ar)) as a convex combination associated with the weights λr

for each r = 0, . . . , R and associate each transition between the ar points with the

binary variable yrwhere yr ∈ {0, 1} to reflect the selection of each affine segment in

the interval r = 1, . . . , R. This formulation is shown as follows:

x =
R∑

r=0

arλr and ϕ(x) ≈
R∑

r=0

ϕ(ar)λr (2.3.34)

where:

R∑
r=0

λr = 1,
R∑

r=1

yr = 1 (2.3.35)

λ0 ≤ y1, λr ≤ yr + yr+1 for all r ∈ {1, . . . , R− 1}, λR ≤ yR (2.3.36)

λr ≥ 0, yr ∈ {0, 1}, for all r ∈ {0, 1, . . . , R}; (2.3.37)

The value of λr must meet the next condition:

Adjacency condition: At most two λr weights are positive. If two weights

are positive, then they are adjacent, i.e., of the form λr + λr+1. This is also known

as a SOS2 Special Ordered Set 2 condition [70, 72, 73, 74]. The λr operators will

look to select fractional values of the adjacent coefficients ar and ar+1, where the

sum of two of them will yield the approximated linearised value. The use of the

binary operators yr ensures that one slope is selected between two adjacent points.

This strategy will guarantee and enforce and a global optimum in the optimisation

since the problem keeps its convexity[75]. This whole approach will result in the

approximation of the squared value of ∆Pmax
L .

The non-linearities in the optimisation can appear in different forms, not only as

a squared variable. Fortunately, there are different techniques that are capable to

induce a linear form. Let x1 and x2 be the variables that are members of a nonlinear

term, either in the objective function or a constraint of the problem, and let y1 and

y2 be auxiliary variables. Some of the transformations necessary to induce linearity

are shown in table 2.2.

More transformations can be implemented to avoid the direct inclusion of non-

linear terms in the optimisation problem [76], but so far these are useful exam-

ples of how by adding extra variables and constraints helps to include them in the

MILP formulation. For a graphical representation, let’s assume that the variables
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Table 2.2: Variable transformations to approximate nonlinear terms into linear terms

Inducing separability

Term Substitution Additional constraints restriction

x2
1 x =

∑R
r=0 arλr,

∑R
r=0 λr = 1 SOS2 condition, and

ϕ(x) ≈
∑R

r=0 ϕ(ar)λr λr ≥ 0, for all r ∈

{0, 1, . . . , R}

convex solution area

x1x2 x1x2 = y21 − y22† y1 = 0.5(x1 + x2) none

y2 = 0.5(x1 − x2)

x1x2 x1x2 = y1 log y1 = log x1 + log x2 x1 > 0, x2 > 0

†This substitution is non-convex

x1, x2, y1, y2 ∈ [−1, 1], and we are interested in approximating into linear the prod-

uct of x1x2. We can see the non-convex feasible region of the product of the two

variables x1 and x2 in fig. 2.10a. When we develop this last expression into the

transformation of y21 − y22, and subject to the respective constraints shown in the

third column of table 2.2, the feasible region is shown in fig. 2.10b, and it is non

convex as well. With these cases, the SOS2 condition can not be met without the

inclusion of additional constraints; contrarily it is possible to do so with the case of

the convex function x2
1 shown in fig. 2.9. The necessary additional constraints are

shown in eqs. (2.3.35) to (2.3.37). The integrality of the constraints guarantees a

global optimum, even for the non-convex cases [77].

These are the foundations of the MILP formulations, that will be used later

throughout this research work, applied to power systems operations planning, but

specifically the UC problem. The next step in this work is to include the uncertainty

in the UC problem. The basic formulation of the techniques used to address this

problem will be covered in the next section of this chapter.
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(a) x1x2 feasible region (b) y21 − y22 feasible region

Figure 2.10: Feasible region of variable transformations

2.4 Inclusion of uncertainty in the MILP formu-

lation: Stochastic Programming

Thus far, we have covered how to tackle the problem of MILP, which is the math-

ematical programming tool to model the UC optimisation problem. It is in the

UC problem where the decisions of connecting and disconnecting generation units

happen. Nonetheless, the UC in its deterministic form may not necessarily contain

any uncertain variables. There are different perspectives to include this uncertainty,

such as:

• Load perspective: based on past behaviour and history, and depending on the

time frame from the scenario to analyse, load forecasting is a tool where the

demand’s behaviour is predicted.

• Generation perspective:The uncertainty that comes from some of the RES,

specifically those that do not have a constant source of power, such as the

wind and solar resource.

• Contingency analysis: Due to unforeseen circumstances, there is uncertainty

on the continuous functioning of the elements that belong the power system.

Via contingency analysis under a probabilistic modelling, and using the re-

spective historic data, we can obtain the probability for an element to fail
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(i.e., a contingency). This input can be included as a source of uncertainty in

the context of power systems planning problems.

All these sources of uncertainty can be acknowledged in the modelling as random

variables. Other classifications on the source of uncertainty depending on the nature

of problem may also exist but the categories above comprise the cases that apply

to most problems. In this thesis work, we model the uncertainty using Stochastic

Programming (SP). Via SP techniques we can include these sources of uncertainty

in the optimisation problem. The difference with an optimisation based on deter-

ministic and constant inputs is that such approach only covers one ”path” of results,

based on the single-path input data. A deterministic modelling of the UC is a useful

approach when the certainty of the input data is rather high. On the other hand,

Using SP we can capture the uncertainty of the aforementioned perspectives, and

it is in the interest of this work to understand how the linearisation techniques can

be implemented at the presence of uncertain variables. Next we will be covering in

general form some of the techniques to work under a SP environment.

2.4.1 Scenario generation and selection

The UC is an optimisation processed that is performed for a specific planning hori-

zon. This will be discussed in detail in chapter 3. As it was mentioned earlier, the

uncertainty from the load and RESs can be included in the problem. There are

different approaches to do this, and they are discussed here:

Probability model

This is possibly the mostly known form of characterising the random variables. Us-

ing the historical data from RESs or load, we can model the probability density

function (PDF) or cumulative distribution function (CDF) which describe the be-

haviour of these random variables[78]. This historical data can be sourced from

real readings from available meters or simulated output. We will describe one sta-

tistical approaches to estimate the PDF: parametric estimation. With parametric

estimation it is assumed that the historical values follow a probability distribution
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dependent on the parameters of interest. The case of wind energy is an example for

this statement. It is usually assumed in empirical studies that the speed of the wind

(x) follows a Weibull distribution, such as:

PDF (x;λ, k) =


k
λ
(x
λ
)k−1e−(x/λ)k x ≥ 0,

0 x < 0,

(2.4.38)

where k is Weibull form parameter. It indicates the shape of the Weibull distribu-

tion, which a small value of k indicates very variable wind speed, and more constant

wind speed is characterised by large values. The value of λ is the scale parameter;

a measure of the characteristic wind speed of the distribution. This value is pro-

portional to the mean wind speed. Both of these values can be estimated through

methods such as the maximum likelihood estimator, Bayes estimator, etc. [79]. So

far, it should have become evident that it is not possible to include the probabilistic

behaviour to the MILP optimisation directly. The function in eq. (2.4.38) is not

linear and not convex either. Different methods able to handle this input are the

chance constraint and Value at Risk[80], but both of them are not used in this thesis

work.

Multiple scenarios

Continuing with the different perspectives of analysing the uncertainty to be in-

cluded in the UC, we reach the scenario generation and classification [81]. The aim

of this approach is to capture the behaviour of historical data in different strata

of the random variables (load or RES). These strata should represent the extreme

points of the historical data, and this data will be grouped depending previously de-

fined thresholds. Once the data is allocated to their respective strata, the next step

is to randomly select the data points from the stratum. This is known as stratified

sampling [82]. A graphical representation is shown in fig. 2.11. The red dots at

each stratum will be the randomly selected elements. The selection of the scenarios

should comply with the next characteristics:

• Compactness: The number of strata that group the data should be a number

that fairly represent the distribution of the data. This number will also depend
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Figure 2.11: Schematic representation of scenario selection via stratified sampling

on the number of realisations needed for the analysis.

• Diversity: The scenarios selected should represent not only the mean values

of the historic data, but the extreme cases as well. Hence the importance of

the stratum construction.

• Representativeness: The scenarios selected should represent the whole data,

but not be redundant or repetitive.

Now let’s assume that we are looking to create the strata for a historic data of

wind resource. For the sake of the example, we can omit to specify the output of

this resource, either energy or wind speed. In fig. 2.11 the stratum classification can

represent sources that are geographically allocated in different areas. Hence, if we

look at one year of hourly observations, due to the seasonality of the wind resource,

it could very well be the case that certain amount of wind is available for a region

in the system at certain week of the year, whereas this is not the case for another

region of the system, and vice versa. This approach improves the representativeness

of the historical data in each stratum. Now we will analyse some of the approaches

to model the uncertainty into the MILP and hence the UC.
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2.4.2 Two-stage stochastic programming

Previously we have covered how we can define the MILP problem. So far, the input

data has been assumed to be constant and deterministic. This is useful when the

problem is modelled under a short term horizon. In order to add the aforemen-

tioned scenarios into the formulation, we will use in this thesis work the two-stage

stochastic programming (TSSP) approach [80, 83, 84]. This approach is known

to commit to decisions on the first stage of the problem, also known as the here-

and-now decision; and the second stage of the optimisation, the recourse, takes

into account the different scenarios according to their respective probability. Under

this approach, the optimal decision ensures the minimum or maximum total cost of

the objective function in an expected value sense. In order to remember the original

deterministic MILP problem, we will show again the eq. (2.1.1):

maximise (minimise)
∑
i∈N

cixi (2.1.1 revisited)

subject to

∑
i∈N

aijxi ≤ bj, ∀j ∈ {1, 2, . . . , J} (2.1.2 revisited)

xi ≥ 0, xi ∈ R

The modified eq. (2.1.1) under a two-stage stochastic programming becomes and

matrix form is:

maximise (minimise) c⊺x+
∑
ξ∈Ξ

πξq
⊺
ξyξ (2.4.39)

s.t. Ax ≤ b, (2.4.40)

Rξx+Gξyξ ≤ hξ, ∀ ξ ∈ {1, 2, . . . ,Ξ} (2.4.41)

x ≥ 0, yξ ≥ 0, ∀ k ∈ {1, 2, . . . ,Ξ}

where:
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• ci qξ are the cost coefficients associated with the first and second stages of the

problem, respectively;

• x is the variable vector of the first stage of the problem,

• yξ is the variable vector of the second stage of the problem, at each scenario ξ

• πξ is the probability of the scenario ξ = {1, 2, . . . ,Ξ},

• A is the coefficients matrix of the first stage of the problem,

• Rξ, Gξ are the coefficients matrix of the second stage, at each scenario ξ, and

hξ is the right hand side of the inequality.

To summarise the whole optimisation problem: the solution of eq. (2.4.39) is

given by one optimal solution of x and the ξ − th optimal solutions of yξ, and the

vector of variables yξ repeats at each ξ − th scenario. Under these conditions, the

term Gξyξ picks up the slack if there is a deviation of the term Rξx ≤ hξ, once the

uncertain data is revealed. The cost of this handling this deviation is amounted

by q⊺ξyξ. Under this approach, we assume that the process under analysis is solved

repeatedly under random conditions that do not significantly change over a period

of time. This stochastic formulation will be expanded for the UC in chapter 5.

This last section of the chapter has been the last one regarding the MILP for-

mulation and how to include the stochasticity in the optimisation. One of the

motivations of this thesis work is to understand the dynamics of the frequency sta-

bility, and include their behaviour for the UC problem. The next chapter covers

the frequency stability foundations of this thesis work. In the subsequent section we

will elaborate on the test system used in throughout this thesis.

2.5 The Reliability Test System (RTS) - updated

NREL version

The three area test system shown in fig. 4.8 is a test system that is based originally

from the IEEE Reliability Test System 96 [85]. Recently, changes have been applied
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Figure 2.12: Three area RTS geographical representation[60]

to it to be suitable for modern power system analytical needs. This is a task that is

under the National Renewable Energy Laboratory (NREL) supervision. The changes

can be consulted in the reference [60]. A geographical representation of such test

system is included in the fig. 2.12

2.6 Chapter remarks

In this chapter we covered the foundations of the UC optimisation problem, starting

from reviewing the mathematical programming tools that are needed to solve it. A

simple LP optimisation problem involves variables that are continous and with a

lower bound greater than zero. We use simple examples as a two-variable problem

to show that the basic feasible solutions are in the corner points of the feasible

region. These basic feasible solutions must satisfy all the constraints of the LP

problem, and there will be one single solution, known as optimal solution which it

cannot be improved. This definition is part of the basic theorem of LP.

We have reviewed the natural UC problem in its non-linear form as well. This

is of high importance because it shows the necessity of using another mathematical

programming tool that allows us to solve the UC problem, since it is non-linear and
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involves binary decision variables that are not handled in a natural LP problem.

Thus in this chapter we reviewed the MILP basic formulation needed to further

understand the UC problem in chapter 3.

The inclusion of non-linear constraints involves modelling them in such a form

that it is capable for the solver to understand a model that is linear. In this thesis

work, we will be adding constraints that capture the frequency stability of the power

system. In order to do so, we will be using a technique called separable programming,

which the basic formulations have been explained in this chapter as well.

Finally, we need to expand the modelling of the UC to include the uncertainty

that RESs such as solar and wind bring into the system. To tackle this problem,

we have covered the foundations of the approach followed in this thesis, such as

the TSSP. This technique commits to include the necessary information in the first

stage of the problem, then the variation and the uncertainty of the second stage is

covered by introducing different scenarios in the modelling.

In the next chapter we will be reviewing on the linear formulation of the UC

and the inclusion of the frequency stability constraints into the problem, with their

respective simulations and results.



Chapter 3

Frequency Stability in the

day-ahead to week-ahead

generation scheduling

Parts of this chapter follow from the paper “Inclusion of Frequency Stability Con-

straints in Unit Commitment Using Separable Programming” with the assigned

Manuscript Number EPSR-D-21-00126R2, now under minor review status. The

problem of frequency stability was explained in chapter 1, and in chapter 2 the

foundations of MILP formulations were given. It is within the scope of this thesis to

cover the models necessary for operational planning for systems with low inertia. To

this end, our aim in this chapter is to incorporate the frequency stability constraints

within the unit commitment (UC) problem for operational planning purposes.

3.1 Introduction

Continuing with the day-ahead to week-ahead generation scheduling, specifically the

UC problem, we look to understand it from a security standpoint, thus creating a

security-constrained unit commitment SCUC optimisation problem. In this class of

UC, we add security criteria, either for generator outages or branch outages, in the

form of equality or inequality constraints. In this work, we adopt an N-1 security

criterion. Generally speaking, this criterion means that at minimum the system

52
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must withstand any disturbance (i.e. contingency) caused by the outage of any one

single component (e.g. transmission line or generator, and in specified cases, large

loads). In our work, we are specifically looking at power imbalances produced by the

outage of the largest generator or interconnector. From the TSO perspective, this

yields a minimum number of units to be committed in order to withstand a possible

frequency excursion due to the loss of the largest infeed. The transient responses

from the controls of Synchronous Generatorss (SGs) and CIGs units are not in the

scope of this research.

As mentioned earlier in Chapter 2, the UC problem is a mathematical tool with

which network operators, namely TSO, determine, over a set planning timescale,

an optimum set of generating units that are to be committed to maintain network

operational security. If in the course of the UC problem, a security criterion (e.g.,

N − 1 criterion) is considered, then the ensuing problem becomes a SCUC problem.

Notwithstanding this, the UC problem, at its core, contains the set of constraints

pertaining to the network operational requirements (i.e. nodal power balance con-

straints, transmission thermal limit constraints, etc.) as well as generating units

limits (i.e. maximum capacity, ramp limits, inter-temporal constraints, minimum

up and down times, etc.) as specified in previous chapter, section 2.2. However,

additional constraints such as frequency stability constraints, may be added to the

core UC problem if need be [66, 86]. For instance, authors in [87] propose to in-

clude the primary and tertiary reserves in the UC problem, which is defined as a

multi-period optimisation problem over a 24-hours planning period.

The UC problem formulation may include a stochastic formulation to tackle the

inherent uncertainty in renewable resource (e.g. wind) and demand forecasts. For

example, in the work of [88], a UC stochastic formulation is used to take into account

multiple scenarios of demand and wind realisations. The wind input is modelled as

an auto regressive (AR) process. The time window of analysis is performed for a

whole year of UC optimisation. Transmission network constraints are not considered.

The authors in [89] include frequency stability constraints in the UC optimisation

by extracting a priori the bounds of the variables that have an influence in the

constraints. Although this method runs faster than a piece-wise linearisation of the
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nonlinear constraints of frequency stability, it is affected by the size of the system.

This approach is tested on a 20 synchronous generators system.

More recently, scholars working to overcome the challenges of low-rotational iner-

tia have proposed different approaches to tackle the frequency stability constraints

into the UC [90, 91]. In [90] authors use two methods to achieve this: overesti-

mating planes, and binary expansion with the big-M method, whereas in [91] the

authors introduce the frequency constraints as mixed integer second order cone pro-

gram Mixed Integer Second Order Cone Programming (MISOCP), based on the

fact that binary variables and the big-M method is used as well in this approach,

when certain conditional statements are met in the proposed formulation. MISOCP

problems are out of the scope of this thesis, suffice is to say that they can represent

sometimes relaxations or reformulations of MINLP or MILP. For further reading

on this technique, the reader can consult [92]. The works Badesa et al. [90, 91]

are implemented within a stochastic framework and include frequency services with

different time responses.

In [93] the virtual inertial response from wind farms are specifically modelled

from their mechanical power generated, and the whole problem is solved as a stochas-

tic chance-constrained frequency constrained UC problem. Furthermore, in the work

of [94], authors introduce the concept of frequency security margin. This expression

is non linear, thus it is linearised via a piecewise linearisation method and using a

deterministic UC approach.

Authors in [95] incorporate scenarios with de-loaded modes of wind turbines

variable speed, providing PFR and frequency response as well. The way they tackle

the non linearity of the Frequency Nadir is by adding binary and continuous variables

to the problem. This is all formulated as a stochastic MILP problem, and solved

via Generalised Bender Decomposition (GBD). The work is based on a six-bus

system. What differentiates this latest literature from the work presented in this

paper is the approach to the frequency nadir non linearity. Whereas the above

authors linearise it through the methods mentioned earlier, in this thesis work we

approach the frequency nadir linearisation via separable programming.

Indeed, we solve the UC problem as a MILP problem. We incorporate three
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sets of frequency stability constraints namely, the RoCoF, the Frequency Nadir and

the Quasi Steady-State Minimum Frequency Recovery. For the three constraints we

follow the frequency deviation limits set in the UK grid code by the UK TSO, Na-

tional Grid ESO [96] to select an acceptable value of RoCoF. Inclusion of the three

frequency stability constraints, ensures that within a specified planning timescale,

the optimum unit commitment schedule not only adheres to the network’s opera-

tional boundaries but also meets the inertia and PFR requirements to withstand

the frequency disturbances due to the loss of the largest in-feed. As mentioned

above, we use separable programming techniques as a way to linearly approximate

the Frequency Nadir constraint, which is nonlinear. Via separable programming

technique we can approximate a nonlinear term into a linear term, by translating it

into a larger linear program that involves additional binary variables. The use of this

extra binary variables guarantees a global optimum. To apply this technique, the

function in question must be in separated terms. This is the case of the Frequency

Nadir, which we will elaborate later. It goes without saying that the addition of

frequency stability constraints converts the UC problem into a SCUC one.

To respond to the frequency excursions, in our work we added the possibility

of including so-called Synthetic Inertia (SI), or virtual inertia emulation (assuming

it as an additional control). This response takes advantage of the stored kinetic

energy in the rotating blades of the wind turbines. Since wind turbines rotate at a

non-synchronous speed, their coupling with the grid frequency is normally provided

through a power electronic converter interface, and with the proper control settings,

they can provide almost instantaneous power response, as long as the wind turbines

have the room to deliver this power to the grid [97]. We assume in this work that the

wind turbines are able to deliver this response. We note that time-domain frequency

and transient stability analysis is beyond the scope of this research as our focus is

on operations planning ahead of real-time operation in form of the solution of a

multi-period SCUC problem.

For the test system we use the updated IEEE Reliability Test System [60] using

the three areas of the original system, and we run the simulations in a Matlab™

environment, using a modified version of the Matpower Optimal Scheduling Tool
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(MOST) [98, 99]. The optimisation process is solved via the Gurobi solver.

The chapter is organised as follows. In section 3.2 we describe the UC modelling

including frequency stability constraints. In section section 3.3 we cover the simu-

lation and results obtained. Finally, in section section 3.5 we draw the conclusions

and discuss future work.

3.2 The UC optimisation process

In the first stage of power systems short-term operational planning we focus on the

problem of allocating units in order to meet demand at a certain point in time. The

optimum schedule of committed generators is the result of solving a UC problem

[100], which was introduced earlier as a MINLP in previous chapter. Based on the

available resources of each unit and their running costs, the aim of the UC problem is

to minimise the cost of synchronising and desynchronising generators to the grid and

meet the demand. This is usually a problem that is run at least a day ahead. The

time step, which could range from minutes to hourly-basis, has to be coherent with

the rate of change of power output of each unit. This is usually performed on hourly

or half hourly basis. For practical purposes, the UC problem is typically formulated

as a MILP [33, 65] rather than the original MINLP since for the specified planning

timescale voltage variations can be effectively neglected especially for transmission

systems. Notwithstanding this, the problem still contains mixed integer variables

representing the binary decisions that occur to synchronise or disconnecting the

units. Other types of problems, such as UC where voltage limits and reactive power

injections are included in the constraints, are solved as MINLP [101] due to the

non-linearity that these restrictions bring to the problem.

In the next subsection we define the mathematical modelling of the UC applied

in this chapter.

3.2.1 UC objective function

The aim is to optimise the objective function in eq. (3.2.1) where:
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min
Φ

∑
t∈T

∑
g∈G

(
Sg(u

t
g − ut−1

g ) + Fg(P
t
g) + C0

gu
t
g + C+

g R
t
g + δg(P

t
g − P t−1

g )
)

(3.2.1)

where Φ := (P t
g , R

t
g, u

t
g, θ

t
v)g∈G, t∈T , v∈M and where P 0

g and u0
g are known.

• t ∈ T := {1, . . . , T}, where T is the set containing all timesteps in the planning

horizon, and T is the final time step,

• g ∈ G := {1, . . . , G}, where G is the set containing all synchronous generators,

and G is the number of generators,

• ut
g is the unit status (up or down) of unit g at time t, where ut

g ∈ {0, 1},

• Sg(u
t
g −ut−1

g ) := CSU+
g max(ut

g −ut−1
g , 0)+CSD−

g max(ut−1
g −ut

g, 0) is the start-

up and shutdown cost function which has a unit-dependent costs CSU+
g , CSD−

g

per event,

• Fg(P
t
g) is the fuel cost function. In our modelling we use a piecewise linear

form where Fg(P ) := max
ng

i=1 agiP + bgi, with parameters agi and bgi such that

Fg(0) = 0.

• P t
g is the active power generation of unit g at time t, in MW,

• θtv is the voltage angle of node v in radians and at time t,

• C0
g is the no-load cost of unit g at time t, that is the cost of a unit that is

active (ut
g = 1) but that is not generating (P t

g = 0). A classic example is a

synchronous condenser, which can be synchronised at Pmin
g = 0,

• Rt
g is the available Primary Frequency Response of unit g at time t, in MW.

C+
g is the cost associated with the day ahead PFR offered.

• δg(P
t
g − P t−1

g ) := Cδ+
g max(P t

g − P t−1
g , 0) + Cδ−

gt max(P t−1
g − P t

g , 0) represents

the ramp up and down reserve cost functions for each unit g in time t. Both

are dispatch-dependent of P t
g .
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Physical constraints

ut
gP

min
g ≤ P t

g (3.2.2)

P t
g +Rt

g ≤ Pmax
g ut

g (3.2.3)

0 ≤ Rt
g ≤ min(Rmax

g ,∆max
g ), (3.2.4)∑

g∈Gv

P t
g − P t

Dv −
∑
w∈M
v ̸=w

Bvw(θ
t
v − θtw) = 0, ∀v ∈ M (3.2.5)

Bvw(θ
t
v − θtw) ≤ Lmax

vw , ∀ v, w ∈ M (3.2.6)

δmin
g ≤ P t

g − P t−1
g ≤ δmax

g , (3.2.7)

ut
g − ut−1

g ≤ u
τ1g
g ∀ g ∈ G; t ∈ {2, . . . , T − 1}; τ 1g ∈ {t+ 1, . . . ,min{t+ Λg − 1, T}}

(3.2.8)

ut−1
g − ut

g ≤ 1− u
τ0g
g ∀ g ∈ G; t ∈ {2, . . . , T − 1}; τ 0g ∈ {t+ 1, . . . ,min{t+ ϕg − 1, T}}

(3.2.9)

where we used the following constants:

• Pmin
g is the lower limit of active power generation of unit g at time t, in MW

(can be zero),

• Pmax
g is the upper limit of active power generation of unit g at time t, in MW,

• Gv is the set of generators connected to node v,

• P t
Dv is the power demand of node v at time t, in MW,

• Bvw is the susceptance of transmission line (v, w) in S,

• Lmax
vw is the thermal limit of transmission line from bus v to w, in MW,

• M is the set of nodes, and Gv ⊆ G is the set of generators connected to node

v ∈ M,

• Rmax
g is the available offer of primary frequency response of unit g, in MW,

• ∆max
g is the physical capacity of primary frequency response of unit g, in MW,



3.2. The UC optimisation process 59

• δmax
g upward physical limit of ramping capacity of unit g, in MW/h,

• δmin
g downward physical limit of ramping capacity of unit g, in MW/h,

• Λg is the minimum time the unit must be online after being connected to the

system,

• ϕg is the minimum time the unit must be offline after being disconnected from

the system,

The nonlinear functions Sg, Fg, and δg can be transformed into linear form with

additional constraints and variables as below. As such, in its MILP linearised form,

eq. (3.2.1) becomes:

min
Φ′

∑
t∈T

∑
g∈G

(
CS+

g S+
gt + CS−

g S−
gt + f t

g + C0
gu

t
g + C+

g R
t
g + Cδ+

g δ+gt + Cδ−
g δ−gt

)
(3.2.10)

where Φ
′
:= (S+

gt, S
−
gt, P

t
g , f

t
g, R

t
g, u

t
g, δ

+
gt, δ

−
gt, θ

t
v)g∈G, t∈T , v∈M. We use the standard

transformation to turn a maximum of linear functions into an auxiliary variable

and a set of linear inequalities [75, pp. 150-151].

Auxiliary constraints

S+
gt ≥ ut

g − ut−1
g , (3.2.11)

S+
gt ≥ 0, (3.2.12)

S−
gt ≥ ut−1

g − ut
g, (3.2.13)

S−
gt ≥ 0, (3.2.14)

f t
g ≥ agiP

t
g + bgi, ∀i ∈ {1, . . . , ng} (3.2.15)

δ+gt ≥ P t
g − P t−1

g , (3.2.16)

δ+gt ≥ 0, (3.2.17)

δ−gt ≥ P t−1
g − P t

g , (3.2.18)

δ−gt ≥ 0, (3.2.19)

where:

• S+
gt, S

−
gt are the startup and shutdown auxiliary variables for unit g at time t,

respectively,
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• agi, bgi denote the power-cost coefficients of generator g,

• f t
g is the auxiliary cost variable of generator g.

• δ+gt is the ramp up auxiliary variable of unit g in time t, in MW,

• δ−gt is the ramp down auxiliary variable of unit g in time t, in MW.

3.2.2 Inclusion of frequency stability constraints

In this section, we analyse the frequency stability constraints to be included in the

UC formulation given in the previous section. In order to ensure a minimum level

of inertia in the system that is capable of responding to a frequency excursion, it

is necessary to include this constraint in the UC problem. This new constraint

must be linear as well as our aim is to solve UC as a linear programme. First, it

is necessary to define the role the value plays in an actual power system. If we

model the turbine-generator set as a rotating two-mass model, as in eq. (2.2.16),

then the ensuing dynamics on the turbine-generator shaft can be defined as shown

in eq. (3.2.20):

Pa = Pm − Pe (3.2.20)

where

• Pm is the mechanical power in MW,

• Pe is the electrical power in MW,

• Pa is the accelerating power in MW.

Pa is the amount of accelerating (or decelerating) power on the shaft of the turbine-

generator set caused by any imbalance between mechanical power of the turbine and

electrical power output of the generator defined as a function of the total inertial of

the turbine-generator, and the change in frequency (rotor electrical speed). This is

defined as a first-order Ordinary Differential Equation (ODE) in eq. (3.2.21):

2H

f0

d∆f(t)

dt
+DPD ∆f(t) = Pm − Pe (3.2.21)

where:
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• H is the inertia in the system, in MW · s,

• f0 is the system nominal frequency in Hz, which is 50 Hz in this study,

• Pm is the mechanical response from generators, in MW,

• Pe is the electrical imbalance, in our case unit tripped, in MW

• D is the damping element, in 1%/Hz,

• PD is the total power demand in the system, in MW.

The damping D indicates the sensitivity of the load to the frequency problem, i.e.,

load that is susceptible to be disconnected from the grid due to large frequency

excursions. This includes loads such as motors, which represent heavily inductive

elements. Selecting a damping value of 1% from the total load is an approximation

of the actual value of the nonlinear load that can be disconnected in the light of a

generator or interconnector outage.

3.2.3 Rate of Change of Frequency constraint

For steady state purposes, we can define that the change in power is a result of a

loss of generation in the system. Therefore, eq. (3.2.21) can be represented as:

∆Pmax
L = Pa = Pm − Pe (3.2.22)

Following National Grid ESO grid code regulations, the maximum Rate of Change

of Frequency RoCoFmax acceptable in the system is set at 0.5 Hz/s. Notice that

from now on, we have dropped the t superscript, considering that these calculations

are performed for every time step in the planning horizon.

The available inertia in the system is calculated as in:

H =
∑
g∈G

HgP
max
g ug −∆Pmax

L Hmax
L + Pwind

g Hwind
g (3.2.23)

where:

• H is the total inertia in the system after an outage in MW · s,
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• Hg is the inertia per generator g, in MW · s,

• Pmax
g is the rated power of unit g, in MW,

• ∆Pmax
L is the maximum lost unit generation, in MW, known in advance in our

work, and this is further elaborated in section 3.3,

• Hmax
L is the maximum lost inertia of ∆Pmax

L , in MW · s, known in advance in

our work, and this is furter elaborated in section 3.3,

• Pwind
g is the power output of wind farm generator g,

• Hwind
g is the available synthetic inertia of wind farm generator g.

Following any unit outage in the power system, a mismatch between generation

and demand arises. This leads to excursions of frequency in the system caused by

the imbalance between generation and demand. In the very short term, the response

of the governors in the generators is negligible. The first element to alleviate this

mismatch is the inertia. Therefore, the maximum RoCoF is proportional to the

power lost and inversely proportional to the system inertia. The next step is to

substitute eq. (3.2.22) and eq. (3.2.23) in eq. (3.2.21) This minimum level of inertia

based on a maximum RoCoF requirement is obtained in:

H ≥
∣∣∣∣ ∆Pmax

L f0
2RoCoFmax

∣∣∣∣ (3.2.24)

This is now a linear constraint which can be added to the UC problem and the

MILP formulation directly.

3.2.4 Frequency Nadir constraint inclusion

From eq. (3.2.21) now Pm can include two elements, such as the total enhanced

frequency response in the system Rtot
s which is the response from storage units, and

the total primary frequency response in the system Rtot
g which is the governor’s re-

sponse in the conventional generators. Both values are obtained for each time step

of the UC optimisation. The storage units in this work are considered as the Battery

Energy Storage systems (BESS), which quoting the IEEE standard, is defined as
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“A system which is used to store electric energy by means of electrochemical materi-

als, typically includes batteries, power conversion system, and battery management

system”. Consequently, taking into account the two responses, eq. (3.2.21) turns

into:
2H

f0

d∆f(t)

dt
+DPD∆f(t) = Rtot

S +Rtot
G −∆Pmax

L (3.2.25)

where S is the set of available storage units to respond after a power imbalance,

and G are the available conventional units. These two values happen in certain time

step t each one according to:

Rtot
S :=


∑

s∈S Rst/Ts if t ≤ Ts∑
s∈S Rs if t > Ts

(3.2.26)

Rtot
G :=


∑

g∈G Rgt/Tg if t ≤ Tg∑
g∈G Rg if t > Tg

(3.2.27)

where

• Rtot
S is the total response from storage units in MW, for each time step

• Ts is the delivery time from storage units in seconds s,

• Rtot
G is the total response from conventional units in MW, for each time step

• Tg is the delivery time from units in seconds s.

Assuming that t∗ is the time when nadir is reached, this time should range in

the interval of t ∈ [Ts, Tg) without actually reaching the governor time Tg. If the

nadir occurs at time Tg this would have already activated the low frequency demand

disconnection schemes, since the recovery of the frequency did not start after inertia

had arrested the effect of the power imbalance. Hence for Frequency Nadir we have

eq. (3.2.28):

|∆fnadir| = |∆f(t = t∗)| ≤ ∆fmax (3.2.28)

Now we identify the different regions of action from Rs(t) and Rg(t). Four

sections have been depicted in fig. 3.1 in green and blue colours, the red colour

indicates the imbalance of power in the grid, and the action commences at t0. Rs(t)
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Figure 3.1: Power response vs. Power imbalance

starts to respond until it reaches its full response at Ts. This is done faster than the

conventional generators, hence the steepest ramp of section (1). This power changes

with time, according to the ratio t/Ts, until it reaches its full output Rs at time Ts.

At the same time t0, the response from conventional generators starts to be

deployed by the governors Rg(t), which is the region (2). The full deployment of the

storage and governor responses can be identified by sections (3) and (4), with the

governor response taking more time to provide its maximum response. The rest of

the frequency will be recovered by the secondary and tertiary frequency responses.

Next in our modelling,at the nadir the system frequency reaches the lowest point

after the largest generation or interconnector loss. At time t∗, the RoCoF must be

zero, and it is assumed that no further deviation of the frequency happens from

this step in time. Also, in a conservative approach and for the sake of simplicity

of eq. (3.2.25), we can assume no damping D effect is present. Thus, with these

considerations in mind we can integrate eq. (3.2.25) and we have:

∆f(t∗) =
f0
2H

[
Rtot

G

(t∗)2

2Tg

+Rtot
S (t∗ − Ts

2
)−∆Pmax

L t∗] (3.2.29)

It is worth noting that certain considerations should be taken into account for

eq. (3.2.25). Assuming the system frequency is at the nadir, ∆f(t∗) should be

zero and full power output from the storage units has been reached, therefore the
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time when the nadir occurs is:

t∗ =
Tg

Rtot
G

(∆Pmax
L −Rtot

S ) (3.2.30)

Substituting eq. (3.2.30) in eq. (3.2.29) we have:

∆f(t∗) =
f0
2H

[
− Tg

2Rtot
G

(∆Pmax
L −Rtot

S )2 − Rtot
S Ts

2

]
(3.2.31)

Next, substituting eq. (3.2.31) in eq. (3.2.28) we have:(
H

f0
− Rtot

S Ts

4∆fmax

)
Rtot

G ≥ Tg(∆Pmax
L −Rtot

S )2

4∆fmax

(3.2.32)

And this is the case when we consider energy storage. In this chapter however, we

only analyse the case with the governor response from conventional generators, even

thought the formulation is able to include effects from storage units as well if need

be. We can integrate eq. (3.2.25), and if we include the damping effect in eq. (3.2.32)

then we have:

HRtot
G − f0 Tg(∆Pmax

L )2

4∆fmax

+
DPD Tg ∆Pmax

L f0
4

≥ 0 (3.2.33)

Equation (3.2.33) is a separable function where every term is constant but the prod-

uct HRtot
G . In section 2.3.3 we show the example of linearisation for a single variable,

such as (∆Pmax
L )2 assuming that the largest infeed is a variable in the optimisation

problem. The specific case of the product of two continuous variables is shown in

appendix A.1, which is the case of our test system. The product HRtot
G is suitable

to be represented as in the next change of variables:

HαRtot
G β = x2

1 − x2
2 (3.2.34)

x1 + x2

α
= H (3.2.35)

x1 − x2

β
= Rtot

G (3.2.36)

This is now a separable function that we linearise in the same fashion as the

(∆Pmax
L )2 value from the example of section 2.3.3. The variables x1 and x2 are ob-

tained in their linearised form as in eq. (B.1) and eq. (B.2), from the appendix A.1,

respectively. They follow the modelling strategies discussed in section 2.3.3. The

factors α and β help by scaling the difference between inertia H and the reserve
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Rtot
G bounds, assuming that they are in per unit values. This helps to improve the

numerical stability of the solution.

The boundaries of the new variables H(x1, x2, α) and Rtot
G (x1, x2, β) for the UC

optimisation are:

Hmin ≤ x1 + x2

α
≤ Hmax (3.2.37)

RGmin ≤ x1 − x2

β
≤ RGmax (3.2.38)

Finally, substituting eq. (3.2.34) in eq. (3.2.33) we have:

x2
1 − x2

2 ≥ f ∗ (3.2.39)

where f ∗ in eq. (3.2.39) is:

f ∗ = f(f0, Tg,∆Pmax
L ,∆fmax, α, β)

Bearing in mind that f ∗ is in function of the values in eq. (3.2.33) and this is

calculated for each time step t. Equation (3.2.24) changes to the following form,

using eq. (3.2.35):
x1 + x2

α
≥

∣∣∣∣ ∆Pmax
L f0

2RoCoFmax

∣∣∣∣ (3.2.40)

We analyse the constraint of the steady-state minimum frequency recovery in the

subsequent section.

3.2.5 Steady-state minimum frequency recovery

According to eq. (3.2.21), the third constraint depicts the behaviour of the frequency

when the strategy aims to recover the frequency to a minimum acceptable value.

This minimum acceptable recovery value of frequency is the difference between the

nominal frequency and the aimed frequency in post-disturbance state, ∆fss. For this

constraint, it is correct to assume that the frequency excursion has been arrested,

therefore the RoCoF it is zero. This third and last constraint solely depends on the

amount of PFR available from the units, and it is also a linear constraint.

x1 − x2

β
≥ ∆Pmax

L −DPD ∆fss (3.2.41)

In the next section we show the study case with its respective results.
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3.2.6 Literature comparison of Frequency Nadir handling

As mentioned in the introduction of this chapter, recently published papers have

approached Frequency Nadir linearisation in novel ways. To compare these works

with our current paper, we show in table 3.1 the similarities and differences between

these approaches. Our work follows the formulation of the frequency stability con-

straints of the works shown in the table, but we handle the Frequency Nadir non

linearity in a different manner.

Table 3.1: Comparison of works on nadir linearisation

Works on nadir linearisation

concept Badesa et al

2019[90]

Badesa et al 2020[91] Ferrandon et al 2021

nadir linearisa-

tion technique

overestimating

planes, binary

expansion with

big-M method

mixed integer

second order

cone program

(MISOCP)

separable

programming

and SOS2

conditions

modelled prob-

lem

MILP MISOCP MILP

test system used GB 2030 system GB 2030 system RTS updated

version[60]

synthetic inertia

provision

✓ ✓ ✓

storage response ✓ ✓ ✓*

scheduling time Four months one year 5 working days

load damping ✓ ✓ ✓

stochastic ap-

proach

✓ ✓ ✗

*Modelled, but not included in this work
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Figure 3.2: Three area RTS[60] schematic diagram

3.3 Case Study

We work with the modified and updated version of the IEEE-RTS-96 power system

[60, 85]. Physical capabilities and cost-related information of the power plants are

included in updated version of the test system, which consider also the wind farms.

In our work, we only consider the fuel costs of the power plants, so in the case of

renewable energy generation it is set as zero. We do not consider fixed costs of

the power plants for this UC problem, with the only exception of the start up and

shut down costs. If the reader is interested in studies that include the fixed costs of

renewable energy sources, some of this information can be found in [102]. UK grid

code is applicable to this system, as is the case in [89]. We use the three-area version,

including 95 synchronous generators and 4 wind farms located at different nodes in

the system. The rotational inertia is provided by the synchronous generators and

we have considered synthetic inertia by the wind farms. This system depicts how a

power system is starting its transition to non-synchronous renewable energy sources,

since the majority of the generators are conventional ones. The system is shown in

an schematic diagram in fig. 3.2.

Using the IEEE-RTS-96 test system, we simulated a scheduling period of 5 days

(120 hours) during the working week, whereas the costs, mean values of aggregated

system inertia (Hagg), PFR provision, convergence times and total wind energy in

the simulation are reported in table 3.3 and table 3.4. We worked with the base

case, which has no frequency stability constraints, and four cases with frequency

stability constraints but different levels of synthetic inertia provision. We selected

the framework of the working-days week because in such scenario demands follows

a more consistent pattern than during weekends. A long-term UC problem can

deliver a scheduling of one year, as it is the case of [44], but in this study we wanted
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to observe the behaviour of a UC with frequency stability constraints for a week,

more towards what the control room operators have to work with for purposes of

short-scale scheduling in power systems operational planning scenarios [103].

At the moment, we only consider the outage of the largest in-feed in this sys-

tem, which is the nuclear power plant comprising for 400 MW, following an N − 1

security criterion. The list of power plants of this test system is shown in Ta-

ble 3.2. ”CT” stands for ”combustion turbine”, whereas ”ST” means ”steam tur-

bine”. ”CC” is combined cycle power plant. In the second column of the table, the

acronym ”SG” stands for synchronous generators. Although the hydro power plants

are synchronous generators as well, the distinction is made to observe the flexibility

of inter-temporal ramping and reserve that hydro sources add to the system. Al-

though some of the wind power exceeds the nuclear power of the system, due to the

transmission lines thermal limits these power outputs do not exceed the 400 MW.

This is part of the UC optimisation results.
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We use the next constants for the frequency stability constraints in the UC (they

are following National Grid standards):

• nominal frequency (f0) is 50 Hz,

• Delivery time (Tg) is 10 seconds,

• RoCoF is 0.5 Hz/s,

• ∆fmax is 0.8 Hz,

• ∆fss is 0.5 Hz.

Two scenarios with their respective sub-scenarios are considered in this work and

the costs obtained are the total costs for the five days simulation. No low wind and

low demand scenario was considered, since this scenario poses the less risk againts

frequency excursions, due to the sufficient provision of inertia in the system.

• High wind - low demand (HWLD),

– Base case: no frequency stability constraints enforced, and no synthetic

inertia provision from wind. The allocation of the PFR for this case is

done under the criterion of minimum PFR of the [104], of at least 6% of

the total load in the system. In the figures, this case is recognised as ”

HWLD” and ”W/O FC”,

– Frequency stability constrained case, with synthetic inertia provision of

Hwind = 6 s per wind farm. In the figures, this case is recognised as

”HWLD” and ”W/FC”,

• High wind - high demand (HWHD),

– Base case: no frequency stability constraints enforced, and no synthetic

inertia provision from wind. At least 6

– Frequency stability constrained case, with synthetic inertia provision of

Hwind = 6 s per wind farm. In the figures, this case is recognised as

”HWHD” and ”W/FC”,



3.3. Case Study 72

It is the interest of this work to understand how inertia and reserve will be

allocated in the UC under frequency stability constraints with the extreme levels

of demand, yielding a more robust approach toward security-constrained operations

planning in systems with high wind injection. As a consequence, regarding the wind

farms’ high power injection levels for both levels of demand, we aimed to observe the

impact of incorporating such frequency stability constraints in the light of high wind

input. In the data from [60] we selected the week working days with the highest wind

level. The data is available for a whole year. For both cases of demand, we optimise

for two sub-scenarios: one including synthetic inertia provision from wind and one

without it. Synthetic inertia has been explained in the earlier part of this work.

The simulation is run on a 64-bit Operating System, with an Intel(R) Core(TM)

i5-8350U CPU at 1.70 GHz, with 8 GB of RAM.

3.3.1 High wind - low demand

The results for this simulation are shown in table 3.3. We performed a sensitivity

analysis for different values of synthetic inertia provision from wind. Even for this

case of low demand, where less units are connected to the system, the cost of in-

creasing the units connected and the allocation of PFR increases compared to the

unconstrained case.
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Power profile

This is the power profile in the case without frequency constraints and including

frequency constraints. They are shown in fig. 3.3a and fig. 3.3b, respectively. The

hydro input adds a higher share of PFR in order to comply with the Frequency

Nadir, which is the constraint that has a bigger weight in the simulation. It is

important to highlight the RES penetration percentage, which can reach up to 50%

in some time steps.
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Figure 3.3: Power profiles - HWLD

RoCoF and inertia

RoCoF behaviour is purely limited by the inertia available in the system. We show

the RoCoF and inertia level for both cases: with and without frequency constraint

in the optimisation, in fig. 3.4a and fig. 3.4b, respectively.

In this work, the frequency stability constraints are enforced from the beginning

of the optimisation. This fully sets a minimum level of inertia from the outset. Even

though the limit is to be no greater than 0.5 Hz/s, the actual value of the RoCoF is

significantly lower than this value for the constrained case. It should be noted that

this grid is characterized by a recent proliferation of renewable generation. This

explains the presence of a fair amount of inertia in the system even in the case
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Figure 3.4: RoCoF and inertia behaviour - HWLD

without frequency stability constrains. This will be further elaborated with the

Frequency Nadir constraint.

Frequency Nadir constraint and ∆fmax

Now we observe the Frequency Nadir constraint. The nadir is lowest value that the

frequency in the power system can reach when a generation or interconnector outage

occurs, shown in the schematic graphical representation in fig. 3.5 as ∆fmin. For

each time step of the simulation, we obtain the theoretical value of ∆fmax, from the

resulting scheduling of the UC via eq. (3.2.33). Such value is shown in fig. 3.6. For

example, a value of ∆fmax of 0.25 Hz would imply, for a 50 Hz system, a Frequency

Nadir of 49.75 Hz after a generation or interconnector outage.

The product HRtot
G controls the Frequency Nadir constraint. This product es-

sentially ensures that at the solution the frequency remains within bounds in the

light of the largest in-feed from the day ahead perspective. This means that ∆fmax

is no greater than 0.8 Hz if such a contingency occurs.

Next we show the minimum value of frequency recovery. Although this is not a

transient stability analysis per se, and these are only the values of the constraints

after the optimisation is performed, it is an approximation on how the system

frequency should behave. Compared to the case without frequency stability con-

straints, where a higher frequency drop is present, the case with frequency stability
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Figure 3.5: Frequency behaviour after a disturbance
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Figure 3.6: Nadir behaviour - HWLD
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constraints remains under the threshold of the red dotted line of fig. 3.6. The value

of the ∆fmax for the case without frequency stability constraints is shown in fig. 3.6

in the black curve of the graph. Obviously, before reaching these values of Fre-

quency Nadir, the load shedding schemes will be activated, which is an undesirable

operational stance and should be avoided.

QSS frequency recovery

The quasi-steady state (QSS) frequency recovery value solely depends on the amount

of PFR available in the system. The fig. 3.7 is interpreted as follows: the frequency

must recover at least to an acceptable deviation of 0.5 Hz from the nominal frequency

of the system in a determined time. We should remember that the values shown in

fig. 3.7 do not come from a transient stability study, and they are only the value of

∆fss obtained from the eq. (3.2.41). The negative values of frequency in the graph

indicate that there is enough PFR to recover the frequency to acceptable levels in

the cases with frequency stability contraints, whereas this would not be the case for

the case without frequency stability constraints. In the next subsection we show the

case for HWHD.
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3.3.2 High wind - high demand

This scenario shows the behaviour of the system with a high demand condition.

This condition poses less severity on the N − 1 contingency against an excursion

of frequency, since in order to meet the demand it has to start from a different

operational stance (more units connected from the beginning). The costs results are

shown in table 3.4.
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Power profile - HWHD

The high demand power profiles for the unconstrained and constrained cases are

shown in fig. 3.8a and fig. 3.8b, respectively. When contrasting the previous case

(low demand) with this current case (high demand), there is a lower value of PFR

allocated for the high demand case. Although it might seem counter intuitive at

first sight, we must acknowledge that the higher demand forces the solution to

connect more units from the beginning of the optimisation, sharing the physical

effort (inertia and PFR product) of arresting the Frequency Nadir in a different

manner, compared to the low demand case. Furthermore, the hydro input plays a

paramount role in the high demand case, responding to the inter-temporal ramping

up and down constraints due to its faster responses.
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(a) Power profile without freq. constraints -

HWHD
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Figure 3.8: Power profiles - HWHD

RoCoF and Inertia - HWHD

The operational point the system starts under the high demand condition sets a

different starting level of inertia in the system, compared to the low demand case.

It is important to highlight that for both cases, synthetic inertia becomes a rather

important player in the system that fluctuates following the wind behaviour pattern.

With its inclusion on inertia provision, RoCoF value is kept in a lower value com-

pared to the unconstrained and no synthetic inertia case. This is shown in fig. 3.9a
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and fig. 3.9b.
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Figure 3.9: RoCoF and inertia behaviour - HWHD

Frequency Nadir - HWHD

The HDHW Frequency Nadir is shown in fig. 3.10. Again, without the share of

synthetic inertia the system would be almost right over the constraint value (0.8

Hz). We see this behaviour at the times of low wind in the system, where the gap

of the nadir and the constraint is reduced.

QSS frequency recovery - HWHD

In the HWHD case is shown that with lower share of PFR compared to the HWLD

case, frequency can be recovered in minimum time previously set. This is shown in

fig. 3.11.

3.4 Discussion

3.4.1 Relevance of Frequency Nadir constraint

For both cases (HWLD and HWHD) the determinant constraint is the nadir. This

is extremely important, because inertia only attenuates the speed of the frequency

excursion, but it is the combination of inertia and PFR the one that arrests the
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Figure 3.10: nadir behaviour - HWHD

0 24 48 72 96 120

Hours (hrs)

-12

-10

-8

-6

-4

-2

0

2

4

6

q
s
s
 (

H
z
)

HWHD - qss freq. recovery behaviour

Threshold

qss W/O FC

qss w/FC, H
wind

=6 s

qss w/FC, H
wind

=0 s
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frequency drop (nadir). The combination of both is bounded by the optimisation

solution, so a lower value of PFR does not necessarily mean a higher frequency

drop, since this low value of PFR should be covered by the available inertia in the

system. This interaction between inertia and PFR is shown for HWLD and HWHD

in fig. 3.12 and fig. 3.13, respectively.

3.4.2 Role of synthetic inertia in the UC with frequency

stability constraints

While looking at the results obtained in table 3.3 and table 3.4 we notice the intrinsic

value that the synthetic inertia has over the costs of running this test system. Four

cases with frequency stability constraints and different values of synthetic inertia

are run, ranging from 0 seconds, then from 3 to 6 seconds of inertia emulation

from the wind farms. The highest value of inertia is taken from [89]. We do not

intend to define a valuation method of the synthetic inertia for this test system.

We do want to discuss how having an inertia emulation response affects the overall

costs of the system. For this study, we did not assign any cost to the synthetic

inertia. For the HWHD case, the solution indicates that the more synthetic inertia

available, the higher input of wind is sought after in the optimisation, since both

the variable costs and synthetic inertia from the wind have zero cost. This reduces

the overall costs of the system, because it either reduces the use of units that do

have non-zero variable costs, PFR costs, or both. For avoiding market distortions,

it is necessary to do further studies on the synthetic inertia provision to define when

this response becomes a necessity in the system, rather than just an ”emulation” of

natural inertia from conventional generators. Possibly, this scenario would be when

the vast majority of the generation fleet is formed from converter-based resources,

which is not the case of this transition-to-low-carbon system.

3.4.3 Linearisation breaking points

In this section we observe the advantages and drawbacks of using less or more

linearisation points in the separable programming problem. For the case of HWLD,
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Figure 3.12: H and PFR interaction - HWLD
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Figure 3.13: H and PFR interaction - HWHD
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we show the results from 5, 8, 10, 15, and 20 breaking points in table 3.5. Recalling

that the problem is set with a duality gap [65] of at least 2%, the case with 15

breaking points yields the smallest duality gap. Although choosing this approach

would increase the convergence time by approximately 26 times the 10 breaking

points case. In this scenario of HWLD, choosing a 5 breaking points approach

would yield a better final duality gap, although the convergence time becomes an

obstacle to use as a solution. We acknowledge that Hagg and Rtot
G remain very

similar, regardless the selection of the number of breaking points. A cost-benefit

analysis between the drawbacks and benefits of each thus lead us to choose to work

with 10 breaking points for this scenario. In the case of the HWHD scenario, the

solution with the lowest final duality gap uses the 10 breaking points scenario as well.

For this scenario, the convergence time is quite similar between different breaking

points, as well as the Hagg and Rtot
G . In this scenario, it is plausible to choose the

5 breaking points solution approach. although that would imply to have a higher

duality gap. All in all, the number of breaking points for this work was calibrated

upfront, depending mostly in two factors: final duality gap reached, and convergence

time, and these factors are highly influenced by the scenario under analysis.
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3.5 Chapter remarks

In this chapter we looked for a new way to include frequency constraints in the unit

commitment optimisation process, with the objective of minimising the system cost.

The optimisation solution respects the physical boundaries of the system variables.

No time-domain simulation was performed, but the results can provide an starting

point for a time-domain simulation. Via separable programming, this new approach

approximates the non-linearity of the Frequency Nadir constraint to a linear form.

The Frequency Nadir indicates the lowest value the frequency reaches after the

largest in-feed.

In contrast, the Rate of Change of Frequency and Quasi-steady state frequency

recovery constraints are both linear. The Frequency Nadir constraint involves the

product of inertia and primary frequency response variables, and therefore becomes

a non-linear constraint that can not be added to the unit commitment formulation in

its original form. We tackled the non-linearity of the Frequency Nadir via separable

programming. Based on the power system to optimise, there is flexibility in the

number of breaking points to use for the approximation of the linearisation. Tuning

the number of breaking points and the scaling factors allows us to improve the

convergence time of the problem.

At every step, we made sure the system is covered against the loss of the largest

in-feed under an N − 1 security criterion. We included the transmission system

constraints through a DC load flow perspective, guaranteeing that the power flows

remain below transmission line ratings. Our work has a practical application with

power systems where the energy transition to a carbon neutral is at its early stage,

and where we need to meet a minimum on-line commitment of units in the system

for frequency stability and reliability reasons. This approach, along with the right

electricity market framework, could incentivise new ancillary services such as inertia

provision and different time windows of primary frequency response. This would

help to avoid market distortions, by taking into account the inertia provision from

renewable energy sources and the possible primary frequency response that they can

deploy. We can expect in low carbon grids that the frequency stability is addressed

not only by conventional generators, but from renewable energy sources too.



Chapter 4

Contingency Ranking Via

Reliability Rates

This chapter of the thesis closely follows from the conference paper “Contingency

Ranking in Power Systems Via Reliability Rates” and it can be consulted in[62].

After getting the results from the UC, as it was covered in chapter 3, each time

step of these results can work as a starting point for specific analysis. They can

work as initial stage of an OPF problem, a classical load flow studies problem, or

even dynamic stability studies. It is also a starting point where the transmission

lines loading can be verified, and this can be done through contingency ranking

algorithms. This widely used tool in the control room, such as contingency ranking

algorithms, is the topic to discuss in this chapter of the thesis.

4.1 Introduction

In any power system, maintaining the security is paramount for the correct func-

tioning of the flexible grid of the future with high levels of RESs and Distributed

Generation (DG) integrated, mostly CIG sources. Contingencies or disturbances are

events that are always present in any power system in the world. This chapter aims

to determine the severity of a contingency in the system, and for that we have imple-

mented and added a contingency ranking algorithm in Matpower[98] in a Matlab™

environment. This computation allows us to rank which contingencies are the most

89



4.2. Contingency ranking algorithm 90

severe. Using an AC power flow algorithm [50, 51] we get the state variables for

each contingency scenario. These output variables are used to get two indices, one

that measures the severity and post-contingency thermal limit of transmission lines,

and one that assesses the severity of bus voltages violations. All calculations are

carried out whilst upholding an N-1 criterion as this is the current level of security

upheld by most TSOs such as the National Grid ESO.

We use the updated IEEE Reliability Test System [60, 85] which is essentially a

three-area system with renewable energy resources integrated, and updated thermal

limits for lines as well as load injections. Using a state sampling approach, we get the

state probabilities for each N-1 scenario. Combined with the Performance Index (PI)

under each post-contingency state, this results in the actual risk of the system, which

combines the severity and probability for such a post-contingency scenario. Using

the contingency ranking algorithm weighted by probabilities of each outage scenario

(i.e., contingency) will give an analytical tool for ranking contingencies in the order

of their risk.

The chapter is organised as follows. Section 4.2 contains the description of the

contingency ranking algorithm used in this thesis. Section 4.3 covers the probabilis-

tic approach used in this work and its modelling via risk evaluation. In section 4.4

we show the simulation and results obtained. Finally; in section 4.5 we draw the

conclusions.

4.2 Contingency ranking algorithm

In this work, we use an AC load flow algorithm[105, 106] to determine thermal limit

violations in a post-contingency scenario. We calculate the PI for each scenario under

the N-1 criterion. The most critical scenarios are identified through a scattered plot

according to the PI value. Using the reliability data from the IEEE three-area

Reliability Test System[60, 85], we obtain the probability of each N-1 branch outage

case. Probabilities for each case are calculated with state enumeration [107, 108],

and these probabilities are verified using a Monte Carlo simulation[109]. The main

purpose of this comparison is that the Monte Carlo simulation allows us to observe
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the full behaviour of the system under possible contingencies scenarios. In our case

it is restricted to a N-1 case, but other types of reliability criteria could equally

be applied depending on the nature of the study. The product of the PI and the

probability for each case gives a reliability PI, which includes the probability of the

contingency and its severity. At the final part of the simulation, we calculate the

conditional expected value of the PI and this is compared to the value obtained from

Monte Carlo simulation.

4.2.1 Performance Index: Thermal Violations

We calculate the PI [59, 110, 111] that indicates the severity of a contingency as

follows eq. (4.2.1):

PI(P1, P2, . . . , Pn) =
∑

k∈lines

wk

(
Pk

P 0
k

)α

(4.2.1)

where

• k is the line or branch number,

• wk ∈ [0, 1] is the weight factor for each line,

• Pk is the active power flowing through the line,

• P 0
k is the practical operational limit of the branch,

• α > 1.

Equation (4.2.1) is calculated for each N-1 condition scenario. The weight factor can

be selected by the operational necessities of the TSO, since the topology of the grid

is changing throughout the day, whether it is because of scheduled maintenance or

fortuitous events in the system. In our case, we run a power flow study under peak

load conditions. According the loading conditions obtained in each transmission

line, we select the weight factor by calculating how much power the transmission

line is carrying compared to the total load in the system.

The use of α helps to avoid the so called masking effect in contingency ranking.

This effect leads to wrongly ranking contingencies above ones that should be in
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the top of the rank [109]. α = 2 was selected in this work, since it discriminated

correctly the contingencies, separating the worst from the contingencies that did not

pose a real threat in thermal limitations or bus magnitude voltages.

4.2.2 Performance Index: Bus Voltage magnitude violations

Since an AC power flow algorithm is used in this work, nodal voltage magnitudes are

part of the state variables. We consider a contingency as any fault that leads to a

branch outage, but now the observe the voltage magnitudes in the grid, instead of the

thermal limits of the transmission lines. The PI for voltage magnitude analysis [112]

yields a measure on the severity when an voltage magnitude violation of security

thresholds occurs, either this is because of a branch outage and then this produces

a redistribution of load flows as a result, or an outage of generation unit(s) in the

system. The PI for voltage magnitude analysis (PIv) is shown in eq. (4.2.2):

PIv =
∑
b∈PQ

wvb

(
|Vb| − |V 0

b |
∆V 0

b

)α

(4.2.2)

where

• b is the PQ bus number,

• wvb ∈ [0, 1] weight factor for each bus,

• Vb voltage magnitude of bus b in post contingency state,

• V 0
b voltage magnitude of bus b specified in pre contingency state (usually 1

PU),

• ∆V 0
b voltage deviation tolerance and

And this is calculated for each N-1 scenario. The voltage deviation tolerance can be

interpreted as the allowable change in bus voltages magnitudes whilst maintaining

the system under security thresholds. This will depend on the operational scenario

the system is found, which can be normal, alert, emergency or restorative [113].

Under the convention of using the PU system, a normal state a ±5%PU of bus

voltage magnitude is accepted; whilst for an emergency state, the system should
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withstand ±10%PU some minutes at such condition. This will also depend on the

voltage magnitude level addressed [114].

4.3 Evaluating System Risk

In this thesis, power systems risk evaluation [109] is considered as a steady state

problem, where steady state probabilities are calculated. We have used two methods

for calculating the probabilities of outages of system components namely, a state

enumeration approach and a Monte Carlo simulation approach.

4.3.1 Branch outage transitions

A state-space diagram is built [107], considering the transition between states of the

element under study, as is shown in fig. 4.1 where λ is the failure rate and µ is the

repair rate.

Figure 4.1: State Space Diagram

We can calculate the expected time that the element takes to make the transition

from state 1 to state 0, as in eq. (4.3.3). This is known as the mean time to

failure (MTTF)

E(T ) =
1

λ
(4.3.3)

Similarly to eq. (4.3.3), we can model the transition of a variable from state 0 (not

working), to 1 (fully working), according to eq. (4.3.4):

E(T ) =
1

µ
(4.3.4)

And this is the mean time to repair (MTTR). Now we will model the transitioning

of states through time in section 4.3.2.
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4.3.2 Markov chain and state enumeration

We assume the outage event in each branch can be modelled as a Markov process

in which the transition time between a healthy state to a failed state (and vice

versa) follows an exponential distribution. We therefore model each branch as a

two-state Markov process. Considering that a Markov process [115] can be at a

finite or infinite number of states 0, 1, 2, . . . at time t, it is correct to interpret that

the status of the process at time t is described by X(t) and equals the state j that

the process has at that moment. Assuming that the process is in state i at time t0,

the probability that the process transitions into the state j at time t0 + t is given

by:

Pij(t0, t) = P{X(t0 + t) = j|X(t0) = i} (4.3.5)

From (4.3.5) it is seen that the transition probability is independent of the history

of the process X(t) prior to the instant t0. The transition probability from state i

to state j does not depend on the initial moment t0 but only on the elapsed time

between the transitions. Therefore, the eq. (4.3.5) reduces to:

Pij(t) = P{X(t0 + t) = j|X(t0) = i} (4.3.6)

In the case of the single repairable component shown in fig. 4.1, the steady state

probabilities are:

lim
t→∞

P (X(t) = 1 | X(0) = i) = p =
µ

µ+ λ
(4.3.7)

and

lim
t→∞

P (X(t) = 0 | X(0) = i) = q =
λ

λ+ µ
(4.3.8)

These steady state probability expressions are applicable irrespective of whether the

system starts in the operating state 1 or in the failed state 0. Consequently we

define the vector S to contain all system states when the system is in an N-1 state.

That is, S = 0 means that all branches are working, and S = i, with i ∈ {1, . . . , N},

means that the ith branch is failed, but all other branches are connected.

The probability of S = i, for i ̸= 0, is:

P (S = i) = qi

N∏
m=1
m ̸=i

pm (4.3.9)
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and when i = 0 (no outage):

P (S = 0) =
N∏

m=1

pm (4.3.10)

The value pm is the steady state probability of each branch that remained con-

nected after a contingency happens, i.e. when they are working. This value pm comes

from the eq. (4.3.7) for each single repairable component, which is a transmission

line in this analysis.

The value qi represents the steady state probability of a branch when it is discon-

nected from the grid due to a contingency. This value qi comes from the eq. (4.3.8),

and it represents the probability of the branch i to be under a contingency scenario.

Finally, the overall steady state probability of the system to be under a con-

tingency scenario S = i is represented in eq. (4.3.9), whereas the overal steady

state probability of the system to be without contingencies (S = 0) is obtained via

eq. (4.3.10).

4.3.3 Reliability performance indices

After obtaining the state probabilities and the performance indices for N-1 states,

the reliability performance indices are calculated. First, the Reliability Performance

Index (RPI) of thermal violations for each ith N-1 scenario is calculated as in:

RPIi = P (Si)× PIi (4.3.11)

where:

• P (Si) state probability of ith scenario,

• PIi performance index for thermal violations of ith scenario.

Secondly, the reliability voltage PI is calculated in similar fashion according to:

RPIvi = P (Si)× PIvi (4.3.12)

where:

• P (Si) state probability of ith scenario,
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• PIvi performance index for thermal violations of ith scenario.

Both indices are encircling the severity of a contingency, but observing different

variables in the system. The one in eq. (4.3.11) observes thermal limit violations,

whereas eq. (4.3.12) observes bus voltage magnitude limits violations. Both include

the probability of the system of being at certain state Si and this yields a different

ranking compared to the ones obtained by eq. (4.2.1) and eq. (4.2.2). Moreover, we

obtain the conditional expected value of the PI via the analytical computation, for

both indices, as shown in the next subsection.

4.3.4 Performance Index Conditional Expectation: Analyt-

ical Computation

The conditional expected value[108] of the PI is calculated according to eq. (4.3.13).

This value represents the average value of the PI over the probability of N-1 branches

outages scenarios, including the case of no outage, i.e. i = 0.

E(PI | S0 ∪ S1 · · · ∪ SN) =

∑
i∈S

PIi P (Si)∑
i∈S

P (Si)
(4.3.13)

This value is obtained for thermal and bus voltage magnitude violations, respec-

tively. Finally, via Monte Carlo simulation, we obtain the state probabilities in

order to compare to the results obtained via the analytical computation.

4.3.5 Monte Carlo simulation

In this section the probabilities for each state are calculated via Monte Carlo sim-

ulation [109]. M = 10,000 samples were drawn. PIi(j) is the PI value where i(j)

is the N-1 state in the jth sample. The sample mean of the PI is calculated with

eq. (4.3.14):

P̂ I =
M∑
j=1

PIi(j)
M

(4.3.14)

This value, as well as eq. (4.3.13), is obtained for thermal an bus voltage violations,

respectively. Lower and upper limits with a 95% level of confidence for the P̂ I are
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calculated with:

P̂ I ± 1.96
s√
M

(4.3.15)

The sample standard deviation is calculated according to:

s =

√∑M
j=1(PIi(j) − P̂ I)2

M − 1
(4.3.16)

In the next section, we present the results for the test system we worked with.

4.4 Simulation and results

We use the test system that was introduced in section 2.5. In this system we only

used the normal rates (i.e. thermal limits under normal operation) for each branch

included in the data. For determining the value of PI we use the two approaches:

analytical and via simulation. The results are shown in the next two subsections.

4.4.1 Performance index for three area system via calcula-

tion

In fig. 4.2 the distribution of the PI (PIi) value is shown. In the fig. 4.3 we show

the RPI (RPIi) distribution.

The conditional expected value obtained using eq. (4.3.13) is:

E(PI | S0 ∪ S1 · · · ∪ SN) = 0.3172

And for the voltage PI we have:

E(PI | S0 ∪ S1 · · · ∪ SN) = 0.5860

Next, we can understand the figs. 4.2 to 4.5 in this way: the main difference

between the classical performance index and the reliability performance index (ei-

ther if we analyse loading or voltage magnitude violations) relies in that the ranking

obtained via the reliability performance index captures the probability of the con-

tingency to happen. By observing specifically the case of thermal limit violations,

we can look at the outage probability from branch 84 when it is combined with
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Figure 4.2: Performance index - Three area system
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Figure 4.3: Reliability performance index - Three area system
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the severity, yielding the highest contingency ranked in the system. Whereas if we

follow the classical approach of the performance index, the most critical contingency

is when line 103 is out. Also, using the RPIi ranking we can identify a threshold

of contingencies that range in the interval (0.0005, 0.0006), whereas using the PIi

contigency ranking approach, we may overlook contingencies that do not appear in

the RPIi classification. The observations for the bus voltage magnitude violations

can be inferred in a similar fashion as the thermal limit violations of transmission

lines.

4.4.2 Performance indices for three area system via simula-

tion

In this section, we calculated the probabilities of contingencies using Monte Carlo

simulation rather than direct analytical calculations. The advantage of using Monte

Carlo simulation is in that we can also derive the distribution of the PI rather than

just a point calculation as it is evident in fig. 4.6 (thermal limit index) and fig. 4.7

(voltage magnitude limit index).

• P̂ I = 0.3173

• confidence bounds were [0.3172, 0.3174]

For the voltage PI we obtained:

• P̂ Iv = 0.5825

• confidence bounds were [0.5726, 0.5924]

Regarding the type of contingencies, the sample results are shown in table 4.1:

Table 4.1: Types of contingencies

Total No N-1 N-2 N-3

samples outage events events events

10000 9254 713 31 2
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Figure 4.6: Performance index (PI) distribution - IEEE three area RTS [60]

Figure 4.7: Voltage Performance index (PIv) -IEEE three area RTS [60]
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The figs. 4.6 and 4.7 indicate that the vast majority of the contingencies simu-

lated occur between the bounds [0.3172, 0.3174] for the thermal limit violations, and

between [0.5726, 0.5924] for bus voltage magnitude violations. This is in line with

the state probabilities obtained via the reliability rates of the RTS data.

comments on histograms

4.5 Chapter remarks

This potential difference in rankings is important when it comes to analysing the

steady state security of the system and therefore a probabilistic approach leads to

a more reliable estimation of the system’s risk. Depending on the physical quantity

to observe in the grid, either transmission lines load flows or voltage magnitudes in

buses, we can choose to use the two performance indices discussed in this chapter.

Risk evaluation can be added to the contingency ranking analysis as well, through

the use of reliability rates. Overlooking a critical scenario in the bulk power system

can happen, especially for large-scale systems. Implementing a more careful proba-

bilistic contingency ranking analysis such as the one introduced in this chapter, in

real time with a time step of minutes is beneficial to the operator and the whole

crew in the control room. More realistic decisions can be made based on the severity

of the contingency and also the probability to happen rather than a deterministic

approach. We can use this method for other systems as well, since the IEEE RTS

system we used in this chapter is essentially a connection of three identical smaller

systems.

With the large-scale integration of renewable generation expected in the future,

it is necessary to determine new control variables different from transmission line

loading and bus voltage magnitude violations. Since the generation fleet is ex-

pected to be flexible (synchronising and desynchronising ) through the day, inertia

is changing with it too. This variable can be looked at if a disturbance happens

in the system, following a similar approach as shown in this chapter. Moreover,

it is interesting to perform this task via time based simulation, since the constant

changing conditions (load and renewable energy injections) of the system will also
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change the distribution of both rankings.
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Figure 4.8: Three area 73 bus system



Chapter 5

Two-stage Stochastic Unit

Commitment with Frequency

Stability Constraints Using

Separable Programming

In chapter 3 we covered the modelling of the UC problem in its linear version. The

frequency stability constraints were introduced and modelled into the formulation,

using a technique called separable programming. So far, we have used a deterministic

approach, with only one single trajectory of RESs that is introduced in in the UC

input data, and it is assumed to be known, for instance from a forecast based on

historic data. In reality, when we are analysing future energy scenarios, ranging from

weeks-ahead to months-ahead, we need to incorporate ways to take into account the

uncertainty that these RESs add to the UC problem. Therefore, the aim of this

chapter is to formulate a stochastic UC optimisation that incorporates the linearised

frequency stability constraints via separable programming. It should be noted that

parts of this chapter will form a future publication. We will keep using the test

system used throughout this thesis namely, the one in [60], and we will expand on

using provided historic data on solar and wind resources from this reference.

105
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5.1 Introduction

Previously, we covered the inclusion of frequency stability constraints into a MILP

model that solves the UC problem. In chapter 3 we used the wind resource of the

RTS, using only the highest input of wind energy, and this scenario selection was

done in a deterministic fashion. In order to cover a broad and significant spectrum

of wind scenarios in one single UC simulation, we need to investigate and explore

techniques that allow us to model the uncertainty in wind. Two-stage stochastic

programming [116] is one of the tools that we will be using throughout this chapter

of the thesis. The generalised formulation of two-stage stochastic programming was

introduced in section 2.4.2. Furthermore, we are not limiting the UC optimisation

to just a single type of RES: besides wind, we will be including solar as well. Both of

these CIGs sources will be distributed into scenarios as input data for the two-stage

stochastic programming.

Before reviewing the history of UC under a stochastic framework, we review

the origins of stochastic programming. The first authors to investigate stochastic

programming problems are Beale and Dantzig, in 1955 [83]. Later, Bale revisited

his own work in [117], giving the following definition on stochastic programming:

“Stochastic Programming, is the Art and Science of deciding on the best plan of

action (in some expected-value sense) while hedging against the myriad of possible

ways the best laid plans can go awry” Basically, stochastic programming belongs to

the general field of planning under uncertainty. Since then, stochastic programming

has been applied in different fields, ranging from finance, agriculture, generation

scheduling (this thesis work), to name a few.

Regarding the UC problem, authors of [118] present a stochastic approach for

a so called multi-stage stochastic unit commitment (MSSUC) where the different

scenarios of load and availability of grid elements are uncertain, and this information

is not given all at once, but it is becoming a known information as the problem is

moving in time. This uncertainty is introduced in the form of scenario trees. The

schematic representation of this scenario tree is shown in fig. 5.1:

Following up with the MSSUC modelling, Strbac and his team have further ex-

plored the use of this technique in recent years for the UC optimisation problem
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Figure 5.1: Scenario trees

[37, 45, 90, 91, 119, 120]. Meanwhile, other authors have used MSSUC technique

in [121]. It is in the interest of this thesis to investigate how we can add the fre-

quency stability constraints using separable programming into a two-stage stochastic

framework; the basics of the formulation of which were described in section 2.4.2.

In this thesis we will model the stochastic framework in the UC as a TSSUC, where

the decisions on switching on and off the generators are taken in the first stage of

the problem, and in the second stage we handle any deviations due to the uncer-

tainty of RESs, such as wind and solar. Previous work where a two-stage stochastic

approach is followed for including the uncertainty in the the UC can be found in

[47, 95, 122, 123] and a review on both methods: multi-stage and two-stage, amongst

others, can be found in [124]. However, none of these approaches include separable

programming in their formulation for incorporating linearised constraints. Using

separable programming into a MILP takes advantage of the already existing mod-

elling with binary variables, and optimises the objective function as a single MILP

problem. The expansion of the formulation of the deterministic UC, presented in

chapter 3 is included here in this chapter.

Before reviewing the modified UC within a stochastic framework, we need to
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further elaborate on the inclusion of the uncertainty in the problem. This is discussed

in the next section.

5.2 Uncertainty handling and Scenario Genera-

tion

In this section of the chapter we will explain how to include the uncertainty of RESs

into the UC formulation. We will continue working with the test system used in

section 3.3, but we will be using the historical data that is provided in [85] and

updated in [60] to model the uncertainty of these RESs, namely the wind and solar

inputs. The available data is from one year of observations, on an hourly basis.

These observations are given in the form of power output, distributed at specific

nodes of the test system. The weather conditions are not included in the available

data, although the authors of the updated test system have considered to include

them in the future. Thus for our work, it was not possible to use weather data that

could serve as estimators, in order to produce a forecast of the power output of the

RES generators. This raises the question as to how to capture the extreme cases

that happened throughout a year, with the available data.

As a result, we use the method of stratified sampling, as presented in section 2.4

to account for such extreme cases. More specifically, to generate the required sce-

narios from the input RES data we followed the steps below:

1. Extract the historical data in time-series format, using the hourly-basis format

at each node with a solar/wind input based on the data in RTS96 [85].

2. Allocate the available data into weekly-basis groups, identifying the start and

end of a week by Monday to Sunday, respectively. This will be done for both

solar and wind resources.

3. Select the number of scenarios that will become the ”strata” of the stratified

sampling. These strata will range from the lowest amount of wind and coinci-

dental solar power production, to the highest one, accumulated in one week’s

time. The proposed strata for the wind resources will therefore as follows:
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• LL (low-low) scenario: 0 ≤ LL ≤ 0.2Pmax
Wweek,

• LM (low-medium) scenario: 0.2Pmax
Wweek < LM ≤ 0.4Pmax

Wweek,

• MM (medium-medium) scenario: 0.4Pmax
Wweek < MM ≤ 0.6Pmax

Wweek,

• MH (medium-high) scenario: 0.6Pmax
Wweek < MH ≤ 0.8Pmax

Wweek,

• HH (high-high) scenario: 0.8Pmax
Wweek < MH ≤ 1.0Pmax

Wweek,

where Pmax
Wweek represents the maximum accumulated wind production in one

week’s time. This process will repeat with each wind injection that is present

in the test system. In this case, there are 4 large wind inputs in 4 different

buses.

4. Group the available weekly data into the previously specified stratums, using

the ”group by()” function in Rstudio, and randomly sample one element of

the stratums using ”sample n()” in Rstudio as well [125, 126].

In order to maintain the spatio-temporal correlation, the solar resource data will

follow the randomly selected week of the year of wind input at a reference node n.

For example, if the sample selects the week 21 for wind resource at certain node

n of the system, in the stratum LM, all the solar input in the system will use the

data from week 21 for the stratum LM at every node n that has a solar resource

included. The number of strata should follow the practices on representativeness

discussed in section 2.4. Each stratum represents a scenario, and it is assigned with

a probability π with the following condition:∑
ξ∈Ξ

πξ = 1 (5.2.1)

and each πξ is the probability of the corresponding scenario ξ. A criterion to as-

sight this probability can be to acknowledge the proportion of cases in each stratum.

Finally, all this information will be sent to be used in MATLAB©, using the ex-

tensively modified MOST®, from MATPOWER®to solve the two-stage stochastic

UC problem formulated in the next section.
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5.3 Two-stage stochastic UC modelling

In this section we present the linear formulation of the UC problem similar to the one

covered in chapter 3, albeit suitable for a stochastic MILP. The ensuing formulation

therefore converts the deterministic UC into a two-stage stochastic UC (i.e., TSSUC)

problem [116]. Meanwhile, we will again incorporate in the TSSUC formulation, the

linearised frequency stability constraints presented in chapter 3 using the method of

separable programming.

5.3.1 The Objective Function in the two-stage stochastic

UC problem

The objective function for the TSSUC problem takes the following form:

min
Φ

∑
t∈T

∑
g∈G

(Sg(u
t
g − ut−1

g ) + Cu
g u

t
g +

∑
ξ∈Ξ

[πξ(Fg(P
t
gξ) + CR

g R
t
gξ + . . .

+ δg(P
t
gξ − P t−1

gξ ) +
∑
v∈M

Vollv ℓvξt)])
(5.3.2)

where Φ := (P t
gξ, R

t
gξ, u

t
g, θ

t
vξ, ℓvξt)g∈G, t∈T , v∈M,ξ∈Ξ, where P 0

gξ and u0
g are known.

• g ∈ G := {1, . . . , G}, where G is the set containing all dispatchable generators,

and G is the number of generators,

• M is the set of nodes in the system, where each node is identified by the index

v,

• t ∈ T := {1, . . . , T}, where T is the set containing all time steps in the

planning horizon, and T is the final time point,

• ξ ∈ Ξ := {1, . . . ,X}, where Ξ is the set containing the scenarios of the test

study and X is the number of scenarios to include,

• πξ is the probability of scenario ξ,

• ut
g is the unit status (up or down) of unit g at time t, where ut

g ∈ {0, 1},
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• Sg(u
t
g −ut−1

g ) := CS+
g max(ut

g −ut−1
g , 0)+CS−

g max(ut−1
g −ut

g, 0) is the start-up

and shutdown cost function which has a unit-dependent costs CS+
g , CS−

g per

event,

• Fg(P
t
gξ) is the fuel cost function. In our modelling we use a piecewise linear

form where Fg(P ) := max
ng

i=1 agiP + bgi,

• P t
gξ is the active power generation of unit g at time t for scenario ξ, in MW,

• θtvξ is the voltage angle of node v at time t of scenario ξ, in radians,

• Cu
g u

t
g is the no-load cost of unit g at time t, that is the cost of a unit that is

active (ut
g = 1) but that is not generating (P t

g = 0). A classic example is a

synchronous condenser.

• Rt
gξ is the available Primary Frequency Response of unit g at time t of scenario

ξ, in MW. CR
g is the cost associated with the day ahead PFR offered.

• δg(P
t
gξ − P t−1

gξ ) := Cδ+
g max(P t

gξ − P t−1
gξ , 0) +Cδ−

gt max(P t−1
gξ − P t

gξ, 0) represents

the ramp up and down reserve cost functions for each unit g in time t of

scenario ξ. Both are dispatch-dependent of P t
gξ,

• Vollv is the cost of the load shedding, also known as value of lost load, in

£/MWh, corresponding to the interruptible load connected at node v,

• ℓvξt is the lost load in scenario ξ and node v, at the time point t, in MW.
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Physical constraints

ut
gP

min
g ≤ P t

gξ (5.3.3)

P t
gξ +Rt

gξ ≤ Pmax
gξ ut

g (5.3.4)

0 ≤ Rt
gξ ≤ min(Rmax

g ,∆max
g ), (5.3.5)∑

g∈Gv

P t
gξ − (P t

Dξv − ℓξvt)−
∑
w∈M
v ̸=w

Bvw(θ
t
vξ − θtwξ) = 0, ∀v ∈ M

(5.3.6)

0 ≤ ℓvξt ≤ P t
Dξv (5.3.7)

Bvw(θ
t
vξ − θtwξ) ≤ Lmax

vw , ∀ v, w ∈ M

(5.3.8)

δmin
g ≤ P t

gξ − P t−1
gξ ≤ δmax

g , (5.3.9)

ut
g − ut−1

g ≤ u
τ1g
g ∀ g ∈ G; t ∈ {2, . . . , T − 1}; τ 1g ∈ {t+ 1, . . . ,min{t+ Λg − 1, T}}

(5.3.10)

ut−1
g − ut

g ≤ 1− u
τ0g
g ∀ g ∈ G; t ∈ {2, . . . , T − 1}; τ 0g ∈ {t+ 1, . . . ,min{t+ ϕg − 1, T}}

(5.3.11)

where we used the following constants:

• Pmin
g is the lower limit of active power generation of unit g at time t, in MW,

• Pmax
gξ is the upper limit of active power generation of unit g at time t, in MW.

We define that this value can be different for each scenario for any unit, but

specifically for wind generation, where this value could be different depending

on the wind, and scoped by its maximum output,

• Gv is the set of synchronous generators connected to node v,

• P t
Dξv is the power demand of node v at time t, in MW, of scenario ξ,

• Bvw is the susceptance of transmission line (v, w) in S,

• Lmax
vw is the thermal limit of transmission line from bus v to w, in MW,
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• M is the set of nodes, and Gv ⊆ G is the set of generators connected to node

v ∈ M,

• Rmax
g is the available offer of primary frequency response of unit g, in MW,

• ∆max
g is the physical capacity of primary frequency response of unit g, in MW,

• δmax
g upward physical limit of ramping capacity of unit g, in MW/h,

• δmin
g downward physical limit of ramping capacity of unit g, in MW/h,

• Λg is the minimum time the unit must be online after being connected to the

system,

• ϕg is the minimum time the unit must be offline after being disconnected from

the system,

The non-linear functions Sg, Fg(P
t
gξ) , R

t
gξ, δg can be transformed into linear form

with additional constraints and variables as follows. In its MILP linearised form,

eq. (5.3.2) becomes:

min
Φ′

∑
ξ∈Ξ

∑
t∈T

∑
g∈G

(
CS+

g S+
gt+CS−

g S−
gt+C(0)

g ut
g+πξ

(
f t
gξ+C+

g R
t
gξ+Cδ+

g δ+gtξ+Cδ−
g δ−gtξ+Voll lshedξvt

))
(5.3.12)

where Φ
′
:= (S+

gt, S
−
gt, P

t
gξ, f

t
gξ, R

t
gξ, u

t
g, δ

+
gtξ, δ

−
gtξ, θ

t
vξ, l

shed
ξvt )g∈G, t∈T , v∈M,ξ∈Ξ. We use the

standard transformation to turn a maximum of linear functions into an auxiliary

variable and a set of linear inequalities [75, pp. 150-151].
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Auxiliary constraints

S+
gt ≥ ut

g − ut−1
g , (5.3.13)

S+
gt ≥ 0, (5.3.14)

S−
gt ≥ ut−1

g − ut
g, (5.3.15)

S−
gt ≥ 0, (5.3.16)

f t
gξ ≥ agiP

t
gξ + bgi, ∀i ∈ {1, . . . , ng} (5.3.17)

δ+gtξ ≥ P t
gξ − P t−1

gξ , (5.3.18)

δ+gtξ ≥ 0, (5.3.19)

δ−gtξ ≥ P t−1
gξ − P t

gξ, (5.3.20)

δ−gtξ ≥ 0, (5.3.21)

where:

• S+
gt, S

−
gt are the startup and shutdown auxiliary variables for unit g at time t,

respectively,

• agi, bgi denote the power-cost coefficients of generator g,

• f t
gξ is the auxiliary cost variable of generator g.

• δ+gtξ is the ramp up auxiliary variable of unit g in time t, in MW,

• δ−gtξ is the ramp down auxiliary variable of unit g in time t, in MW.

We can observe that the two-stage stochastic modelling shares a similar modelling

as in the deterministic case. Under a two-stage stochastic formulation the first stage

of the modelling is identified by the variables that do not share the subscript ξ, which

indicate the corresponding scenario. The first stage variables belong to the here-and-

now decisions, which are the binary operators ut
g. These variables remain outside the

second stage of the optimisation problem, committing ex-ante the possible variations

from the power dispatch P t
gξ at each wind and solar injections scenario.

Now we will show the comparison with similar works that take into account a

stochastic framework in the UC. We show in table 5.1 the works of [47] and [91]

that have been recently developed. It is the work of Paturet et al that has more
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common points with the work that is develop in this thesis. The a priori extration

bounds of the relevant variables is a process that it is performed upfront before the

optimisation begins, based on the possible combinations of scheduling dispatches

under an N-1 security criterion. Under this approach, they obtain the limits of

the variables that maintain a Frequency Nadir value inside an security critierion

of maximum frequency deviation after the largest generation outage in the system.

This technique is used in the modified two-area system of 20 generators and 16 wind

farms.

The strength of our technique lies in the fact that there is no need extract the

bounds of inertia and PFR. The bounds are already included inside the mod-

elling, leaving the linearisation work to the separable programming extra variables

(λξ1r, λξ2r, yξ1r, yξ1r). We add the constraints since the beginning of the simulation

and the full three area [60] system.

5.3.2 Separable programming for the TSSUC problem

In this section, we will include the the linearisation of frequency constraints for the

TSSUC formulation. The variables xξ1 and xξ2 that model H (total inertia) and

PFR are included for each scenario ξ. Consequently, λ1ξr and λ2ξr operators will

follow a scenario-based modelling as in:

xξ1 =
R∑

r=0

a1rλξ1r and ϕξ1(xξ1) = x2
ξ1 ≈

R∑
r=0

a21rλξ1r for ξ ∈ {, 1, 2 . . . ,X}

(5.3.22)

xξ2 =
R∑

r=0

a2rλξ2r and ϕξ2(xξ2) = x2
ξ2 ≈

R∑
r=0

a22rλξ2r for ξ ∈ {, 1, 2 . . . ,X}

(5.3.23)

a1r :=
r

2R
(αHmax + βRGmax), for r ∈ {0, 1, . . . , R} (5.3.24)

a2r :=
r

2R
(αHmax − βRGmax), for r ∈ {0, 1, . . . , R} (5.3.25)

λξ10 ≤ yξ11, λξ1r ≤ yξ1r + yξ1,r+1, for r = 1, . . . , R− 1, λξ1R ≤ yξ1R (5.3.26)

λξ20 ≤ yξ21, λξ2r ≤ yξ2r + yξ2,r+1, for r = 1, . . . , R− 1, λξ2R ≤ yξ2R (5.3.27)
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Table 5.1: Comparison of works on nadir linearisation in a stochastic framework

Stochastic Unit Commitment approaches comparison

concept Paturet et al

2019[47]

Badesa et al 2020[91] Ferrandon et al 2021

nadir linearisa-

tion technique

A priori extrac-

tion bounds of

relevant variables

mixed integer

second order

cone program

(MISOCP)

separable

programming

and SOS2

conditions

modelled prob-

lem

MILP MISOCP MILP

test system used RTS two-area

system

GB 2030 system RTS three-

area updated

version [60]

synthetic inertia

provision

✓ ✓ ✓

storage response ✗ ✓ ✓*

scheduling time Five working days one year 5 working days

moment of

frequency con-

straints imple-

mentation

At hour 67 of the

simulation

From the start of

the simulation

From the start

of the simula-

tion

load damping ✓ ✓ ✓

stochastic ap-

proach

TSSUC MSSUC TSSUC

*Modelled, but not included in this work
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R∑
r=0

λξ1r = 1,
R∑

r=0

λξ2r = 1,
R∑

r=1

yξ1r = 1,
R∑

r=1

yξ2r = 1 (5.3.28)

and

λξ1r ≥ 0, λξ2r ≥ 0, yξ1r ∈ {0, 1}, yξ2r ∈ {0, 1},

for all r ∈ {0, 1, . . . , R}, and for all ξ ∈ {1, 2, . . . ,X};

where:

• a1r and a2r are the breaking points in point r of the variables xξ1 and xξ2,

respectively. Each breaking point is a constant which will have a diferent

value based on the scenario ξ, according to the lambda operators,

• λξ1r and λξ2r are the weights associated with each transition between breaking

points a1r and a2r for breaking point r. Lambda operators could be different

for each scenario ξ

• yξ1r and yξ2r are the binary operators that select the affine segment of the

linearisation, based on scenario ξ,

and finally, the updated set of variables to optimise in the problem will be:

Φ
′
:= (S+

gt, S
−
gt, P

t
gξ, f

t
gξ, R

t
gξ, u

t
g, δ

+
gtξ, δ

−
gtξ, θ

t
vξ, λξ1r, λξ2r, yξ1r, yξ2r)g∈G, t∈T , v∈M,ξ∈Ξ

(5.3.29)

Over a time horizon, the variables xt
ξ1 and xt

ξ2 now are calculated for each time

point t and for each scenario ξ. Both represent the calculation of inertia (H t) and

PFR (Rt
gξ), which have been modelled in chapter 3. Now we will move on the test

system and the results obtained under this two-stage approach.

5.4 Test system and results

As it was mentioned in the beginning of this chapter, we will be working with the

RTS model, under the updated version of[60]. In chapter 3 we only used wind as the

source of RES. In this chapter we will use wind and solar resources available from
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the data. The updated data of the available generators are shown in table 5.2. One

year of observations will be used to create the scenarios for theTSSUC, and they

will follow the strata structure discussed in section 5.2. The frequency constraints

are enforced for the deterministic UC and the TSSUC case. For the deterministic

UC problem, we will obtain the average of determined results that are obtained

separately, namely total active power generated in the system, aggregated system

inertia, et cetera. These number of separate UC schedulings do not necessarily need

to be equal to the number of scenarios of the TSSUC, hence the differentiation in

terminology that will be used from now on.
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Furthermore, for both of the deterministic UC and the TSSUC, we will only

analyse the case where we have Hwind = 6 s of synthetic inertia provision from

wind farms, since the cases with lower levels of synthetic inertia provision have been

already covered in the deterministic case of chapter 3. These 6 seconds of virtual

inertia emulation coming from the large wind farms are assumed to be provided

even in low wind output conditions by the converter, but there will be no virtual

inertia provision if the wind output is zero, which could be the case for the lowest

value of wind of the deterministicUC, or the LL stratum of the TSSUC.

In this section we compare the results of 5 deterministic cases, each one repre-

senting a different scenario, against a one single run of TSSUC that accounts for the

whole 5 scenarios. These 5 deterministic cases represent the scenarios of the strata

that where described in section 5.2.

5.4.1 Active power results, deterministic vs. TSSUC

We will start by comparing the active power between the average of the 5 determin-

istic cases, and the expected value of the power from the generators in the TSSUC

case, which is calculated as eq. (5.4.30).

avg (P t
G) =

1

J
∑
j∈J

(P t
g)j for all t ∈ {1, 2, . . . , T} (5.4.30)

where:

• J is the set of deterministic UC that are run separately, and j ∈ J :=

{1, . . . , J}, where J is the number of deterministic cases run in the problem,

The expected value of the total generation PG is calculated as in eq. (5.4.31).

E(P t
g) =

∑
ξ∈Ξ

πξP
t
gξ for all t ∈ {1, 2, . . . , T} (5.4.31)

As shown in fig. 5.2a, the active power injection of wind power remains in a

higher level compared to the stochastic case of fig. 5.2b.Although it may initially

seem that more wind power is scheduled in the average of the deterministic cases,

this approach overestimates the availability of wind when we compare it to the
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Figure 5.2: Expected Pg, deterministic vs. TSSUC

TSSUC case. Also, more active power from solar resources can be accommodated

in the system in the stochastic case.

5.4.2 Inertia, deterministic vs. TSSUC

Following on from the previous section, in here we will observe the allocation of

inertia for both of deterministic and stochastic cases. The expected inertia of the

stochastic case in fig. 5.3b has more pronounced fluctuations throughout the simula-

tion, if compared with fig. 5.3a. Let us remember we have not assigned an economic

value to the inertia provision of this work, as it was seen in chapter 3, hence the

solver tends to use the zero-cost of synthetic inertia with a higher priority in the

stochastic case. Let us also remember that the Frequency Nadir depends on the

amount of inertia and PFR allocated in the system, therefore the product of both

limits the frequency drop, hence the observed fluctuations of inertia in the grid in

the stochastic case.

We obtain the inertia values as

avg (H)t =
1

J

∑
j∈J

(H)tj for all t ∈ {1, 2, . . . , T} (5.4.32)

E(H t) =
∑
ξ∈Ξ

πξH
t
ξ for all t ∈ {1, 2, . . . , T} (5.4.33)
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Figure 5.3: Havg, deterministic vs. TSSUC

And the inertia considering an N-1 condition in the grid, and considering different

wind power inputs, is calculated as in eq. (5.4.34). We assume this calculation is

performed at each time step t, and we will omit the superscript.

Hξ =
∑
g∈G

HgξP
max
gξ ug −∆Pmax

L Hmax
L (5.4.34)

We will now review the PFR to assess its impact on the average of the deter-

ministic case and the fully stochastic case.

5.4.3 PFR, deterministic vs. TSSUC

Next, regarding on the amount of total PFR that is allocated at each time point

for each of the two cases, we have the results on fig. 5.4. The level of PFR remains

relatively flat for the stochastic case, as seen in fig. 5.4b. Due to the large amount

of the average of wind power injection, the system would need a higher share of

PFR to cover against the largest in-feed, whereas with the stochastic case, in an

expected sense, less PFR is needed to handle a generation N-1 disturbance in the

power system. This will be further clarified when we analyse the Frequency Nadir

constraint.

We calculate the average PFR as eq. (5.4.35), and the expected value of the the

PFR obtained as in eq. (5.4.36).
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avg (Rtot
G )t =

1

J

∑
j∈J

(Rtot
G )tj for all t ∈ {1, 2, . . . , T} (5.4.35)

E(Rtot
G )t =

∑
ξ∈Ξ

πξ(R
tot
Gξ)

t for all t ∈ {1, 2, . . . , T} (5.4.36)

For each time step, the updated equation that calculates the allocated PFR in

the scheduling is modelled as in eq. (5.4.37), therefore we can ommit the superscript

t in this case.

Rtot
Gξ =

∑
g∈G

Rgξ for all ξ ∈ {1, 2, . . . ,X} (5.4.37)
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Figure 5.4: Expected PFR, deterministic vs. TSSUC

In the next subsection we will analyse the results of the first frequency stability

constraint: the RoCoF.

5.4.4 RoCoF, deterministic vs. TSSUC

In the fig. 5.5 we can see average value of the RoCoF of the 5 deterministic cases

paired with the stochastic expected value of the RoCoF. The average and the

expected value of the RoCoF are calculated as on:

avg (RoCoF )t =
1

J

∑
j∈J

(RoCoF )tj for all t ∈ {1, 2, . . . , T} (5.4.38)
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E(RoCoF )t =
∑
ξ∈Ξ

πξ(RoCoF )tξ for all t ∈ {1, 2, . . . , T} (5.4.39)

And the equation that shows the dynamics of the RoCoF constraint using the

auxiliary variables of separable programming is shown in eq. (5.4.40). Again, this is

performed for each time step of the scheduling.

x1ξ + x2ξ

α
≥

∣∣∣∣ ∆Pmax
L f0

2RoCoFmax

∣∣∣∣ (5.4.40)
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Figure 5.5: RoCoF, deterministic vs. stochastic comparison

It can be seen from the fig. 5.5 that the RoCoF in the average of the deterministic

case is located further away from the constraint threshold, whereas the expected

RoCoF is closer to the threshold. In the TSSUC case without frequency constraints,

the expected value of the RoCoF would be above the threshold against the largest

in-feed through the whole scheduling. The solver gives priority to the use of the

virtual inertia due to the zero-cost assigned to this provision. This graphic would

change when costs are asigned to this response. Now we will observe the Frequency

Nadir results under a stochastic approach.

5.4.5 Frequency nadir, deterministic vs TSSUC

For addressing the Frequency Nadir constraint we will be following a similar ap-

proach as the one that it was modelled in section 3.3.1, where we will compare the
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maximum frequency deviation ∆fmax, using the average of the deterministic cases,

and the expected ∆fmax of theTSSUC case. As a reminder, the Frequency Nadir

is lowest value that the frequency in the power system can reach after the largest

in-feed, which was shown in fig. 3.5 as fmin, from chapter 3. We are interested

in quantifying the maximum deviation from the nominal frequency in the system,

which is ∆fmax = f0 − fmin. At each time step of the scheduling, we obtain the

stochastic expected value of theoretical value of ∆fmax. This expected value of

∆fmax is calculated as in eq. (5.4.42) whereas the average value of ∆fmax of the

deterministic cases is obtained with eq. (5.4.41).

avg (∆fmax)
t =

1

J

∑
j∈J

(∆fmax)
t
j for all t ∈ {1, 2, . . . , T} (5.4.41)

E(∆fmax)
t =

∑
ξ∈Ξ

πξ(∆fmax)
t
ξ for all t ∈ {1, 2, . . . , T} (5.4.42)

The auxiliary variables xξ1 and xξ2 that model the product of inertia and PFR

for the Frequency Nadir are calculated according to the proposed modelling of

eq. (5.3.22) and eq. (5.3.23). Thus the deterministic modelling of eq. (3.2.33) that

dictates the dynamics of the frequency nadir changes for the stochastic case in the

form of eq. (5.4.43). We will omit the superscript for the time t, but it is assumed

that this applies for all the time points of the scheduling.

x2
ξ1 − x2

ξ2 −
f0 Tg(∆Pmax

L )2

4(∆fmax)
+

DPD Tg ∆Pmax
L f0

4
≥ 0 (5.4.43)

The theoretical value of ∆fmax is shown in fig. 5.6 for both the deterministic

UC and the TSSUC schedulings, including the case where no frequency stability

constraints are enforced for a TSSUC case, where the theoretical value of ∆fmax

would be above the threshold at all times of the scheduling. It can be seen that

for the average ∆fmax of the deterministic case, the frequency deviation is further

away from the threshold. As a similar condition to the RoCoF constraint, on aver-

age, there is a larger amount of wind power input in the deterministic case, which

considers synthetic inertia provision of Hwind = 6 s, and a larger provision of PFR,

as it was seen in the schedulings of both inertia and PFR shown in fig. 5.3a and in
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fig. 5.4a, respectively. Let us remember that the dynamics of the Frequency Nadir

are controlled by the product of the inertia and PFR. For the expected value of the

TSSUC, there are hours of the scheduling that ∆fmax gets closer to the threshold.

These are the moments of expected low wind power input expected in the grid. As

an important observation is that the PFR sets a ”defence” against the largest in-feed

event.
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Figure 5.6: Frequency Nadir, deterministic vs. stochastic comparison

Now we will consider the minimum frequency recovery in quasi-steady state

(QSS) in the next subsection.

5.4.6 QSS, deterministic vs. TSSUC

The last of the frequency constraints, the minimum frequency recovery in quasi-

steady state, depends only of the allocated amount of PFR in the system. By

recalling on section 3.2.5, we set a minimum value of frequency that theoretically

the frequency must reach after the frequency drop has been fully arrested, and the

governor responses or storage output that provide PFR have been fully deployed,

which is the fss. In order to define this value, we set a maximum value of frequency

deviation in the form of ∆fss = 0.5 Hz. The average value of ∆fss of the 5 deter-

ministic cases is obtained as in eq. (5.4.44). The expected value of this deviation,

as similar with the last two stochastic frequency stability constraints, is obtained as

in eq. (5.4.45):
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avg (∆fss)
t =

1

J

∑
j∈J

(∆fss)
t
j for all t ∈ {1, 2, . . . , T} (5.4.44)

E(∆fss)
t =

∑
ξ∈Ξ

πξ(∆fss)
t
ξ for all t ∈ {1, 2, . . . , T} (5.4.45)

The dynamics of this constraint are modelled into eq. (5.4.46) with their cor-

responding auxiliary variables to use the separable programming technique, and

assuming this calculation is performed for all the time points of the scheduling.

xξ1 − xξ2

β
≥ ∆Pmax

L −DPD ∆fss (5.4.46)

The graphical representation at each time step of the scheduling is shown in

fig. 5.7.
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Figure 5.7: QSS, deterministic vs. stochastic comparison

As it can be seen, theoretically the ∆fss threshold would never be violated since

there would be enough PFR in the frequency constrained cases, but not in the case

without frequency constraints. The inertia does not play a role in the behaviour

of this constraint. If we refer to the differences of the PFR scheduling shown in

fig. 5.4a and fig. 5.4b, there is a difference of approximately 60 MW between them.

This prompts the ∆fss of the average of the deterministic cases to be further away

from the threshold, compared to the TSSUC. The theoretical values of ∆fss are

only an approximation of the deviation from the nominal frequency. the negative
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sign of the value only indicates a recovery of the frequency before the 60 seconds set

by the Grid Code recommendations.

5.4.7 Role of solar resource in the scheduling

From the active power scheduling, and specifically the solar power input, we can see

that the expected value of the solar resource in the form of active power, is reduced

in the TSSUC problem. There are some points to discussed regarding this situation,

such as:

• Faster ramping constraints: The gradual increase ofpower output and discon-

nection from the grid of the solar resource is deemed to be controlled by two

factors: the solar resource on the PV panels, and the converter adjustments

to accommodate the power injection, gradually. Contrary to a conventional

generator that is tied up to physical ramping up and down constraints, there

are no moving parts in the PV panels, hence the flexibility and rapidness to

adjust for a change of active power. The solver uses this advantage in the

solution, by acknowledging this provided flexibility.

• Due to its characteristic zero-cost of the PV resource, there is no penalisations

in the form of start up and shut down costs either, hence the flexibility.

• No synthetic inertia provided: For this work, we did not consider a synthetic

inertia provision of the solar resources in the problem. Assigning a virtual

inertia to this resource would have changed how the solver approaches to

utilise this response, in benefit of the first two frequency stabilit constraints.

Now we will discuss on the costs related to the problem in the next subsection.

5.5 The value of information

In this section we are aiming to understand the effect of a concept known as the

value of information. First, we will compare the costs associated in each one of

the deterministic cases where it is included the inclusion of the frequency stability



5.5. The value of information 129

constraints. This is shown in table 5.3. As it was expected, the higher the share

of renewable energy, the less is the cost of the system due to the assumed zero-

cost associated to the RESs, but a higher share of PFR is required to handle the

the frequency stability constraints. It is worth mentioning that for each one of the

cases, we used 10 breaking points if linearisation. The reason to use this number

of breaking points stems from the tuning that was previously introduced in sec-

tion 3.4.3, specifically on the analysis shown in table 3.6. The results of this setting

is observed on the convergence time and the duality gap. Further investigation on

the deterministic MH case would be required in future works due to the relatively

larger convergence time when it is compared with the rest of the cases.

It is also noticeable that the higher the share of average aggregated system

inertia Hagg, the more the solver is able to use the virtual inertia available to be

deployed in the light of the largest generator or interconnector outage. The cost

associated with these system could change if we assign a cost to the virtual inertia

emulation provision. Let us remember that generally speaking, the conventional

generators provide the inertial response to the system with no extra cost associated.

Further studies would be required to analyse how this would impact the system

costs associated to this response.
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Next, we will look at the results of the average of these five deterministic cases,

against the expected values of the TSSUC approach.

Table 5.4: Comparison table of UC and TSSUC cases

Comparison between the average of det. cases of UC and TSSUC

concept average of deterministic cases Expected

value, TSSUC

system cost £7,044,300.00 £8,031,300.00

reserves cost £210,072.00 £203,490.00

convergence time

(s)

544.03 8,378.90

duality gap (%) 0.87% 0.89%

mean Hagg [min,

max] (s)

4.55 [3.689 4.986] 5.21 [3.60 5.67]

mean Rtot
G [min,

max] (MW)

949.534 [933.494

1006.938]

883.39 [882.53

884.12]

wind energy

(MWh)

109,042 51,299

solar energy

(MWh)

32,017 42,028

In table 5.4 we can see the so called value of information. The system cost is

higher in the TSSUC case for almost a million pounds. This extra million pounds

is the result of the uncertainty handling in the second stage of the TSSUC problem.

In a expected value sense, the share of wind and solar resources are lower when they

are compared to the average of the deterministic cases, but the TSSUC accounts for

the uncertainty of the RESs scenarios. A further explanation of this key finding is

mathematically introduced in the next set of equations.
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one-stage: min
u,r

g(u, r, x) = G∗
1(x) (5.5.47)

two-stage: min
u

min
r:x→R

E[g(u, r(X), X)] = G∗
2 (5.5.48)

Let us consider the minimisation (it could be maximisation) of the objective

function eq. (5.5.47). This modelling represents a single-stage optimisation problem

of the equation g(u, r, x), where the terms u and r represent the variables of the

problem, and the term x represents the single scenario under analysis. This could

represent an analogy with the deterministic and single-stage UC problem, where

the variable u represents the start up and shut down events of generators, and r

represents the active power dispatch. The single scenario x is understood as an

assumed known wind power input from wind generators.

On the other hand, the eq. (5.5.48) represents a two-stage stochastic problem,

where we optimise for the first stage using the u variable. Then, the minimisation

covers the expected value of the function g(u, r(X), X) where there is a total number

of X scenarios, and variable r(X) depends on the x − th scenario under analysis.

Again, a similar analology of the UC problem applies here, the difference is that this

is done from a stochastic perspective namely the TSSUC problem. Furthermore, The

expected value of all the scenarios can the be understood as the weighted sum of

the objective function based on its corresponding probabilitiy of scenario x such as:

∑
x∈X

P (X = x)min
r∈R

g(u, r, x) (5.5.49)

G∗
2(u, x) = min

r∈R
g(u, r, x) (5.5.50)

G∗
2(u, x) ≥ G∗

1(x) (5.5.51)

The inequality in eq. (5.5.51) can be proven including all the variables u:∑
x∈X

P (X = x)G∗
1 ≤

∑
x∈X

P (X = x)G∗
2(u, x) for all u = {1, 2, · · · , U} (5.5.52)

Bearing in mind that the right hand side of the inequality in eq. (5.5.52) still
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needs to be optimised for the u variable, we have:∑
x∈X

P (X = x)G∗
1(x) ≤ min

u

∑
x∈X

P (X = x)G∗
2(u, x) (5.5.53)

Finally, we will have that the expected value of the two-stage stochastic pro-

gramming objective function is greater that the average of the single-stage stochastic

programming problem, and this is due to the fact that the second stage decisions of

the variable r accounts for the variability of the multiple scenarios x. This is shown

in eq. (5.5.54) ∑
x∈X

P (X = x)G∗
1(x) ≤ G∗

2 (5.5.54)

In the further section we will join the reliability and security analysis of the UC.

5.6 Reliability and Security Analysis of UC

Finally in this section of the thesis we will add an schematic representation on

how the the works of the UC problem with frequency stability constraints covered

initially in chapter 3, and the contingency analysis implemented in chapter 4 are

joined together into the whole framework of this thesis. This is shown in fig. 5.8.

A risk analysis with contingency ranking algorithms can be implemented with

the UC results. The advantages of proceeding in this way is that we are working

with an initial stage of generation that is theoretically secured against the largest

in-feed, from the frequency stability constraints perspective. The scheduling results

can work as an initial point for studies such as OPF or simple load flow analysis.

These generation scheduling points would work to implement dynamic studies as

well. Evidently, this is beyond the power systems operations planning problem

treated in this thesis.
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5.7 Chapter remarks

In this chapter we were able to add the frequency stability constraints under a

stochastic framework, using separable programming for the first time with this prob-

lem. The so-called value of information was investigated in this chapter, highlighting

the justification to use a stochastic approach when the analysis is run for future en-

ergy scenarios, or simply when the uncertainty plays a role into the short-term UC.

A stratified sampling technique is used for organising the available time series of

data points of the RTS grid, creating the scenarios that would later serve as input

data of the TSSUC. Due to the safeguarding against the largest in-feed of this

TSSUC, it is fair to acknowledge that this is a secure-stochastic unit commitment

problem. The posterior work of including the contingency ranking algorithms with

the scheduling results presents another layer of risk and security analysis.

Next, we will elaborate on the conclusions of this thesis work.



Chapter 6

Conclusions and future work

On this final chapter we will review the conclusions of the research that has been

carried out and presented in this thesis. We will emphasise on the novelty of the

contributions, according to the aims and objectives that were introduced in chap-

ter 1. Moreover, we will use these conclusions to outline potential pathways for

future work.

6.1 Key results

We have reviewed the state of the art of one of the most used tools in power systems

operations planning namely, the UC problem. This tool allows the entity in charge of

generating the day-ahead or week-ahead generation schedules, typically the TSO, to

optimally allocate generation capacity based on network’s operational constraints.

Meanwhile, we have also introduced a method for identifying and filtering network

contingencies weighted by their probability of occurrence for a more accurate and

risk-informed contingency ranking mechanism which is integral to the problem of

UC.

Moreover, to be able to address the challenges of frequency variations in low-

rotational inertia systems, in this work, we have opted to include in the UC problem

constraints explicitly designed to help operators hedge against the largest loss of

in-feed for a more secure operating regime. The addition of the frequency stability

constraints into the UC problem which by default does not include such constraints,

136
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means an extra set of constraints that cover the largest generation or interconnector

outage. Without this extra set of constraints, low rotational inertia grids are more

prone to risks of instability due to frequency excursions and inherently limiting in

their hosting capacity of renewable resources which are inherently converter inter-

faced and normally do not add to the system’s inertia. This problem is further

exacerbated due to the fact that under a scheme of almost-zero marginal cost from

these power inputs, they are scheduled in the UC results for the majority of time.

If no restriction of frequency stability is enforced, the system loses the conventional

inertia that has been operating naturally in conventional power systems and the loss

of the largest in-feed becomes a problem in this case.

With this thesis, the so called frequency stability constraints were modelled and

incorporated into the traditional UC formulated as a linear program using a new

technique not used before to incorporate linear constraints in this form. In the

subsequent sections we will elaborate specifically on how the research challenges

were tackled in this thesis.

6.1.1 Research objectives achieved

1. To determine a secure operating floor of inertia in the power system for the

day-ahead planning horizon that includes frequency stability constraints, as

well as PFR from the available plants.

Before working with the UC optimisation problem, certain considerations must be

done. The widely used UC is non-linear in its natural form, and solving it using

mathematical programming techniques such as mixed-integer linear programming

(MILP) we will need to linearise its non-linear constraints first. After this condition

has been met, only linear constraints can be added to the UC optimisation problem

to solve it using traditional techniques such as MILP.

This thesis includes the addition of the frequency stability constraints one of

which is strongly non-linear namely, the Frequency Nadir. It is non-linear since

it depends on the product of available inertia and the available PFR in the power

system. There has been techniques to add this constraint to the UC problem in
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a linearised form, without using the advantages of the actual MILP mathematical

programming tool. The contribution of this thesis includes the use of separable pro-

gramming techniques that tackle this non-linearity by approximating the Frequency

Nadir into a linear form, using extra auxiliary variables. Minimum levels of iner-

tia have been established in the problem. This inertia provision is modelled as a

natural response from conventional generators, but we have included the synthetic

inertia (or virtual inertia) provision from wind CIG sources. It has been shown that

using this response from large wind resources helps alleviate the frequency excur-

sions occasioned by a generation and load imbalance. All in all, the strength of the

modelling followed in this thesis is that it uses the actual MILP formulation of the

UC, and no pre-processing or handling of the constraints are needed.

2. To quantify a reliability metric index that indicates the severity of a contin-

gency in the power system.

In the contingency analysis side, the so called RPI has been calculated, for trans-

mission lines thermal limits violations and bus voltage magnitudes violations. This

index encapsulates both the severity of a transmission line contingency in the sys-

tem, and its probability of occurrence. The validity of the probabilistic behaviour

was proven using Monte Carlo simulation, validating the use of the reliability rates

of transmission lines included in the RTS grid. This index gives a better under-

standing on the severity of a contingency, accounting as well its probabilistic event.

The RPI can be expanded to generation outages using the available reliability data.

Thus, this index is of use with the single-hour scheduling results of the UC, adding

on a tool that can fast-screen for contingencies in the power system of these results,

considering its reliability historic information. The approach can be used into a

single-snapshot approximation of a regular load flow study that accounts for the full

calculation of the state variables of the problem.

3. To include the stochasticity of RESs in the day-ahead planning horizon.

Finally, we acknowledge that if the UC is to be used in future planning scenarios,

or simply if there is a need to account for the uncertainty inherent in variability of

renewable resources in the problem, a solely deterministic approach might not cover
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for the extreme cases of low and high RESs power injections, specifically wind and

solar resources. In this thesis we propose the use of historical data to create strata

structures that organise a selected number of scenarios of wind and solar resources

as the input to be used in the UC problem. After arranging the scenario genera-

tion stage, we model the deterministic UC as a two-stage stochastic programming

(TSSUC) problem, where in the first stage, also known as the here-and-now phase,

we commit the generators that will meet the demand of the UC problem. This is

the part where the inertia is tied to the commitment of the generators in the grid.

Next, in the second stage of the problem, also known as wait-and-see phase, we

handle the differences between scenarios of RESs, namely wind and solar resources,

changing the power generation output of the generators. At each path of the sce-

nario, we look to enforce the physical capabilities of ramping up and down of the

generators at all time. Above all these considerations, the separable programming

auxiliary variables used in the UC are modelled for each of the scenarios as well, set-

ting different levels of inertia and PFR. The expected value of these two variables is

calculated at the end of the simulation, describing their respective trajectories. The

results indicate the value of information, when there is uncertainty of the generation

scheduling due to the variation between scenarios of RESs namely wind and solar.

The novelty of this work is that a separable programming approach under a

stochastic environment have not been implemented before, opening the path for fu-

ture investigation of this technique applied to non-linearities of the problem. Since

with this modelling we are hedging against the largest loss of in-feed in the power sys-

tem, it is correct to state that this two-stage stochastic unit commitment (TSSUC)

approach is a stochastic security-constrained unit commitment (SSCUC) modelling

as well.

6.2 Contributions

The main contributions of the thesis will be listed as follows:

1. Separable programming modelling for frequency stability constraints

Incorporating the frequency stability constraints using separable program-
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ming for the first time into the UC problem.

2. Probabilistic and risk-informed contingency ranking algorithms using reliabil-

ity rates for system components including transmission lines and generators

Use the available reliability rates in the RTS to propose a Reliability Per-

formance Index (RPI) that captures the severity and the probabilistic be-

haviour of a contingency in the power system.

3. Inclusion of the frequency stability constraints under the two-stage stochastic

unit commitment (TSSUC)

The frequency stability constraints have been modelled into a TSSUC

problem environment using separable programming for the first time, creating

an overall SCUC modelling, accounting for the largest loss of in-feed in the

power system. The use of stratified sampling is proposed to account for the

uncertainty that RESs, namely wind and solar in this thesis, carry into the

operations planning analysis.

4. Conference Paper

A conference paper was submitted, accepted and presented for the IEEE

International Conference of Electrical Engineering 2018 for Energy systems in

Europe (EEEIC/I&CPS Europe), in Palermo, Italy [62].

5. Journal Paper

Currently under the last phase of the revision, a paper with the formulation

of the deterministic UC with the inclusion of frequency stability constraints us-

ing separable programming has been submitted with the assigned Manuscript

Number EPSR-D-21-00126R2, to the Electric Power Systems Research jour-

nal.

6.3 Future Work

There will be a further research paper based on the works carried out in this thesis.

This paper will focus on the stochastic analysis in the UC, namely the TSSUC
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formulation and implementation together with the frequency stability constraints.

Moreover, the following pathways for future reseearch have been identified whilst

carrying out this research. These have been outlined in the next sub-section.

Future Research Topics and Improvements

The list of possible future works that draw from this thesis is listed as follows:

• Investigate the techniques to optimally tuning the number of breaking points

used in the linearisation of the Frequency Nadir, improving the convergence

time,

• Include other constraints for the transmission grid, specifically the dynamic

line rating, due to its non-linearity, into the UC problem,

• Implement the UC problem directly into commercial solvers, such as AIMMS

and Gurobi, taking advantage on the recent advances on handling products of

two variables in the MILP problem for frequency stability constraints.
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Appendix A

Separable Programming

A.1 Frequency nadir linearisation

Next, x1 and x2 are modelled using λ1r and λ2r operators to obtain the linearised

form as in:

x1 =
R∑

r=0

a1rλ1r and ϕ1(x1) = x2
1 ≈

R∑
r=0

a21rλ1r (B.1)

x2 =
R∑

r=0

a2rλ2r and ϕ2(x2) = x2
2 ≈

R∑
r=0

a22rλ2r (B.2)

a1r :=
r

2R
(αHmax + βRGmax), for r ∈ {0, 1, . . . , R} (B.3)

a2r :=
r

2R
(αHmax − βRGmax), for r ∈ {0, 1, . . . , R} (B.4)

λ10 ≤ y11, λ1r ≤ y1r + y1,r+1, for r = 1, . . . , R− 1, λ1R ≤ y1R (B.5)

λ20 ≤ y21, λ2r ≤ y2r + y2,r+1, for r = 1, . . . , R− 1, λ2R ≤ y2R (B.6)

R∑
r=0

λ1r = 1,
R∑

r=0

λ2r = 1,
R∑

r=1

y1r = 1,
R∑

r=1

y2r = 1 (B.7)

and

λ1r ≥ 0, λ2r ≥ 0, y1r ∈ {0, 1}, y2r ∈ {0, 1}, for all r ∈ {0, 1, . . . , R};

where:

157



A.1. Frequency nadir linearisation 158

• a1r and a2r are the breaking points in point r of the variables x1 and x2,

respectively,

• λ1r and λ2r are the weights associated with each transition between breaking

points a1r and a2r for breaking point r,

• y1r and y2r are the binary operators that select the affin segment of the lin-

earisation,

and finally, the updated set of variables to optimise in the problem will be:

Φ
′
:= (S+

gt, S
−
gt, P

t
g , f

t
g, R

t
g, u

t
g, δ

+
gt, δ

−
gt, θ

t
v, λ1r, λ2r, y1r, y2r)g∈G, t∈T , v∈M, r∈R (B.8)
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