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Abstract

This thesis gives an overview of three notions of Ricci curvature for discrete spaces,
including Ollivier Ricci curvature (motivated from optimal transport), Bakry-
Émery curvature (from Bochner’s formula in Riemannian geometry) and Erbar-
Maas entropic Ricci curvature (from optimal transport). The first part of the thesis
provides background knowledge in optimal transport theory and Riemannian ge-
ometry which is essential to the understanding of generalized Ricci curvatures for
metric measure spaces and the mentioned Ricci curvatures for graphs.

For each of the three discrete curvature notions, discussed in their respective part
of the thesis, we provide the definition of the curvature and use hypercubes as an
example for the curvature calculation. We study various curvature results with
an emphasis on upper bounds of diameter and lower bounds of the spectral gap
for graphs with positive lower bound on the Ricci curvature. These results can be
regarded as discrete analogues of the Bonnet-Myers theorem and the Lichnerowicz
theorem in Riemannian geometry. In addition, we deeply investigate into the
rigidity results (analogous to Cheng’s rigidity) in attempt to classify all graphs
which yield the sharp diameter bound in the sense of Ollivier Ricci curvature and
Bakry-Émery curvature.



Preface

Discrete curvatures in this thesis refer to discrete versions of Ricci curvature (which
is a geometric concept on manifolds) for discrete spaces such as graphs and discrete
Markov chains. Unlike on manifolds, there is no unified notion of curvature on
graphs, and each of discrete curvature notions is inspired by different geometric
aspects of Ricci curvature. In particular, we focus on three discrete curvature
notions, namely,

1. Ollivier Ricci curvature, which is defined via the contraction property of
L1-transportation distance,

2. Bakry-Émery curvature, which is defined via Bochner’s formula in Rieman-
nian geometry and the Laplace operator,

3. Erbar-Maas entropic Ricci curvature, which is defined via the convexity of
the entropy functional along L2-transportation geodesics.

There are other discrete curvature notions that are beyond the scope of the thesis,
for example, combinatorial curvature on tessellated surfaces, Forman-Ricci curva-
ture on simplicial complexes, and sectional-type curvature for Alexandrov spaces.

This thesis is divided into four main parts, where each of Parts II III and IV is
dedicated to one of the three discrete curvature notions mentioned above. Part
I provides background knowledge in optimal transport theory and Riemannian
geometry that is helpful for understanding the discrete curvatures. Outlined below
are topics which are covered in each part.

Part I begins with an introduction to optimal transport theory (Kantorovich’s
problem and its duality) with an emphasis towards geometries of the L2-Wasserstein
space of probability measures. Otto’s formal calculus [Ott01] is used as a frame-
work to view the Wasserstein space as a “Riemannian manifold” and to describe,
for example, the transportation distance in fluid dynamics viewpoint (Benamou-
Brenier formula [BB00]) and the heat flow by a gradient flow structure (Jordan-
Kinderlehrer-Otto theorem [JKO98]). We also discuss three famous approaches
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ii PREFACE

by (i) Sturm and Lott-Villani [Stu06, LV09], (ii) Bakry-Émery [BE84], and (iii)
Ollivier [Oll09] to generalize Ricci curvature for metric measure spaces. These
approaches give rise to the discrete curvatures under discussion. A central theme
of the thesis is about the Bonnet-Myers diameter bound theorem [Mye41] and its
rigidity (known as Cheng’s rigidity [Che75]). They are classical theorems in Rie-
mannian geometry and their analogous results will be re-appearing in the context
of each discrete curvature.

In Part II about Ollivier Ricci curvature on graphs, we revisit an optimal transport
in the setting of graphs, which prompt us to the curvature’s definition. We discuss
various properties of Ollivier Ricci curvature, including Cartesian products, a lower
bound on the spectral gap (Lichnerowicz-type theorem) and a Bonnet-Myers-type
upper bound on diameter. The key result in this part is my own contribution to
the rigidity result in collaboration with David Cushing, Jack Koolen, Shiping Liu,
Florentin Münch and my supervisor Norbert Peyerimhoff [CKK+20], including
the crucial concept of transport geodesics and the classification of all self-centered
Bonnet-Myers sharp graphs. The presentation in this thesis deviates somewhat
from [CKK+20] by providing an alternative proof of a preliminary rigidity result
using only transport geodesics and no properties of the Laplacian. It is also a
natural question whether the assumption of self-centeredness can be removed from
our classification result. Some partial progress (removal of self-centeredness in
diameter three) is provided in [Kam20a].

Part III features Bakry-Émery curvature on weighted graphs and our joint research
result [CKLP21] on the curvature reformulation as a minimal eigenvalue of a local
matrix. Moreover, we follow the Bakry-Émery theory to provide, in the discrete
setting, an equivalent characterization of Bakry-Émery curvature via a gradient
estimate of the heat semigroup. In parallel to the previous part, we discuss relevant
properties regarding Cartesian products and a lower bound on the spectral gap.
We then survey some key ideas of research results by Liu, Münch and Peyerimhoff
[LMP18, LMP17] on a Bonnet-Myers-type diameter bound and its rigidity with
respect to Bakry-Émery curvature.

In Part IV, we present Erbar and Maas’ work [EM12] to define, on discrete Markov
chains, a discrete notion of Ricci curvature in the spirit of Sturm and Lott-Villani,
called the entropic Ricci curvature. This approach requires a modification of
the 2-Wasserstein distance which is motivated from Otto’s calculus (in partic-
ular, Benamou-Brenier formula). Similarly to Bakry-Émery curvature, we also
provide an equivalent reformulation of the entropic Ricci curvature in terms of
a Bochner-type formula and a gradient estimate. These tools are crucial to de-
rive a Bonnet-Myers type diameter upper bound for a Markov chain with positive
entropic Ricci curvature. This result is a generalization of my paper [Kam20b],



iii

which deals with the special case of simple random walks.

Explicit computation of all three discrete curvatures is given for hypercubes as they
represent an important family of graphs which possess positive curvature, a prod-
uct structure, and (potentially) sharp diameter bounds with respect to all discrete
curvatures. Each of the three parts finishes with an outlook chapter discussing
some related open questions.

Readers who are particularly interested in one of these discrete curvatures can
start reading from its respective part without prior knowledge from Part I. During
the discussion in discrete curvatures, there usually are pointers which reconnect us
to related topics in the manifold case in Part I. Readers with differential geometry
and Riemannian geometry background may find the interplay between Ricci curva-
ture and optimal transport interesting, in particular since the Lott-Sturm-Villani
synthetic Ricci curvature notion allows to extend various fundamental curvature
results to the more general setting of metric measure spaces, which appear natu-
rally via Gromov-Hausdorff convergence of Riemannian manifolds.

In summary, besides its research results, this thesis serves also as a survey on
topics which are motivated from Riemannian geometry and optimal transport with
special emphasis on Bonnet-Myers-type diameter bounds and the corresponding
rigidity results.

Supanat Kamtue
July 2021
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Chapter 1

Introduction to optimal transport

Let us start with a brief introduction to optimal transport in a general setting of
metric measure spaces, where the topics include Monge’s problem, Kantorovich’s
problem, the duality, and the Wasserstein space. In the later section, we will
restrict to the setting of Riemannian manifolds, where geometric structures of
the Wasserstein space are more enriched. For the contents given in this chapter,
we mostly refer to a reader-friendly note by Ambrosio and Gigli [AG13], and
occasionally from a book by Santambrogio [San15] and a book by Villani [Vil09].

1.1 Setting of metric measure spaces

Let (X, d) and (Y, d′) be Polish spaces (i.e., complete and separable metric spaces),
equipped with σ-Borel algebra. Define P(X) and P(Y ) to be the sets of all Borel
probability measures on X and on Y , respectively.

For a given Borel map T : X → Y and a measure µ ∈ P(X), the pushforward
of µ by T is the measure denoted by T#µ ∈P(Y ) such that

T#µ(B) = µ(T−1(B)),

for all Borel subsets B ⊂ Y . Equivalently, the pushforward satisfies the following
change of variable formula:∫

Y

f(y)dT#µ(y) =

∫
X

f(T (x))dµ(x),

for all Borel functions f : X → Y .

The original optimal transport problem proposed by Monge in [Mon81] is defined
as follows.

3



4 CHAPTER 1. INTRODUCTION TO OPTIMAL TRANSPORT

Definition 1.1. Given a Borel cost function c : X×Y → R≥0. Let µ ∈P(X) and
ν ∈P(Y ). Monge’s optimal transport problem is the following minimization
problem:

inf
T

{
cost(T ) :=

∫
X

c(x, T (x))dµ(x)

∣∣∣∣T#µ = ν

}
. (MP)

Any map T : X → Y such that T#µ = ν is called a transport map from µ to ν.
A transport map T which minimizes (MP) is called an optimal transport map.

Intuitively, a map T transports the collection of mass distributed as in µ to mass
distributed as in ν by moving mass from location x to location T (x) (without
splitting mass) with the transport cost given by c(x, T (x)) per unit mass. Monge’s
problem is to find the minimum total cost of all such transport maps T . One
limitation of Monge’s problem is about the possibility of non-existence of transport
maps. For instance, in a situation that µ = δx is a Dirac measure at x but ν is not
a Dirac measure (e.g. ν = 1

2
δy + 1

2
δy′ with y 6= y′), no transport map exists since

the splitting of mass at x is not allowed.

In [Kan42], Kantorovich considers a more general optimal transport problem which
allows the mass to be split at the source.

Definition 1.2. Given a Borel cost function c : X × Y → R≥0. Let µ ∈ P(X)
and ν ∈ P(Y ). A transport plan from µ to ν is a Borel probability measure
Γ ∈P(X × Y ) that satisfies the following marginal constraints :

Γ(A× Y ) = µ(A)

Γ(X ×B) = ν(B),

for all Borel A ⊆ X and B ⊆ Y . Equivalently, the marginal constraints can be
expressed by

(π1)#Γ = µ and (π2)#Γ = ν,

where πi denotes the ith-projection: π1(x, y) = x and π2(x, y) = y. Furthermore,
we denote by Π(µ, ν), the set of all transport plans from µ to ν.

Kantorovich’s optimal transport problem (also known as the Monge-Kantorovich
problem) is the following minimization problem:

inf
Γ

{
cost(Γ) :=

∫
X×Y

c(x, y)dΓ(x, y)

∣∣∣∣Γ ∈ Π(µ, ν)

}
. (KP)

Any such plan Γ which minimizes (KP) is called an optimal transport plan.
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Intuitively, Γ(x, y) represents the amount of mass that is moved from x to y. In
contrast to Monge’s problem, there always exists a transport plan for Kantorovich’s
problem (as a trivial one is given by Γ = µ× ν).
It is noteworthy that the support of a transport plan lies in the product of the
marginal supports.

Definition 1.3. The support of a measure µ ∈P(X) is defined as the set

supp(µ) := {x ∈ X | µ(U) > 0 ∀ open neighborhood U of x } ⊂ X.

Proposition 1.4. Let µ ∈P(X) and ν ∈P(Y ), and let Γ ∈
∏

(µ, ν). Then

supp(Γ) ⊂ supp(µ)× supp(ν).

Proof. Assume that (x, y) ∈ supp(Γ). Then the marginal constraints implies that,
for any open x ∈ A ⊂ X and y ∈ B ⊂ Y , we have µ(A) = Γ(A × X) > 0 and
ν(B) = Γ(X ×B) > 0, which means x ∈ supp(µ) and y ∈ supp(ν).

The connection between transport maps and transport plans can be described as
in the following proposition.

Proposition 1.5. Given µ ∈ P(X) and two Borel maps F : X → X and G :
X → Y . Let the map (F,G) : X → X × Y be defined as x 7→ (F (x), G(x)). Then
Γ := (F,G)#µ is a transport plan from F#µ to G#µ, and its cost is given by

cost(Γ) =

∫
X

c(F (x), G(x))dµ(x). (1.1)

Proof. For A ⊂ X and B ⊂ Y , we have

Γ(A×B) = µ((F,G)−1(A×B)) = µ(F−1(A) ∩G−1(B)).

In particular, Γ satisfies the marginal constraints Γ(A × X) = µ(F−1(A)) =
F#µ(A) and Γ(X × A) = µ(G−1(B)) = G#µ(A).

The change of variable formula then gives

cost(Γ) =

∫
X×Y

c(x, y)d(F,G)#µ(x, y) =

∫
X

c((F,G)x)dµ(x)

as desired.
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An immediate consequence from Proposition 1.5 is that, for any Borel map T :
X → Y , the pushforward Γ := (id, T )#µ is a transport plan from µ to T#µ with
cost(Γ) = cost(T ). This means the problem (KP) can be considered as a relaxation
to the problem (MP), and the infimum in (KP) is less than or equal to the infimum
in (MP):

inf
Γ∈Π(µ,ν)

cost(Γ) ≤ inf
T#µ=ν

cost(T ).

When (KP) is regarded as a linear programming problem in Γ, there occurs nat-
urally a dual problem.

Definition 1.6. Given a Borel cost function c : X × Y → R≥0. Let µ ∈ P(X)
and ν ∈ P(Y ). Consider all pairs of functions φ : X → R and ψ : Y → R which
satisfy

φ(x) + ψ(y) ≤ c(x, y) ∀x ∈ X, ∀y ∈ Y

or written shortly as φ⊕ ψ ≤ c.

Kantorovich’s dual problem is the following maximization problem:

sup
φ,ψ

{
Jµ,ν(φ, ψ) :=

∫
X

φ(x)dµ(x) +

∫
Y

ψ(y)dν(y)

∣∣∣∣φ⊕ ψ ≤ c

}
. (DP1)

For further discussion on the dual problem, let us recall some relevant concepts of
c-transform and c-concavity.

Definition 1.7. Given a cost function c : X × Y → R≥0. Consider functions
φ : X → R and ψ : Y → R. The c-transform of φ is a function φc : Y → R
defined as

φc(y) := inf
x∈X

c(x, y)− φ(x) ∀y ∈ Y.

A function ψ : Y → R is called c-concave if ψ = φc for some φ : X → R.

Similarly, the c-transform of ψ is a function ψc : X → R defined as

ψc(x) := inf
y∈Y

c(x, y)− ψ(y) ∀x ∈ X.

A function φ : X → R is called c-concave if φ = ψc for some ψ : Y → R. Moreover,
we denote by Lipc(X), the set of all c-concave functions on X.

Here are some basic properties of c-transform and c-concave functions.

Proposition 1.8. Let φ : X → R and ψ : Y → R. Then
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(i) φ⊕ φc ≤ c, and ϕ ≤ φc for all ϕ : Y → R such that φ⊕ ϕ ≤ c.

(ii) φccc = φc, and similarly ψccc = ψc.

(iii) φcc = φ if and only if φ ∈ Lipc(X).

Proof. (i) follows directly from the definition. To see (ii), we observe

φccc(y) = inf
x
c(x, y)−

(
inf
ỹ
c(x, ỹ)− (inf

x̃
c(x̃, ỹ)− φ(x̃))

)
= inf

x
sup
ỹ

inf
x̃
c(x, y)− c(x, ỹ) + c(x̃, ỹ)− φ(x̃)︸ ︷︷ ︸

=: Φ(x, y, x̃, ỹ)

.

Thus

φccc(y) ≥ inf
x

inf
x̃

Φ(x, y, x̃, y) = φc(y),

φccc(y) ≤ inf
x

sup
ỹ

Φ(x, y, x, ỹ) = φc(y),

and therefore φccc = φc. (iii) then follows from (ii).

From the above proposition, one can see that

sup
φ⊕ψ≤c

Jµ,ν(φ, ψ) = sup
φ∈Lipc(X)

Jµ,ν(φ, φ
c).

Definition 1.9. Kantorovich’s dual problem can be reformulated as the maxi-
mization problem:

sup
φ

{
Jµ,ν(φ, φ

c) :=

∫
X

φ(x)dµ(x) +

∫
Y

φc(y)dν(y)

∣∣∣∣φ ∈ Lipc(X)

}
. (DP2)

Any φ ∈ Lipc(X) that maximizes (DP2) is called an optimal Kantorovich po-
tential with respect to µ and ν.

The relation between Kantorovich’s problem (KP) and its dual problem (DP2)
is given by the so-called Kantorovich duality. Moreover, minimizers of (KP) and
maximizers of (DP2) exist under a certain condition on the cost function c, as
given below. We refer to [AG13, Theorem 1.17] for more details and proof.

Theorem 1.10 (Kantorovich duality). Let µ ∈ P(X), ν ∈ P(Y ) and let c :
X × Y → R≥0 be a continuous cost function such that

c(x, y) ≤ a(x) + b(y), (1.2)
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for some a ∈ L1(µ) and b ∈ L1(ν). Then Kantorovich’s problem and its dual
problem satisfy the following Kantorovich duality:

inf
Γ∈Π(µ,ν)

cost(Γ) = sup
φ∈Lipc(X)

Jµ,ν(φ, φ
c). (1.3)

Furthermore, there always exist an optimal transport plan Γ and an optimal Kan-
torovich potential φ.

Remark 1.11. 1. The assumption c ≤ a ⊕ b with a ∈ L1(µ) and b ∈ L1(ν)
guarantees that any transport plan Γ ∈ Π(µ, ν) has a finite cost:∫

X×Y
c(x, y)dΓ(x, y) ≤

∫
X

a(x)dµ(x) +

∫
Y

b(y)dν(y) <∞.

Without this assumption, the duality (1.3) still holds true in general by
allowing infinite values for both sides.

2. If X = Y , and the cost function is given by c = d, the metric of X, c-
concave functions are exactly 1-Lipschitz functions, and the c-transform of
φ ∈ Lipc(X) is given by φc = −φ.

Theorem 1.12 (complementary slackness). Assume that Γ is an optimal transport
plan and φ is an optimal Kantorovich potential from µ to ν. Then

φ(x) + φc(y) = c(x, y) ∀(x, y) ∈ supp(Γ). (1.4)

Proof. Since Γ and φ are a minimizer and a maximizer in the duality, we have

0 = cost(Γ)− J(φ, φc)

=

∫
X×Y

c(x, y)dΓ(x, y)−
∫
X

φ(x)dµ(x) +

∫
Y

φc(y)dν(y)

=

∫
X×Y

(c(x, y)− φ(x)− φc(y)) dΓ(x, y),

due to the marginals dµ(x) =
∫
y∈Y dΓ(x, y) and dν(y) =

∫
x∈X dΓ(x, y). Since

c(x, y)−φ(x)−φc(y) ≥ 0, the equality (1.4) must holds Γ-almost everywhere, and
by continuity of c, it holds everywhere on supp(Γ). For more details, we refer to
[AG13, Remarks 1.15 and 1.18].

From now on, we always consider a situation where X = Y and the cost function
c is the power of the distance function d, that is, c = dr for some fixed r ∈
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[1,∞). The minimum value of Kantorovich’s problem (KP) defines the so-called
Lr-Wasserstein distance between two measures as

Wr(µ, ν) :=

(
inf

Γ∈
∏

(µ,ν)

∫
X×X

d(x, y)rdΓ(x, y)

)1/r

. (1.5)

It is important to remark that Wr defines a metric on Pr(X) ⊂P(X), the space
of all Borel probability measures with finite r-moments, that is,

Pr(X) :=

{
µ ∈P(X)

∣∣∣∣ ∫
X

d(x0, x)rdµ(x) <∞ for some x0 ∈ X
}
.

Proposition 1.13. For r ∈ [1,∞), Wr is a metric on Pr(X).

A proof to the above proposition can be found in e.g. [AG13, Theorem 2.2] in
the case of W2, but it can be generalized to any Wr for r ≥ 1. The idea to prove
triangle inequality is to apply the gluing lemma to compose transport plans and
then apply Minkowski’s inequality.

The finite r-moment restriction guarantees that Wr(δx0 , µ) < ∞ for some (and
hence for all) x0, and therefore Wr(µ, ν) < ∞ for all µ, ν ∈ Pr(X) due to the
triangle inequality.

Definition 1.14 (Wasserstein space). For r ∈ [1,∞), the Lr-Wasserstein space
is the space of probability measures Pr(X) endowed with the Lr-Wasserstein
metric Wr.

The following proposition states some basic topological properties of the Wasser-
stein space (Pr(X),Wr); for details see [Vil09, Theorem 6.18 and Remark 6.19].

Proposition 1.15 (Topological properties of Pr(X)). Let (X, d) be a complete
and separable metric space and r ∈ [0,∞). Then (Pr(X),Wr) is also a complete
and separable metric space. Moreover, if X is compact, then Pr(X) is also com-
pact. However, if X is only locally compact, then Pr(X) is not locally compact.

Remark 1.16. Note that there is a trivial embedding from X into Pr(X) given by
delta distributions. The embedding is isometric, i.e., Wr(δx, δy) = d(x, y) because
transport maps from δx to δy are those maps T such that T (x) = y.

Another important property of the Wasserstein space is about geodesic. Let us
recall the definition of geodesics and geodesic spaces.

Definition 1.17 (geodesics in metric spaces). Let (X, d) be a metric space. A
curve γ : I → X (for some interval I ⊂ R) is called a constant speed geodesic
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if there is a constant v ≥ 0 such that d(γs, γt) = v|t − s| for all s, t ∈ I. Here we
write γt := γ(t).

In particular, a curve γ : [0, 1] → X is a constant speed geodesic if for all s, t ∈
[0, 1],

d(γs, γt) = |t− s|d(γ0, γ1). (1.6)

Remark 1.18. Equivalently, one can weaken the condition (1.6) by replacing it
with d(γs, γt) ≤ |t− s|d(γ0, γ1). For 0 ≤ s ≤ t ≤ 1, the triangle inequality gives

d(γ0, γ1) ≤ d(γ0, γs) + d(γs, γt) + d(γt, γ1) ≤ (s+ (t− s) + (1− s))d(γ0, γ1),

which makes these inequalities hold with equality, and d(γs, γt) = |t − s|d(γ0, γ1)
is recovered.

Definition 1.19 (geodesic spaces). A metric space (X, d) is a geodesic space if
for every x, y ∈ X, there exists a constant speed geodesic joining x and y, namely
γ : [0, 1]→ X such that γ0 = x and γ1 = y satisfying (1.6).

If there exists a geodesic γ : [0, 1]→ X from x to y in X, then the curve t 7→ δγ(t)

is indeed a geodesic in Pr(X) from δx to δy. In fact, if X is a geodesic space, then
Pr(X) is also a geodesic space (see e.g. [AG13, Theorem 2.10] for the proof).

Theorem 1.20. Suppose that (X, d) is a geodesic space. Then the Wasserstein
space (P2(X),W2) is also a geodesic space.

On the other hand, when X is a discrete space (which means X it is not a geodesic
space), the Wasserstein space (P2(X),W2) is not a geodesic space (see Chapter
9). This fact leads to Erbar-Maas’ approach to define Ricci curvature notion on
discrete spaces, which is later discussed in Part IV.

Although it is not a focus of this work, we would like to remark another property
of the Wasserstein space related to a lower curvature bound in the sense of Alexan-
drov. We refer to [Oht14, Section 8.2] for the following theorem and to [BBI01]
for general knowledge on Alexandrov spaces.

Definition 1.21. A geodesic space (X, d) is an Alexandrov space of curvature
≥ k if for every geodesic triangle in X is “thicker” than the triangle of the same
side length in M2(k), the space of constant sectional curvature k. More precisely,
the space X must satisfy the following property. Let 4xyz be any triangle in X
and let 4x′y′z′ be the corresponding triangle in M2(k), that is, d(x, y) = d(x′, y′)
and so on. For any point p on the edge xy and the corresponding point p′ on x′y′
(that is, d(x, p) = d(x′, p′)), it must satisfy d(z, p) ≥ d(z′, p′).
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Note that in particular, M2(1) is the sphere of radius one, M2(0) is the Euclidean
plane, and M2(−1) is the real hyperbolic plane.

Theorem 1.22. A compact geodesic space (X, d) is an Alexandrov space of non-
negative curvature if and only if the Wasserstein space (P2(X),W2) is an Alexan-
drov space of nonnegative curvature. Moreover, if (X, d) is not an Alexandrov
space of nonnegatively curvature, then (P2(X),W2) is not an Alexandrov space of
any curvature lower bound.

1.2 Setting of Riemannian manifolds

In this section, we focus on geometric properties of the L2-Wasserstein space
(P2(M),W2) in the case that (M, 〈·, ·〉) is a connected complete Riemannian man-
ifold. The understanding these properties, especially McCann’s theorem, will pre-
pare us for later discussion about the synthetic Ricci curvature notion. For a
reference on geometric properties of (P2(M),W2), we suggest the work by Lott
[Lot08].

One of the most remarkable results is about the existence and uniqueness of the
optimal transport map on a Riemannian manifold, and it also gives the character-
ization of such map in terms of a Kantorovich potential. This result is proved by
Brenier [Bre87] for Euclidean space Rn, and it is generalized by McCann for Rie-
mannian manifolds [McC01]. These results play an important role in the discussion
of Otto’s calculus in Chapter 2.

Theorem 1.23 (Brenier’s theorem). Let µ, ν ∈P2(Rn) with µ absolutely continu-
ous with respect to Lebesgue measure. Then there exists a unique optimal transport
plan from µ to ν, and this plan is induced by a transport map T : Rn → Rn given
by

T (x) := x− gradϕ(x),

where ϕ = 1
2
φ for some optimal Kantorovich potential φ.

Here in the case of Euclidean space, the gradient gradϕ : Rn → Rn is given at any
point x = (x1, ..., xn) ∈ Rn by gradϕ(x) =

(
∂ϕ
∂x1

(x), ..., ∂ϕ
∂xn

(x)
)
. The definition of

the gradient in a more general setting of manifolds is discussed in Section 5.1.

Theorem 1.24 (McCann’s theorem). Let M be a connected and closed manifold.
Let µ, ν ∈P2(M) such that µ� vol. Then there exists a unique optimal transport
plan from µ to ν, and this plan is induced by a transport map T : M → M given
by

T (x) := expx(− gradϕ(x)),
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where ϕ = 1
2
φ for some optimal Kantorovich potential φ.

We note that the factors 1
2
appear in the above statements (but not in the original

statements) because the original ones use the cost function c(x, y) = 1
2
d2(x, y).

Here we only provide the proof for Brenier’s theorem to give an intuition how
the quadratic cost function play a central role in the argument. For the proof of
McCann’s theorem, we refer to [McC01, Theorem 8 and 9].

Proof of Brenier’s theorem. In view of Theorem 1.10, there exists an optimal trans-
port plan π ∈ Π(µ, ν) and an optimal Kantorovich potential ϕ. Let (x0, y0) ∈
supp(π). By complementary slackness theorem, the map x 7→ φ(x) − c(x, y0) as-
sumes the maximum value of −φc(y0) at x = x0. This implies that the gradient of
this map vanishes at x0:

grad(φ(·)− c(·, y0))(x0) = 0.

With the cost function c(x, y) = h(x− y), for some strictly convex function h, we
have

gradφ(x0) = gradh(x0 − y0).

Moreover, gradh is invertible, so

x0 − y0 = (gradh)−1(gradφ(x0)).

In the particular case of the quadratic cost c(x, y) = h(x−y) = |x−y|2, its gradient
satisfies gradh(x) = 2x and its inverse is simply (gradh)−1(x) = 1

2
x. Therefore,

y0 = x0 −
1

2
gradφ(x0).

Corollary 1.25. Let M be a connected and closed manifold and let µ, ν ∈P2(M)
such that µ� vol. Let T : M →M be the unique optimal transport map from µ to
ν given as in McCann’s theorem by T (x) = expx(− gradφ(x)) for some function
φ. For t ∈ [0, 1], define the map Tt : M →M by

Tt(x) := expx(−t gradφ(x)),

and define µt := (Tt)#µ ∈ P2(M) (so µ0 = µ and µ1 = ν). Then the following
two statements hold.

(a) supp(µt) ⊂ Zt(supp(µ), supp(ν)) where

Zt(X, Y ) :=

{
z ∈M

∣∣∣∣ d(x, z) = td(x, y) and d(z, y) = (1− t)d(x, y)
for some x ∈ X, y ∈ Y

}
.
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(b) (µt)t∈[0,1] is a constant speed geodesic in (P2(M),W2) from µ to ν.

Proof. As discussed in the proof of [McC01, Lemma 7], t 7→ Tt(x) is a minimal
geodesic for all x where φ is differentiable (that is µ-a.e.). Therefore, for such x,
d(Ts(x), Tt(x)) = |t− s|d(x, T (x)).

In view of Proposition 1.5, we have for 0 ≤ s ≤ t ≤ 1,

W2(µs, µt)
2 ≤

∫
M

d2(Ts(x), Tt(x))dµ(x)

=

∫
M

(t− s)2d2(x, T (x))dµ(x) = (t− s)2W2(µ, ν)2.

Therefore, (µt)t∈[0,1] is a constant speed geodesic in (P2(M),W2) from µ to ν due
to Remark 1.18.

Furthermore, the absolute continuity of µ = µ0 (with respect to vol) implies that
µt = (Tt)#µ is also absolutely continuous for all t ∈ [0, 1), say, with the density
ρt := dµt/d vol. The Jacobian determinant detDTt satisfies the following Monge-
Ampère equation :

ρ(x) = ρt(Tt(x)) detDTt(x). (1.7)

This Monge-Ampère equation is essentially the Jacobian equation for change of
variables; for more details see e.g. [San15, Section 1.7.6].

It is important to remark that the uniqueness of optimal transport plans and
maps in L2-Wasserstein spaces is attributable to the convexity of the quadratic
cost function. This is not the case for L1-Wasserstein spaces; in fact, there often
are plenty of transport maps which give the same optimal transport cost. For an
illustration, let us visit the simplest example of transportation on R.

Example 1.26 (linear and quadratic costs in R). Let µ = U(−1, 0) and ν =
U(0, 1) be the uniform probability measures on R whose supports are the real
intervals [−1, 0] and [0, 1]. All transport maps T#µ = ν can have their domain
and range restricted to the support of µ and ν, respectively. For a linear cost
function c(x, y) = |x − y|, the cost of any transport map T : [−1, 0] → [0, 1] can
be computed as∫ 0

−1

|x− T (x)|dµ(x) =

∫ 0

−1

(T (x)− x)dµ(x)

=

∫ 1

0

ydν(y)−
∫ 0

−1

xdµ(x) =
1

2
−
(
−1

2

)
= 1,
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which means all such maps T have the same (and hence optimal) linear cost. On
the other hand, the quadratic cost of T satisfies, by Cauchy-Schwarz inequality,∫ 0

−1

|x− T (x)|2dµ(x) ≥
(
∫ 0

−1
|x− T (x)|dµ(x))2∫ 0

−1
1dµ(x)

= 1,

and its infimum is attained if and only if |x − T (x)| is constant, i.e., it is the
translation map TT (x) = x + 1. In comparison, the reflection map TR(x) = −x
has its quadratic cost equal to

∫ 0

−1
|x− (−x)|2dx = 4

3
> 1. See Figure 1.1 below.

µ ν

dx TT (dx)
R

prob. density func.

1

-1 0 1

(a) Transport by translation
TT (x) = x+ 1.

µ ν

dx TR(dx)
R

prob. density func.

1

-1 0 1

(b) Transport by reflection
TR(x) = −x.

Figure 1.1: Comparison of two transport maps between uniform distributions
U(−1, 0) and U(0, 1). The translation map has linear and quadratic cost of 1.
The reflection map has linear cost of 1 and quadratic cost of 4

3
.



Chapter 2

Otto’s calculus

In his booklet [Ott01], Otto develops a framework in which the Wasserstein space is
studied via a formal Riemannian calculus (where the word “formal” means that ar-
guments are not completely rigorous, especially due to the concerned Riemannian
manifold having infinite dimension). A curve in the Wasserstein space is described
by a differential equation called the continuity equation, and the Wasserstein dis-
tance is the length of a minimizing curve. In this chapter, we explain Otto’s calcu-
lus in a formal viewpoint of Riemannian geometry. Otto’s calculus will reappear
in Part IV of this thesis as an important concept to the definition of Erbar-Maas
curvature.

2.1 Wasserstein space as “Riemannian manifold”

For simplicity, we avoid the discussion with specific regularity and often assume
smoothness in most of the setting. Throughout this chapter, we let (Mn, 〈·, ·〉) be
a connected complete Riemannian manifold, and we restrict the Wasserstein space
of our interest to the space P∞(M) consisting of all smooth positive density
functions ρ of an absolutely continuous measure µ with respect to the volume
measure (that is, ρ = dµ/d vol):

P∞(M) :=

{
ρ ∈ C∞(M)

∣∣∣∣ ρ > 0,

∫
M

ρ = 1

}
,

where we identify the distance W2(ρ1, ρ2) := W2(µ1, µ2) for dµi = ρid vol. The
space P∞(M) can be regarded as an∞-dimensional manifoldM, and the tangent

15
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space at ρ ∈P∞(M) is given by

TρP
∞(M) =

{
(ρ, s)

∣∣∣∣ s ∈ C∞(M) with
∫
M

s = 0

}
,

where the curve which passes through ρ and represents s is ρ(t) = ρt = ρ + ts ∈
P∞(M) for small enough |t|. The key idea in Otto’s calculus is to identify this
tangent space by another space, namely

TanρP
∞(M) =

{
(ρ, gradφ)

∣∣φ ∈ C∞(M)
}
,

through the identification map TanρP∞(M)→ TρP∞(M) given by

(ρ, gradφ) 7−→ (ρ, s = − div(ρ gradφ)).

Here, we refer to Section 5.1 for basic knowledge of differential operators (such as
grad, div, and the Laplacian ∆).

To understand this identification map, note that the geodesic ρt can be described
by dµt = ρtd vol = (Tt)#ρd vol where Tt is the interpolation of an optimal map
given via McCann’s theorem by Tt(x) = expx(t gradφ(x)) for some function φ
(when φ here is chosen to be the negative of the function φ in Corollary 1.25). It
suffices to justify at t = 0 that

∂

∂t

∣∣∣
t=0

(Tt)#(ρd vol) = − div(ρ gradφ)d vol .

For a smooth test function ϕ ∈ C∞(M) and x ∈M , we have

∂

∂t

∣∣∣
t=0
ϕ(Tt(x)) = 〈gradϕ(x),

∂

∂t

∣∣∣
t=0
Tt(x)〉 = 〈gradϕ(x), gradφ(x)〉,

and therefore
∂

∂t

∣∣∣
t=0

∫
M

ϕ(Tt(x))ρ(x) =

∫
M

〈gradϕ(x), ρ(x) gradφ(x)〉

= −
∫
M

ϕ(x) div(ρ(x) gradφ(x)),

as desired. The above identification s = − div(ρ gradφ)) can be summarized
as the so-called “continuation equation” for probability measures (or probability
densities), which is stated in the following proposition.

Proposition 2.1. Consider any smooth curve γ : [a, b] → P∞(M) . Its tangent
vector field γ′ along the curve γ can be described as γ′(t) = γ′t = (ρt, gradφt) which
satisfies the following continuity equation:

∂

∂t
ρt + div(ρt gradφt) = 0. (2.1)



2.2. BENAMOU-BRENIER FORMULA 17

Definition 2.2. Riemannian metric tensor g on P∞(M) is defined as

gρ(s1, s2) =

∫
M

ρ〈gradφ1, gradφ2〉, (2.2)

where si = − div(ρ gradφi) for i = 1, 2.

In principle, with this metric tensor, one can apply Riemannian geometry frame-
work to the Wasserstein spaces and study on e.g. length of curves (which is to be
discussed in the next section), Levi-Civita connection, parallel transport, geodesics,
as well as Riemann curvature tensor and sectional curvature; for details we refer
to the paper by Lott [Lot08]. For example, the following two theorems assert that
the nonnegative sectional curvature of P∞(M) is induced from the underlying
manifold M .

Theorem 2.3 ([Ott01]). P2(Rn) has nonnegative sectional curvature. Moreover,
it is flat if and only if n = 1.

Theorem 2.4 ([Lot08]). If M has nonnegative sectional curvature, then P∞(M)
has a nonnegative sectional curvature.

2.2 Benamou-Brenier formula

In [BB00], Benamou and Brenier introduce an alternative viewpoint to an optimal
transportation problem by reintroducing the time-variable and considering it as
a “dynamic problem”. It is presented in the paper an influential formulation,
later known as Benamou-Brenier formula, which is used for the Wasserstein
distance computation. The aim of this section is to discuss the Banamou-Brenier
formula in the perspective of formal Riemannian geometry and Otto’s calculus.

First, let us recall basic facts from Riemannian geometry about the length of
curves. Given a Riemannian manifold (M, g), the length of a curve γ : [0, 1]→M
is `(γ) :=

∫ 1

0
|γ′(t)|gdt, where the norm is induced from Riemannian metric tensor

|v|g := g(v, v)1/2. The distance of two points p, q ∈M is

d(p, q) = inf
γ
`(γ) = inf

γ

∫ 1

0

|γ′(t)|gdt,

where the infimums are taken over all curves γ : [0, 1] → M with γ(0) = p and
γ(1) = q. Such curves γ attaining the infimum are calledminimal geodesics, and
they are not unique since the length `(γ) is unchanged under any reparametriza-
tion. However, the distance of two points can also be described by a curve which
minimizes its kinetic energy E(γ) :=

∫ 1

0
|γ′(t)|2gdt. Such a minimizing curve (if

exists) is indeed a minimal geodesic with constant speed.
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Proposition 2.5. Let (M, g) be a Riemannian manifold. Given p, q ∈M, then

d(p, q) = inf
γ

∫ 1

0

|γ′(t)|gdt = inf
γ

(∫ 1

0

|γ′(t)|2gdt
) 1

2

, (2.3)

where the infimums are taken over all curves γ : [0, 1] → M with γ(0) = p and
γ(1) = q.

Proof. The Cauchy-Schwarz inequality gives∫ 1

0

|γ′(t)|gdt ≤
(∫ 1

0

|γ′(t)|2gdt
) 1

2
(∫ 1

0

1dt

) 1
2

=

(∫ 1

0

|γ′(t)|2gdt
) 1

2

,

with the equality holds when |γ′(t)|g is constant. Moreover, since the length of
curves is unchanged under a reparametrization, the infimum infγ

∫ 1

0
|γ′(t)|gdt can

be restricted to those curves γ with constant speed. In the case of constant speed
γ, the above inequality holds with equality, which in turn yields the equality in
(2.3).

In view of Otto’s calculus, one can apply the above description of distance via mini-
mizing energy to the Wasserstein space P∞(M) in order to recover the Wasserstein
distance W2. A precise statement and its rigorous proof (without formal Rieman-
nian calculus arguments) can be found in original paper by Benamou and Brenier
[BB00].

Theorem 2.6 (Benamou-Brenier formula). For ρ0, ρ1 ∈P∞(M),

W2(ρ0, ρ1) = inf
(ρt,φt)∈CE(ρ0,ρ1)

{∫ 1

0

∫
M

ρt(x)| gradφt(x)|2d vol(x)dt

}1/2

, (2.4)

where the infimum is taken over CE(ρ0, ρ1) the set of all curves (ρt)t∈[0,1] ∈
P∞(M) and (ψt)t∈[0,1] ∈ C∞(M) which satisfy the following continuity equation

∂

∂t
ρt + div(ρt gradψt) = 0 ∀t ∈ [0, 1], (2.5)

with boundary condition ρt=0 = ρ0 and ρt=1 = ρ1.

2.3 Heat flow as gradient flow of entropy

In his original paper [Ott01], Otto uses a gradient flow structure to describe the
heat equation. Let us first recall the definition of gradient flow for an abstract
Riemannian manifold (M, g).
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Definition 2.7 (gradient flow). Let (M, g) be a Riemannian manifold, and E :
M → R be a function(al) on M. For a fixed time-interval I ⊂ R, a curve
ρ : I →M (written as ρt := ρ(t)), is called an integral curve of gradient flow
of E if the following equation holds true

∂

∂t
ρt = −(gradE)ρt, (2.6)

or in other words,

gρt(
∂

∂t
ρt, s) = −DE(ρt)(s), ∀s ∈ Tρ(t)M (2.7)

Definition 2.8 (entropy). For a complete Riemannian manifold (Mn, 〈·, ·〉), an
entropy functional (with respect to volume measure) Evol : P(M) → R ∪ {+∞}
is defined as

Evol(µ) :=

{∫
M
ρ log ρ if µ� vol with ρ = dµ

d vol
,

+∞ otherwise.

For simplicity in this chapter, we define the entropy for the space of densities
P∞(M) as

Evol(ρ) :=

∫
M

ρ log ρ

for all ρ ∈P∞(M).

Definition 2.9 (heat flow). For a fixed time-interval I ⊂ R, a curve u : I →M,
is called an integral curve of heat flow if it is a solution of the heat equation:
∂
∂t
ut = ∆ut, where ∆ := div(grad).

We refer to Section 5.5 for details about the heat equation. Now we give a formal
proof of the following theorem that the gradient flow of the entropy is in fact the
heat flow.

Theorem 2.10. An integral curve of gradient flow of the entropy functional Evol

on the Riemannian manifold (M, g) = (P∞(M),W2) is a solution to the heat
equation ∂

∂t
ρt = ∆ρt.

Proof. Let ρt be the integral curve of gradient flow of Evol. For a fixed t ∈ I and
fixed s ∈ TρtM, we first compute DEvol(ρt)(s) through a curve c : (−ε, ε) → M
such that c(0) = ρt and c′(0) = s. We have

DEvol(ρt)(s) =
d

dτ

∣∣∣
τ=0
Evol(c(τ)) =

∫
M

(1 + log c(0))c′(0) =

∫
M

(1 + log ρt)s.
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With the identification s = − div(ρt gradφ), we have

gρt(
∂

∂t
ρt, s) = −DEvol(ρt)(s) =

∫
M

(1 + log ρt) div(ρt gradφ)

= −
∫
M

ρt〈grad(1 + log ρt), gradφ〉

= −
∫
M

ρt〈grad(log ρt), gradφ〉.

Since the above equality holds for all s ∈ TρtM, in view of (2.2) we deduce that

∂

∂t
ρt = div(ρt grad(log ρt)) = div(grad(ρt)) = ∆(ρt).

2.4 Jordan-Kinderlehrer-Otto theorem

Theorem 2.10 was proved in a rigorous manner by Jordan-Kinderlehrer-Otto [JKO98]
(and hence referred to as JKO theorem), where they consider the following
discrete-time minimizing scheme. Fix a functional E : M → R and fix ρ0 ∈ M.
For a given time step size h > 0, let ρ(0) = ρ0 and

ρ(k) = argminρ∈M

(
1

2h
W2(ρ(k−1), ρ) + E(ρ)

)
. (2.8)

The theorem states that the step functions ρh(t) := ρ(k) for t ∈ [kh, (k + 1)h)
converges as h→ 0 to the solution of the heat equation ∂

∂t
ρ = ∆ρ with ρt=0 = ρ0.

Here we give a heuristic argument why this minimizing scheme is indeed the dis-
cretization of the integral curve. We explain this in a general setting of (M, g)
with the distance function d induced from g and a functional F :M→ R.

For x ∈ M, consider fh(y) := 1
2h
dx(y)2 + F (y), where dx(·) is the distance from

x. Let xh solve miny fh(y). As h → 0, we know that xh → x. Now consider a
geodesic curve c : (−ε, ε)→M such that c(0) = x and c(h) = xh. We would like
to justify that

c′(0) = − gradF (x).

Consider this curve c via polar coordinates: c(t) = expx(r(t)v(t)) where r(t) ∈ R≥0

and v(t) ∈ TxM is a unit tangent vector. Consider another curve γ(s) := expx(s ·
v(t)), so grad dx(c(t)) = γ′(r(t)) = D expx(r(t)v(t))(v(t)).
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The assumption that c(h) = xh minimizes fh(·) means

0 = grad fh(y)|y=c(h) =
1

h
dx(c(h)) · grad dx(c(h)) + gradF (c(h)).

Passing h→ 0 and note that dx(c(t)) = r(t), we have

− gradF (x) = lim
h↓0

1

h
r(h) grad dx(c(h))

= lim
h↓0

r(h)

h
D expx(r(h)v(h))(v(h))

= r′(0)D expx(0x)︸ ︷︷ ︸
=Id

(v(0)) = r′(0)v(0).

On the other hand, c′(0) = D expx(0x) (r′(0)v(0) + r(0)v′(0)) = r′(0)v(0), and thus
c′(0) = − gradF (x) as desired.
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Chapter 3

Ricci curvature on metric measure
spaces

This chapter features a celebrated result from two independent papers by Lott-
Villani [LV09] and Sturm [Stu06] that a weighted Riemannian manifold M has
Ricci curvature bounded below by K ∈ R if and only if the entropy functional on
the Wasserstein space (P2(M),W2) is “K-convex” along W2-geodesics. The latter
part of this equivalence does not require differential structure, and hence it allows
them to define on metric measure spaces a synthetic notion of Ricci curvature,
which is often referred to as Lott-Sturm-Villani (LSV) curvature.

Here we only discuss this main result in the case of nonweighted Riemannian
manifold, which was proved earlier by von Renesse and Sturm [vRS05]. The case
of weighted manifolds is postponed to Chapter 6.

3.1 Ricci lower curvature bound via displacement
convexity

Let us start with the definitions of the relative entropy and the displacement
convexity on metric measure spaces.

Definition 3.1 (relative entropy). Let (X, d,m) be a metric measure space with
a reference measure m ∈ P(X). The relative entropy (with respect to m) is
defined on P(X) as

Em(µ) :=

{∫
X
ρ log ρdm =

∫
X

log ρdµ if µ� m with ρ = dµ
dm
,

+∞ otherwise.
(3.1)

23
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Definition 3.2 (displacement convexity). Let K ∈ R and let (X, d) be a metric
space. A functional E : P2(X) → X is said to be displacement K-convex
if for any µ0, µ1 ∈ P2(X), there exists a constant speed geodesic (µt)t∈[0,1] in
(P2(X),W2) from µ0, µ1 satisfies

E(µt) ≤ (1− t)E(µ0) + tE(µ1)− 1

2
Kt(1− t)W2(µ0, µ1)2. (3.2)

The word “displacement” here indicates that the curve (µt)t∈[0,1] in consideration
is a geodesic with respect to the W2-metric, and it is not the linear interpolation
µt = (1− t)µ0 + tµ1. Let us also remark that for the above definition to be valid,
the Wasserstein space (P2(X),W2) must be a geodesic space. In view of Theorem
1.20, it is sensible to assume (X, d) to be a geodesic space as well.

Now we are ready to state the main result which characterizes the Ricci lower
bound via the displacement convexity of the entropy functional.

Theorem 3.3 (main theorem, [vRS05]). Given a smooth complete Riemannian
manifold (M, g) and any K ∈ R, the following properties are equivalent:

(i) Ric(M) ≥ K, that is, Ricx(v, v) ≥ K|v|2 for all x ∈M , v ∈ TxM .

(ii) The entropy Evol(·) is displacement K-convex on P2(M).

Here and henceforth, we use Ric(M) as the convention for the greatest lower bound
of the Ricci curvature on M :

Ric(M) := inf

{
Ricx(v, v)

|v|2
: x ∈M, v ∈ TxM

}
.

The main theorem gives rise to the following Ricci curvature notion by Lott-Sturm-
Villani on metric measure spaces.

Definition 3.4 (Lott-Sturm-Villani). A metric measure space (X, d,m) is said to
have Ricci curvature bound below by K ∈ R, denoted as Ric∞(X) ≥ K, if the
relative entropy Em(·) is displacement K-convex, that is, for any µ0, µ1 ∈P2(X),
there exists a constant speed geodesic (µt)t∈[0,1] in P2(X) from µ0 to µ1 such that

Em(µt) ≤ (1− t)Em(µ0) + tEm(µ1)− 1

2
Kt(1− t)W2(µ0, µ1)2 (3.3)

holds true for all t ∈ [0, 1].
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Remark 3.5 (CD(K,N) spaces). Such a metric measure space (X, d,m) is usually
referred to as a CD(K,∞) space, where CD stands for curvature-dimension.
A more general convention of CD(K,N), where N ∈ (0,∞], means K is a lower
bound of Ricci curvature, and N is “an upper bound of the dimension” (in case
X is a manifold). The definition of CD(K,N) spaces where the N < ∞ requires
the Rényi entropy SN(µ) := −

∫
X
ρ1−1/Ndm to satisfy a more complicated K-

displacement-convex inequality than (3.2). However, the case N < ∞ is not our
focus, and we refer readers to a concise summary by Ohta [Oht14, Section 7.4.2]
and references therein.

We come back to a proof sketch of the main theorem, which we follow from [Vil09].
Here we only prove the forward implication, and we ignore all regularity concerns.
For readers’ interest, we will present in Chapter 8 different ideas of proof from
the original papers [vRS05] and Cordero-Erausquin, McCann, and Schmucken-
schläger’s [CEMS01] (the latter of which proves in the case of Ric(M) ≥ 0).

Proof sketch of Theorem 3.3. First suppose that µ0, µ1 � vol otherwise the right-
hand-side of (3.3) is infinity. By Theorem 1.24, there exists a unique geodesic
(µt)t∈[0,1] in P2(M) connecting µ0 and µ1, namely µt = (Tt)#µ0 where Tt(x) =
expx(−t gradφ(x)) for some φ : M → R. From the viewpoint that t 7→ Tt(x) is a
minimal constant speed geodesic (see Corollary 1.25), we may denote this geodesic
by γx : [0, 1]→M , that is,

γx(t) := Tt(x).

For all t, µt � vol, so it can be written as dµt(x) = ρt(x)d vol(x) with a finite
probability density ρt(x). Moreover, Jx(t) := DTt(x) satisfies the Monge-Ampère
equation (1.7):

ρ0(x) = ρt(Ft(x)) det Jx(t). (3.4)

The pushforward relation and Monge-Ampère equation give

Evol(µt) =

∫
M

log ρt(x)dµt(x) =

∫
M

log

(
ρ0(x)

det Jx(t)

)
dµ0(x)

= Evol(µ0)−
∫
M

log(det Jx(t))dµ0(x). (3.5)

To derive the second derivatives of Evol(µt), we compute that of the term log(det Jx(t))
for a fixed x as follows:

d

dt
log(det Jx(t)) =

1

det Jx(t)
· det Jx(t) tr

(
J ′x(t)J

−1
x (t)

)
= tr(J ′x(t)J

−1
x (t)),
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and

d2

dt2
log(det Jx(t)) = tr

(
J ′′x (t)J−1

x (t)− (J ′x(t)J
−1
x (t))2

)
≤ tr

(
J ′′x (t)J−1

x (t)
)
. (3.6)

Remark that the derivative of an exponential map is a matrix consisting of Jacobi
fields, that is, for any u, v ∈ TxM , by considering the geodesic variation F (s, t) :=
expx(su + tv), we infer that ∂

∂s
|s=0F (s, t) = D expx(tv)(u) is a Jacobi field. Here,

it means for any fixed x ∈M , Jx(t) = DTt(x) is a matrix whose entries are Jacobi
fields along γx(t), so it satisfies the following Jacobi equation:

J ′′x (t) + Ax(t)Jx(t) = 0,

where the map Ax(t) : Tγx(t)M → Tγx(t)M is given by

Ax(t)(v) := R(γ′x(t), v)γ′x(t),

and R is Riemann curvature tensor. Moreover, the trace of At(x) can be expressed
in terms of Ricci curvature:

− tr
(
J ′′x (t)J−1

x (t)
)

= tr(Ax(t)) = Ricγx(t)(γ
′
x(t), γ

′
x(t)). (3.7)

The Ricci curvature assumption Ric(M) ≥ K implies Ricγx(t)(γ
′
x(t), γ

′
x(t)) ≥

K|γ′x(t)|. Furthermore, since the curve γx(t) = Tt(x) is a minimal constant speed
geodesic, we have |γ′x(t)| = d(x, T1(x)) for all t ∈ [0, 1]. It then follows from (3.5),
(3.6) and (3.7) that

d2

dt2
Evol(µt) ≥

∫
M

Kd(x, T1(x))dµ0(x) = KW2(µ0, µ1)2.

Let Ẽ(t) := Evol(µt) + 1
2
Kt(1 − t)W2(µ0, ν1)2. Note that Ẽ(0) = Evol(µ0), Ẽ(1) =

Evol(µ1) and
d2

dt2
Ẽ(t) =

d2

dt2
Evol(µt)−KW2(µ0, µ1)2 ≥ 0.

Therefore Ẽ(t) is a convex function and it satisfies Ẽ(t) ≤ (1 − t)Ẽ(0) + tẼ(1),
which means

Evol(µt) ≤ (1− t)Evol(µ0) + tEvol(µ1)− 1

2
Kt(1− t)W2(µ0, µ1)2.
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Example 3.6 (Euclidean space Rn). For all n ∈ N, the Euclidean space Rn has
zero (sectional and Ricci) curvature everywhere, and it indeed satisfies Ric(Rn) ≥
0. To see that the relative entropy Evol (with respect to the Lebesgue/volume
measure) is displacement 0-convex, one can argue similarly to the proof given
above. From Brenier’s theorem (and Corollary 1.25), a constant speedW2-geodesic
(µt)t∈[0,1] can be described as µt = (Tt)#µ0, where Tt is the interpolation of the
optimal transport map given in an explicit form of Tt(x) = x− t∇φ(x), for some
φ. The Jacobian matrix is Jx(t) = DTt(x) = Id − tHessφ(x), so its second
derivative in t vanishes (or alternatively, one may see J ′′x (t) = 0 from the Jacobi
equation with zero Riemann curvature tensor). It is then implies by (3.6) that
log(det Jx(t)) is concave in t, and by (3.5) that Evol(µt) is convex, i.e., Evol(µt) ≤
(1− t)Evol(µ0) + tEvol(µ1).

One consequence of the displacement convexity is to provide an alternative proof
of the following variation of Brunn-Minkowski inequality on Rn (see also [Vil09,
Theorem 18.5]).

Theorem 3.7 (Brunn-Minkowski). Let vol be the Lebesgue measure of Rn. Then
for compact subsets A0, A1 ⊂ Rn, the following inequality holds

vol((1− t)A0 + tA1) ≥ vol(A0)1−t vol(A1)t.

Proof. For each ∈ {0, 1}, let µi be the uniform probability distribution whose
support is Ai, that is, µi(E) = vol(E∩Ai)

vol(Ai)
for any measurable set E ⊂ Rn. Its

density function satisfies ρi := dµi
d vol

= 1
vol(Ai)

1Ai , and the entropy can be computed
as

Evol(µi) =

∫
Rn

log ρidµi =

∫
Ai

log

(
1

vol(Ai)

)
dµ0 = − log(vol(Ai)).

Let µt = (Tt)#µ0 be the constant speed W2-geodesic from µ0 to µ1, obtained from
Corollary 1.25. For t ∈ (0, 1), let At := supp(µt). Then Jensen’s inequality applied
to the convex function s 7→ s log s yields

Evol(µt) =

∫
Rn
ρt log ρtd vol

= vol(At)

∫
At

ρt log ρt
d vol

vol(At)

≥ vol(At)

(∫
At

ρt
d vol

vol(At)

)
log

(∫
At

ρt
d vol

vol(At)

)
= vol(At) ·

1

vol(At)
· log(

1

vol(At)
) = − log(vol(At)).
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Since Evol is displacement 0-convex, we have

− log(vol(At)) ≤ Evol(µt) ≤ (1− t)Evol(µ0) + tEvol(µ1)

≤ −(1− t) log(vol(A0))− t log(vol(A1)),

which implies vol(At) ≥ vol(A0)1−t vol(A1)t.

Finally we note that vol((1 − t)A0 + tA1) ≥ vol(At); this is due to that fact that
supp(At) lies inside ((1−t)A0 +tA1) as µt = (Tt)#µ0 where t 7→ Tt(x) is a constant
speed geodesic for all x.



Chapter 4

Bonnet-Myers theorem and
diameter rigidity

The Bonnet-Myers diameter bound theorem [Mye41] is a classical theorem in Rie-
mannian geometry. It states that a connected complete manifold (Mn, g) with
Ricci curvature bounded from below by K > 0 is a compact manifold, and its
diameter is bounded from above by the diameter of the round sphere of dimension
n with Ricci curvature K. Furthermore, there is a rigidity theorem, known as
Cheng’s rigidity [Che75], which asserts that the diameter upper bound is attained
if and only if Mn is isometric to an n-dimensional sphere.

The Bonnet-Myers diameter bound theorem is the main theme of this thesis, and
its analogous result will be reoccurring in the context of every curvature notion
for discrete spaces.

Theorem 4.1 (Bonnet-Myers). Let (Mn, g) be a connected and complete Rieman-
nian manifold. Suppose there exists r > 0 such that the Ricci curvature satisfies

Ricx(v) ≥ n− 1

r2
> 0

for all x ∈ M and unit vector v ∈ TxM . Then M is compact and its diameter is
bounded from above by diam(M) ≤ πr.

Equivalently, the diameter bound can be written as

diam(M) ≤ π

√
n− 1

K
,

given that K := Ric(M) > 0. Here we provide a standard proof of this theorem
via the second variation formula of the energy (see e.g. the book by do Carmo
[dC92]).

29



30 CHAPTER 4. BONNET-MYERS AND RIGIDITY

Proof. Let x, y ∈M be two arbitrary points, and let a := d(x, y). By Hopf-Rinow
theorem, the completeness ofM implies that there exists a minimal constant-speed
geodesic c : [0, a]→M such that c(0) = x, c(a) = y, |c′(t)| = 1 for all t ∈ [0, a]. It
suffices to prove that a ≤ πr. The compactness of M would then follow from M
being complete and bounded .

First, we construct proper variations of c as follows. Choose unit vectors ei ∈ TxM
such that {e1, e2, ..., en−1, c

′(0)} forms an orthonormal basis of TxM . For each
1 ≤ i ≤ n − 1, let Vi be a parallel vector field along c such that Vi(0) = ei. Note
that

d

dt
〈Vi(t), Vj(t)〉 = 〈D

dt
Vi(t), Vj(t)〉+ 〈Vi(t),

D

dt
Vj(t)〉 = 0

since D
dt
Vi(t) = D

dt
Vj(t) = 0 from being parallel. It means 〈Vi(t), Vj(t)〉 is constant

and 〈Vi(t), Vj(t)〉 = 〈ei, ej〉 = δij.

For each i, define Xi(t) := sin
(
πt
a

)
Vi(t), and let Fi : (−ε, ε) × [0, a] → M be a

variation of c whose variational vector field is Xi, that is

Fi(0, t) = c(t) and
∂

∂s
Fi(s, t) = Xi(t).

Since Xi(0) = Xi(a) = 0, it means that for every s ∈ (−ε, ε) the curve Fi(s, ·) has
the same endpoints as the curve c, that is, Fi is a proper variation of c.

The energy for the curve Fi(s, ·) is defined by

Ei(s) :=
1

2

a∫
0

∣∣∣∣ ∂∂tFi(s, t)
∣∣∣∣2 dt.

The second variation formula of energy gives

E ′′i (0) =

a∫
0

∣∣∣∣DdtXi(t)

∣∣∣∣2 − 〈Xi(t), R
(
c′(t), Xi(t)

)
c′(t)

〉
dt

=

a∫
0

∣∣∣∣πa cos

(
πt

a

)
Vi(t)

∣∣∣∣2 − sin2

(
πt

a

)〈
Vi(t), R

(
c′(t), Vi(t)

)
c′(t)

〉
dt

=

a∫
0

π2

a2
cos2

(
πt

a

)
− sin2

(
πt

a

)
K(c′(t), Vi(t))dt (4.1)

where K(c′(t), Vi(t)) is sectional curvature of the two-dimensional plane spanned
by c′(t) and Vi(t).
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Summing (4.1) over i and recalling
n−1∑
i=1

K(c′(t), Vi(t)) = Ric(c′(t)) ≥ n−1
r2

, we obtain

n−1∑
i=1

E ′′i (0) ≤ (n− 1)

a∫
0

π2

a2
cos2

(
πt

a

)
− 1

r2
sin2

(
πt

a

)
dt

= (n− 1)

(
π2

a2
− 1

r2

)
a

2
(4.2)

Since c is a minimal constant speed geodesic, Ei(0) = infs∈(−ε,ε) Ei(s) and thus
E ′′i (0) ≥ 0 for all i. Equation (4.2) then implies that a ≤ πr as desired.

Theorem 4.2 (Cheng’s rigidity [Che75]). A connected and complete Riemannian
manifold M with Ric(M) ≥ K > 0 and diameter diam(M) =

√
n−1
K

is isometric
to an n-dimensional round sphere Snr (where Ric(Snr ) = n−1

r2
and diam(Snr ) = πr).

Remark 4.3. It is crucial to emphasize the necessity of the assumption of the pos-
itive lower Ricci curvature bound Ric(M) ≥ K > 0 in the Bonnet-Myers theorem.
One cannot relax this assumption to “everywhere positive Ricci curvature”. As a
counterexample, we consider an elliptic paraboloid x3 = x2

1 + x2
2. This paraboloid

has everywhere positive Gaussian curvature K = 4
(1+4x21+4x22)2

; however, the infi-
mum of curvature is zero so the Bonnet-Myers theorem is not applicable, and the
paraboloid is indeed noncompact.

In [Oht07a], Ohta provides a generalized Bonnet-Myers diameter bound for metric
measure spaces, where the lower bound of Ricci curvature is replaced by the Lott-
Sturm-Villani curvature-dimension condition CD(K,N) (see a brief discussion of
CD(K,N) in Remark 3.5). In his sequential paper [Oht07b], he also provides a
necessary condition for the maximal diameter bound (which can be thought of as
a weak version of Cheng’s rigidity). For a summary of both results, we refer to
[Oht14].

Theorem 4.4 (generalized Bonnet-Myers). Suppose that a metric measure space
(X, d,m) satisfies CD(K,N) for some K > 0 and N ∈ (1,∞). Then

(i) diam(X) ≤ π
√

(N − 1)/K.

(ii) Each x ∈ X has at most one point of distance π
√

(N − 1)/K from x.

Theorem 4.5 (maximal diameter). Suppose (X, d,m) satisfies CD(K,N) for
some K > 0 and N ∈ (1,∞), and diam(X) = π

√
(N − 1)/K. Let xN , xS ∈ X
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be two points such that d(xN , xS) = diam(X). Then for all z ∈ X, we have
d(xN , z)+d(z, xS) = diam(X). In particular, there exists a minimal geodesic from
xN to xS passing through z.

If X with the above maximal diameter is assumed to be non-branching (meaning
there is no pairs of minimal geodesic γ1, γ2 : [0, `] → X such that γ1(0) = γ2(0)
and γ1(t) = γ2(t) for some t > 0 but γ1(`) = γ2(`)), then the minimal geodesic
from xN to xS passing through z is unique. It implies further that X is the
spherical suspension of some topological measure space. This maximal diameter
and spherical suspension result is not discussed here in details, but we would like
to mention that an analogous result will appear later in the context of Ollivier
Ricci curvature on graphs.



Chapter 5

Analytic consequences of Ricci
curvature: Bakry-Émery theory

In this chapter, we first provide background knowledge about differential oper-
ators (gradient, divergence, Laplacian and Hessian) which is necessary in later
discussions including Bochner’s formula, Laplacian eigenvalues and Lichnerowicz’s
theorem, and Heat equation and heat kernel. These mentioned topics are building
blocks for the Bakry-Émery Theory [BE84] which essentially gives rise to another
Ricci curvature notion, known as Bakry-Émery curvature and related to an
important concept about the gradient estimate of the heat flow.

5.1 Differential operators

Let (Mn, 〈·, ·〉) be a smooth connected complete Riemannian manifold, and let
C∞(M) and X(M) denote the spaces of all smooth real functions and smooth
vector fields on M , respectively.

Definition 5.1 (Gradient, divergence and Laplacian).

The gradient operator grad : C∞(M) → X(M) is defined for any f ∈ C∞(M)
uniquely via the following inner product:

〈grad f,X〉 := Xf ∀X ∈ X(M).

The divergence operator div : X(M) → C∞(M) is defined for any X ∈ X(M)
by

(divX)(x) := trTxM(v 7→ ∇vX) ∀x ∈M,

33
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where the mapping is from the tangent space TxM onto itself and ∇ denotes the
Levi-Civita connection.

The Laplacian operator ∆ : C∞(M)→ C∞(M) is defined to be the composition
∆ := div(grad).

The product rule for gradient, divergence and Laplacian is given in the following
proposition.

Proposition 5.2 (Product rule). Let f, h ∈ C∞(M) and X ∈ X(M). Then

(a) grad(fh) = f gradh+ h grad f

(b) div(fX) = 〈grad f,X〉+ f divX

(c) ∆(fh) = 2〈grad f, gradh〉+ f∆h+ h∆f

Proof. The product rule for gradient and divergence is induced from the prod-
uct rule of directional derivative and of Levi-Civita connection, respectively. For
Laplacian, we have

∆(fh) = div(grad(fh))

= div(f gradh) + div(h grad f)

= 〈grad f, gradh〉+ fdiv(gradh) + 〈gradh, grad f〉+ hdiv(grad f)

= 2〈grad f, gradh〉+ f∆h+ h∆f.

Divergence is often referred to as the negative adjoint of gradient as it can be seen
from the divergence theorem on a closed manifold M that

0 =

∫
M

div (fX)d vol =

∫
M

〈grad f,X〉d vol +

∫
M

f divXd vol (5.1)

Definition 5.3 (Hessian). The Hessian tensor of f ∈ C∞(M) is a bilinear form
defined as

Hess f(X, Y ) := 〈∇X grad f, Y 〉
for any X, Y ∈ X(M).

Recall the Riemannian property: X〈Y, Z〉 = 〈∇XY, Z〉 + 〈Y,∇XZ〉. Hessian can
then be reformulated as

Hess f(X, Y ) = 〈∇X grad f, Y 〉 = X(Y f)− 〈grad f,∇XY 〉.

A fundamental property of the Hessian is the symmetry property.
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Proposition 5.4. Hess f(X, Y ) = Hess f(Y,X)

Proof. Recall the Riemannian property: X〈Y, Z〉 = 〈∇XY, Z〉 + 〈Y,∇XZ〉. We
derive

Hess(f)(X, Y ) = 〈∇X grad f, Y 〉
= X〈grad f, Y 〉 − 〈grad f,∇XY 〉
= X(Y f)− 〈grad f,∇XY 〉,

and similarly, we have

Hess(f)(Y,X) = Y (Xf)− 〈grad f,∇YX〉,

Since Hess f(X, Y ) = X(Y f)−〈grad f,∇XY 〉 and similarly Hess f(Y,X) = Y (Xf)−
〈grad f,∇YX〉, we have

Hess f(X, Y )− Hess f(Y,X) = X(Y f)− Y (Xf)− 〈grad f,∇XY −∇YX〉
= [X, Y ](f)− 〈grad f, [X, Y ]〉
= [X, Y ](f)− [X, Y ](f)

= 0

due to the torsion-freeness of ∇: ∇XY −∇YX = [X, Y ], the Lie bracket of vector
fields.

The Hessian tensor can also be represented by a matrix A = [aij] w.r.t. an arbitrary
orthonormal frame {Ei}ni=1, that is,

aij = Hess(f)(Ei, Ej),

and the norm ‖Hess f‖ is defined as in Hilbert-Schmidt norm:

‖Hess f‖ :=
√

tr(AA>) =

√∑
i,j

a2
ij,

which is independent of the choice of orthonormal frame Ei’s.

Proposition 5.5. The following two relations hold between Hessian and Lapla-
cian.

(a) tr(Hess f) = ∆f

(b) ‖Hess f‖2 ≥ 1
n
(∆f)2 where n is the dimension of M .
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Proof. Part (a) follows directly from definitions:

tr(Hess f) =
n∑
i=1

aii =
n∑
i=1

〈∇Ei grad f, Ei〉 = div(grad f) = ∆f,

and the part (b) follows by applying Cauchy-Schwarz’s inequality:

‖Hess f‖2 =
∑
i,j

a2
ij ≥

n∑
i=1

a2
ii ≥

1

n

( n∑
i=1

aii

)2

=
1

n
(∆f)2.

5.2 Bochner’s formula

Bochner’s formula is an identity which connects differential operators to Ricci cur-
vature. This formula is a fundamental motivation for the Bakry-Émery curvature
notion. In this section, we give the statement of Bochner’s formula and its proof,
which can also be found in standard Riemannian geometry books, e.g. [GHL90,
Proposition 4.15] and [Jos08, Theorem 4.5.1].

Theorem 5.6 (Bochner’s formula). Let (Mn, g) be a complete Riemannian man-
ifold. Then for any function f ∈ C∞(M), the equation

1

2
∆| grad f |2 = ‖Hess f‖2 + 〈grad ∆f, grad f〉+ Ric(grad f) (5.2)

holds pointwise on M .

Here we use the notation Ric(v) = Ric(v, v).

Proof. Let x ∈ M and {ei}ni=1 an orthonormal basis of TxM consider a local or-
thonormal frame {Ei}ni=1 such that the basis {ei}ni=1 of TxM defines a Riemannian
normal coordinate system at x. More precisely, for neighborhood U ⊂M contain-
ing x and V ⊂ Rn containing 0, the coordinate map φ : U → V has its inverse

φ−1(x1, ..., xn) = expx(
∑
i

xiei)

which maps straight lines through origin to geodesics through x. For y ∈ U , ∂
∂xi
|y

is an element of TyM , and ∂
∂xi
|x = ei. In particular, when evaluating at x, we have

〈ei, ej〉 = δij and ∇eiEj = 0 for all i and j (and hence ∇uEj = 0 for all u ∈ TxM
by linearity).
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By definition of Hessian and its relation to Laplacian, we have the following eval-
uation,

1

2
∆| grad f |2 =

1

2
tr(Hess ‖ grad f‖2) =

1

2

n∑
i=1

Hess ‖ grad f‖2(Ei, Ei)

=
1

2

n∑
i=1

Ei(Ei‖ grad f‖2)− 〈grad ‖ grad f‖2,∇EiEi〉, (5.3)

where the last inner product vanishes at x since ∇eiEi = 0. Moreover, by the
definition and symmetry of Hessian, we have

1

2
Ei(‖ grad f‖2) = 〈∇Ei grad f, grad f〉 = Hess f(Ei, grad f)

= Hess f(grad f, Ei) = 〈∇grad f grad f, Ei〉. (5.4)

We then substitute (5.4) into (5.3) and derive it at x in terms of Riemann curvature
tensor:

1

2
∆| grad f |2(x) =

n∑
i=1

ei〈∇grad f grad f, Ei〉

=
n∑
i=1

〈∇ei∇grad f grad f, ei〉+ 〈∇grad f grad f(x),∇eiEi︸ ︷︷ ︸
=0

〉

=
n∑
i=1

〈R(ei, grad f(x)) grad f(x), ei〉+ (5.5)

n∑
i=1

〈∇grad f(x)∇Ei grad f, ei〉+ (5.6)

n∑
i=1

〈∇[Ei,grad f ](x) grad f, ei〉. (5.7)

The term in (5.5) is Ric(grad f(x)) by definition of Ricci curvature. We will finish
the proof by showing that the terms in (5.6) and (5.7) are equal to 〈grad ∆f(x), grad f(x)〉
and ‖Hess f‖2(x), respectively. The terms in (5.6) can be computed as

n∑
i=1

〈∇grad f(x)∇Ei grad f, ei〉 =
n∑
i=1

(grad f(x)〈∇Ei grad f, Ei〉

− 〈∇ei grad f,∇grad f(x)Ei︸ ︷︷ ︸
=0

〉)

= grad f(x)(tr Hess f)
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= grad f(x)(∆f) = 〈grad ∆f(x), grad f(x)〉.

Due to torsion-freeness [Ei, grad f ](x) = ∇Ei grad f(x)−∇grad f(x)Ei︸ ︷︷ ︸
=0

, we can com-

pute the term in line (5.7) as

n∑
i=1

〈∇[Ei,grad f ](x) grad f, ei〉 =
n∑
i=1

Hess f([Ei, grad f ](x), ei)

=
n∑
i=1

Hess f(ei,∇ei grad f)

=
n∑
i=1

〈∇ei grad f,∇ei grad f〉 = ‖Hess f‖2(x).

5.3 Eigenvalues of Laplacian and Lichnerowicz spec-
tral gap theorem

In this section, we give a brief overview of the Laplacian eigenvalues of manifolds
and the Lichnerowicz theorem which relates the smallest eigenvalue to the lower
bound of the Ricci curvature. For more details, we refer to Chavel’s book [Cha84].

Suppose for simplicity that (Mn, g) is a closed and connected Riemannian mani-
fold. The eigenvalues of the Laplacian operator on M are all the real numbers λ
such that there exists a nontrivial solution f ∈ C2(M) to the following eigenvalue
problem

∆f + λf = 0

For each eigenvalue λ, a corresponding solution f is called an eigenfunction. The
eigenspace of λ is the vector space of all eigenfunctions with respect to λ.

It is well-known that the set of these eigenvalues (with their multiplicities) consists
of a sequence

0 = λ0 < λ1 ≤ λ2 ≤ . . . ,where λn →∞ as n→∞,

and each eigenspace has a finite dimension (which is the multiplicity of the cor-
responding λ). The trivial eigenvalue λ0 corresponds to the constant function f .
The smallest nonzero eigenvalue λ1 is known as the spectral gap of the Laplacian.
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Remark 5.7. Here we list some facts in case M is not closed and connected.

1. If M is not connected, the multiplicity of the trivial eigenvalue equals the
number of connected components of M .

2. If M is compact but not closed (i.e., ∂M 6= ∅), one may consider different
eigenvalue problems. For example, the Neumann problem comes with the
boundary condition n̂(f) = 0 on ∂M (where n̂ is the unit normal vector). On
the other hand, the Dirichlet problem requires f = 0 on ∂M , which means
constant functions are not eigenfunctions.

3. If M is non-compact, then the Laplacian may not have discrete spectrum.
For example, the spectrum of the Euclidean space Rn is [0,∞), and the
spectrum of the hyperbolic space Hn is [ (n−1)2

4
,∞).

The Lichnerowicz spectral gap theorem [Lic58] asserts that the smallest nonzero
eigenvalue λ1 can be estimated from below in terms of the positive lower bound
of Ricci curvature. The proof of the Lichnerowicz theorem is a straightforward
implication of the Bochner’s formula. In a general case where M has nonempty
boundary, we refer to a proof in, e.g. [GHL90, Theorem 4.70].

Theorem 5.8 (Lichnerowicz). Let (Mn, g) be a closed Riemannian manifold. Sup-
pose that K := Ric(M) > 0. Then the smallest nonzero Laplacian eigenvalue
satisfies

λ1 ≥
n

n− 1
K.

Proof. Consider an eigenfunction f satisfying ∆f + λf = 0. Without loss of
generality, we assume that

∫
M
f 2 = 1. Bochner’s formula (5.2) gives

1

2
∆| grad f |2 = ‖Hess f‖2 + 〈grad(−λf), grad f〉+ Ric(grad f)

= ‖Hess f‖2 − λ| grad f |2 + Ric(grad f)

≥ 1

n
(∆f)2 − λ| grad f |2 +K| grad f |2

=
λ2

n
f 2 + (K − λ)| grad f |2

=
λ2

n
f 2 + (K − λ)(

1

2
∆f 2 + λf 2),

where the inequality is due to ‖Hess f‖2 ≥ 1
n
(∆f)2 and the lower curvature bound

assumption, and the last equality is the product rule : ∆f 2 = 2| grad f |2 + 2f∆f .
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Integrating the above inequality over M and using the fact from the divergence
theorem that

∫
M

∆| grad f |2 = 0 =
∫
M

∆f 2 by , we derive

0 ≥ λ2

n
+ (K − λ)λ.

In particular, for λ1 > 0, we conclude λ1 ≥ n
n−1

K as desired.

Furthermore, like in Cheng’s rigidity to the Bonnet-Myers diamter bound, there
is also a rigidity theorem for the Lichnerowicz spectral bound, known as Obata’s
rigidity [Oba62] which confirms that the bound is sharp if and only if the manifold
is isometric to a round sphere.

Theorem 5.9 (Obata’s rigidity, [Oba62]). Let (Mn, 〈·, ·〉) be a compact Rieman-
nian manifold with positive lower Ricci curvature bound K := Ric(M) > 0. Then
λ1(M) = n

n−1
K if and only if M is isometric to the sphere Snr .

5.4 Curvature-dimension inequality and Γ-calculus

Due to the Bochner’s formula and ‖Hess f‖2 ≥ 1
n
(∆f)2, the pointwise lower

Ricci curvature bound Ricx ≥ K immediately implies the following curvature-
dimension inequality in the sense of Bakry-Émery [BE84]:

1

2
∆| grad f |2(x)− 〈grad ∆f(x), grad f(x)〉 ≥ 1

n
(∆f(x))2 +K| grad f(x)|2. (5.8)

Bakry and Émery also introduce the following Γ-calculus, consisting of the first
iteration Γ and the second iteration Γ2, which helps to reformulate the curvature-
dimension inequality.

Definition 5.10 (Γ and Γ2). For f, g ∈ C∞(M), define bilinear operators

2Γ(f, g) := ∆(fg)− f ·∆g −∆f · g, (5.9)
2Γ2(f, g) := ∆Γ(f, g)− Γ(f,∆g)− Γ(∆f, g), (5.10)

and for shortened notation, we write Γf := Γ(f, f) and Γ2f := Γ2(f, f).

By the product rule, one can realize that

Γ(f, g) = 〈grad f, grad g〉, and Γf = | grad f |2. (5.11)

The inequality (5.8) can then be rewritten as Γ2f(x) ≥ 1
n
(∆f(x))2 + KΓf(x),

which motivates the following definition of Bakry-Émery curvature notion.
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Definition 5.11. Let (Mn, g) be a Riemannian manifold and let K ∈ R and
N ∈ [0,∞]. A point x ∈M is said to satisfy BE(K,N) if the following inequality
holds true:

Γ2f(x) ≥ 1

N
(∆f(x))2 +KΓf(x) ∀f ∈ C∞(M). (5.12)

Here K is an lower bound of the Ricci curvature and N is an upper bound for the
dimension of M . In the case that N = ∞, the BE(K,∞) inequality at x is read
as

Γ2f(x) ≥ KΓf(x). (5.13)

In fact, the following result follows immediately from Bochner’s formula.

Theorem 5.12. Let (Mn, g) be a Riemannian manifold and x ∈ M such that
Ricx(v) ≥ K|v|2 for all v ∈ TxM . Then x satisfies BE(K,N) for all N ≥ n.

5.5 Heat kernel and heat semigroup operator on
manifolds

In this section, we briefly overview the heat kernel pt and the heat semigroup
operator Pt. They are main ingredients to another characterization of BE(K,n)
in terms of gradient estimate, which is the topic of the next section. Basic and
useful properties of pt and Pt will be provided here without proofs, and we refer
to Grigoryan’s book [Gri09] for details.

We consider the following Cauchy problem for the heat equation on a complete
Riemannian manifold. Given a bounded continuous function f ∈ Cb(M), the
problem is to solve u : [0,∞)×M → R (which is continuous, C1 in t ∈ (0,∞) and
C2 in x ∈M) such that{

∂
∂t
u = ∆u on (0,∞)×M,

u(0, x) = f(x).
(5.14)

Definition 5.13 (Fundamental solution). A function p : (0,∞)×M ×M → R is
called a fundamental solution of the heat equation, if for every f ∈ Cb(M), the
function

u(t, x) =

{∫
M
p(t, x, y)f(y)d vol(y) for t > 0,

f(x) for t = 0,
(5.15)

is a solution to Cauchy problem (5.14) with initial data f .
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The existence of solutions u is proved via the following Dodziuk’s construction
[Dod83] (see also Chavel’s book [Cha84]). First, we construct an exhaustion of
M by regular domains {D`}∞`=1 (relatively compact and open subsets of M with
smooth boundaries) so that D̄` ⊂ D`+1 and

⋃
`D` = M . Then for each `, consider

p` : (0,∞) × D` × D` → R+ to be the Dirichlet heat kernel, that is, p` is the
unique fundamental solution of the following Dirichlet problem:

∂
∂t
u = ∆u on (0,∞)×D`,

u(t, x) = 0 on (0,∞)× ∂D`,

u(0, x) = f(x).

(5.16)

Two important properties of p` are that for all t > 0,
∫
D`
p`(t, x, y)d vol(y) ≤ 1 for

all x ∈ D` and p`(t, x, y) ≤ p`+1(t, x, y) for all x, y ∈ D` (which is a consequence of
parabolic maximum principle); see [Dod83, Lemma 3.3]. It follows that the limit

p(t, x, y) := lim
`→∞

p`(t, x, y)

exists, and the convergence is locally uniform due to Dini’s theorem. This p is
indeed the smallest positive fundamental solution of the heat equation on M . We
call this p the heat kernel of M . Furthermore, the heat semigroup operator is
defined via the kernel p as follows.

Definition 5.14 (heat semigroup operator). The heat semigroup {Pt}t≥0 is the
family of operators Pt : Cb(M)→ Cb(M) defined as P0 = Id and for t > 0,

Ptf(x) :=

∫
M

p(t, x, y)f(y)d vol(y),

for all f ∈ Cb(M) and x ∈M .

It means the function u(t, x) := Ptf(x) solves the Cauchy problem (5.14), or in
short,

∂

∂t
Pt = ∆Pt.

Moreover, Ptf(x) is C∞ in (0,∞)×M with the limit limt→0 Ptf(x) = f(x) locally
uniformly in x ∈M . It also satisfies

inf f ≤ Ptf(x) ≤ sup f

(see [Gri09, Theorem 7.16]). Basic properties of the heat kernel pt and the heat
semigroup are summarized in the following two propositions.
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Proposition 5.15. The heat kernel p : (0,∞)×M×M → R satisfies the following
properties.

1. symmetry: p(t, x, y) = p(t, y, x).

2. semigroup identity: p(s+ t, x, y) =
∫
M
p(s, x, z)p(t, z, y)d vol(z).

3. density-like: p(t, x, y) > 0 and∫
M

p(t, x, y)d vol(y) ≤ 1.

Proposition 5.16. The heat semigroup operator Pt : Cb(M) → Cb(M) satisfies
the following properties.

1. Pt ◦ Ps = Ps+t.

2. ∆Pt = Pt∆.

3. f(x) ≥ 0 for all x implies Ptf(x) ≥ 0 for all x.

4. ‖Pt(f)‖∞ ≤ ‖f‖∞.

The uniqueness of a bounded solution to the Cauchy problem (5.14) requires a
certain condition on the manifold M called stochastic completeness, which
roughly says that the heat is preserved within the system.

Definition 5.17 (Stochastic completeness). A Riemannian manifold (M, g) is said
to be stochastically complete if the heat kernel p satisfies∫

M

p(t, x, y)d vol(y) = 1,

for all t > 0 and x ∈M .

Theorem 5.18 ([Gri09, Theorem 8.18]). A Riemannian manifold (M, g) is stochas-
tically complete if and only if the Cauchy problem (5.14) has exactly one bounded
solution u.

A criterion for the stochastic completeness by the volume test is provided in [Gri09,
Theorem 11.8].
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Theorem 5.19 ([Gri09]). Let (M, g) be a complete connected Riemannian mani-
fold. If for some x0 ∈M , ∫ ∞

0

r

log vol(Br(x0))
dr =∞, (5.17)

then M is stochastically complete. Here Br(x0) denotes the geodesic ball of radius
r centered at x0.

The condition (5.17) holds in particular if vol(Br(x)) ≤ exp(Cr2) for all r large
enough. For example, the Euclidean space Rn with vanishing curvature and the
hyperbolic space Hn with constant negative curvature equal to −1 are stochasti-
cally complete. More generally, it is proved in [Yau76] that any complete manifold
with Ricci curvature bounded from below is stochastically complete.

Remark 5.20. In [Gri09], the author considers the Cauchy problem (5.14) first for
L2(M) before the case Cb(M) is covered. In the case of a (geodesically) complete
Riemannian manifold (M, g), the Laplacian on functions with compact support is
known to be essentially self-adjoint (see e.g., [Gaf54, Che73, Kar84]) and Spectral
Theory can be employed to construct the self-adjoint heat semigroup operators
Pt : L2(M)→ L2(M), namely Pt = et∆. In the L2-Cauchy problem, the solution is
a unique: u = Ptf with these uniquely determined operators Pt : L2(M)→ L2(M),
which are bounded, nonnegative, commute with ∆ and map L2(M) to C∞(M) for
t > 0. They are integral operators having smooth kernels which agree with the
minimal heat kernel p(t, x, y) from above.

5.6 Gradient estimate

An important result from Bakry and Émery [BE84] is the characterization of
BE(K,∞) in terms of gradient estimate, which we present here in the follow-
ing two variations.

Definition 5.21 (gradient estimates). A point x ∈ M is said to satisfy the gra-
dient estimate (or the Γ-gradient estimate, respectively) if for all f ∈ C∞c (M)
and t ∈ [0,∞),

| gradPtf |(x) ≤ e−Kt Pt| grad f |(x), (GE)

or
Γ(Ptf)(x) ≤ e−2Kt Pt(Γf)(x), (GE-Γ)

respectively. Moreover, we say that M satisfies gradient estimate (or Γ-gradient
estimate) if such condition holds for all x ∈M .
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The condition (GE-Γ) can be considered as a weaker version of (GE) since

(Pt| grad f |)2 ≤ Pt(| grad f |2) = Pt(Γf).

In fact, it is among the most famous results in the original work of Bakry and
Émery that these gradient estimates are equivalent to the curvature-dimension
condition BE(K,∞) on manifolds.

Theorem 5.22. Let (M, g) be a complete Riemannian manifold. Let x ∈ M and
K ∈ R. Then the following properties are equivalent.

1. BE(K,∞) at x: Γ2f(x) ≥ KΓf(x) for all f .

2. Γ-gradient estimate at x: Γ(Ptf)(x) ≤ e−2Kt Pt(Γf)(x) for all f .

3. gradient estimate at x:
√

Γ(Ptf)(x) ≤ e−Kt Pt(
√

Γf)(x) for all f .

The proof of this theorem, provided below, relies on the well-known semigroup
interpolation argument. The equivalence (1) ⇔ (2) will make an appearance
again when we discuss the Bakry-Émery curvature on graphs and the Erbar-Maas
entropic Ricci curvature. Although the equivalence (1) ⇔ (3) looks similar, it
indeed requires an additional diffusion property of ∆ on manifolds (referred to
[Bak97, pp. 4]) as we shall see in the proof.

Proof. (1)⇒ (2): Fix t ∈ [0,∞) and f ∈ C∞c (M). Define a function F : [0, t]→ R
as

F (s) := e−2KsPs(Γ(Pt−sf))(x).

Every function here is evaluated at x and we omit it from the writing. Moreover,
let g = Pt−sf . The derivative of F is computed as:

F ′(s) = e−2Ks
(
− 2KPs(Γg) + (

∂

∂s
Ps)(Γg) + Ps(

∂

∂s
Γg)
)

= e−2KsPs

(
− 2KΓPt−sf + ∆(Γg) +

∂

∂s
Γg
)
,

where in the second line we recall that ∂
∂s
Ps = ∆Ps = Ps∆. Next, the term ∂

∂s
Γg

is equal to

∂

∂s
Γ(Pt−sf, Pt−sf) = 2Γ

( ∂
∂s
Pt−sf, Pt−sf

)
= −2Γ(∆Pt−sf, Pt−sf)

= 2Γ2g −∆(Γg). (5.18)
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Substituting (5.18) into the calculation of F ′(s) yields

F ′(s) = 2e−2KsPs

(
Γ2g −KΓg

)
. (5.19)

Under the assumption BE(K,∞) at x, we have F ′(s) ≥ 0 for all s ∈ [0, t]. Thus
F (0) ≤ F (t) which yields (GE-Γ).

(2)⇐ (1): Suppose x satisfies (GE-Γ). Differentiating (GE-Γ) near t = 0 gives

0 ≤ lim
t→0

1

t

(
e−2KtPt(Γf)− Γ(Ptf)

)
=

∂

∂t

∣∣∣
t=0

(
e−2KtPt(Γf)− Γ(Ptf)

)
= ∆(Γf)− 2KΓf − ∂

∂t

∣∣∣
t=0

Γ(Ptf, Ptf)

= ∆(Γf)− 2KΓf +
[
2Γ2(Ptf)−∆(Γ(Ptf))]

]
t=0

= 2Γ2f − 2KΓf.

Thus x satisfies BE(K,∞) as desired.

Similarly, the proof of (1)⇒ (3) starts by considering the function

F̃ (s) := e−KsPs(
√

ΓPt−sf)(x).

The derivative F̃ (s) (with g := Pt−s) gives

F̃ ′(s) = e−Ks
(
−KPs(

√
Γg) + (

∂

∂s
Ps)(

√
Γg) + Ps(

∂

∂s

√
Γg)
)

= e−KsPs

(
−K

√
Γg + ∆

√
Γg +

1

2
√

Γg
· ∂
∂s

Γg
)

(5.18)
= e−KsPs

[ 1

2
√

Γg

(
2Γ2g − 2KΓg + 2

√
Γg∆

√
Γg −∆(Γg)

)]
= e−KsPs

[ 1√
Γg

(
Γ2g −KΓg − Γ(

√
Γg)
)]
.

It was shown in [Bak97, Lemmas 2.4 and 2.5] that BE(K,∞) together with the
diffusion property gives

Γ2g −KΓg − Γ(
√

Γg) ≥ 0.

(This inequality is a self-improvement of Γ2 − KΓ ≥ 0, and it is proved by em-
ploying the coordinate-system to formulate ∆, Γ, Γ2 and Hessian, which we do not
cover here). Thus F̃ ′(s) ≥ 0, yielding (GE). Lastly, (3) ⇒ (1) can be viewed as
(GE) ⇒ (GE-Γ) ⇒ BE(K,∞).

Finally, we conclude the equivalent characterizations of the global lower Ricci
curvature bound in spirit of Bakry-Émery.
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Theorem 5.23. Let (Mn, g) be a complete Riemannian manifold of dimension n
and let K ∈ R. Then the following conditions on M are equivalent:

(i) Ric(M) ≥ K,

(ii) BE(K,n),

(iii) BE(K,∞),

(iv) gradient estimate:
√

Γ(Ptf) ≤ e−Kt Pt(
√

Γf) for all f .

(v) Γ-gradient estimate: Γ(Ptf) ≤ e−2Kt Pt(Γf) for all f .

Proof. The implication (i) ⇒ (ii) ⇒ (iii) follows from the Bochner’s formula, the
curvature-dimension inequality, and the work of Γ-calculus. The implication (iii)
⇒ (iv) ⇒ (v) follows from Theorem 5.22. The implication (v) ⇒ (i) is due to
[vRS05, Theorem 1.3].
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Chapter 6

Bakry-Émery manifolds

A Bakry-Émery manifold, also known as weighted manifold, is a smooth Rie-
mannian manifold (M, 〈, 〉) together with a reference measure dν(x) = e−V (x)d vol(x)
for a fixed function V ∈ C2(M).

The divergence operator is given by divV (X) := divX − 〈gradV,X〉 and it is the
negative adjoint of gradient (with respect to ν), that is,∫

M

〈grad f,X〉dν =

∫
M

〈grad f, e−VX〉d vol = −
∫
M

f div(e−VX)d vol

= −
∫
M

f(e−V divX + 〈grad e−V , X〉)d vol

= −
∫
M

f(e−V divX − e−V 〈gradV,X〉)d vol

= −
∫
M

f(divX − 〈gradV,X〉︸ ︷︷ ︸
=:divV (X)

)dν.

The Laplacian ∆V is then given by

∆V f := divV (grad f) = ∆f − 〈gradV, grad f〉,

and the generalized Ricci tensor (with ∞ dimension) is defined to be

RicV,∞ := Ric + HessV.

We provide two justifications of this generalized Ricci tensor. The first one is the
weighted Bochner’s formula (c.f. [OS14, Formula (1.2)] and [Vil09, Chapter 14]).
The second one is the generalized result of the main theorem (Theorem 3.3) on
weighted manifolds as presented in [LV09] and [Stu06].
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Theorem 6.1 (weighted Bochner’s formula). Let (Mn, g) be a complete Rieman-
nian manifold. Then

1

2
∆V | grad f |2 = ‖Hess f‖2 + 〈grad ∆V f, grad f〉+ RicV,∞(grad f) (6.1)

holds pointwise for any function f ∈ C∞(M).

Proof. Subtracting (6.1) from the original Bochner’s formula (5.2), it is left to
show that

1

2
〈gradV, grad | grad f |2〉 = 〈grad〈gradV, grad f〉, grad f〉−HessV (grad f, grad f).

By the definition of the gradient and the Hessian and the Riemannian property,
we have

1

2
〈gradV, grad | grad f |2 =

1

2
gradV 〈grad f, grad f〉

= 〈∇gradV grad f, grad f〉
= Hess f(gradV, grad f).

Similarly,

〈grad〈gradV, grad f〉, grad f〉 = grad f〈gradV, grad f〉
= 〈∇grad f gradV, grad f〉+ 〈gradV,∇grad f grad f〉
= HessV (grad f, grad f) + Hess f(grad f, gradV ).

The desired identity then follows from the symmetry of the Hessian.

Theorem 6.2. For any smooth complete Riemannian manifoldM and any K ∈ R,
the following properties are equivalent:

(i) RicV,∞(M) ≥ K, that is Ricx(v) + Hessx V (v, v) ≥ K|v|2 for all x ∈ M ,
v ∈ TxM .

(ii) The relative entropy Eν(·) with respect to dν(x) = e−V (x)d vol(x) is displace-
ment K-convex on P2(M).

Proof. The proof here is similar and uses the same setup as the one given in
Theorem 3.3. Again, we only prove that (i) ⇒ (ii). Suppose that µ0, µ1 � vol.
Then there exists a unique geodesic (µt)t∈[0,1] in P2(M) from µ0 to µ1 given by
µt = (Tt)#µ0. For each fixed x, we consider the curve γx : [0, 1] → M given by
γx(t) := Tt(x). We also write Jx(t) := DTt(x).
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For all t, µt � vol, so we can write

dµt(x) = ρt(x)d vol(x) = ρt(x)eV (x)dν(x).

The relative entropy can be written as

Eν(µt) =

∫
M

log
(
ρt(x)eV (x)

)
dµt(x)

= Evol(µt) +

∫
M

V (x)dµt(x)

= Evol(µ0)−
∫
M

log(det Jx(t))dµ0(x) +

∫
M

V (x)dµt(x)

= Evol(µ0) +

∫
M

(− log(det Jx(t)) + V (γx(t))) dµ0(x),

where the third equality comes from (3.5) and the last equality is the change of
variables formula for pushforward µt = (Tt)#µ0 together with the identification
Tt(x) = γx(t). To compute the second derivative of Eν(µt), we need the derivative
of the two terms in the above integrand. First, recall from (3.6) and (3.7) that

− d2

dt2
log(det Jx(t)) ≥ − tr(J ′′x (t)J−1

x (t)) = Ricγx(t)(γ
′
x(t), γ

′
x(t)). (6.2)

For the second term V (γx(t)), its second derivative can then be expressed in terms
of Hessian as

d2

dt2
V (γx(t)) =

d

dt
〈gradV (γx(t)), γ

′
x(t)〉

= 〈∇γ′x(t)(gradV ), γ′x(t)〉+ 〈gradV (γx(t)),
D

dt
γ′x(t)〉

= HessV (γ′x(t), γ
′
x(t)), (6.3)

where the latter inner-product vanishes because D
dt
γ′x(t) = 0 as γx is a geodesic.

Now the assumption RicV,∞(M) ≥ K can be applied to equations (6.2) and (6.3),
yielding

d2

dt2
(− log(det Jx(t)) + V (γx(t))) ≥ Ricγx(t)(γ

′
x(t), γ

′
x(t)) + HessV (γ′x(t), γ

′
x(t))

≥ K|γ′x(t)|2 = Kd(x, T1(x))2,

where the last equality |γ′x(t)| = d(x, T1(x)) is, again, due to the fact that γx is a
minimal constant speed geodesic whose length is d(x, T1(x)). Finally, we obtain

d2

dt2
Eν(µt) =

∫
M

d2

dt2
(− log(det Jx(t)) + V (γx(t))) dµ0(x)
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≥
∫
M

Kd(x, T1(x))2dµ0(x) = KW2(µ0, µ1)2,

since T1 is optimal transport map from µ0 to µ1. and we can derive (by using the
same trick as in the proof of Theorem 3.3) that

Eν(µt) ≤ (1− t)Eν(µ0) + tEν(µ1)− 1

2
Kt(1− t)W2(µ0, µ1)2.



Chapter 7

Ollivier’s coarse Ricci curvature

Another synthetic notion of Ricci curvature on metric measure spaces was pro-
posed by Ollivier in [Oll09], which is called coarse Ricci curvature. While the
curvature notion by Lott-Sturm-Villani is based on the displacement convexity
of the entropy functional on the L2-Wasserstein space, Ollivier’s coarse Ricci is
defined via the contraction property of L1-Wasserstein metric.

The definition of Ollivier’s is motivated from the following remarkable observation
by von Renesse and Sturm (see [vRS05, Theorem 1.5 (xii)]. Let (Mn, g) be a
Riemannian manifold with lower curvature bound Ric(M) ≥ K, and let mr,x

denote a uniform probability measure (with respect to the volume measure) on
a geodesic ball of radius r centered at x ∈ M . The L1-Wasserstein distance
W1(mr,x,mr,y) satisfies the asymptotic estimate:

W1(mr,x,mr,y) ≤
(

1− K

2(n+ 2)
r2 + o(r2)

)
· d(x, y).

In particular, if K > 0 then this Wasserstein distance is shorter than the distance
between the centers. A refined statement by Ollivier [Oll09] of this observation
will be discussed in the upcoming section.

For now, we shall provide the definition Ollivier’s notion of coarse Ricci curvature
for a metric measure space. Here we work in the setting that (X, d) is a Polish
space with σ-Borel algebra, and P1(X) denotes the set of all Borel probability
measures with finite 1-moments.

Definition 7.1 (random walk). A random walk m onX is a family of probability
measures mx(·) ∈ P1(X) for each x ∈ X such that the measure mx depends
measurably on x ∈ X, that is, for any Borel set A ⊂ X and c ∈ R, the set
{x ∈ X : mx(A) < c} is Borel.
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Definition 7.2 (coarse Ricci curvature). Let (X, d,m) be a Polish space with a
random walkm. Given two different points x, y ∈ X, the coarse Ricci curvature
along xy is defined as

κ(x, y) := 1− W1(mx,my)

d(x, y)
. (7.1)

7.1 Distance between two balls

Now we explain two important results from [Oll09] which give justification to the
terminology of coarse Ricci curvature defined as in (7.1).

Proposition 7.3 ([Oll09, Proposition 6]). Let (Mn, g) be a smooth connected and
complete Riemannian manifold and let x ∈ M . Let δ, ε > 0 small enough, and let
v, w ∈ TxM be unit tangent vectors at x. Let y := expx(δv) and let w′ ∈ TyM be
the tangent vector at y obtained by the parallel transport of w along the geodesic
expx(tv). Moreover, let x′ := expx(εw) and y′ := expy(εw

′). Then

d(x′, y′) ≤ δ
(

1− ε2K(v, w) +O(ε3 + ε2δ)
)
, (7.2)

where K(v, w) is the sectional curvature of the two-dimensional plane spanned by
{v, w}.

Example 7.4 ([Oll09, Example 7]). Let (Mn, g) be a smooth connected and com-
plete Riemannian manifold. For some small r > 0, let the Markov chain mr be
defined as

mr
x(A) :=

vol(A ∩Br(x))

volBr(x)
∀ Borel A ⊂M

(that ismr
x represents the uniform probability measure on the geodesic ball Br(x)).

Let x ∈ M and let v ∈ TxM be a unit tangent vector. Let y be a point on
the geodesic issuing from v, with d(x, y) small enough. Then the L1-Wasserstein
distance between mr

x and mr
y satisfies the following estimate:

W1(mr
x,m

r
y) = d(x, y)

(
1− r2 Ric(v, v)

2(n+ 2)
+O(r3 + r2d(x, y))

)
, (7.3)

or equivalently, the coarse Ricci curvature satisfies

κ(x, y) =
r2 Ric(v, v)

2(n+ 2)
+O(r3 + r2d(x, y)).
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The idea to prove the statement in Example 7.4 is to average (7.2) over all w in
the tangent space TxM and over ε ∈ (0, r], and then derive the ≤ inequality of
(7.3). The converse inequality is proved by employing the Kantorovich duality.
We omit the proof of this example which can be found in [Oll09, Section 8], and
we only provide Ollivier’s proof of the above proposition.

Proof of Proposition 7.3. Let c : [0, δ]→M be the geodesic c(s) := expx(sv), and
let vs := c′(s) ∈ Tc(s)M . For each s, let ws ∈ Tc(s)M obtained by the parallel
transport of w along c. Thus 〈vs, ws〉 is constant in s ∈ [0, δ]. Moreover, v0 = v,
w0 = w, and wδ = w′. Consider F : [0, δ]× [0, ε]→M a geodesic variation defined
by

F (s, t) := cs(t) := expc(s)(tws).

For each fixed s0, let Js0 be the variational vector field associated to F of the
geodesic cs0 , that is,

∂

∂s

∣∣∣
s=s0

F (s, t) = Js0(t).

Hence Js0 is a Jacobi field along cs0 and satisfies the Jacobi equation

J ′′s0(t) +R(c′s0(t), Js0(t))c
′
s0

(t) = 0

where J ′s0(t) = D
dt
Js0(t) = ∇c′s0 (t)Js0 and J ′′s0(t) = D2

dt2
Js0(t) = ∇c′s0 (t)(∇c′s0 (t)Js0).

Let γ : [0, δ] → M be the curve γ(s) := cs(ε) = expc(s)(εws) from γ(0) = x′ to
γ(δ) = y′. We aim to compute the length of γ, which in turn gives an upper bound
for the distance d(x′, y′). We have

γ′(s0) =
d

ds

∣∣∣∣
s0

F (s, ε) = Js0(ε).

The Taylor’s expansion of f(t) = ‖Js0(t)‖2 is given by

‖γ′(s0)‖2 = f(ε) = f(0) + εf ′(0) +
ε2

2
f ′′(0) +O(ε3),

where f(0), f ′(0), and f ′′(0) are computed as

1. f(0) = ‖Js0(0)‖2 = ‖c′(s0)‖2 = 1.

2. f ′(0) =
d

dt

∣∣∣∣
t=0

〈Js0(t), Js0(t)〉 = 2〈J ′s0(0), Js0(t)〉 = 0 because

J ′s0(0) =
D

dt

∣∣∣∣
t=0

Js0(t) =
D

dt

∣∣∣∣
t=0

d

ds

∣∣∣∣
s0

F (s, t)
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=
D

ds

∣∣∣∣
s0

d

dt

∣∣∣∣
t=0

F (s, t) (symmetry lemma)

=
D

ds

∣∣∣∣
s0

ws = 0 (ws is parallel along c).

3.
1

2
f ′′(0) = ‖J ′s0(0)‖2 + 〈Js0(0), J ′′s0(0)〉

= 0− 〈Js0(0), R(c′s0(0), Js0(0))c′s0(0)〉 (Jacobi equation)
= −〈vs0 , R(ws0 , vs0)ws0〉
= −〈R(w, v)w, v〉+O(δ) ∀s0 ∈ [0, δ],

where the last equality holds true by a linear approximation of a continuously
differentiable function A(s) := 〈vs, R(ws, vs)ws〉 around s = 0.

Thus

‖γ′(s0)‖2 = f(ε) = f(0) + εf ′(0) +
ε2

2
f ′′(0) +O(ε3)

= 1− ε2〈R(w, v)w, v〉+O(ε3 + ε2δ)

≤ 1− ε2K(v, w) +O(ε3 + ε2δ),

for all s0 ∈ [0, δ]. Finally, we obtain the desired upper bound of d(x′, y′) via the
length of γ:

d(x′, y′) ≤
δ∫

0

‖γ′(s)‖2ds ≤ δ(1− ε2K(v, w) +O(ε3 + ε2δ)).

7.2 W1-contraction property of random walks

Given a probability measure µ ∈ P1(X), the image of µ by a random walk m is
a measure µ ∗m defined via the following convolution with m:

µ ∗m :=

∫
x∈X

dµ(x)mx.

One can also see from the definition that δx∗m = mx. Moreover, a measure obtaind
after n-step random walk m starting from µ is given by the iteration µ ∗m∗n :=
(µ ∗m∗n−1) ∗m. A stationary distribution (or an invariant distribution) is
a probability measure π such that π ∗m = π.
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Next we present the so-called Bubley-Dyer theorem [BD97] about W1 contraction
property. Here the result is reformulated in the context of spaces with coarse Ricci
curvature bound, [Oll09, Proposition 20].

Theorem 7.5. Let (X, d,m) be a metric space with a random walk m. Let κ ∈ R.
Then we have κ(x, y) ≥ κ for all x, y ∈ X if and only if for any two probability
distributions µ, ν one has

W1(µ ∗m, ν ∗m) ≤ (1− κ)W1(µ, ν).

Moreover, µ ∗m ∈P1(X).

An important consequence of the above theorem is the exponential convergence of
multi-step random walk.

Corollary 7.6. Assume κ(x, y) ≥ κ for all x, y ∈ X. For µ, ν ∈P1(X),

W1(µ ∗m∗n, ν ∗m∗n) ≤ (1− κ)nW1(µ, ν). (7.4)

Consequently, if κ > 0, then the random walk has a unique stationary distribution
µ0 ∈P1(X). In fact, for all µ ∈P1(X), the n-step random walk µ∗m∗n converges
in W1 exponentially to µ0, i.e.,

W1(µ ∗m∗n, µ0) ≤ (1− κ)nW1(µ, µ0) (7.5)

We would like to remark, in comparison to the W1-contraction property of ran-
dom walks for Ollivier’s coarse Ricci curvature, the following continous-time Wr-
contraction of the heat semigroup for Ricci curvature on Riemannian manifolds;
see [vRS05, Corollary 1.4] and also [DS08, Formulae (2.3) and (2.4)] for the proof
which uses the fact that heat flow is the gradient flow of entropy.

Theorem 7.7. Let (M, g) be a Riemannian manifold with Ric(M) ≥ K. Let
fd vol, gd vol ∈P(M) be two absolutely continuous measures with density function
f, g ∈ C∞(M). Then for any r ∈ [1,∞],

Wr(Ptfd vol, Ptgd vol) ≤ e−KtWr(fd vol, gd vol), (7.6)

where Pt denotes the heat semigroup operator.

This exponential convergence of random walks in case of positive coarse Ricci cur-
vature plays a role of the spectral gap. The following proposition from [Oll09,
Proposition 30] provides an analogous result to Lichnerowicz theorem (c.f. Theo-
rem 5.8) in the sense of coarse Ricci curvature.
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Definition 7.8 (averaging operator). An averaging operator M is defined to
be

Mf(x) :=

∫
y∈X

f(y)dmx(y),

and the associated random walk Laplacian is ∆M := Id−M .

Proposition 7.9 (spectral gap for coarse Ricci curvature). Let (X, d,m) be a
metric space with random walk m, with invariant distribution π. Suppose that the
coarse Ricci curvature of X is at least κ > 0 and that σ < ∞. Suppose that
ϕ is reversible, or that X is finite. Then the first nonzero eigenvalue λ1 of the
Laplacian ∆M satisfies

λ1(∆M) ≥ κ.



Chapter 8

Original proof of Ricci curvature via
displacement convexity of entropy

The goal of this chapter is to explain the original proofs by von Renesse and Sturm
[vRS05] and Cordero-Erausquin, McCann and Schmuckenschläger [CEMS01] that
the lower Ricci curvature bound can be characterized via the displacement con-
vexity on the entropy functional.

To simplify matters, we assume here that all objects are smooth and we ignore
conjugate points and cut loci. Technical details can be found in the original papers.

8.1 Differential of exponential maps, Hessian of
squared distance and Jacobi fields

Let us start with a technical result about the differential of exponential maps and
the Hessian of the squared distance function. This result and its corollary about a
particular Jacobi field will help to clarify some proof ideas from [CEMS01] in the
later section.

Theorem 8.1. Let M be a complete manifold with no conjugate points and let
u ∈ TxM be a unit vector. Let xs := expx(su) and let Z : [0, 1]→ TM be a vector
field along the geodesic xs. We introduce the curve zs in M given by

zs := expxs(Z(s)),

and denote z := z0 = expx(Z(0)). Then

żs=0 = D expx(Z(0))

(
Hessx

d2
z

2
(u) +

D

ds

∣∣∣
s=0

Z

)
.
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Here we recall that dp(·) := d(p, ·) is the distance function from a point p ∈ M .
Moreover, instead of viewing the Hessian Hessx f as symmetric bilinear form (c.f.
Definition 5.3), we can also consider it as a self-adjoint linear operator Hessx f :
TxM → TxM defined via

〈Hessx f(v), w〉 = Hess f(v, w),

for all v, w ∈ TxM .

Proof. We consider zs = exp(Z(s)) for the exponential map exp : TM → M on
tangent bundle, whose derivative at w ∈ TxM is the map D exp(w) : TwTM →
TwM . Let us recall the canonical identification TwTM ∼= TxM × TxM for any
w ∈ TxM , which is explained as follows.

Any ξ ∈ TwTM can be represented by ξ = Ċ(0) = d
ds
|s=0 C(s) where C : [0, 1]→

TM is a curve in TM such that C(0) = w. Let c : [0, 1] → M be the footpoint
curve of C, that is, C(s) ∈ Tc(s)M and c(0) = x. In other words, C : [0, 1]→ TM
is a vector field along c. Then the identification is given by

TwTM 3 ξ =
d

ds

∣∣∣
s=0

C(s) =

(
d

ds

∣∣∣
s=0

c(s),
D

ds

∣∣∣
s=0

C(s)

)
=

(
ċ(0),

D

ds

∣∣∣
s=0

C(s)

)
∈ TxM × TxM, (8.1)

where ċ(0) ∈ TxM and D
ds
|s=0C(s) ∈ TxM are called horizontal and vertical

components of ξ = Ċ(0) ∈ TwTM , respectively.

Now we differentiate the curve s 7→ zs = exp(Z(s)) at s = 0 and use the chain rule
to obtain

TzM 3
d

ds

∣∣∣
s=0

zs = D exp(Z(0))

(
d

ds

∣∣∣
s=0

Z(s)

)
(8.2)

The trick is to write Z(s) = Z̃(s) + W (s) where Z̃(s) = − grad d2z
2

(xs), and note
that the curve given by s 7→ z̃s := exp Z̃(s) is indeed a point curve since

z̃s = exp Z̃(s) = expxs

(
− grad

d2
z

2
(xs)

)
= expxs (−dz(xs) grad dz(xs)) = z.

It follows that

TzM 3 0z =
d

ds

∣∣∣
s=0

z̃s = D exp(Z̃(0))

(
d

ds

∣∣∣
s=0

Z̃(s)

)
. (8.3)
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Moreover, the fact that z̃0 = z0 implies Z(0) = Z̃(0) since exponential maps are
bijective. Both d

ds
|s=0 Z(s) and d

ds
|s=0 Z̃(s) have the same horizontal component,

namely ẋs=0, so the subtraction (8.3) from (8.2) yields only the vertical component:

żs=0 = D exp(Z(0))

(
d

ds

∣∣∣
s=0

Z(s)− d

ds

∣∣∣
s=0

Z̃(s)

)
= D exp(Z(0))

(
ẋs=0 − ẋs=0,

D

ds

∣∣∣
s=0

(Z(s)− Z̃(s))

)
= D exp(Z(0))

(
0x,

D

ds

∣∣∣
s=0

(Z(s)− Z̃(s))

)
= D expx(Z(0))

(
D

ds

∣∣∣
s=0

(Z(s)− Z̃(s))

)
= D expx(Z(0))

(
D

ds

∣∣∣
s=0

Z(s) + Hessx
d2
z

2
(u)

)
.

The above theorem has the following consequence.

Corollary 8.2. Let u ∈ TxM be a unit vector and c(s) = expx(su). Let v ∈ TxM
be arbitrary and let γ : [0, 1] → M denote the geodesic γ(x) := expx(tv) with
y = γ(1). Consider a geodesic variation given by

γs(t) := expc(s)

(
−t grad

d2
y

2
(c(s))

)
,

where dy(·) := d(y, ·) denotes the distance function from y. Then γs is a geodesic
variation of γ, that is, γ0(t) = γ(t). Moreover, define

V (t) :=
∂

∂s

∣∣∣
s=0

γs(t)

to be the corresponding variational vector field, which is a Jacobi field along γ.
Then we have

V (t) = D expx(tv)

(
Hessx

d2
γ(t)

2
(u)− tHessx

d2
y

2
(u)

)
.

Proof. First, it is straightforward to check that γ0(t) = γ(t):

γ0(t) = expx

(
−t grad

d2
y

2
(x)

)
= expx (−tdy(x) grad dy(x)) = γ(t),
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since grad dy(x) = − γ′(0)
dy(x)

.

Next, we aim to apply Theorem 8.1, so we start with the same setup by letting
xs := expx(su) = c(s). For a fixed t, we choose a vector field Z : [0, 1] → TM
along the geodesic c(s) to be

Z(s) := −t grad
d2
y

2
(c(s)).

Moreover, let zs := expxs(Z(s)) = γs(t) and z := z0 = γ(t). We note that c(0) = x
and c′(0) = u, so we derive

D

ds

∣∣∣
s=0

Z = −t∇c′(0) grad
d2
y

2
= −tHessx

d2
y

2
(u). (8.4)

Applying Theorem 8.1, we obtain

V (t) =
∂

∂s

∣∣∣
s=0

γs(t) = żs=0 = D expx(Z(0))

(
Hessx

d2
z

2
(u) +

D

ds

∣∣∣
s=0

Z

)
(8.4)
= D expx(Z(0))

(
Hessx

d2
z

2
(u)− tHessx

d2
y

2
(u)

)
.

8.2 Volume distortion coefficients and Jacobi fields

In this section, we survey two important results in [CEMS01]. The first one de-
scribes the volume distortion coefficient in terms of the differential of exponential
maps and the Hessian of squared distance function. The second one then uses these
coefficients to give an estimation of Jacobian determinant of the interpolating map.

Throughout this section, letM be a smooth connected complete Riemannian man-
ifold of dimension n.

Definition 8.3. For x ∈ M , Y ⊂ M and t ∈ [0, 1], define the following locus of
points

Zt(x, Y ) := {z ∈M | ∃y ∈ Y, d(x, z) = td(x, y) and d(z, y) = (1− t)d(x, y)}.

Let Br(y) ⊂ M be the open ball of radius r centered at y ∈ M . The volume
distortion coefficient between x and y is defined as

vt(x, y) := lim
r→0

vol[Zt(x,Br(y))]

vol[Btr(y)]
> 0. (8.5)
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x y

(a) In negatively curved space,
the coefficient is less than 1.

x y

(b) In positively curved space,
the coefficient is greater than 1.

Figure 8.1: Distortion due to curvature effects: the volume distortion coefficient
is the ratio of the volume in red to the volume of in blue.

In the case that Ric(M) ≥ K, K ∈ R, Bishop’s comparison theorem [BC64] gives
the following estimate of the volume distortion coefficient :

vt(x, y) ≥
(
sK(td(x, y))

sK(d(x, y))

)n−1

, (8.6)

where sK is defined by

sK(r) :=



sin
(√

K
n−1
· r
)

√
K
n−1
· r

if K>0,

1 if K=0,

sinh
(√

−K
n−1
· r
)

√
−K
n−1
· r

if K<0.

Intuitively, the term sK(r)n−1 is proportional to the area of the sphere of radius
r in the n-dimensional space form of constant sectional curvature K/(n− 1) (and
consequently Ricci curvature K).

Next we present the first result about volume distortion coefficients in terms of
the determinants of certain Jacobi matrices.

Definition 8.4. Let v ∈ TxM and let γ : [0, 1] → M be the geodesic given by
γ(0) = x and γ(t) := expx(tv). A Jacobi matrix along γ is a map A(t) : TxM →
Tγ(t)M such that A(t)u is a Jacobi field along γ for all u ∈ TxM .

Remark 8.5. The Jacobi matrix A(t) is uniquely determined by A(0) and A(1) if
there are no conjugate points along γ. A well-known example of Jacobi matrices
is A(t) := tD expx(tv) (see e.g. [GHL90]).
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x γ(t) y

Br(y)

Gt(Cr)=
Zt(x,Br(y))

Gt(u)=expx(tu)
expx(u)

v

u

Figure 8.2: The diffeomorphic map Gt : Cr → Zt(x,Br(y)).

Lemma 8.6 (Lemma 2.1 of [CEMS01]). Fix x, y ∈ M and let γ(t) := expx(tv)
be the minimal geodesic joining x = γ(0) and y = γ(1). For t ∈ [0, 1], define

Y (t) := D expx(tv) and H(t) := Hessx
d2
γ(t)

2
. Then the volume distortion coefficient

satisfies

vt(x, y) =
detY (t)

detY (1)
= detY (t)Y (1)−1 > 0, (8.7)

and for t 6= 1,

v1−t(y, x) = det
Y (t)

(
H(t)− tH(1)

)
1− t

. (8.8)

Proof. For each t ∈ [0, 1], consider a map Gt : TxM → M given by Gt(u) =
expx(tu). Its differential at v is DGt(v) = tD expx(tv) = tY (t). For small r > 0,
we introduce the set Cr := {u ∈ TxM | expx(u) ∈ Br(y)} and note that Gt maps
from Cr diffeomorphically to Zt(x,Br(y)), as illustrated in Figure 8.2.

The Jacobian transformation yields

vol[Zt(x,Br(y))] =

∫
Gt(Cr)

1 =

∫
u∈Cr

| detDGt(u)| = vol(Cr) · | detDGt(u
′)|

for some u′ ∈ Cr by the mean value theorem. As r → 0, u′ converges v, and we
obtain

tn detY (t) = det(tY (t)) = det(DGt(v)) = ± lim
r→0

vol[Zt(x,Br(y))]

vol[Cr]
,

where the sign is positive because detY (t) 6= 0 for all t ∈ [0, 1] and Y (0) = Id.
Since Z1(x,Br(y)) = Br(y), it follows that

detY (t)

detY (1)
= lim

r→0

vol[Zt(x,Br(y))]

tnvol[Br(y)]
= lim

r→0

vol[Zt(x,Br(y))]

vol[Btr(y)]
= vt(x, y), (8.9)
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which proves the first half of the theorem.

Let P γ
t : TxM → Tγ(t)M be the parallel transport along γ (and note that detP γ

t =
1). Consider the unique Jacobi matrix A(t) : TxM → Tγ(t)M along γ such that
A(0) = 0 and A(1) = P γ

1 .

We note from Remark 8.5 that tY (t) = tD expx(tv) : TxM → Tγ(t)M is a Jacobi
matrix along γ and that Y (1)−1P γ

1 ∈ End(TxM). Hence, the following map Aγ(t) :
TxM → Tγ(t)M defined as

Aγ(t) := tY (t)Y (1)−1P γ
1

is a Jacobi matrix along γ with Aγ(0) = 0 and Aγ(1) = P γ
1 .

In particular, it follows from (8.9) that, for t 6= 0,

vt(x, y) =
detY (t)

detY (1)
= det

Aγ(t)

t
. (8.10)

Next, consider the geodesic γ− : [0, 1]→M from y to x given by γ−(t) := γ(1− t).
We obtain similarly to (8.10) that, for t 6= 1,

v1−t(y, x) = det
Aγ−(1− t)

1− t
,

where Aγ− is a Jacobi matrix along γ− with Aγ−(0) = 0 and Aγ−(1) = (P γ
1 )−1.

Furthermore, define another Jacobi matrix B(t) : TxM → Tγ(t)M along γ as
B(t) := Aγ−(1− t)P γ

1 . We have B(0) = Id, B(1) = 0 and

v1−t(y, x) = det
Aγ−(1− t)

1− t
= det

B(t)

1− t
. (8.11)

On the other hand, we define B̃(t) := Y (t)(H(t) − tH(1)) : TxM → Tγ(t)M and
recall that for all u ∈ TxM ,

B̃(t)(u) = D expx(tv)

(
Hessx

dγ(t)2

2
(u)− tHessx

dy2

2
(u)

)
is a Jacobi field along γ due to Corollary 8.2. Thus B̃(t) is a Jacobi matrix along
γ, and it has boundary values B̃(0) = Id and B̃(1) = 0. Under the assumption of
no conjugate points, we conclude that B(t) coincides with B̃(t), and (8.11) yields
the desired inequality.
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To prepare for upcoming results, we start with the setup and notation given as
follows. Let φ : M → R be a smooth function. For t ∈ [0, 1], define

Ft(x) := expx(−t gradφ(x)), (8.12)
Y (t) := D expx(−t gradφ(x)),

H(t) := Hessx
d2
Ft(x)

2
,

Jt(x) := detDFt(x).

This function Ft plays a role of the optimal transport map as in McCann’s theorem
(Theorem 1.24).

Lemma 8.7. For all t ∈ [0, 1], H(t) − tH(1) and H(1) − Hessx φ are positive
semidefinite.

This lemma is described in more details in [CEMS01, Lemma 2.3 and Proposition
4.1(a)]

Proof. For any given u ∈ TxM , let xs := expx(su). By expressing the Hessian as
the second derivative of the function evaluated along the representing curve, we
have

〈(H(t)− tH(1))u, u〉 =
d2

ds2

∣∣∣
s=0

(
d2
Ft(x)

2
− t

d2
F1(x)

2

)
(xs).

To check that this term is nonnegative, it suffices to show that
(
d2
Ft(x)

2
− t

d2
F1(x)

2

)
(·)

is minimum at x, that is,

d2(Ft(x),m)− td2(F1(x),m) ≥ d2(Ft(x), x)− td2(F1(x), x).

holds true for all m ∈M .

For shortened notations, we denote `m := d(F1(x),m) and ` := d(x, F1(x)), and
we recall that d(Ft1(x), Ft2(x)) = |t1 − t2|` for all t1, t2 since F·(x) is a constant
speed geodesic. We apply the triangle inequality and derive

d2(Ft(x),m)− td2(F1(x),m) ≥
(
d(F1(x),m)− d(Ft(x), F1(x))

)2 − td2(F1(x),m)

= (1− t)
(
`2
m + (1− t)`2 − 2`m`

)
= (1− t)

(
(`m − `)2 − t2`2

)
≥ −t(1− t)`2
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= d2(Ft(x), x)− td2(F1(x), x),

as desired. Similarly, to see that H(1)−Hessφ is positive semidefinite, we need to

show that
(
d2
F1(x)

2
− φ
)

(·) is locally minimum at x, that is, to show

grad
d2
Ft(x)

2
(x)− gradφ(x) = 0.

This holds true as we recall F1(x) = expx(− gradφ(x)) and deduce that

grad
d2
F1(x)

2
(x) = dF1(x)(x) · grad dF1(x)(x) = | gradφ(x)| · gradφ(x)

| gradφ(x)|
= gradφ(x).

Now we are ready for the second result about an estimate of the Jacobian deter-
minant in terms of volume distortion coefficients.

Lemma 8.8 (Lemma 6.1 of [CEMS01]). Given the same setup as in (8.12), The
Jacobian determinant Jt(x) := detDFt(x) can be identified as

Jt(x) = detY (t)
(
H(t)− tHessx φ

)
. (8.13)

Moreover, it satisfies

Jt(x)
1
n ≥ (1− t)v1−t(F1(x), x)

1
n + tvt(x, F1(x))

1
nJ1(x)

1
n (8.14)

Proof of Lemma 8.8. First, we aim to apply Theorem 8.1 to verify the following
identity:

DFt(x) = Y (t)
(
H(t)− tHessx φ

)
.

For any u ∈ TxM , we follow most setup from Theorem 8.1: let xs := expx(su) and
choose Z : [0, 1]→ TM to be

Z(s) := −t gradφ(xs) ∈ TxsM,

and let zs := expxs(Z(s)) with z := z0 = expx(−t gradφ(x)) = Ft(x).

As x0 = 0 and ẋs=0 = u, we have

DFt(x)(u) =
d

ds

∣∣∣
s=0

Ft(xs) =
d

ds
expxs Z(s) = żs=0.

Applying Theorem 8.1 then yields

DFt(x)(u) = żs=0 = D expx(Z(0))

(
Hessx

d2
z

2
(u) +

D

ds

∣∣∣
s=0

Z

)
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= Y (t)

(
Hessx

d2
Ft(x)

2
(u)− tD

ds

∣∣∣
s=0

gradφ(xs)

)
= Y (t) (H(t)(u)− tHessx φ(u)) ,

as desired, and (8.13) follows immediately.

To see (8.14), we write for t ∈ [0, 1),

Jt(x) = detY (t) det

[
(1− t)H(t)− tH(1)

1− t
+ t
(
H(1)− Hessx φ

)]
,

and we recall from Lemma 8.7 that both matrices H(t)−tH(1) and H(1)−Hessx φ
are positive semidefinite.

Using the fact that det
1
n (·) is a concave function over n × n positive semidefinite

real symmetric matrices, and the fact that detY (t) > 0, we have

Jt(x)
1
n ≥ det

1
nY (t) ·

[
(1− t)det

1
n
H(t)− tH(1)

1− t
+ tdet

1
n

(
H(1)− Hessx φ

)]
= (1− t)det

1
n
Y (t)(H(t)− tH(1))

1− t
+ tdet

1
n

(
Y (t)Y −1(1)

)
· J1(x)

1
n

= (1− t)v1−t(F1(x), x)
1
n + tvt(x, F1(x))

1
nJ1(x)

1
n ,

where the last equality is due to (8.7) and (8.8).

8.3 Curvature equivalence on manifolds (revisited)

Now we are properly prepared to follow and understand the proof ideas of the
main theorem (c.f. Theorem 3.3) as originally given in [CEMS01].

Theorem 8.9 (Theorem 1.1 of [vRS05]). For any smooth complete Riemannian
manifold M and any K ∈ R, the following properties are equivalent:

1. Ric(M) ≥ K, that is Ricx(v) ≥ K|v|2 for all x ∈M , v ∈ TxM .

2. The entropy Evol(·) is displacement K-convex on P2(M).

Original Proof of (i) ⇒ (ii). Assume that µ0 and µ1 are absolutely continuous
with respect to volume measure. By McCann’s theorem (Theorem 1.24), there
exists a unique geodesic (µt)t∈[0,1] in P2(M) connecting µ0 and µ1, namely µt =
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(Ft)#µ0 where Ft(x) = expx(−t gradφ(x)) with some function φ : M → R. Here
we recall that the pushforward µt = (Ft)#µ0 means∫

M

b(y)dµt(y) =

∫
M

b(Ft(x))dµ0(x)

for all Borel functions b : M → R. Moreover, µt is absolutely continuous and
can be written as dµt(x) = ρt(x)d vol(x) with finite probability density ρt(x). The
Jacobian determinant Jt(x) := detDFt(x) satisfies the Monge-Ampère equation
(1.7):

ρ0(x) = ρt(Ft(x))Jt(x).

Applying the pushforward relation and the Monge-Ampère equation, we can derive
the entropy term as

Evol(µt) =

∫
M

log(ρt(y))dµt(y) =

∫
M

log(ρt(Ft(x)))dµ0(x)

=

∫
M

log

(
ρ0(x)

Jt(x)

)
dµ0(x)

= Evol(µ0)−
∫
M

log Jt(x)dµ0(x).

Next we derive a lower estimate for the convex combination of entropy terms,
namely

E(t) := −Evol(µt) + (1− t)Evol(µ0) + tEvol(µ1),

by applying Lemma 8.8 and Bishop’s comparison theorem as follows.

E(t) =

∫
M

log Jt(x)dµ0(x)− t
∫
M

log J1(x)dµ0(x)

(8.14)
≥ n

∫
M

log[(1− t)v1−t(F1(x), x)
1
n + tvt(x, F1(x))

1
nJ1(x)

1
n ]dµ0(x)

− t
∫
M

log J1(x)dµ0(x)

≥
∫
M

[
(1− t) log v1−t(F1(x), x) + t log

(
vt(x, F1(x))J1(x)

)]
dµ0(x)
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− t
∫
M

log J1(x)dµ0(x) (using concavity of log)

=

∫
M

[(1− t) log v1−t(F1(x), x) + t log vt(x, F1(x))] dµ0(x)

(8.6)
≥ (n− 1)

∫
M

[(1− t) log s((1− t)d(x, F1(x))) + t log s(td(x, F1(x)))

− log s(d(x, F1(x)))]dµ0(x).

In order conclude that Evol(·) is displacement K-convex, we need to prove that

E(t) ≥ K

2
t(1− t)W 2

2 (µ0, µ1) =
K

2
t(1− t)

∫
M

d2(x, F1(x))dµ0(x).

Compared to the lower estimate of E(t) derived earlier, we are left to show in
general that for all r > 0,

(1− t) log s((1− t)r) + t log sK(tr)− log sK(r) ≥ t(1− t)
2

K

n− 1
r2,

which can be rewritten as

(1− t)λ((1− t)r) + tλ(tr)− λ(r) ≥ 0,

where λ(r) := log sK(r) + 1
6
K
n−1

r2.

It suffices to show that λ′(r) ≤ 0 because the monotonicity of λ would then imply
λ((1− t)r) ≥ λ(r) and λ(tr) ≥ λ(r) and hence the desired inequality.

With the substitution
√
|K|
n−1

r = r, we obtain

λ

(
n− 1

|K|
r

)
=

{
log sin r

r
+ 1

6
r2 if K > 0,

log sinh r
r
− 1

6
r2 if K < 0.

(8.15)

To verify that its derivative is nonpositive, we need to check that

r cos r− sin r +
1

3
r2 sin r ≤ 0 (8.16)

in case K > 0, and that

r cosh r− sinh r +
1

3
r2 sinh r ≤ 0. (8.17)
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For K < 0, by differentiating of (8.17) and dividing by r
3
, we need r cos r− sin r+

1
3
r2 sin r ≤ 0. Again by differentiation, this follows from −r sinh r ≤ 0, which is

also true for all r ≤ 0.

Similarly, in case K > 0, to check (8.16) requires that −r sin r ≤ 0. This is true
when r ∈ [0, π], and such restriction is allowed due to Bonnet-Myers theorem.
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Chapter 9

Overview of curvature notions on
discrete spaces

In this chapter, we discuss brief motivations which give rise to the three notions of
Ricci curvature on discrete spaces, namely, Ollivier Ricci curvature, Bakry-Émery
curvature, and Erbar-Maas entropic Ricci curvature. Each of the following three
parts of this thesis is focusing one of these curvature notions.

9.1 Setting of discrete spaces

Let us start with the standard convention for three different settings of discrete
spaces in which these curvature notions will be discussed.

First is a (combinatorial) graph, denoted by G = (V,E), where V is the set of
vertices (or nodes), and E is the set of undirected edges. Two vertices x, y ∈ V
are said to be adjacent (or neighbors) if there is an edge between x and y, that is,
{x, y} ∈ E, and we denote this edge or this adjacency by x ∼ y (or y ∼ x). For
x ∈ V , the vertex degree of x, denoted by deg(x), is the number of neighbors of x.
All graphsG are assumed to be simple (i.e., no loops nor multiple edges), connected
and locally finite (i.e., every vertex has finite degree). The graph distance function
d : V × V → Z≥0 is defined for a pair of vertices x, y ∈ V to be the length (i.e.,
the number of edges) of a shortest path (also called a geodesic) between x and
y. The diameter of G is given by diam(G) := supx,y∈V d(x, y) ∈ N ∪ {∞}. For
r ∈ N, the r-sphere and the r-ball centered at a vertex x consists of all vertices
whose distance from x is equal to, and less than or equal to r, respectively:

Sr(x) := { y ∈ V | d(x, y) = r },

73
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Br(x) := { y ∈ V | d(x, y) ≤ r }.

In particular, S1(x) is the set of all neighbors of x. An interval [x, y] is the set of
all vertices lying on some geodesic(s) between x and y, that is,

[x, y] = { z ∈ V | d(x, z) + d(z, y) = d(x, y) }. (9.1)

Second is a weighted graph, denoted by G = (V, µ, w), consisting of a vertex
measure µ : V → R+ and a symmetric edge-weight function w : V × V → R≥0,
where we write ux = µ(x) and wxy := w(x, y). Two vertices x, y are adjacent if and
only if w(x, y) > 0. Similarly to the case of graphs, all weighted graphs are also
assumed to have no loops (that is, wxx = 0 for all x ∈ V ) and to be connected and
locally finite (that is, for each x ∈ V , there exists finitely many y ∈ V such that
wxy is nonzero). The definition of graph distance, geodesics, diameter, spheres and
balls is carried from its underlying non-weighted graph. Furthermore, we define
the transition rate from x to y as pxy := wxy

µx
and define the weighted vertex degree

as Deg(x) := 1
µx

∑
y∈V wxy =

∑
y∈V pxy.

Third is a discrete Markov chain (X,Q, π), consists of a finite set of vertices X
and a Markov kernel Q : X ×X → R≥0 satisfying

∑
y∈X Q(x, y) = 1. We always

assume Q to be irreducible and reversible (see further discussion in Chapter 20),
and consequently there exists a unique stationary probability measure (also known
as a steady state) π : X → R+ satisfying

∑
x∈X π(x) = 1,

∑
x∈X Q(x, y)π(x) =

π(y) and the detailed balance equation Q(x, y)π(x) = Q(y, x)π(y). The vertex
π-degree of x is defined as Degπ(x) := 1

π(x)

∑
y∈S1(x) π(y).

Furthermore, a Markov chain (X,Q, π) can be regarded as a weighted graph G =
(X,w, µ) by viewing wxy = Q(x, y)π(x) = wyx as a symmetric edge-weight, and
µx = π(x) as a vertex measure. The transition rate is then given by pxy := wxy

µx
=

Q(x, y), which is the transitional probability to go from x to y. Here we allow
Q(x, x) to possibly be nonzero (which means the Markov chain can have self-
loops), but whether Q(x, x) = 0 is required or not has no effect on the associated
Laplacian ∆f :=

∑
y(f(y)− f(x))Q(x, y) and the entropic Ricci curvature.

9.2 Lin-Lu-Yau’s modification of Ollivier Ricci cur-
vature for graphs

The notion of coarse Ricci curvature κ(x, y) = 1− W1(mx,my)

d(x,y)
, which was introduced

by Ollivier, have been studied in the context of combinatorial graphs G = (V,E)
by Lin, Lu and Yau [LLY11]. They consider, for each vertex x ∈ V , the probability
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measure mx = µαx to be obtained by a one-step lazy simple random walk from a
vertex x with the probability α ∈ (0, 1] to stay idle. More precisely, µαx(x) = α
and µαx(v) = (1 − α)/ deg(x) if v is a neighbor of x. Then the α-Ollivier Ricci
curvature between two different vertices x, y ∈ V is defined as

κα(x, y) := 1−
W1(µαx , µ

α
y )

d(x, y)
.

This curvature notion is the central focus of Part II.

9.3 Bakry-Émery curvature on graphs

Recall from Section 5.4 the following Bakry-Émery curvature-dimension condition
on a Riemannian manifold (Mn, 〈·, ·〉). Given K ∈ R and N ∈ [0,∞], a point
x ∈M satisfies BE(K,N) if the following inequality holds for all f ∈ C∞(M),

Γ2f(x) ≥ 1

N
(∆f(x))2 +KΓf(x), (9.2)

where

2Γ(f, g) := ∆(fg)− f∆g − g∆f,

2Γ2(f, g) := ∆(Γ(f, g))− Γ(f,∆g)− Γ(g,∆f),

and Γf := Γ(f, f) and Γ2f := Γ2(f, f). The fact that the condition (9.2) and two
iterations Γ and Γ2 are defined via ∆ allows one to generalize the Bakry-Émery
curvature-dimension condition BE(K,N) for any spaces admitting the Laplace
operator. Early works by Elworthy [Elw91], by Schmuckenschlaäger [Sch99], and
by Lin and Yau [LY10] study this Bakry-Émery curvature-dimension condition on
weighted graphs G = (V,w, µ) with the graph Laplacian ∆ defined as

∆f(x) :=
1

µx

∑
y∈V

wxy.

In particular, a vertex x ∈ V is said to satisfy BE(K,N) if (9.2) holds for all
functions f : V → R. Furthermore, the Bakry-Émery curvature at x, denoted
as K(G, x;N), is the maximum K such that BE(K,N) is satisfied at x. This
curvature notion is the central focus of Part III.
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9.4 Erbar-Maas’ approach to adapt LSV curvature
for discrete Markov chains

Recall the definition by Lott-Sturm-Villani (see Definition 3.4) which defines the
lower Ricci curvature bound for a metric measure space (X, d,m) by the displace-
ment convexity of the entropy functional. This definition requires firstly that there
exists a geodesic connecting any two given probability measures; in other words,
the Wasserstein space P2(X) needs to be a geodesic space, which is the case for
when X is geodesic space (see Theorem 1.20). On the other hand, when X is a dis-
crete space, there is no constant speed geodesic joining any two distinct probability
measures.

Proposition 9.1. Let (X, d) be a discrete metric space. Then there is no con-
stant speed geodesic (µt)t∈[0,1] in the Wasserstein space (P2(X),W2), except trivial
geodesics where µt is constant on t.

Proof. Assume that (µt)t∈[0,1] is a constant speed geodesic. Fix an arbitrary point
x ∈ X. Since X is discrete, there exist δ > 0 such that δ < d(x, y) for all
y ∈ X\{x}. For any transport plan π ∈

∏
(µs, µt), its marginal constraints imply

that π(x, x) ≤ µt(x) and π(x, x) ≤ µs(x), and that∑
y∈X\{x}

π(x, y) = µs(x)− π(x, x) ≥ max{µs(x)− µt(x), 0};

∑
y∈X\{x}

π(y, x) = µt(x)− π(x, x) ≥ max{µt(x)− µs(x), 0}.

The quadratic cost of π then satisfies∑
X×X

d2(u, v)π(u, v) > δ2
∑

y∈X\{x}

(π(x, y) + π(y, x)) ≥ δ2|µs(x)− µt(x)|.

The constant speed property of (µt)t∈[0,1] then gives

|s− t|W2(µ0, µ1) = W2(µs, µt) ≥ δ
√
|µs(x)− µt(x)|,

which implies |µs(x)−µt(x)| ≤ L|s−t|2 for all s, t ∈ [0, 1], where L := W2(µ0, µ1)2/δ

is a constant. By fixing s, one has the limit lim
t→s

∣∣∣µt(x)−µs(x)
t−s

∣∣∣ ≤ lim
t→s

L|s − t| = 0,
which means t 7→ µt(x) is differentiable at t = s and its derivative is zero. It
follows that µt(x) is constant on t for every x ∈ X.



9.4. ERBAR-MAAS ENTROPIC RICCI CURVATURE 77

There were two approaches to circumvent the lack of constant speed geodesics
in the Wasserstein space (P2(X),W2) for discrete spaces X. The first approach
by Bonciocat and Sturm [BS09] introduces “approximated points” along “rough
geodesics”. The second approach by Erbar and Maas [EM12], modifies W2-metric
into a new transport metric, called W by applying the concept of Otto’s calculus
and Benamou-Brenier formula in such a way that (P2(X),W) is a geodesic space.
This approach by Erbar and Maas gives rise the entropic Ricci curvature on discrete
Markov chains, which is the central focus of Part IV.
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Part II

Ollivier Ricci curvature on graphs
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Chapter 10

W1 on graphs

In this chapter, we briefly recall basic concepts of optimal transport, including the
Kantorovich cost-minimizing transportation problem and its duality. These con-
cepts were already discussed in Section 1.1, but we would like to present them here
in the context of L1-Wasserstein distance W1 on graphs. Readers are encouraged
to consult the book by Peyré and Cuturi [PC19, Chapter 6].

10.1 Cost-minimizing problem and dual problem

As usual, let G = (V,E) be a simple, connected and locally finite graph and let

P(V ) :=

{
µ : V → [0, 1]

∣∣∣∣ ∑
x∈V

µ(x) = 1, | supp(µ)| <∞

}

be the set of finitely supported probability measures on G. For µ, ν ∈ P(V ),
the 1-Wasserstein distance W1 is defined via the following Kantorovich optimal
transportation problem :

W1(µ, ν) := inf
π∈Π(µ,ν)

{
cost(π) :=

∑
x,y∈V

d(x, y)π(x, y)

}
, (10.1)

where the infimum runs over the set of all transport plans from µ to ν,

Π(µ, ν) :=

 π : V × V → [0, 1]

∣∣∣∣∣∣
∑
y∈V

π(x, y) = µ(x) ∀x ∈ V∑
x∈V

π(x, y) = ν(y) ∀y ∈ V

 . (10.2)
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Note that the marginal constraints in (10.2) implies that supp(π) ⊂ supp(µ) ×
supp(ν), and consequently∑

y∈supp(ν)

π(x, y) = µ(x) and
∑

x∈supp(µ)

π(x, y) = ν(y).

Any minimizer π to the problem (10.1) is called an optimal transport plan from
µ to ν, and we denote by Πopt(µ, ν) the set of all such optimal transport plans.
On the other hand, the 1-Wasserstein distance can also be reformulated via the
following Kantorovich dual problem :

W1(µ, ν) = sup
φ∈Lip1(V )

∑
x∈V

φ(x)(µ(x)− ν(x)), (10.3)

where Lip1(V ) := {φ : V → R | φ(x) − φ(y) ≤ d(x, y) ∀x, y } is the set of all
1-Lipschitz functions on V . Any maximizer φ to the problem (10.3) is called an
optimal Kantorovich potential.

The Existence of optimal plans and optimal Kantorovich potentials is asserted
from a general optimal transport theory on metric spaces (see Theorem 1.10 and
Remark 1.11). Alternatively, one can regard (10.1) as a standard finite-dimensional
linear optimization problem with a variable π = (π(x, y))supp(µ)×supp(ν) ≥ 0, whose
minimizer always exists.

An important aspect of the Kantorovich duality is the relation between optimal
transport plans and optimal Kantorocih potential, which can be described by the
following complementary slackness theorem.

Theorem 10.1 (Complementary Slackness). Let G = (V,E) be a graph. Suppose
that π is an optimal transport plan and φ is an optimal Kantorovich potential from
µ to ν in P(V ). Then

φ(x)− φ(y) = d(x, y) ∀(x, y) ∈ supp(π).

10.2 Triangle inequality and transport geodesics

It holds in general that for every r ∈ [1,∞) and a metric measure space (X, d),
the Wasserstein distance Wr defines a metric on the finite-r-moment probability
measure space Pr(X) (see Proposition 1.13). Here we decide to present a proof
in our particular case of W1 on graphs. Minkowski’s inequality for L1 spaces is
simply the triangle-inequality, and the gluing lemma shares the same concept as
the concatenation of transport plans, which we will introduce as follows.
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Proposition 10.2. Let G = (V,E) be a graph. Then W1 defines a metric on the
space of probability measures P(V ).

Proposition 10.3 (concatenation of transport plans). Let G = (V,E) be a graph
and µ, ν, ρ ∈ P(V ) be three probability measures. For any transport plans π1 ∈∏

(µ, ν) and π2 ∈ Π(ν, ρ), the concatenation of plans π1 and π2, denoted as
π2 ◦ π1, is defined to be the function π3 : V × V → [0, 1] such that

π3(x, z) :=
∑

y∈supp(ν)

π1(x, y)π2(y, z)

ν(y)
∀x, z ∈ V. (10.4)

Then π3 defines a transport plan from µ to ρ.

Moreover, if π1, π2 are given by transport maps T1, T2 : V → V , then the concate-
nation π3 = π2 ◦ π1 is also given by a composite map T3 = T2 ◦ T1.

Proof of Proposition 10.3. We need to verify the marginal constraints for π3 ∈
Π(µ, ρ). First, for all x ∈ V , we have∑

z

π3(x, z) =
∑
z

∑
y∈supp(ν)

π1(x, y)π2(y, z)

ν(y)

=
∑

y∈supp(ν)

π1(x, y)

ν(y)
· ν(y) =

∑
y∈supp(ν)

π1(x, y) = µ(x),

where we apply the marginals
∑

z π2(y, z) = ν(y) and
∑

y π1(x, y) = µ(x). Simi-
larly, it can be shown that

∑
x π3(x, z) = ρ(z), and hence π3 ∈ Π(µ, ρ) as desired.

Moreover, if transport maps T1, T2 : V → V induces the plans π1, π2, namely,

π1(x, y) =

{
µ(x) if y = T1(x),

0 otherwise
; π2(y, z) =

{
ν(y) if z = T2(y),

0 otherwise
.

Then π3(x, z) defined via (10.4) is nonzero if and only if π1(x, y) > 0 and π2(y, z) >
0, which occurs exactly when y = T1(x) and z = T2(y). In this case,

∑
z π3(x, z) =

π3(x, T2(T1(x))) = µ(x). Therefore,

π3(x, z) =

{
µ(x) if z = T2 ◦ T1(x),

0 otherwise
,

which means π3 is induced from the composition T2 ◦ T1 : V → V .

Now we are ready to prove that W1 satisfies the three metric axioms.
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Proof of Proposition 10.2. The symmetry property W1(µ, ν) = W1(ν, µ) is obvi-
ous, since for every transport plan π ∈ Π(µ, ν), the reverse plan π(−1) ∈ Π(ν, µ)
defined by π(−1)(x, y) := π(y, x) has the same cost as π. The identity property
W1(µ, ν) = 0 ⇒ µ = ν can also be proved easily by a contrapositive argument.
We are left to check the triangle inequality, namely

W1(µ, ν) +W1(ν, ρ) ≥ W1(µ, ρ) ∀µ, ν, ρ ∈P(V ).

Assume π1 ∈ Π(µ, ν) and π2 ∈ Π(ν, ρ), and consider the concatenation π3 :=
π2 ◦ π1 ∈ Π(µ, ρ). As one would expect, the cost of π3 is no more than that of π1

and π2 combined:

cost(π3) =
∑
x,z

d(x, z)π3(x, z)

=
∑
x,z

∑
y∈supp(ν)

d(x, z) · π1(x, y)π2(y, z)

ν(y)

4
≤
∑
x,z

∑
y∈supp(ν)

(
d(x, y) + d(y, z)

)
π1(x, y)π2(y, z)

ν(y)
(10.5)

=
∑
x

∑
y∈supp(ν)

d(x, y)π1(x, y) +
∑
z

∑
y∈supp(ν)

d(y, z)π2(y, z)

=
∑
x,y

d(x, y)π1(x, y) +
∑
y,z

d(y, z)π2(y, z) = cost(π1) + cost(π2).

By choosing π1 and π2 to be optimal transport plans, we conclude that

W1(µ, ρ) ≤ cost(π3) ≤ W1(µ, ν) +W1(ν, ρ). (10.6)

Remark 10.4. Wemay refer to theWasserstein space (P(V ),W1) as the space of
probability measures P(V ) equipped with the Wasserstein metric W1. Moreover,
the underlying metric space (V, d) is embedded isometrically into the Wasserstein
space (P(V ),W1) by x 7→ δx since W1(δx, δy) = d(x, y) (compared to Definition
1.14 and Remark 1.16).

Corollary 10.5. Given µ, ν, ρ ∈P(V ), suppose

W1(µ, ρ) ≤ W1(µ, ν) +W1(ν, ρ).

Then for any optimal transport plans π1 ∈
∏

opt(µ, ν) and π2 ∈
∏

opt(ν, ρ), we have

1. the concatenation π3 = π2 ◦ π1 is optimal, and
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2. d(x, y)+d(y, z) = d(x, z) for all pairs (x, y) ∈ supp(π1) and (y, z) ∈ supp(π2).

Proof of Corollary 10.5. The fact thatW1(µ, ρ) = W1(µ, ν)+W1(ν, ρ) implies that
the inequalities (10.6) hold with equality, which means π3 is optimal. Moreover, the
triangle inequality (10.5) holds with equality, so we must have d(x, z) = d(x, y) +
d(y, z) whenever π1(x, y) > 0 and π2(y, z) > 0.

Moreover, we imitate the convention of intervals, introduced as in (9.1), for
Wasserstein space (P(V ),W1) and say that an interval

[µ, ρ] := {ν ∈P(V )| W1(µ, ν) +W1(ν, ρ) = W1(µ, ρ)}

consists of all measures ν lying on a W1-geodesic from µ to ρ. Then one can
reformulate the above corollary and extend the result inductively as follows.

Corollary 10.6. Suppose that µ1, µ2, ..., µn ∈P(V ) lie orderly on a W1-geodesic,
that is,

n−1∑
i=1

W1(µi, µi+1) = W1(µ1, µn).

For all 1 ≤ i ≤ n − 1, let πi ∈
∏

opt(µi, µi+1) be an optimal transport plan. Then
the concatenation of the supports of π1, π2, ..., πn forms a geodesic on V , that is,

n−1∑
i=1

d(xi, xi+1) = d(x1, xn)

for all pairs (xi, xi+1) ∈ supp(πi).

Definition 10.7 (transport geodesics). Suppose that µ1, µ2, ..., µn ∈ P(V ) lie
orderly on a W1-geodesic. Then any such sequence of vertices x1, x2, ..., xn (which
may contain repetitions among consecutive vertices) from Corollary 10.6 is called
a transport geodesic associated to the sequence µ1, µ2, ..., µn.
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Chapter 11

Ollivier Ricci curvature (ORC) with
Lin-Lu-Yau modification

11.1 Relevant results about Ollivier Ricci curva-
ture

Lin, Lu and Yau introduce in [LLY11] a convention for Ollivier Ricci curvature on
a combinatorial graph by considering a “small ball” centered at a vertex x to be
obtained after a one-step lazy simple random walk with idleness/laziness α from
x.

Definition 11.1 ([LLY11]). Let G = (V,E) be a locally finite graph. Let α ∈
[0, 1] be an idleness parameter. For any vertex x ∈ V , the probability measure
µαx : V → [0, 1] is given by

µαx(v) :=


α if v = x,

1−α
deg(x)

if v ∈ S1(x),

0 otherwise.

The α-Ollivier Ricci curvature between two different vertices x, y ∈ V is given
by

κα(x, y) := 1−
W1(µαx , µ

α
y )

d(x, y)
,

and the Lin-Lu-Yau curvature is defined to be

κ(x, y) := lim
α→1

κα(x, y)

1− α
.
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The following lemma provides a useful fact that Ollivier Ricci curvature between
two vertices with great distance apart can be bounded from below by the curvature
between some pair of vertices which are closer.

Lemma 11.2. Suppose that y ∈ [x, z]. Then for all α ∈ [0, 1], we have

κα(x, z) ≥ min{κα(x, y), κα(y, z)}.

Proof. Fix any α ∈ [0, 1], and let Kα := min{κα(x, y), κα(y, z)}. The triangle
inequality W1(µαx , µ

α
z ) ≤ W1(µαx , µ

α
y ) +W1(µαy , µ

α
z ) implies that

(1− κα(x, z))d(x, z) ≤ (1− κα(x, y))d(x, y) + (1− κα(y, z))d(y, z)

≤ (1−Kα)(d(x, y) + d(y, z))

= (1−Kα)d(x, z),

due to y ∈ [x, z]. We can then conclude that κα(x, z) ≥ Kα as desired.

An immediate consequence of the above lemma is that the infimum of curvature
among all pairs of different vertices is equal to the infimum of curvature between
any two adjacent vertices. Therefore, when we discuss the lower bound of curvature
on graphs, it makes sense to consider Ollivier Ricci curvature restrictively on edges
of graphs.

Corollary 11.3. For all α ∈ [0, 1], we have

inf
x 6=y

κα(x, y) = inf
x∼y

κα(x, y).

Example 11.4 (hypercube). The hypercube Qn can be viewed as the graph whose
vertices are elements of {0, 1}n, and two vertices are adjacent if and only if their
Hamming distance (i.e., the number of coordinates at which the corresponding
values are different) is one. Consider a vertex x = (0, 0, ..., 0) = 0̄ with n neighbors
represented by { ei | 1 ≤ i ≤ n }, where ei is the standard unit vector with a
1 in the i-th coordinate and 0’s elsewhere. Let y = e1, and we aim to compute
κα(x, y) = 1−W1(µαx , µ

α
y ), where the probability measures µαx , µαy are

µαx(z) =



α, if z = 0̄,
1−α
n
, if z = e1,

1−α
n
, if z = ei

for 2 ≤ i ≤ n,

0, otherwise,

and µαy (z) =



α, if z = e1,
1−α
n
, if z = 0̄,

1−α
n
, if z = e1 + ei

for 2 ≤ i ≤ n,

0, otherwise.
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Denote m := min{α, 1−α
n
} ∈ R≥0. One may be convinced that to transport op-

timally from µαx to µαy , the masses can stay put at 0̄ and e1 for at most m units
each. The other masses of 1 − 2m units, collectively, need to move with the dis-
tance one (between 0̄ and e1, and from ei to e1 + ei for i ≥ 2), so the total cost
is 1− 2m. Explicitly, the corresponding transport plan π ∈ Π(µαx , µ

α
y ) is given by

π(0̄, 0̄) = π(e1, e1) = m, π(0̄, e1) = α −m, π(e1, 0̄) = 1−α
n
−m and π(ei, ei) = 1−α

n

for all 2 ≤ i ≤ n. This gives the total cost of π to be

cost(π) = (α−m) +

(
1− α
n
−m

)
+ (n− 1)

(
1− α
n

)
= 1− 2m,

which means W1(µαx , µ
α
y ) ≤ 1− 2m.

To verify that W1(µαx , µ
α
y ) ≥ 1− 2m, we need to employ the Kantorovich Duality.

We construct a 1-Lipschitz function φ : V → R as follows:

(
φ(0̄), φ(e1)

)
=

{
(0, 1) if α ∈ [0, 1

n+1
],

(1, 0) if α ∈ [ 1
n+1

, 1],

and φ(ei) = 1 and φ(e1 + ei) = 0 for all 2 ≤ i ≤ n. So far, φ satisfies the
1-Lipschitz condition among vertices in supp(µαx) ∪ supp(µαy ), and it can be 1-
Lipschitz extended to all other vertices. Then we can deduce from the dual problem
that

W1(µαx , µ
α
y ) ≥

∑
z∈V

φ(z)(µαx(z)− µαy (z))

=
1− α
n

(n− 1) + (φ(0̄)− φ(e1))

(
α− 1− α

n

)
=

{
1− 2α if α ∈ [0, 1

n+1
],

1− 2(1−α)
n

if α ∈ [ 1
n+1

, 1]
= 1− 2m.

Therefore, W1(µαx , µ
α
y ) = 1− 2m. In conclusion, the α-Ollivier Ricci curvature on

an edge of the hypercube Qn is given by

κα(x, y) = 1−W1(µαx , µ
α
y ) = 2m =

{
2α if α ∈ [0, 1

n+1
],

2(1−α)
n

if α ∈ [ 1
n+1

, 1],

and the Lin-Lu-Yau curvature is κ(x, y) = limα→1
κα(x,y)

1−α = 2
n
.

Note that the non-lazy curvature κ0 of a hypercube is zero. However, hypercubes
(as the discrete counterpart of round spheres) are expected to have positive curva-
ture, so the curvature with a nonzero idleness parameter α may serve as a better
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representation of curvature. Common choices of α are 1
2
, or 1

d+1
in case of a d-

regular graph. For readers’ interest, general curvature notions for hypercubes are
also discussed by Ollivier and Villani in [OV12].

In fact, Bourne et al. [BCL+18, Theorem 1.1 and Remark 5.4] discovers that
for any graph, the α-Ollivier Ricci curvature on edges with large enough α is a
linear function on α, and hence it only differs from the Lin-Lu-Yau curvature by a
multiplication factor. This result is extended further for the curvature defined on
any pair of different vertices; see [CK19, Corollary 3.4].

Theorem 11.5 (α-ORC and Lin-Lu-Yau). Let G = (V,E) be a graph. Consider
two different vertices x, y ∈ V with vertex degrees deg(x) = dx and deg(y) = dy.

1. If x ∼ y, then κ(x, y) = κα(x,y)
1−α for all α ∈ [ 1

max(dx,dy)+1
, 1). In particular, if

dx = dy = d,

κ(x, y) = 2κ 1
2
(x, y) =

d+ 1

d
κ 1
d+1

(x, y).

2. In general, for any x 6= y, we have κ(x, y) = κα(x,y)
1−α for all α ∈ [1

2
, 1). In

particular,

κ(x, y) = 2κ 1
2
(x, y). (11.1)

From this relation between κα and κ, we see that Lemma 11.2 and Corollary 11.3
also hold with κ instead of κα.

Another important result is the computation of the curvature for the Cartesian
product of two regular graphs. We refer [LLY11, Theorem 3.1] for a proof, and
[BCL+18] for a generalized result on κα, and [CK19, Theorem 6.2] for an extended
result to nonadjacent vertices.

Theorem 11.6 (Cartesian product). Let G = (VG, EG) be a dG-regular graph and
H = (VH , EH) be a dH-regular graph. Let x1, x2 ∈ VG with x1 ∼ x2 and y1, y2 ∈ VH
with y1 ∼ y2. Then

κG×H((x1, y1), (x2, y1)) =
dG

dG + dH
κG(x1, x2),

κG×H((x1, y1), (x1, y2)) =
dH

dG + dH
κH(y1, y2).

Remark 11.7. By viewing the hypercube Qn as the Cartesian products of n copies
of the complete graph K2, one may apply Theorem 11.6 inductively and deduce
that the curvature of Qn is κ(x, y) = 2

n
for all x ∼ y.
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11.2 Normalized Laplacian and Lichnerowicz the-
orem

The normalized graph Laplacian ∆ is defined on a graph G = (V,E) as

∆f(x) :=
1

deg(x)

∑
z∈N(x)

(f(z)− f(x)) ∀f ∈ RV ,∀x ∈ V.

In case G = (V,E) is a finite and connected graph, the Laplacian eigenvalues λ ∈ R
solving ∆f+λf = 0 are known to be nonnegative real numbers and can be arranged
in an increasing order with multiplicities: 0 = λ0 < λ1 ≤ ... ≤ λn−1, where n = |V |.
The trivial eigenvalue λ0 = 0 corresponds to the constant eigenfunction, and the
second smallest eigenvalue λ1 is strictly positive as we assume the connectivity of
the graph G. The next theorem is a discrete analogue to the Lichnerowicz spectral
gap theorem on manifolds (c.f. Theorem 5.8 and Proposition 7.9). Here we follow
a proof from [LLY11, Theorem 4.2].

Theorem 11.8 (Lichnerowicz for ORC). Let G = (V,E) be a connected graph.
Assume that K := infx 6=y κ(x, y) > 0. Then the smallest nonzero eigenvalue satis-
fies

λ1 ≥ K.

Proof. First, we note that G must be a finite graph due to the Bonnet-Myer
diameter bound result (see Theorem 12.2). Fix α ∈ [1

2
, 1), and recall from Theorem

11.5 that κ(x, y) = κα(x,y)
1−α for all x 6= y. We define an average operatorMα : RV →

RV as Mαf(x) :=
∑
z∈V

µαx(z)f(z), which is simplified to

Mαf(x) = αf(x) +
∑

z∈S1(x)

1− α
deg(x)

f(z) = f(x) + (1− α)∆f(x).

Let f1 be an eigenfunction satisfying ∆f1 + λ1f1 = 0. Then we have

Mαf1(x) = (1− (1− α)λ1)f1(x). (11.2)

Consider the following Lipschitz constant of f1, namely

` := max
x,y∈V

|f1(x)− f1(y)|
d(x, y)

,
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and suppose that the maximum is attained at (x1, y1). Note that ` 6= 0 since f1 is
not constant. We then have∣∣∣∣Mα

(
f1

`

)
(x1)−Mα

(
f1

`

)
(y1)

∣∣∣∣ = |1− (1− α)λ1| d(x1, y1). (11.3)

On the other hand, since f1
`
is 1-Lipschitz, the Kantorovich duality yields∣∣∣∣Mα

(
f1

`

)
(x1)−Mα

(
f1

`

)
(y1)

∣∣∣∣ =

∣∣∣∣∣∑
z∈V

f(z)

`

(
µαx1(z)− µαy1(z)

)∣∣∣∣∣
≤ W1(µαx1 , µ

α
y1

)

=
(
1− κα(x1, y1)

)
d(x, y) (11.4)

Comparing (11.4) to (11.3) gives λ1 ≥ κα(x1,y1)
1−α = κ(x1, y1) ≥ K as desired.

Remark 11.9. For a hypercube Qn, the eigenvalues of the adjacency matrix AQn
are (n−2i) with multipicities

(
n
i

)
for all 0 ≤ i ≤ n. The smallest nonzero Laplacian

eigenvalue (corresponging to n− 2 of AQn) is λ1 = 2
n
, and hence the Lichnerowicz

spectral bound is sharp. In fact, the class of all Lichnerowicz sharp graphs
are much larger and not yet fully classified. For readers’ interest, some partial
classification result is provided in [CKK+20, Section 6].



Chapter 12

Bonnet-Myers diameter bound and
Maximal diameter theorem

In this chapter, we present a Bonnet-Myers type diameter bound theorem for Ol-
livier Ricci curvature. The diameter bound result appears in Ollivier’s original
work [Oll09, Proposition 23] as well as in the paper by Lin-Lu-Yau [LLY11, Theo-
rem 4.1], and its proof features a simple application of the triangle inequality. In
the second half of this chapter, we introduce the concept of the maximal diameter,
which will prepare us for the discussion of the rigidity result in the next chapter.

All results in this chapter are stated in terms of the Lin-Lu-Yau curvature κ, but
most proofs use arguments based on κα due to the relation κα = (1 − α)κ for
α ∈ [1

2
, 1].

Lemma 12.1. Let G = (V,E) be a graph, and let x, y ∈ V with x 6= y. Then

κ(x, y) ≤ 2

d(x, y)
.

Proof. We aim to prove that κα(x, y) ≤ 2(1−α)
d(x,y)

for any α.

Let ` := d(x, y) and denote a geodesic in G from x to y by x0 ∼ x1 ∼ · · · ∼ x`,
where x0 = x and x` = y.

The triangle inequality for the metric W1 gives

` = W1(δx, δy) ≤ W1(δx0 , µ
α
x0

) +W1(µαx0 , µ
α
x`

) +W1(µαx` , δx`)

= (1− α) + `(1− κα(x, y)) + (1− α), (12.1)

where W1(δv, µ
α
v ) = 1 − α for any v ∈ V since the total mass of 1 − α unit is

transported from v to its neighbors).
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Theorem 12.2 (Bonnet-Myers). If a locally finite graph G = (V,E) has a pos-
itive α-Ollivier Ricci lower curvature bound for some α ∈ [0, 1), namely Kα :=
infx∼y κα(x, y) > 0, then the diameter of G is bounded above by

diam(G) ≤ 2(1− α)

Kα

, (12.2)

and hence G is finite.

Similarly, if G has a positive Lin-Lu-Yau lower curvature bound K := infx∼y κ(x, y) >
0, then

diam(G) ≤ 2

K
. (12.3)

The short version of the proof follows from Lemma 12.1 by choosing x, y ∈ V
such that d(x, y) = diam(G) and using Corollary 11.3. However for later purposes
involving transport geodesics, we provide another proof which is direct and does
not use the Lemma 12.1.

Proof. For arbitrary x, y ∈ V , let L := d(x, y) and denote a geodesic in G from x
to y by x0 ∼ x1 ∼ · · · ∼ xL, where x0 = x and xL = y.

The triangle inequality gives

L = W1(δx, δy) ≤ W1(δx0 , µ
α
x0

) +
L−1∑
i=0

W1(µαxi , µ
α
xi+1

) +W1(µαxL , δxL)

≤ (1− α) + L(1−Kα) + (1− α), (12.4)

where W1(µαxi , µ
α
xi+1

) = 1 − κα(xi, xi+1) ≤ 1 − Kα for all i. Rearranging (12.4)
yields L ≤ 2(1−α)

Kα
, which means the diameter of G is no more than 2(1−α)

Kα
. A finite

diameter bound for a locally finite graph G then implies that G is also finite.

The second statement of the theorem follows immediately due to the relation
κ = κα

1−α for α ∈ [1
2
, 1).

Definition 12.3. A graph G = (V,E) is said to be Bonnet-Myers sharp if
(12.3) holds with equality, that is,

inf
x∼y

κ(x, y) =
2

diam(G)
.

Equivalently, G is Bonnet-Myers sharp iff (12.2) holds with equality for some (and
for all) α ∈ [1

2
, 1), that is,

inf
x∼y

κα(x, y) =
2(1− α)

diam(G)
.
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Moreover, a graph is called (D,L)-Bonnet-Myers sharp if it is D-regular and
has the diameter L.

Hypercubes are examples of Bonnet-Myers sharp graphs. A complete classification
of Bonnet-Myers sharp graphs is open, but we present in a full classification under
the additional assumption of self-centeredness later in Chapter 13. Hypercubes
were also examples of Lichnerowicz sharp graphs. In fact, regular Bonnet-Myers
sharp graphs are Lichnerowicz sharp; see [CKK+20, Theorem 1.5].

An important characteristic of Bonnet-Myers sharp graphs is related toW1-geodesics
between the Dirac measures of the two opposite poles as explained in the following
theorem.

Theorem 12.4. Let G = (V,E) be a Bonnet-Myers sharp graph and let x, y ∈ V
with d(x, y) = diam(G) =: L. Assume that a sequence of vertices x = v0, v1, v2, ...,
vn−1, vn = y lie orderly on a geodesic in G. Then for any α ∈ [1

2
, 1),

(a) the sequence of probability measures δx, µαx , µαv1 , ..., µ
α
vn−1

, µαy , δy ∈P(V ) also
lie orderly on a W1-geodesic, and

(b) κα(vi, vj) = 2(1−α)
L

and κ(vi, vj) = 2
L
for all vi 6= vj.

Additionally, if G is D-regular, then (a) and (b) also hold with α = 1
D+1

.

Proof. Being Bonnet-Myers sharp means infu∼v κα(u, v) = 2(1−α)
L

for all α ∈ [1
2
, 1].

In view of Corollary 11.3, it implies that for all u, v ∈ V with u 6= v,

2(1− α)

L
≤ κα(u, v) = 1− W1(µαu , µ

α
v )

d(u, v)
,

that is, W1(µαu , µ
α
v ) ≤ L−2(1−α)

L
· d(u, v).

Recall also that W1(δx, µ
α
x) = 1 − α = W1(µαy , δy). Therefore, by the triangle

inequality on (P(V ),W1), we have

L = W1(δx, δy)
∆

≤ W1(δx, µ
α
x) +

n−1∑
i=0

W1(µαvi , µ
α
vi+1

) +W1(µαy , δy)

≤ 2(1− α) +
L− 2(1− α)

L

n−1∑
i=0

d(vi, vi+1) = L, (12.5)

where the last equality comes from the assumption that
∑n−1

i=0 d(vi, vi+1) = d(x, y) =
L. The equality of (12.5) implies that both involved inequalities must hold with
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equality. The first one means δx, µαx , µαv1 , ..., µ
α
vn−1

, µαy , δy lie orderly on a W1-
geodesic, which yields (a). The second one implies that W1(µαvi , µ

α
vj

) = L−2(1−α)
L

·
d(vi, vj) for any vi 6= vj. This means κα(vi, vj) = 2(1−α)

L
and κ(vi, vj) = 2

L
, which

yields (b). Additionally, if G is D-regular, then infu∼v κα(u, v) = 2(1−α)
L

also holds
for α = 1

D+1
due to Theorem 11.5. The statements (a) and (b) are therefore proved

with the same arguments.

Our approach to understand more the property of Bonnet-Myers sharp graphs is
to apply the concept of transport geodesics (Corollary 10.6 and Definition 10.7)
to the W1-geodesics obtained from Theorem 12.4. This approach, which led us
to our classification result, will be discuss in more details in the next chapter.
Let us finish this chapter by presenting the following simple application of the
transport geodesic concept: Bonnet-Myers sharp graphs must satisfy the “spherical
suspension” property in the sense that every vertex must lie on a geodesic from any
pair of two opposite poles (compared to Theorem 4.5). This property has already
been proved by Matsumoto in his Master thesis [Mat10] written in Japanese, and
it was proved alternatively with a Laplacian method in [CKK+20, Theorem 5.5]
in the special case of regular graphs. Similar result was proved in the setting of
directed graphs in [OSY20, Theorem 1.2].

Theorem 12.5 (maximal diameter). Let G = (V,E) be a Bonnet-Myers sharp
graph, i.e., infx∼y κ(x, y) = 2

diam(G)
. Then for any x, y ∈ V with d(x, y) = diam(G),

we have [x, y] = V .

Proof. By connectivity of G, it suffices to show that if a vertex v lies in the interval
[x, y] then any neighbor of v also lies in [x, y].

Fix any α ∈ [1
2
, 1). Suppose v ∈ [x, y], that is, x, v, y lie orderly on a geodesic.

Theorem 12.4 implies in particular that δx, µαv , δy lie orderly on a W1-geodesic.
Consider optimal transport plans π1 ∈ Πopt(δx, µ

α
v ) and π2 ∈ Πopt(µ

α
v , δy).

For any neighbor of v, namely z (so z ∈ supp(µαv )), we know that π1(x, z) > 0
and π2(z, y) > 0. Corollary 10.6 then implies that x, z, y lie on a geodesic, i.e.,
z ∈ [x, y] as desired.



Chapter 13

Rigidity of Bonnet-Myers sharp
graphs

In this chapter, we aim to present the main result in [CKK+20] to find all possi-
ble Bonnet-Myers sharp graphs, i.e., satisfying diam(G) = 2

infx∼y κ(x,y)
(under the

additional assumption of self-centeredness).

We restrict our interest to Bonnet-Myers sharp graphs which are regular graphs
(i.e., every vertex has the same degree). By considering a (D,L)-Bonnet-Myers
sharp graph G = (V,E), where D = deg(G) and L := diam(G), the most natural
choice of the idleness parameter is α = 1

D+1
, which gives the curvature on an edge

x ∼ y as

κ(x, y) =
D + 1

D
κα(x, y) =

D + 1

D
(1−W1(µx, µy)),

where here and henceforth µx := µ
1

D+1
x is the probability measure uniformly dis-

tributed in the one-ball B1(x), that is,

µx(z) =

{
1

D+1
, if z ∈ B1(x),

0 otherwise.

Remark 13.1. Due to the fact that all individual masses in µx and µy are equal
to 1

D+1
, there always exists an optimal transport plan π ∈ Πopt(µx, µy) without

splitting masses. In other words, π is induced by a bijective optimal transport
map T : B1(x) → B1(y), where for each v ∈ B1(x), the image T (v) is the
corresponding vertex in B1(y) such that π(v, T (v)) = 1

D+1
(and π(v, z) = 0 for all

vertices z other than T (v)). Moreover, we can assume without loss of generality
that we do not need to move masses from origin that already lie in the destination;
in other words, T (v) = v for all v ∈ B1(x)∩B1(y) (see arguments in, e.g., [BCL+18,
Lemma 4.1]).
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13.1 Transport geodesics of a regular Bonnet-Myers
sharp graph

Definition 13.2. Consider a (D,L)-Bonnet-Myers sharp graph G = (V,E) and
assume a full-length geodesic of G, namely,

g : x0 ∼ x1 ∼ x2 ∼ · · · ∼ xL.

For every 1 ≤ j ≤ L, consider an optimal transport map Tj from µxj−1
to µxj

satisfying the following properties:

(P1) Tj : B1(xj−1)→ B1(xj) is a bijection.

(P2) Tj(v) = v if and only if v ∈ B1(xj−1) ∩B1(xj).

Such a map Tj is called a good optimal transport map. The existence of good
maps Tj is explained in Remark 13.1 (but these maps are not necessarily unique
a priori).

Moreover, define maps T j : B1(x0)→ B1(xj) as the composition

T j := Tj ◦ · · · ◦ T1 ∀1 ≤ j ≤ L,

and T 0 is the identity map on B1(x0) by convention. These maps T j are also
bijections. For each z ∈ B1(x0), we define z(0) := z and for 1 ≤ j ≤ L,

z(j) := T j(z) := Tj ◦ · · · ◦ T1(z) ∈ B1(xj).

Note in particular that x0(0) = x0(1) = x0 by the condition (P2). One may define
transport geodesics along the core geodesic g as follows.

Proposition 13.3. Let G = (V,E) be a (D,L)-Bonnet-Myers sharp graph with
a full-length geodesic g and maps Tj and T j defined as in Definition 13.2. Then
for every z ∈ B1(x0), the vertices x0, z(0), z(1), z(2), ..., z(L), xL lie orderly on a
geodesic, that is,

L = d(x0, xL) = d(x0, z(0)) + d(z(0), z(1)) + d(z(1), z(2)) + ...+

d(z(L− 1), z(L)) + d(z(L), xL).

This sequence of vertices x0, z(0), z(1), z(2), ..., z(L), xL (which contains some rep-
etitions among consecutive vertices) is called a transport geodesic along geodesic
g.
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Proof of Proposition 13.3. We apply Theorem 12.4 in the case ofD-regular Bonnet-
Myers sharp graph and α = 1

D+1
, and deduce that the sequence of probability mea-

sures δx0 , µx0 , µx1 , ..., µxL−1
, µxL , δxL ∈ P(V ) lie orderly on a W1-geodesic. Note

also that along this sequence of probability measures, the mass of 1
D+1

unit travels
in the following chain of optimal transport plan/maps:

x0 7→ z(0)
T17→ z(1)

T27→ z(2)
T37→ ...

TL7→ z(L) 7→ xL.

In view of Theorem 10.6 and Definition 10.7, the sequence of vertices x0, z(0),
z(1), z(2), ..., z(L), xL is then a transport geodesic associated to the probability
measures δx0 , µx0 , µx1 , ..., µxL−1

, µxL , δxL .

Corollary 13.4. For any z ∈ B1(x0), we have d(z, T1(z)) ≤ 1.

Proof. Proposition 13.3 asserts in particular that x0, z(0), z(1) lie on a geodesic; in
other words, d(x0, T1(z)) = d(x, z) + d(z, T1(z)) for all z ∈ B1(x0). In the case of
z = x0, then T1(x0) = x0, so d(x0, T1(x0)) = 0 as desired. Otherwise, if z ∈ S1(x0),
then d(z, T1(z)) = d(x0, T1(z)) − 1. Recall further that T1(z) ∈ B1(x1) ⊂ B2(x0),
so d(x0, T1(z)) ≤ 2. Therefore, d(z, T1(z)) ≤ 1 as desired.

13.2 Transport geodesics of a Self-centered Bonnet-
Myers sharp graph

In this section, we assume that our (D,L)-Bonnet-Myers sharp graph G = (V,E)
has the extra condition that G is self-centered : every vertex is a pole, i.e., for
every x ∈ V , there exists y ∈ V such that d(x, y) = L. Such a vertex y is called
an antipole of x.

As a consequence of G being self-centered, the following proposition asserts that
any vertex v ∈ B1(xj−1) must be adjacent or equal to the image Tj(v) for any
1 ≤ j ≤ L.

For a shortened notion, we henceforth write u ' v to represent that u is adjacent
or equal to v.

Proposition 13.5. Let G = (V,E) be a self-centered (D,L)-Bonnet-Myers sharp
with a full-length geodesic g and maps Tj : B1(xj−1) → B1(xj) defined as in
Definition 13.2. For any 1 ≤ j ≤ L and any v ∈ B1(xj−1), we have v ' Tj(v). In
particular,

(P2) v = Tj(v) if v ∈ B1(xj−1) ∩B1(xj).
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(P3) v ∼ Tj(v) if v ∈ B1(xj−1) \B1(xj).

Proof. Fix 1 ≤ j ≤ L. By treating xj−1 as a pole together with an antipole y
(such that d(xj−1, y) = L), it is implied by the Maximal diameter theorem that
[xj−1, y] = V . Now since xj ∈ [xj−1, y], one can construct a full-length geodesic
from xj−1 to y passing through xj, namely, g′ : xj−1 ∼ xj ∼ ... ∼ y.

Then Corollary 13.4 (with roles of x0, z, T1 replaced by xj−1, v, Tj, respectively)
asserts that d(v, Tj(v)) ≤ 1, which means v ' Tj(v). Since the property (P2) was
assumed, the property (P3) follows immediately.

In words, (P1)-(P3) tell us that the bijection Tj : B1(xj−1) → B1(xj) is based
on triangles and a perfect matching : that is, Tj fixes every vertex z such
that xj−1xjz forms a triangle (including xj−1 and xj), and Tj forms a perfect
matching the other points in its domain and range (i.e., B1(xj−1) \ B1(xj) and
B1(xj) \B1(xj−1)). This property was proved differently via Laplacian arguments
in [CKK+20, Theorem 5.7 and Corollary 5.10].

The combination of Propositions 13.3 and 13.5 immediately yields the following
result about the transport geodesics along g of a self-centered Bonnet-Myers sharp
graph.

Proposition 13.6. Let G = (V,E) be a self-centered (D,L)-Bonnet-Myers sharp.
Given a full-length geodesic g and maps Tj and T j (for 1 ≤ j ≤ L) defined as
above. Then every z ∈ B1(x0) induces a transport geodesic along g, namely,

x0 ' z(0) ' z(1) ' z(2) ' · · · ' z(L) ' xL,

and we denote this geodesic by gz.

Remark 13.7. The definition of a transport geodesic gz depends on a full-length
geodesic g and sets of transport maps {Tj}Lj=1. Each Tj is a priori not uniquely
defined, since the definition of Tj is based on triangles and a perfect matching,
the latter of which is not necessarily unique. We will see later (cf. Remark 13.13)
that in fact the maps {Tj}Lj=1 are already uniquely determined by g in the case of
self-centered Bonnet-Myers sharp graphs.

13.3 Antipoles of intervals in a self-centered Bonnet-
Myers sharp graph

We still assume that our graph G = (V,E) is a self-centered (D,L)-Bonnet-Myers
sharp graph. Henceforth we will use the following notation related to intervals:
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Given an interval [x, y] ⊂ V in G and a vertex z ∈ [x, y], we call a vertex z ∈ [x, y]
an antipole of z w.r.t. [x, y] if d(x, y) = d(z, z). Note that antipoles were
already introduced for graphs and this definition simply means that z and z are
antipoles of the induced subgraph of [x, y]. We now focus on identifying antipoles
w.r.t. intervals via the method of transport geodesics.

Theorem 13.8. Let G = (V,E) be a self-centered (D,L)-Bonnet-Myers sharp
with a full-length geodesic g : x0 ∼ x1 ∼ · · · ∼ xL. Then for any 2 ≤ k ≤ L,
x1 has a unique antipole w.r.t. the interval [x0, xk], which we will then denote as
ant[x0,xk](x1). In fact, we show that

ant[x0,xk](x1) = x0(k) = T k(x0) ∈ B1(xk)

for any fixed {Tj, T j}Lj=1 defined in Definition 13.2.

Proof. First, fix a set of transport maps {Tj, T j}Lj=1 associated to g. Suppose
that there exists z ∈ [x0, xk] which is an antipole of x1 w.r.t. [x0, xk], that is
z ∈ [x0, xk] and d(x1, z) = d(x0, xk) = k. Since x1 ∼ x0 and d(x1, z) = k, we have
d(x0, z) ≥ k− 1. Since z ∈ [x0, xk] and z 6= xk, we must have d(x0, z) = k− 1 and
d(z, xk) = 1. Since z ∈ B1(xk), there is a unique a ∈ B1(x0) such that a(k) = z,
that is a = (T k)−1(z) (because T k is a bijective map). By Proposition 13.6, we
obtain a geodesic

x0 ' a(0) ' a(1) ' ... ' a(k)

=

z

as a part of the geodesic ga. Therefore it satisfies

k − 1 = d(x0, z) = d(x0, a(0)) + d(a(0), a(1)) + d(a(1), z). (13.1)

On the other hand, since d(x1, z) = k and a(1) ∈ B1(x1), the triangle inequality
gives d(a(1), z) ≥ k − 1. Equation (13.1) then implies x0 = a(0) = a(1), which
means a = x0. Thus z = a(k) = x0(k). So far we have shown that, for every
2 ≤ k ≤ L, x0(k) is the only candidate for an antipole of x1 w.r.t. [x0, xk]. It
remains to show that x0(k) is in fact the antipole of x1 w.r.t [x0, xk].

In particular, when k = L, the antipole of x1 w.r.t. [x0, xL] = V exists by the
assumption that G is self-centered. Denote this antipole by x1 (which obviously
differs from xL). By the previous argument, x0(L) must be x1.

Consider the transport geodesic gx0 and recall that x0 = x0(0) = x0(1) and x0(L) =
x1 6= xL:

gx0 : x0 = x0(0) = x0(1) ' x0(2) ' · · · ' x0(L)

=

x1

∼ xL.
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Computing the length of gx0 yields the inequality

L = d(x0, xL) =
L−1∑
j=1

d(x0(j), x0(j + 1)) + d(x0(L), xL) ≤ (L− 1) + 1 = L,

which holds with equality. It means x0(j) ∼ x0(j + 1) for all 1 ≤ j ≤ L− 1.

By removing xL from the geodesic gx0 , we obtain a new geodesic x0 ∼ x0(2) ∼
· · · ∼ x0(L) of length L − 1. Next, by extending this geodesic by x1 ∼ x0, we
obtain a new sequence of vertices, namely,

Next we consider a new sequence of vertices obtained by removing xL and extend-
ing x1 ∼ x0 to the left of the geodesic gx0 , namely,

g′ : x1 ∼ x0 ∼ x0(2) ∼ · · · ∼ x0(L)︸ ︷︷ ︸
geodesic of length L−1

.

Together with the assumption that d(x1, x0(L)) = L, we know g′ is also a geodesic.
Consequently, we can read off from the geodesic g′ that for every k ∈ {2, ..., L},
we have

1. d(x1, x0(k)) = k, and

2. x0(k) ∈ [x0, xk], because k = d(x0, xk) ≤ d(x0, x0(k)) + d(x0(k), xk) ≤ (k −
1) + 1.

Therefore, x0(k) is the unique antipole of x1 w.r.t. [x0, xk] as desired.

Let us first discuss an immediate consequence of Theorem 13.8. Note that the
theorem implies that there is a well-defined antipole map

ant[x,y] : [x, y] ∩B1(x)→ [x, y] ∩B1(y).

The existence and uniqueness of antipoles for neighbours of x w.r.t. [x, y] implies
the following result.

Corollary 13.9. Let G = (V,E) be a self-centered Bonnet-Myers sharp graph,
x, y ∈ V be two different vertices. Then the antipole map

ant[x,y] : [x, y] ∩B1(x)→ [x, y] ∩B1(y)

is bijective and, consequently,

|[x, y] ∩B1(x)| = |[x, y] ∩B1(y)| .
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Remark 13.10. Let x, y ∈ V be two different vertices and x′ ∈ [x, y] ∩ B1(x) with
its antipole y′ = ant[x,y](x

′). Observe that then x, y ∈ [x′, y′] and y = ant[x′,y′](x).

Another immediate consequence of Theorem 13.8 is the following corollary about
the intervals of length two.

Corollary 13.11. Let G = (V,E) be a self-centered Bonnet-Myers sharp graph.
Then for any x, y ∈ V such that d(x, y) = 2, the induced subgraph of [x, y] is a
cocktail party graph, that is, for any z ∈ [x, y], there exists a unique z′ ∈ [x, y]
such that d(z, z′) = 2.

Proof. Let x, y ∈ V with d(x, y) = 2 and let z ∈ [x, y]. If z = x (or resp. z = y),
it follows immediately from the definition of intervals that such vertex z′ ∈ [x, y]
with d(z, z′) = 2 must be z′ = y (or resp. z′ = x). Now we consider the case of
z 6∈ {x, y}. Let x = x0 has an antipole xL, and let z = x1 and y = x2. Now we
have d(x0, xL) = L, d(x0, x1) = d(x1, x2) = 1. By the maximal diameter theorem,
x2 ∈ [x0, xL], that is d(x2, xL) = L − 2. Thus x0, x1, x2, xL lie orderly on some
geodesic g of length L, namely,

g : x0

=

x

∼ x1

=

z

∼ x2

=

y

∼ · · · ∼ xL.

Applying Theorem 13.8 with k = 2, we conclude that there is a unique z′ ∈ [x, y]
satisfying d(z, z′) = 2 as desired.

Remark 13.12. The fact that all intervals of length two are cocktail party graphs
allows us to naturally introduce a switching map, defined as follows. Consider
a pair x, y ∈ V with d(x, y) = 2. We define Nxy := S1(x) ∩ S1(y) to be the set
of all common neighbors of x and y. Then the switching map σxy : Nxy → Nxy is
defined by σxy(z) := ant[x,y](z) and satisfies σ2

xy = IdNxy .
Remark 13.13. Recall from Remark 13.7 that for general Bonnet-Myers sharp
graphs the perfect matchings defining the maps Tj are not necessarily unique.
However, under the additional condition of self-centeredness, the fact that all in-
tervals of length two are cocktail party graphs implies the uniqueness of these
perfect matchings and the associated transport maps Tj. Therefore, the definition
of a transport geodesic gz depends only on the geodesic g.

In particular, the transport geodesic gx0 containing all antipoles of x1 w.r.t. in-
creasing intervals [x0, xk] (see Theorem 13.8) can be also understood as been gener-
ated via the following recursive process of switching maps, as illustrated in Figure
13.1:

x0(2) = σx0x2(x1),
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x0(3) = σx0(2)x3(x2),

...
x0(k) = σx0(k−1)xk(xk−1),

...
x0(L) = σx0(L−1)xL(xL−1).

x0

x0(0) = x0(1)

x1 x2 x3 xk−1 xk xL

x0(2) x0(3) x0(k − 1) x0(k) x0(L)

Figure 13.1: Transport geodesic gx0 (along g) shown in bold

13.4 Self-centered Bonnet-Myers sharp graphs are
strongly spherical (strategy)

In this section and the next section, we aim to prove a rigidity result that all self-
centered Bonnet-Myers sharp graphs are strongly spherical. Strongly spherical
graphs are a special class of graphs which generalize the hypercubes via the com-
binatorial property about intervals. A complete classification of strongly spherical
graphs is given by Koolen, Moulton and Stevanović [KMS04]. This leads to the
main result in [CKK+20] about the classification of all self-centered Bonnet-Myers
sharp graphs (see Theorem 13.26).

Let us first give the definitions of relevant combinatorial properties of graphs. For
a finite connected graph G = (V,E),
• G is self-centered if for every x ∈ V there exists x ∈ V such that d(x, x) =
diam(G). The vertex x is then called an antipole of x.
• G is antipodal if for every x ∈ V there exists x ∈ V such that [x, x] = V . The
vertex x is then called an antipode of x.
• G is strongly spherical if G is antipodal, and the induced subgraph of every
interval of G is antipodal.

Remark 13.14. It is important to notice the distinction between the notions “an-
tipole” and “antipode”. Here are basic facts about antipodes for any graph G =
(V,E):
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• Antipodes are also antipoles: Let x be an antipode of x in G, that is, [x, x] =
V . We choose arbitrary y, z ∈ V such that d(y, z) = diam(G). Then we have
by y, z ∈ [x, x] and the triangle inequality

diam(G) ≥ d(x, x) =
1

2
(d(x, y) + d(y, x)) +

1

2
(d(x, z) + d(z, x))

=
1

2
(d(y, x) + d(x, z)) +

1

2
(d(y, x) + d(x, z)) ≥ d(y, z) = diam(G).

• Antipodes are necessarily unique: Assume x1 and x2 are antipodes of x.
Then x2 lies on a geodesic from x to x1. Since d(x, x1) = d(x, x2), this
implies x1 = x2.

Remark 13.15. The maximal diameter theorem (Theorem 12.5) asserts that every
antipole of a Bonnet-Myers sharp graph G must be an antipode. With an addi-
tional assumption that G is self-centered, it implies that G is antipodal. We want
to show that self-centered BM-sharps are not only antipodal but also "strongly
spherical", which mean all intervals are also antipodal.

The following four steps provides an outline of our proof that a self-centered
Bonnet-Myers sharp graph G = (V,E) is strongly spherical, i.e., not only that
G itself is antipodal but every interval [x, y] of G is also antipodal.

Step 1: Let x′ ∈ [x, y] ∩ S1(x) with antipole y′ = ant[x,y](x
′). We prove for every

z ∈ [x, y] ∩B1(x) that z ∈ [x′, y′] (see Theorem 13.16).

Step 2: Let x′ ∈ [x, y] ∩ S1(x) with antipole y′ = ant[x,y](x
′). We prove for every

z ∈ [x, y] that z ∈ [x′, y′] (see Theorem 13.20).

Step 3: Let x′ ∈ [x, y] ∩ S1(x) with antipole y′ = ant[x,y](x
′). We prove that

[x, y] = [x′, y′] (see Corollary 13.21).

Step 4: Let x′ ∈ [x, y]. We prove that there exists y′ ∈ [x, y] such that [x, y] =
[x′, y′] (see Theorem 13.22).

13.5 Self-centered Bonnet-Myers sharp graphs are
strongly spherical (proof)

Let us now prove the statements in Steps 1-4 in this logical order. Recall that
the existence of antipoles of vertices in [x, y] ∩B1(x) w.r.t. [x, y] is guaranteed by
Corollary 13.9.
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Theorem 13.16. Let G = (V,E) be self-centered Bonnet-Myers sharp. Let x, y ∈
V be two different vertices, and consider any x′ ∈ [x, y] ∩ S1(x) with its antipole
y′ = ant[x,y](x

′). Then every z ∈ [x, y] ∩B1(y) satisfies z ∈ [x′, y′].

We start with the set-up and introduce particular sets A,A1, A2, Z, Z1, Z2 and a
function F which will be important for the proof of the above theorem.

Let k = d(x, y). We re-label the vertices as x = x0 and y = xk and x′ = x1 and
y′ = x1, as illustrated in Figure 13.2. Keep in mind that x1 = ant[x0,xk](x1) and
x0 ∼ x1 and xk ∼ x1.

x
x0

y
xk

x′
x1

y′ = ant[x,y](x
′)

x1 = ant[x0,xk](x1)

z

Figure 13.2: The interval [x, y] with the re-labelled vertices in bold, and z ∈
[x0, xk] ∩B1(xk).

We define the following sets

A := [x0, xk] ∩B1(x0), Z := [x0, xk] ∩B1(xk),

A1 := A ∩ S1(x1) \ {x0}, Z1 := Z ∩ S1(x1) \ {xk},
A2 := A ∩ S2(x1), Z2 := Z ∩ S2(x1).

Note that the sets A and Z can be partitioned into

A = {x0, x1} t A1 t A2 and Z = {xk, x1} t Z1 t Z2.

Now fix an arbitrary full-length geodesic g from x0 to xL (the antipole of x0) which
passes through x1 and xk (this can be done since x1 ∈ [x0, xk] and xk ∈ [x0, xL]
due to the maximal diameter theorem: Theorem 12.5), namely

g : x0 ∼ x1 ∼ x2 ∼ · · · ∼ xk ∼ xk+1 ∼ · · · ∼ xL.

Consider the transport map T k : B1(x0)→ B1(xk) introduced in Subsection 13.2.
Recall that T k is bijective. Then define a function F : Z → A to be F (z) :=
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(T k)−1(z) for all z ∈ Z ⊂ B1(xk). Lemma 13.17 below guarantees that F (Z) ⊆ A,
hence F is well-defined.

In order to conclude Theorem 13.16, we need to prove that ∀z ∈ Z : z ∈ [x1, x1],
which is divided into Lemma 13.18 (dealing with the case z ∈ Z2 t {xk, x1}) and
Lemma 13.19 (dealing with the case z ∈ Z1).

Lemma 13.17. F (Z) ⊆ A and F : Z → A is bijective.

Lemma 13.18. F (Z2 t {xk, x1}) = A2 t {x0, x1} and ∀z ∈ Z2 t {xk, x1} : z ∈
[x1, x1].

Lemma 13.19. F (Z1) = A1 and ∀z ∈ Z1 : z ∈ [x1, x1].

Now we will prove the above three lemmas in order, and then conclude Theorem
13.16.

Proof of Lemma 13.17. First we show that F (z) ∈ A for all z ∈ Z. Let a :=
F (z) ∈ B1(x0), that is a = a(0) and z = a(k). By Proposition 13.6, we know that

x0 ' a(0) ' a(1) ' ... ' a(k)

is a geodesic. Moreover, since a(k) = z ∈ [x0, xk], this geodesic can be extended
to another geodesic γ, namely

γ : x0 ' a(0)

=

a

' a(1) ' ... ' a(k)

=

z

' xk. (13.2)

Therefore, a must lie in the interval [x0, xk], which means a ∈ A and we have
F (Z) ⊆ A.

Next, note that the function F : Z → A, which is a restriction of (T k)−1, must be
injective (because T k is bijective). Note also that |A| = |Z| because of Corollary
13.9. Therefore, F must be bijective.

Proof of Lemma 13.18. A main feature of the following proof is to show A2 t
{x0, x1} ⊆ F (Z2 t {xk, x1}). For that reason we start with an element a ∈ A2 t
{x0, x1}. Then there exists a uniqe z ∈ Z with F (z) = a. Consequently, z = a(k)
and z ∈ [x0, xk]. Consider the following two cases.

Case a = x0: From Theorem 13.8, we have a = x0 = (T k)−1(x1) = F (x1), so z = x1

and z ∈ [x1, x1].
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Case a ∈ A2 t {x1}: As in the proof of Lemma 13.17, we have the following geodesic
γ of length k (referred to the one in (13.2)):

γ : x0 ∼ a(0)

=

a

' a(1) ' ... ' a(k)

=

z

' xk.

From this geodesic γ and an observation that

d(x0, a(1)) =

{
1, if a = x1 (and therefore also a(1) = x1),
2, if a ∈ A2 (and therefore a(1) 6= a(0)),

we conclude

d(a(1), xk) =

{
k − 1, if a = x1,
k − 2, if a ∈ A2.

(13.3)

Now we extend the geodesic

a(1) ' ... ' a(k)
=

z

' xk

to
x1 ' a(1) ' ... ' a(k)

=

z

' xk ∼ x1,

which is, again a geodesic because of (13.3) (and recall that d(x1, x1) = k). We
can then read off from the above geodesic that z = xk or z ∈ S2(x1)∩ [x0, xk] = Z2

and z ∈ [x1, x1].

We conclude from both cases that A2 t {x0, x1} ⊆ F (Z2 t {xk, x1}). Since F
is bijective, it follows that |A2| ≤ |Z2|. By switching the roles between x0 and
xk and between the antipoles x1 and x1 w.r.t. [x0, xk], we obtain the opposite
inequality |Z2| ≤ |A2|. Therefore, we have |Z2| = |A2|, and thus A2 t {x0, x1} =
F (Z2 t {xk, x1}), as desired.
Consequently, if we consider any z ∈ Z2 t {xk, x1}, then a ∈ A2 t {x0, x1} falls
into one of the above cases, in which we have shown z ∈ [x1, x1].

Proof of Lemma 13.19. Since F : Z → A is bijective and F (Z2 t {xk, x1}) =
A2 t {x0, x1}, we conclude F (Z1) = A1.

Moreover, consider z ∈ Z1. It follows that z ∼ x1 and d(x1, z) ≤ k − 1, because
z 6= x1 = ant[x0,xk](x1). Therefore

d(x1, z) + d(z, x1) = d(x1, z) + 1 ≤ (k − 1) + 1 = k,

which means z ∈ [x1, x1].
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Proof of Theorem 13.16. Recalling the original set-up and notation, we only need
to show that z ∈ [x1, x1]. This follows immediately from Lemma 13.18 and Lemma
13.19.

The next theorem generalizes Theorem 13.16 by removing the restriction z ∈
B1(y).

Theorem 13.20. Let G = (V,E) be self-centered Bonnet-Myers sharp. Let x, y ∈
V be two different vertices, and consider any x′ ∈ [x, y] ∩ S1(x) with its antipole
y′ = ant[x,y](x

′). Then every z ∈ [x, y] satisfies z ∈ [x′, y′].

Proof of Theorem 13.20. Let d1 = d(x, y) and d2 = d(z, y) (note that 0 ≤ d2 ≤ d1).
We will prove the statement of the theorem by induction on d1 and d2.

Base step: For any value of d1, the cases d2 = 0, 1 are both covered by Theorem
13.16.

Inductive step: Assume that the statement is true for d1 = k − 1 and all d2, and
assume that the statement is true for d1 = k and d2 = j − 1 for some 2 ≤
j ≤ k − 1. Now consider d(x, y) = k and z ∈ [x, y] ∩ Sj(y). Choose an arbitrary
z1 ∈ [z, y]∩S1(y). Hence x, z, z1, y lies in a geodesic , see Figure 13.3. In particular,
z ∈ [x, z1].

x y

x′

y′ = ant[x,y](x
′)

z z1

Figure 13.3: The interval [x, y] and z ∈ [x, y] with d(z, y) = j ≥ 2 and z1 ∈
[z, y] ∪ S1(y).

Now consider the following three cases whether d(z1, y
′) is 0, 1, or 2.

Case z1 = y′: It follows immediately that z ∈ [x, z1] = [x, y′] ⊆ [x′, y′] where the
last inclusion is due to x ∈ [x′, y′].

Case z1 ∼ y′: Since z1 ∈ [x, y], by Theorem 13.8 there is a unique a1 = ant[x,y](z1) ∈
[x, y]. Since a1 ∈ [x, y] ∩B1(x) and z1 ∈ [x, y] ∩B1(y), by Theorem 13.16, z1, a1 ∈
[x′, y′].
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The fact that a1, z1 ∈ [x′, y′] and that d(a1, z1) = d(x, y) = d(x′, y′) altogether
implies that a1 must be the unique antipole ant[x′,y′](z1) by Corollary 13.9 since
z1 ∼ y′. This is illustrated in Figure 13.4. By Remark 13.10, it implies that
y′ = ant[a1,z1](x

′).

Observe also that z ∈ [x, z1] ⊂ [a1, z1] with d(z, z1) = j − 1.

We are now in a position to apply the induction hypothesis for the interval [a1, z1]
(instead of [x, y]) and z ∈ [a1, z1] with d(z, z1) = j − 1. Note that d(a1, z1) = k.
Note also that x′ ∈ [a1, z1] ∩ S1(a1) and y′ = ant[a1,z1](x

′). Then the induction
hypothesis implies z ∈ [x′, y′], finishing this case.

x y

x′

y′ = ant[x,y](x
′)

z z1

a1= ant[x,y](z1)

Figure 13.4: Picture for Case z1 ∼ y′. The bold cycle represents the fact that a1

and z1 are antipoles w.r.t. not only [x, y] but also [x′, y′].

Case d(z1, y
′) = 2: Since z1 ∈ [x, y]∩B1(y), by Theorem 13.16, we have z1 ∈ [x′, y′].

The condition d(z1, y
′) = 2 then implies that d(x′, z1) = d(x′, y′) − 2 = k − 2. It

follows that

d(x, x′) + d(x′, z1) + d(z1, y) = 1 + (k − 2) + 1 = k = d(x, y)

which means that x′ and z1 lie on a geodesic from x to y. Let us denote this
geodesic by g∗:

g∗ : x ∼ x′ ∼ · · · ∼ z1 ∼ y.

In particular, x′ ∈ [x, z1]. Then y′′ := ant[x,z1](x
′) exists by Corollary 13.9. The

situation is illustrated in Figure 13.5.

Next we apply the induction hypothesis for the interval [x, z1] (instead of [x, y])
and z ∈ [x, z1] with d(z, z1) = j − 1. Note that d(x, z1) = k − 1. Note also that
x′ ∈ [x, z1] ∩ S1(x) and y′′ = ant[x,z1](x

′). Then the induction hypothesis implies
z ∈ [x′, y′′].

So far we have that d(x′, z) + d(z, y′′) = d(x′, y′′) = d(x, z1) = k− 1. It remains to
show that d(y′′, y′) = 1 which would imply

k = d(x′, y′) ≤ d(x′, z) + d(z, y′′) + d(y′′, y′) = (k − 1) + 1 = k,
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x y

x′

y′ = ant[x,y](x
′)

z z1

y′′

Figure 13.5: Picture for Case d(z1, y
′) = 2. The bold cycle represents y′′ =

ant[x,z1](x
′).

that is z ∈ [x′, y′], as desired.

To prove d(y′′, y′) = 1 we use transport geodesic techniques. Therefore, we relabel
the vertices of the geodesic g∗ and extend g∗ to a full-length geodesic g in G starting
from x = x0 as follows:

g : x

=

x0

∼ x′

=

x1

∼ · · · ∼ z1

=

xk−1

∼ y

=

xk

∼ xk+1 ∼ · · · ∼ xL,

and consider the transport geodesic along g starting at x0.

Theorem 13.8 guarantees that x0(m) = ant[x0,xm](x1) for all 2 ≤ m ≤ L. In
particular, we have y′′ = ant[x0,xk−1](x1) = x0(k−1) and y′ = ant[x0,xk](x1) = x0(k).
Therefore, y′′ = x0(k − 1) and y′ = x0(k) must be adjacent vertices (as illustrated
in Figure 13.6), thus completing the proof.

x0 x1 x2 x3 xk−1 xk xL

x0(2) x0(3) x0(k − 1)

=

y′′

x0(k)

=

y′

Figure 13.6: Transport geodesic gx0 and the antipoles of x1 w.r.t. increasing
intervals [x0, xm].

An immediate but important consequence of the above theorem is the following
corollary.
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Corollary 13.21. Let G = (V,E) be self-centered Bonnet-Myers sharp. Let x, y ∈
V be two different vertices, and consider any x′ ∈ [x, y] ∩ S1(x) with its antipole
y′ = ant[x,y](x

′). Then [x′, y′] = [x, y].

Proof of Corollary 13.21. Theorem 13.20 can be rephrased as [x, y] ⊆ [x′, y′]. Since
y = ant[x′,y′](x) by Remark 13.10, we can interchange the roles of x, y and x′, y′

to obtain the opposite inclusion [x′, y′] ⊆ [x, y]. Therefore [x′, y′] = [x, y], as
desired.

Now, we are ready to conclude the ultimate result of this section by applying
Corollary 13.21 inductively.

Theorem 13.22. Let G = (V,E) be self-centered Bonnet-Myers sharp. Then
for two different vertices x, y ∈ V , the induced subgraph of the interval [x, y] is
antipodal. Therefore G is strongly spherical.

Proof of Theorem 13.22. Let x′ ∈ [x, y]. We will prove by induction on the dis-
tance d(x, x′) that there exists a vertex y′ ∈ [x, y] such that [x, y] = [x′, y′].

Base step: The case d(x, x′) = 0 is trivial and d(x, x′) = 1 is covered by Corollary
13.21.

Inductive step: We assume the statement of the Theorem is true for all d(x, x′) ≤
m − 1 with 2 ≤ m ≤ diam(G). Let x′ ∈ [x, y] with d(x, x′) = m. We choose a
vertex x1 ∈ [x, y] ∩ S1(x) such that x1, x

′ lie on a geodesic from x to y. By the
induction hypothesis, there exists y1 ∈ [x, y] such that

[x, y] = [x1, y1].

Since d(x1, x
′) = m − 1, the induction hypothesis again implies the existence of

y′ ∈ [x1, y1] = [x, y] such that

[x1, y1] = [x′, y′] = [x, y].

This finishes the proof.

13.6 Classification of Self-centered Bonnet-Myers
sharp graphs

Since we have shown that all regular self-centered Bonnet-Myers sharp graphs must
be strongly spherical (Theorem 13.22), the task to find all such graphs is reduced
to checking through the list of all the strongly spherical graphs, which is classified
by Koolen, Moulton and Stevanović [KMS04] as follows.
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Theorem 13.23 ([KMS04]). Strongly spherical graphs are precisely all the Carte-
sian products of the following graphs:

1. hypercubes Qn, n ≥ 1;

2. cocktail party graphs CP (n), n ≥ 3;

3. the Johnson graphs J(2n, n), n ≥ 3;

4. even-dimensional demi-cubes Q2n
(2), n ≥ 3;

5. the Gosset graph.

For readers’ convenience, a brief description of these graphs is given below.

1. The hypercube Qn has 2n vertices indexed by {0, 1}n and edges between
them if Hamming distance equals one.

2. The cocktail party graph CP (n) is obtained by removal of a perfect matching
from the complete graph K2n;

3. the Johnson graph J(2n, n) has vertices corresponding to n-element subsets
of {1, 2, . . . , 2n} and edges between them if they overlap in n− 1 elements.

4. The even-dimensional demi-cube Q2n
(2) is one of the two isomorphic connected

components of the vertex set {0, 1}2n and edges between them if Hamming
distance equals two.

5. The Gosset graph with 56 vertices: the vertices are in one-to-one corre-
spondence with the edges {i, j} and {i, j}′ of two disjoint copies of K8,
respectively, and {i, j} ∼ {k, l} if |{i, j} ∩ {k, l}| = 1 and {i, j} ∼ {k, l}′ if
{i, j} ∩ {k, l} = ∅.

These graphs (with n prescribed as in Theorem 13.23) are non-isomorphic to one
another, and they are irreducible (with the exception of the hypercubes Qn, n ≥ 2).
Moreover, they are vertex- and edges-transitive and self-centered. Their specific
information including the curvature on an edge (see [CKK+20] for calculation
details) is listed in the following table:

One can see that κ(x, y) = 2
L
in all examples above, confirming that they are all

(D,L)-Bonnet-Myers sharp. Interestingly, unlike in the case of strongly regular
graphs, Bonnet-Myers sharpness is not necessarily preserved under taking any
Cartesian products. In order for the product to be Bonnet-Myers sharp, it requires
an extra condition that each component has the same ratio of degree and diameter,
as explained in the following theorem.
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G |V | D = deg(G) L = diam(G) κ(x, y)

Qn 2n n n 2
n

CP (n) 2n 2n− 2 2 1

J(2n, n)
(

2n
n

)
n2 n 2

n

Q2n
(2) 22n−1 2n2 − n n 2

n

Gosset 56 27 3 2
3

Table 13.1: Examples of (D,L)-Bonnet-Myers sharp graphs

Theorem 13.24 ([CKK+20]). Let {Gi = (Vi, Ei)}Ni=1 be a family of regular graphs
where Gi has valency Di for each i. Let Li be the diameter of Gi. Let G = G1 ×
· · · ×GN . The following are equivalent:

1. G is Bonnet-Myers sharp.

2. Each Gi is Bonnet-Myers sharp and D1

L1
= · · · = DN

LN
.

Proof. We may assume without loss of generality that N = 2 (and the case for
N > 2 can be argued inductively). Recall from Theorem 11.6 that the curvature
of the Cartesian product is given by

inf
u,v∈V (G)
u∼v

κG(u, v) = min

 inf
x1,x2∈V1
x1∼x2
y∈V2

κG((x1, y), (x2, y)), inf
y1,y2∈V2
y1∼y2
x∈V1

κG((x, y1), (x, y2))


= min

 inf
x1,x2∈V1
x1∼x2

D1

D1 +D2

κG1(x1, x2), inf
y1,y2∈V2
y1∼y2

D2

D1 +D2

κG2(y1, y2)

 .

(13.4)

First we prove that (i) implies (ii). Since G is Bonnet-Myers sharp, togther with
the Bonnet-Myers diameter bound on G1, we have

2

L1 + L2

= inf
u,v∈V (G)
u∼v

κG(u, v) ≤ inf
x1,x2∈V1
x1∼x2

D1

D1 +D2

κG1(x1, x2) ≤ D1

D1 +D2

· 2

L1

,

which is equivalent to D2

L2
≤ D1

L1
.

On the other hand, the Bonnet-Myers diameter bound on G2 gives

2

L1 + L2

= inf
u,v∈V (G)
u∼v

κG(u, v) ≤ inf
y1,y2∈V2
y1∼y2

D2

D1 +D2

κG2(y1, y2) ≤ D2

D1 +D2

· 2

L2

,
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which is equivalent to D1

L1
≤ D2

L2
.

Therefore, we can conclude that D1

L1
= D2

L2
, and all the inequalities above are sharp,

that is G1 and G2 are Bonnet-Myers sharp as well.

To prove (ii) implies (i): we simply plug into (13.4)

inf
x1,x2∈V1
x1∼x2

κG1(x1, x2) =
2

L1

and inf
y1,y2∈V2
y1∼y2

κG2(y1, y2) =
2

L2

and use the assumption that D1

L1
= D2

L2
. As a result, we obtain infu,v∈V (G)

u∼v
κG(u, v) =

2
L1+L2

.

Remark 13.25. In contrast to the necessary and sufficient condition for Bonnet-
Myers sharpness in Theorem 13.24, much less is required for the Cartesian product
G = G1 × G2 to be Lichnerowicz sharp. In fact, G is Lichnerowicz sharp already
if G1 is Lichenerowicz sharp and G2 is an arbitrary graph with its curvature lower
bound large enough, as explained in the following argument.

Let λG1
1 , λG2

1 , λG1 be the smallest positive eigenvalues of the Laplacians on G1, G2,
G. We have

inf
u,v∈V (G)
u∼v

κG(u, v) = min

 inf
x1,x2∈V1
x1∼x2

D1

D1 +D2

κG1(x1, x2), inf
y1,y2∈V2
y1∼y2

D2

D1 +D2

κG2(y1, y2)


≤ min

{
D1

D1 +D2

λG1
1 ,

D2

D1 +D2

λG2
2

}
= λG1 , (13.5)

where the inequality comes from Lichnerowicz’ Theorem on each graphGi: inf κGi ≤
λGi1 . In order to obtain the equality in (13.5), a sufficient condition is inf κG1 = λG1

1

(i.e. G1 is Lichnerowicz sharp) and D1

D2
inf κG1 ≤ inf κG2 .

Finally, we can combine Theorems 13.22, 13.23 and 13.24 to conclude the complete
classification of regular self-centered Bonnet-Myers sharp graphs.

Theorem 13.26 (main result, [CKK+20]). Regular self-centered Bonnet-Myers
sharp graphs are precisely the Cartesian products G = G1 ×G2 × · · · ×GN , where
each factor Gi is any of the following graphs:

1. hypercubes Qn, n ≥ 1;

2. cocktail party graphs CP (n), n ≥ 3;
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3. the Johnson graphs J(2n, n), n ≥ 3;

4. even-dimensional demi-cubes Q2n
(2), n ≥ 3;

5. the Gosset graph,

and satisfies the condition D1

L1
= D2

L2
= · · · = DN

LN
.



Chapter 14

Outlook for Ollivier Ricci curvature

Let us conclude Part II with some interesting questions, especially about Cheng’s
and Obata’s rigidity for Ollivier Ricci curvature.

1. While the main classification result of Bonnet-Myers sharp graphs (Theorem
13.26) assumes the graphs in consideration to be regular and self-centered,
it is a natural question to ask if we could drop either or both of these as-
sumptions. From an optimistic viewpoint, we conjecture that all regular
Bonnet-Myers sharp graphs must be self-centered. This conjecture holds in
the extremal cases where the graph diameter is equal to two (in this case, the
graph has to be a Cocktail party graph) or to the vertex degree (in this case,
the graph has to be a hypercube); for the proof see [CKK+20]. Moreover, in
[Kam20a] we confirm this conjecture for all such graphs of diameter three.

2. It is shown in [CKK+20] that Bonnet-Myers sharp graphs are Lichnerow-
icz sharp, and the class of all Lichnerowicz sharp graphs is much larger.
The paper also presents some partial results about the classification of Lich-
nerowicz sharp graphs which are distance-regular with a certain value of the
second largest adjacency eigenvalue. It would be interesting to find further
classification results of Lichnerowicz sharp graphs.

3. It was brought to our attention by Paul Terwilliger that the classification
found for the Bonnet-Myers sharp graphs agrees with the class of graphs
related hypermetric spaces mentioned in [TD87]. This agreement is likely not
to be coincidental, and there could potentially be some connection between
these two classes.
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Part III

Bakry-Émery curvature on graphs
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Chapter 15

Discrete Bakry-Émery theory

The application of the Bakry and Émery theory to define the Ricci curvature
notion for discrete spaces was initiated and promoted by, e.g., Elworthy [Elw91],
Schmuckenschläger [Sch99] and Lin-Yau [LY10]. In this chapter, we revisit the
Γ-calculus and the definition Bakry-Émery curvature which were previously given
in Chapter 5 but are now discussed in the context of weighted graphs.

15.1 Setting of weighted graphs and Laplacians

Let G = (V,w, µ) be a weighted graph consisting of a countable vertex set V , a
vertex measure µ : V → R+, and an edge-weight function w : V ×V → R≥0 which
is a symmetric function with wxx = 0 for all x ∈ V . Two vertices x, y ∈ V are
adjacent (denoted as x ∼ y) if and only if wxy > 0. The graph G is assumed to be
connected, and locally finite, that is, each vertex has only finitely many neighbors.
For r ∈ N, the sphere (resp. ball) of radius r centered at x ∈ V , denoted by Sr(x)
(resp. Br(x)), is the set of all vertices whose minimum number of edges from x is
equal to (resp. less than or equal to) r. In particular, S1(x) contains all neighbors
of x.

Furthermore, let pxy := wxy
µx

be the transition rate from x to y. Let Deg(x) :=
1
µx

∑
y∈V wxy =

∑
y∈V pxy be the vertex degree of x, and mostly we assume max-

imal degree to be finite, i.e., Degmax := supx∈V Deg(x) < ∞. In the special
case of Deg(x) = 1 for all x ∈ V , the terms pxy can be understood as transi-
tion probabilities of a reversible Markov chain (which is the topic of discussion
in Chapter 20). Another special situation is a non-weighted (or combinatorial)
graph G = (V,E) where E is the set of edges (without loops and multiple edges),
that is, µ ≡ 1 and wxy = 1 iff x is adjacent to y, and wxy = 0 otherwise. In this
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case, Deg(x) =
∑

y∈V wxy equals the number of neighbors of x, which is the usual
definition of the vertex degree.

The Laplacian ∆ : RV → RV (where RV is the vector space of all functions
f : V → R) is a linear operator on V given by

∆f(x) :=
1

µx

∑
y∈V

wxy(f(y)− f(x)) =
∑
y∈V

pxy(f(y)− f(x))

=
∑

y∈S1(x)

pxy(f(y)− f(x)),

where the summation can be restricted to only those y ∈ S1(x) since by definition
x ∼ y if and only if wxy > 0. The Laplacian associated to non-weighted graphs is
also known as the non-normalized Laplacian.

15.2 Γ-calculus on graphs

The Laplacian ∆ gives rise to the symmetric bilinear forms Γ and Γ2, namely,

2Γ(f, g) := ∆(fg)− f∆g − g∆f, (15.1)
2Γ2(f, g) := ∆(Γ(f, g))− Γ(f,∆g)− Γ(g,∆f),

for all f, g ∈ RV . Moreover, we write Γf := Γ(f, f) and Γ2f := Γ2(f, f).

In words, Γ represents how much the Laplacian is far away from the usual chain
rule for derivative D(fg) = fDg + gDf , and Γ2 is an iteration from Γ where the
product of two functions fg are replaced by Γ(f, g).

Some basic properties of ∆ and Γ on graphs are given in the following proposition.

Proposition 15.1. Let G = (V,w, µ) be a weighted graph. For all f, g ∈ RV and
x ∈ V , we have

(L1) 2Γ(f, g)(x) =
∑

y∈S1(x)

pxy
(
f(y)−f(x)

)(
g(y)−g(x)

)
, and particularly, 2Γf(x) =∑

y∈S1(x)

pxy
(
f(y)− f(x)

)2;

(L2) (∆f(x))2 ≤ 2 Deg(x)Γf(x);

(L3) If G is finite, then 〈∆f, g〉 = 〈f,∆g〉,
where the norm is denoted by 〈f, g〉 :=

∑
x∈V

µxf(x)g(x). In particular, 〈∆f, 1〉 =∑
x∈V

µx∆f(x) = 0.
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Remark 15.2. The properties (L1) and (L3) are discrete analogues of properties
in Riemannian manifolds. With an additional notion of discrete gradient given by
∇f(x, y) := f(y)− f(x), the property (L1) can be written as 2Γ(f, g) = 〈∇f,∇g〉
and 2Γf = |∇f |2, which is a discrete analogue to (5.11) (but notice the factor
2 discrepancy). The property (L3) means ∆ is self-adjoint on L2-norm, and its
consequence

∑
x∈V µx∆f(x) = 0 is a discrete version of the divergence theorem

for closed manifolds. The property (L2), on the other hand, is a specific property
in the discrete setting of graphs and does not have a counterpart in Riemannian
manifolds (as one should not expect a bound like |∆f | ≤ C| grad f |2 since the
Laplacian is a second-order differential operator, while gradient is only a first-
order differential operator).

Proof of Proposition 15.1. (L1) A straightforward calculation gives

2Γ(f, g)(x) = ∆(fg)(x)− f(x) ·∆g(x)−∆f(x) · g(x)

=
∑

y∈S1(x)

pxy
[
f(y)g(y)− f(x)g(x)

− f(x)
(
g(y)− g(x)

)
− g(x)

(
f(y)− f(x)

)]
=

∑
y∈S1(x)

pxy
(
f(y)− f(x)

)(
g(y)− g(x)

)
,

where the identity 2Γf(x) =
∑

y∈S1(x)

pxy
(
f(y)− f(x)

)2 follows immediately.

(L2) We apply Cauchy-Schwarz inequality to (L1) and obtain

(∆f(x))2 =

 ∑
y∈S1(x)

pxy
(
f(y)− f(x)

)2

≤

 ∑
y∈S1(x)

pxy
(
f(y)− f(x)

)2

 · ∑
y∈S1(x)

pxy
(L1)
= 2 Deg(x)Γf(x).

(L3) Suppose G is finite. Then∑
x∈V

µx∆f(x)g(x) =
∑
x

∑
y

wxy
(
f(y)− f(x)

)
g(x)

=
∑
x

∑
y

wxyf(y)g(x)−
∑
x

∑
y

wxyf(x)g(x)

=
∑
y

∑
x

wxyf(x)g(y)−
∑
x

∑
y

wxyf(x)g(x)



124 CHAPTER 15. DISCRETE BAKRY-ÉMERY THEORY

=
∑
x∈V

µxf(x)∆g(x).

15.3 Bakry-Émery curvature in local matrix form

The previous section has prepared us with the discrete version of bilinear operators
Γ and Γ2. Now we are ready to present in the context of weighted graphs, the
definition of Bakry-Émery curvature, which uses Γ and Γ2 as the key ingredients
(cf. Section 5.4).

Definition 15.3 (Bakry-Émery curvature). Let G = (V,w, µ) be a locally finite
weighted graph. Let K ∈ R and N ∈ (0,∞]. We say that a vertex x ∈ V satis-
fies BE(K,N) if the following Bakry-Émery’s curvature-dimension inequality
holds for all f ∈ RV :

Γ2f(x) ≥ KΓf(x) +
1

N
(∆f(x))2. (15.2)

The Bakry-Émery curvature at a vertex x, denoted by K(G, x;N), is then
defined to be the largest K such that x satisfies BE(K,N). Moreover, we say that
G satisfies BE(K,N) if all x ∈ V satisfy BE(K,N).

Most of the times, saying that “a graph G satisfies BE(K,N)” is almost the same
as K = infx∈V K(G, x;N), except that in the former statement K does not need to
be maximum possible one. We may use both of them interchangeably to express
the global lower bound of Bakry-Émery curvature.

Here, the parameter N acts as an upper bound for “dimension” of the weighted
graph, and K acts as a “Ricci lower curvature bound” at x. There is no unified
notions of dimension and Ricci curvature for graphs, so this convention is only to
be compared with Theorem 5.12 for manifolds.
Remark 15.4. Both ∆f(x) and Γ(f, g)(x) only involves the information within
B1(x) (i.e., neighbors of x including x itself). The iterated Γ2(f, g) involves the
information within B2(x) (i.e., all vertices with distance ≤ 2 from x). Therefore,
the test functions for (15.2) can be restricted to those f : B2(x)→ R.
Remark 15.5. If x satisfies BE(K,N) then x also satisfies BE(K ′, N ′) for all
K ′ ≤ K and all N ′ ≥ N (including N ′ = ∞) because Γf(x) ≥ 0 for all f .
Equivalently, the curvature at x is given by

K(G, x;N) = inf
f

Γ2f(x)− 1
N

(∆f(x))2

Γf(x)
,
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where the infimum is taken over all functions f ∈ RV which are non-constant on
B1(x) and therefore Γf(x) > 0.

Alternatively, it is easier to view the involved operators in (15.2) by their matrix
representations. The linear operator ∆(·)(x) and the bilinear forms Γ(·, ·)(x),Γ2(·, ·)(x)
can be represented by a local vector ∆(x) and local matrices Γ(x),Γ2(x) as

∆f(x) = ∆(x)> ~f,

Γ(f, g)(x) = ~f>Γ(x)~g,

Γ2(f, g)(x) = ~f>Γ2(x)~g.

These vector and matrices are “local” in the sense that its entries are only in-
dexed by vertices near x instead the whole graph. More precisely, in the first two
equations above, ~f and ~g are vector representations indexed by vertices in B1(x)

as ~f =
(
f(x) f(y1) · · · f(ym)

)>, where S1(x) = {y1, ..., ym}. In the third
equation, the vectors are indexed by vertices in B2(x) as

~f =
(
f(x) f(y1) · · · f(ym) f(z1) · · · f(zn)

)>
,

where S2(x) = {z1, ..., zn}.
The Bakry-Émery curvature K(G, x;N) can then be reformulated as the solution
to the following semidefinite programming:

maximize K (P )

subject to Γ2(x)− 1

N
∆(x)∆(x)> −KΓ(x) � 0.

Here M � 0 (resp. M � 0) means M is positive semidefinite (resp. positive
definite). Note also that Γ2(x)− 1

N
∆(x)∆(x)>−KΓ(x) is a symmetric metric due

to the symmetric bilinear forms Γ and Γ2 at x. The above computing method has
been studied by Schmuckenschläger [Sch99], and later on in e.g. [CLP20].
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Chapter 16

Curvature as a minimal eigenvalue
problem

The goal of this chapter is to present one of the main results from [CKLP21] which
gives a reformulation of Bakry-Émery curvature K(G, x;N) (previously given by
the semidifinite problem (P )) as a smallest eigenvalue problem by employing the

Schur complement of a square block matrix M22 in M =

(
M11 M12

M21 M22

)
, namely

M/M22 := M11 −M12M
−1
22 M21, applied to the matrix

Γ2(x)1̂ =

(
Γ2(x)S1,S1 Γ2(x)S1,S2

Γ2(x)S2,S1 Γ2(x)S2,S2

)
.

Here, the matrix Γ2(x)1̂ refers to the principle submatrix of Γ2(x) obtained by
removing its first row and column corresponding to the vertex x. The matrix
Γ2(x)Si,Sj refers to the submatrix of Γ2(x) whose rows and columns are indexed
by the vertices of the combinatorial spheres Si(x) and Sj(x).

We use the notation Q(x) := Γ2(x)1̂/Γ2(x)S2,S2 for simplicity, and define

A∞(x) := 2 diag(v0(x))−1Q(x) diag(v0(x))−1,

AN(x) := A∞(x)− 2

N
v0(x)v0(x)>, (16.1)

where v0(x) := (
√
pxy1

√
pxy2 ...

√
pxym)> with S1(x) = {y1, y2, ..., ym} labelling

the neighbours of x. Note that the matrices Q(x), A∞(x), AN(x) are all symmetric
matrices, and that AN(x) is a rank one perturbation of A∞(x). The formulation
of Bakry-Émery curvature can be summarized as follows.
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Theorem 16.1. Let G = (V,w, µ) be a weighted graph. For x ∈ V and N ∈ (0,∞],
the Bakry-Émery curvature K(G, x;N) is the smallest eigenvalue of the symmetrix
matrix AN(x) defined in (16.1), that is,

K(G, x;N) = λmin (AN(x)).

16.1 Curvature matrix A∞

This section is dedicated to the proof from [CKLP21] of Theorem 16.1 that the
Bakry-Émery curvature at a vertex x, namely

K(G, x;N) = arg max
K

{
Γ2(x)− 1

N
∆(x)∆(x)> −KΓ(x) � 0

}
is equal to the smallest eigenvalue of the so-called curvature matrix A∞(x).

First, let us recall that K(G, x;N) is a local concept and uniquely determined by
the structure of the two-ball B2(x). In particular, the symmetric matrix Γ2(x) is of
size |B2(x)|, and the symmetric matrices ∆(x)∆(x)> and Γ(x) are of sizes |B1(x)|
(and trivially extended by zeros to matrices of sizes |B2(x)|).
Schmuckenschläger [Sch99] observes that the size of these matrices can be reduced
by one: since Γ2(f),Γ(f),∆f all vanish for constant functions f , the curvature-
dimension inequality BE(K,N) remains valid after shifting f by an additive con-
stant. It is therefore sufficient to verify (15.2) for all functions f : V → R with
f(x) = 0. This observation allows us remove from these matrices the row and
column corresponding to the vertex x, and we are able to reformulate the problem
(P ) as

maximize K (P ′)

subject to MK,N(x) :=

(
Γ2(x)− 1

N
∆(x)∆(x)> −KΓ(x)

)
S1∪S2,S1∪S2

� 0.

Next we recall the concept of the Schur complement, which allows us to further
reduce the size of the involved symmetric matrices in (P ′).

Lemma 16.2. Consider a real symmetric matrix M =

(
M11 M12

M21 M22

)
, where M11

and M22 are square submatrices, and assume that M22 � 0. The Schur comple-
ment M/M22 is defined as

M/M22 := M11 −M12M
−1
22 M21. (16.2)

Then M/M22 � 0 if and only if M � 0.
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The proof of this lemma can be found in, e.g., [G+10, Proposition 2.1] or [CLP20,
Proposition 5.13]. We aim to apply this lemma for the symmetric matrixMK,N(x)
given in (P ′). Since ∆(x) and Γ(x) have zero entries in the S2(x)-structure, it
means the matrix MK,N(x) has the following block structure:

MK,N(x) =

(
Γ2(x)S1,S1 − 1

N
∆(x)S1∆(x)>S1

−KΓ(x)S1,S1 Γ2(x)S1,S2

Γ2(x)S2,S1 Γ2(x)S2,S1

)
.

By folding MK,N(x) into the upper left block, the Schur complement is given by

MK,N(x)/Γ2(x)S2,S2

= Γ2(x)S1,S1 −
1

N
∆(x)S1∆(x)>S1

−KΓ(x)S1,S1 − Γ2(x)S1,S2Γ2(x)−1
S2,S2

Γ2(x)S2,S1

= Q(x)− 1

N
∆(x)S1∆(x)>S1

−KΓ(x)S1,S1 ,

where Q(x) :=

(
Γ2(x)S1,S1 Γ2(x)S1,S2

Γ2(x)S2,S1 Γ2(x)S2,S2

)
/Γ2(x)S2,S2 .

The importance of Γ2(x)S1,S1 for a lower curvature bound was already mentioned
in Schmuckenschläger [Sch99, pp. 194–195] where he used the notation AII . It is
then implied by Lemma 16.2 that

K(G, x;N) = arg max
K

{
Q(x)− 1

N
∆(x)S1∆(x)>S1

−KΓ(x)S1,S1 � 0

}
. (16.3)

One can see from Proposition 15.1(L1) that Γ(x)S1,S1 = 1
2

diag(∆(x)S1) and ∆(x)S1 =
(pxy1 pxy2 ... pxym)>, where S1(x) = {y1, y2, ..., ym}.
Denote the vector v0 := v0(x) = (

√
pxy1
√
pxy2 ...

√
pxym)>. The maximizer K in

(16.3) does not change under the multiplication by diag(v0)−1 � 0 both from left
and right sides, that is,

KG,x(N) = arg max
K

{
diag(v0)−1Q(x) diag(v0)−1 − 1

N
v0v

>
0 −

K

2
Id � 0

}
. (16.4)

We finally deduce that

K(G, x;N) = λmin (2 diag(v0)−1Q(x) diag(v0)−1 − 2

N
v0v

>
0 )

= λmin (A∞(x)− 2

N
v0v

>
0 ) = λmin (AN(x)),

as desired.

Results in later sections and chapters are sometimes presented in terms of Bakry-
Émery curvature at dimension N = ∞. For convenience, we use a shortened
notation for the curvature as defined below.
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Definition 16.3 (curvature at N =∞). When a weighted graph G = (V,w, µ) is
fixed and unambiguous, the Bakry-Émery curvature at x ∈ V is given by

K∞(x) := K(G, x;∞) = max{K ∈ R | Γ2f(x) ≥ KΓf(x) ∀f ∈ RV }
= λmin (A∞(x)).

Remark 16.4. Both the Bakry-Émery curvature K∞(x) and the curvature matrix
A∞(x) are completely determined by the weighted structure of the incomplete
two-ball around x, namely Binc

2 (x), which is obtained from the induced subgraph
of B2(x) by removing all edges connecting vertices within S2(x). The explicit
expression of A∞(x) is provided in [CKLP21, Appendix A].

16.2 Curvature of Cartesian products and graph
modifications

One important application of the curvature matrix A∞ is the curvature compu-
tation of the Cartesian products. Let us first provide the definition of (weighted)
Cartesian product for weighted graphs.

Definition 16.5 (weighted Cartesian product). Given two weighted graphs G,G′
and two fixed positive numbers α, β ∈ R+, the weighted Cartesian product G×α,β
G′ is defined with the following weight function and vertex measure: for x, y ∈ G
and x′, y′ ∈ G′,

w(x,x′)(y,x′) := αwxyµx′ ,

w(x,x′)(x,y′) := βwx′y′µx,

µ(x,x′) := µxµx′ .

The parameters α and β serve two purposes.

1. In the case of non-weighted graphs G and G′ (i.e., µ ≡ 1 and w ∈ {0, 1}),
the choice of α = β = 1 gives the usual Cartesian product graph G×G′.

2. In the case of G and G′ representing Markov chains (i.e., when
∑

y wxy = µx
and

∑
y′ wx′y′ = µx′), the choice of α + β = 1 gives the weighted product

G×α,βG which represents the random walk with probability α and β following
horizontal and vertical edges, respectively.

It was shown in [CKLP21] that the curvature matrix of the Cartesian product
of two graphs is simply the direct sum of the curvature matrices of each graph.



16.2. CARTESIAN PRODUCTS AND GRAPH MODIFICATIONS 131

The proof of this result, which we omit here, relies on the explicit formula for the
curvature matrix.

Theorem 16.6. The curvature matrix of the product G ×α,β G′ is the weighted
direct sum of the curvature matrices G and G′:

A
G×α,βG′
∞ ((x, x′)) = αAG∞(x)⊕ βAG′∞(x′).

As an immediate consequence, the curvature of the product is the minimum of the
curvature in each factor.

Corollary 16.7. The curvature of the weighted product H := G×α,β G′ is

KH∞((x, x′)) = min{αKG∞(x), βKG′∞ (x′)}.

Example 16.8 (hypercubes). Consider the weighted graph K2 consisting of two
points x and y with the Laplacian given by

∆f(x) = pxy(f(y)− f(x)) and ∆f(y) = pyx(f(x)− f(y)),

where pxy = wxy
µx

and pyx = wyx
µy

= wxy
µy

. Explicit expressions of Γ and Γ2 can be
derived as

2Γ(f, g)(x) = pxy(f(y)− f(x))(g(y)− g(x)),

2Γ(f, g)(y) = pyx(f(y)− f(x))(g(y)− g(x)),

and

2Γ2(f, g)(x) = ∆Γ(f, g)(x)− Γ(f,∆g)(x)− Γ(∆f, g)(x)

= pxy
(
Γ(f, g)(y)− Γ(f, g)(x)

)
− 1

2
pxy(f(y)− f(x))(∆g(y)−∆g(x))

− 1

2
pxy(∆f(y)−∆f(x))(g(y)− g(x))

=
(1

2
pxy(pyx − pxy) + 2 · 1

2
pxy(pyx + pxy)

)
(f(y)− f(x))(g(y)− g(x))

=
(3

2
pxypyx +

1

2
p2
xy

)
(f(y)− f(x))(g(y)− g(x)).

In particular, Γ2f(x) =
(

3
2
pyx + 1

2
pxy)Γf(x) and thus the curvature is K∞(x) =

3
2
pyx + 1

2
pxy.

Alternatively, the matrix forms Γ(x) and Γ2(x) are given by

2Γ(x) = pxy

(
1 −1
−1 1

)
, 2Γ2(x) =

(3

2
pxypyx +

1

2
p2
xy

)( 1 −1
−1 1

)
.
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The Schur complement term is simply Q(x) = Γ2(x)S1,S1 since S2(x) is empty. The
curvature matrix A∞(x) (of size |S1(x)| = 1) then equals

A∞(x) = 2 diag(v0)−1Q(x) diag(v0)−1

= 2(
√
pxy)

−1
(3

4
pxypyx +

1

4
p2
xy

)
(
√
pxy)

−1 =
(3

2
pyx +

1

2
pxy
)
,

and of course, K∞(x) = λmin (A∞) = 3
2
pyx + 1

2
pxy.

In the particular case of the non-weighted K2 (so pxy = pyx = 1), its curvature
matrix is AK2

∞ (x) = (2). By viewing the n-dimensional hypercube Qn as the
Cartesian product (K2)n, its curvature matrix and Bakry-Émery curvature are
given by

AQ
n

∞ (x) =

2
. . .

2


n×n

, and KQn∞ (x) = 2.

We would also like to present without proof another application of the relation be-
tween K∞(x) and A∞(x) to derive a certain graph modification result in [CKLP21].

Theorem 16.9. Let G = (V,w, µ) be a weighted graph and fix a vertex x ∈ V .
Assume that p−(y) = pyx is independent of y ∈ S1(x).1 Consider a modified
weighted graph G̃ obtained from G by one of the following operations:

(O1) Increase the edge-weight between a fixed pair y, y′ ∈ S1(x) with y 6= y′ by
w̃yy′ = wyy′ + C1 for any constant C1 > 0.

(O2) Delete a vertex z0 ∈ S2(x) and remove all of its incident edges, i.e., w̃yz0 = 0
for all y ∈ S1(x). Increase the edge-weight between all pairs y, y′ ∈ S1(x)
with y 6= y′ by

w̃yy′ = wyy′ + C2wyz0wz0y′ (16.5)

with any constant C2 ≥
p−(y)

µxp
(2)
xz0

.

Then K(G̃, x;N) ≥ K(G, x;N) for all N ∈ (0,∞].

1A vertex x satisfying this property is called S1-in regular.



Chapter 17

Discrete Laplacian and heat
semigroup operator

In this chapter, we present results which go in parallel with Sections 5.3 and 5.5
about the Laplacian, the spectral gap and the heat semigroup operator.

As usual, let G = (V,w, µ) be a connected and locally finite weighted graph with
its graph Laplacian ∆ given by

∆f(x) =
∑

y∈S1(x)

pxy(f(y)− f(x))

for all f ∈ RV and all x ∈ V . The eigenvalues-eigenvectors of ∆ are the solutions
(λ, f) ∈ R × RV to the equation ∆f + λf = 0 on G. The eigenspace of each
λ is the vector space consisting of all eigenfunctions with respect to λ. If G is
finite, its Laplacian eigenvalues are discrete: 0 = λ0 < λ1 ≤ λ2 ≤ . . . ≤ λ|V |−1

including their multiplicities. If G is infinite, the Laplacian is self-adjoint operator
(under suitable boundary conditions), and its spectrum is contained in [0,∞).
For example, if G is a non-weighted d-regular infinite tree, the spectrum of the
non-normalized Laplacian is given by

σ(−∆) =
[
d− 2

√
d− 1, d+ 2

√
d− 1

]
.

Since the d-regular tree is the universal covering of any connected d-regular graph,
this interval agrees precisely with the interval required for the nontrivial eigenval-
ues (excluding 0, and 2d in the bipartite case) of d-regular Ramanujan graphs.

Apart from the trivial λ0 = 0 which corresponds to the constant eigenfunction f ,
the smallest nonzero eigenvalue λ1 is the Laplacian spectral gap (and it is closely
related to difference between the two largest eigenvalues of the graph’s adjacency
matrix).

133
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17.1 Lichnerowicz spectral gap theorem

In the smooth setting of Riemannian manifolds, we already obtain Lichnerowicz’s
bound on the smallest nonzero eigenvalue by taking an integral of Bochner’s for-
mula and applying the divergence theorem (see Section 5.3). Here we present an
analogous result on weighted graphs (see also, e.g. [BCLL17, Theorem 2.1]).

Theorem 17.1 (Lichnerowicz for BE(K,N)). Fix N ∈ [0,∞) and let G =
(V,w, µ) be a weighted graph with Degmax < ∞ and K := K(G, x;N) > 0. Then
the smallest nonzero Laplacian eigenvalue satisfies

λ1 ≥
N

N − 1
K.

Similarly, for N =∞, we have λ1 ≥ K.

Proof. First, we remark that G is finite due to the Bonnet-Myers diameter bound
(see Corollary 18.2), since G satisfies BE(K,N) (and hence BE(K,∞)) with
K > 0.

Suppose f is an eigenfunction with respect to λ1, so ∆f = −λf . Using BE(K,N)
condition and the divergence theorem 〈∆g, 1〉 = 1 for all g (see Proposition
15.1(L3)), we deduce that

0 ≤ 〈Γ2f −KΓf − 1

N
(∆f)2, 1〉

≤ 〈1
2

∆Γf − Γ(f,∆f)−KΓf − λ2

N
f 2, 1〉

= 〈λΓf −KΓf − λ2

N
f 2, 1〉

= 〈(λ−K)(
1

2
∆(f 2)− f∆f)− λ2

N
f 2, 1〉

= 〈(λ−K)(λf 2)− λ2

N
f 2, 1〉

=

(
N − 1

N
λ2 −Kλ

)
〈f 2, 1〉.

Since λ1 > 0, we conclude that λ1 ≥ N
N−1

K as desired.
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17.2 Heat semigroup and gradient estimate

In this section, we introduce and discuss properties of the heat semigroup operators
Pt and the heat kernel pt on weighted graphs. They are very important in the
analysis of Bakry-Émery curvature, especially the semigroup characterization via
gradient estimate. The definitions and properties of the heat semigroup operators
and the heat kernel on graphs are in a similar fashion to those on manifolds, which
we discussed in Section 5.5. We refer to the arXiv version of Wojciechowski’s PhD
thesis [Woj08] for technical details in the case of graphs, including e.g. Dodzuik’s
construction of the heat kernel and the stochastic completeness. At the same
time, we remark that our convention for the graph Laplacian ∆ is weighted and
has the opposite sign to the one in [Woj08], which is the combinatorial Laplacian
∆f =

∑
y∈S1(x)(f(x)− f(y)).

Let G = (V,w, µ) be a locally finite and connected weighted graph. We denote by
Cb(V ) := { f : V → R | ‖f‖∞ <∞} the space of all bounded functions on V .

Definition 17.2. The heat kernel p : [0,∞) × M × M → [0, 1] (written as
pt(x, y) = p(t, x, y)) is the smallest nonnegative fundamental solution of the
heat equation, that is, for every f ∈ Cb(V ), the function

u(t, x) =
∑
y∈V

µypt(x, y)f(y) (17.1)

is a solution to the Cauchy problem{
∂
∂t
u = ∆u,

u(0, ·) = f.
(17.2)

Equivalently, the heat kernel is the smallest nonnegative function p which solves
the heat equation

∂

∂t
pt(x, y) = ∆pt(x, y),

where the Laplacian ∆ is taken with respect to either x or y, and p satisfies the
initial condition

p0(x, y) = δx(y).

Furthermore, the heat semigroup operator Pt : Cb(V )→ Cb(V ), t ≥ 0 is given
by

Ptf(x) :=
∑
y∈V

µypt(x, y)f(y),

for all f ∈ Cb(V ) and x ∈M .
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By definition, it means the function u(t, x) = Ptf(x) solves the Cauchy problem
(17.2), or in short, we write

∂

∂t
Pt = ∆Pt.

Fundamental and very useful properties of pt and Pt are summarized in the fol-
lowing proposition.

Proposition 17.3. Pt and pt satisfy the following properties:

(H1) pt(x, y) = pt(y, x).

(H2) pt(x, y) > 0 for all x, y and t > 0.

(H3)
∑

y∈V µypt(x, y) ≤ 1.

(H4) ps+t(x, y) =
∑

z∈V µzps(x, z)pt(z, y).

(H5) If f(x) ≥ 0 for all x, then Ptf(x) ≥ 0 for all x and t ≥ 0. Additionally, if f
is not identically zero, then Ptf(x) > 0 all x and t > 0.

(H6) ‖Ptf‖∞ ≤ ‖f‖∞ for all f ∈ Cb(V ).

(H7) Pt ◦ Ps = Ps+t for all s, t ≥ 0.

(H8) ∆Pt = Pt∆.

Proof. Properties (H1)-(H4) are due to [Woj08, Theorems 2.1.2 and 2.1.5]. (H5),
(H6) and (H7) follow from (H2), (H3) and (H4), respectively, via
Ptf(x) =

∑
y∈V µypt(x, y)f(y). Lastly, (H8) follows from the proof in [Woj08,

Theorem 2.2.1].

The next theorem gives a characterization of the BE(K,∞) in terms of (Γ-type)
gradient estimate of the heat semigroup Pt. This result should be compared to
Theorem 5.23, and its proof also employs the same technique of the semigroup
interpolation. We refer to a paper by Lin and Liu [LL15] for details about this
characterization which also includes BE(K,N) for finite N .

Theorem 17.4 (Semigroup characterization of BE(K,∞)). Let G = (V,w, µ) be
a weighted graph. A vertex x satisfies BE(K,∞) if and only if the Γ-gradient
estimate:

Γ(Ptf)(x) ≤ e−2KtPt(Γf)(x) (17.3)

holds true for all f ∈ Cb(V ) and t ≥ 0.
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Proof. (⇒): Fix t ≥ 0 and let F : [0, t]→ R be a smooth function given by

F (s) := e−2KsPs(ΓPt−sf)(x).

We must show that F (0) ≤ F (t), so and suffices to prove F ′(s) ≥ 0 on [0, t].
Differentiation F and using the product rule and the chain rule, we obtain

F ′(s) = e−2Ks

[
− 2KPs(ΓPt−sf)(x) + (

∂

∂s
Ps)(ΓPt−sf)(x) + Ps(

∂

∂s
Γ(Pt−sf))(x)

]
With the relation ∂

∂s
Ps = ∆Ps = Ps∆ being replaced into the second summand,

we obtain F ′(s) = e−2KsPsHf(x) where H denotes the operator

Hf := −2KΓPt−sf + ∆(ΓPt−sf) +
∂

∂s
Γ(Pt−sf).

Moreover, the last summand of H is equal to

∂

∂s
Γ(Pt−sf) =

∂

∂s
Γ(Pt−sf, Pt−sf)

= 2Γ
( ∂
∂s

(Pt−sf), Pt−sf
)

= −2Γ(∆Pt−sf, Pt−sf)

= 2Γ2(Pt−sf)−∆(ΓPt−sf).

ThereforeHf(x) = −2KΓ(Pt−sf)(x)+2Γ2(Pt−sf)(x) ≥ 0, since x satisfiesBE(K,∞).
Proposition 17.3(H5) then implies that PsHf ≥ 0, which gives F ′(s) ≥ 0 as de-
sired.

(⇐): We differentiate (17.3) at t = 0 and obtain

0 ≤ lim
t→0

1

t

(
e−2KtPt(Γf)− Γ(Ptf)

)
=

∂

∂t

∣∣∣
t=0

(
e−2KtPt(Γf)− Γ(Ptf)

)
= ∆(Γf)− 2KΓf − ∂

∂t

∣∣∣
t=0

Γ(Ptf, Ptf)

= ∆(Γf)− 2KΓf +
[
2Γ2(Ptf)−∆(Γ(Ptf))

]
t=0

= 2Γ2f − 2KΓf,

and therefore x satisfies BE(K,∞)

In [LMP17, Theorem 3.4], the authors provide equivalent conditions where the
Γ-gradient estimate (17.3) is sharp. This result, which is stated and proved below,
will be helpful when we discuss the rigidity of diameter bound in an upcoming
chapter.
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Theorem 17.5. Let G = (V,w, µ) be a weighted graph with Degmax < ∞ that
satisfies BE(K,∞) with K > 0. Let f ∈ Cb(V ). Then the following are equivalent.

(i) There exists some x0 ∈ V such that ΓPtf(x0) = e−2KtPtΓf(x0) for all t ≥ 0.

(ii) ΓPtf = e−2KtPtΓf for all t ≥ 0.

(iii) Γ2f = KΓf .

(iv) f = ϕ+c for a constant c ∈ R and an eigenfunction ϕ such that ∆ϕ+Kϕ =
0.

Moreover, if any of the above holds, then

(a) Γf is constant.

Proof. Firstly, G is finite due to the Bonnet-Myers diameter bound (Corollary
18.2). We will prove this equivalence in the following order:

(ii)⇒ (i)⇒ (iii)⇒ (iv)⇒ (ii).

(ii)⇒ (i) is trivial.

(i)⇒ (iii): Let Fx(s) := e−2KsPs(ΓPt−sf)(x) for s ∈ [0, t], and recall that F ′x(s) =
2e−2KsPs(Γ2(Pt−sf)−KΓ(Pt−sf))(x). We know from (i) that

0 = Fx0(t)− Fx0(0) =

∫ t

0

2e−2KsPs(Γ2(Pt−sf)−KΓ(Pt−sf))(x0)ds.

Due to BE(K,∞), the above integrand is nonnegative, and hence it must be zero
for all s. Particularly at s = t, we have Pt(Γ2f −KΓf)(x0) = 0 which holds for
all t > 0. Proposition 17.3(H5) then asserts that Γ2f − KΓf is identically zero
(otherwise Pt(Γ2f −KΓf)(x0) > 0), so (iii) is true.

Next, suppose for the sake of contradiction that (ii) is false, that is, ΓPtf <
e−2KtPtΓf < 0 at some x1 ∈ V and t > 0. Then

0 < Fx1(t)− Fx1(0) =

∫ t

0

2e−2KsPs(Γ2(Pt−sf)−KΓ(Pt−sf))(x1)ds,

which implies Γ2(Pt−sf)−KΓ(Pt−sf) is not identically zero. Proposition 17.3(H5)
asserts that Ps(Γ2Pt−s − KΓPt−s) > 0 for all x ∈ V and all 0 < s < t, which in
turn gives ΓPtf − e−2KtPtΓf < 0 for all x ∈ V , contradicting to (1).
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(iii)⇒ (iv): Using Proposition 15.1(L3), we derive

〈Γ2f, 1〉 = 〈−Γ(f,∆f), 1〉 = 〈1
2
f∆(∆f) +

1

2
(∆f)2, 1〉

=
1

2
〈∆(∆f), f〉+

1

2
〈∆f,∆f〉

= 〈∆f,∆f〉.

On the other hand, Γ2f = KΓf gives

〈Γ2f, 1〉 = K〈Γf, 1〉 = −K〈f∆f, 1〉 = −K〈f,∆f〉,

and therefore we have −K〈f,∆f〉 = 〈∆f,∆f〉.

Next, we spectrally decompose f into f =
∑|V |−1

i=0 α1fi, where αi ∈ R and fi is
an eigenfunction corresponding to the Laplacian eigenvalue λi (listed as 0 = λ0 <

λ1 ≤ λ2 ≤ ... ≤ λ|V |−1), and {fi}|V |−1
i=0 forms an orthonormal basis of RV , that is,

〈fi, fj〉 = δij. This decomposition gives

K
∑
i

λiα
2
i = −K〈f,∆f〉 = 〈∆f,∆f〉 =

∑
i

λ2
iα

2
i ,

which means
∑

i λi(λi − K)α2
i = 0. Recall that λ0 = 0 and from Lichnerowicz

theorem that λi ≥ K for all i ≥ 1. It implies that αi = 0 for all i such that
λi 6∈ {0, K}, and hence we can write f = c + ϕ with some constant c ∈ R and
∆ϕ+Kϕ = 0.

Next, we prove (iv) ⇒ (a), which will help proving (iv) ⇒ (ii) later. We know
from f = ϕ+ c that Γf = Γϕ. The condition BE(K,N) applied for ϕ gives

KΓϕ ≤ Γ2ϕ =
1

2
∆((Γϕ)− Γ(ϕ,∆ϕ) =

1

2
∆(Γϕ) +KΓϕ,

and thus ∆(Γϕ) ≥ 0. Due to the divergence theorem 〈∆(Γϕ), 1〉 = 0, it must be
that ∆(Γϕ) = 0, and hence Γϕ is constant as desired.

(iv)⇒ (ii): Fix any x ∈ V and letH(t) := Ptϕ(x)−e−Ktϕ(x). Note thatH(0) = 0
and H ′(t) = ∆Ptϕ(x) +Ke−Ktϕ(x).

By applying Pt = et∆ =
∑∞

n=0
tn∆n

n!
to ϕ, we have

Ptϕ =
∞∑
n=0

tn(−K)nϕ

n!
= e−Ktϕ.

Using f = ϕ+ c, we finally derive

ΓPtf = ΓPtϕ = Γe−Ktϕ = e−2KtΓϕ = e−2KtΓf
(a)
= e−2KtPtΓf.



140 CHAPTER 17. DISCRETE LAPLACIAN AND HEAT SEMIGROUP



Chapter 18

Bonnet-Myers diameter bound and
rigidity of hypercube

In this chapter, we survey for a Bonnet-Myers diameter bound result in the context
of Bakry-Émery curvature, and its correspoding rigidity result from the two papers
by Liu, Münch and Peyerimhoff [LMP18, LMP17].

18.1 Diameter bound for BE(K,∞)

For the sake of simplicity, the results in this survey are presented only in the case
of N = ∞. The arguments for curvature at a finite dimension N are carried out
in a more complicated fashion and can be found in the original paper [LMP18].

Theorem 18.1 ([LMP18, Theorem 2.1]). Let G = (V,w, µ) be a weighted graph
with the positive lower curvature bound K := infx∈V K∞(x) > 0 and Degmax <∞.
Then for all x0, y0 ∈ V , we have

d(x0, y0) ≤
√

2 Deg(x0) +
√

2 Deg(y0)

K
. (18.1)

Proof. Let L := d(x0, y0) and define a function f(x) := max{L−d(x0, x), 0}, which
is bounded and 1-Lipschitz with f(x0) = L and f(y0) = 0. Moreover,

Γf(x) =
1

2

∑
y

pxy(f(y)− f(x))2 ≤ 1

2

∑
y

pxy =
Deg(x)

2
,

which means ‖Γf‖∞ ≤ Degmax

2
.
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The triangle inequality gives, for all t ≥ 0,

L = |f(x0)− f(y0)|
4
≤ |f(x0)− Ptf(x0)|+ |Ptf(x0)− Ptf(y0)|+ |Ptf(y0)− f(y0)|. (18.2)

For any x ∈ V , the term |f(x0)− Ptf(x0)| is bounded from above by

|f(x)− Ptf(x)| ≤
∫ t

0

∣∣∣ ∂
∂s
Psf(x)

∣∣∣ds =

∫ t

0

∣∣∣∆Psf(x)
∣∣∣ds, (18.3)

due to the fundamental theorem of calculus. Moreover,

(∆Psf(x))2 ≤ 2 Deg(x)Γ(Psf)(x) ≤ 2 Deg(x)e−2KsPs(Γf)(x)

≤ 2 Deg(x)e−2Ks‖Γf‖∞ ≤ Deg(x)2e−2Ks,
(18.4)

due to Proposition 15.1(L2), Theorem 17.4, and Proposition 17.3(H6).

Combining (18.3) and (18.4) yields for all x ∈ V ,

|f(x)− Ptf(x)| ≤ Deg(x)

∫ t

0

e−Ksds =
Deg(x)

K
(1− e−Kt) ≤ Deg(x)

K
.

Thus |f(x0) − Ptf(x0)| ≤ Deg(x0)
K

and |Ptf(y0) − f(y0)| ≤ Deg(y0)
K

. We also know
from (18.4) that ΓPtf → 0 as t → ∞, which implies that |Ptf(y) − Ptf(x)| → 0
for all x ∼ y. Due to connectivity of G, the triangle inequality can be applied to
deduce that |Ptf(y)− Ptf(x)| → 0 also for all x, y ∈ V . Finally, we can conclude
from (18.2) that L ≤ Deg(x0)+Deg(y0)

K
as desired.

As an immediate sequence of the above theorem, we obtain the following Bonnet-
Myers-type diameter bound result.

Corollary 18.2 (Bonnet-Myers for BE(K,∞)). Let G = (V,w, µ) be a weighted
graph with the positive lower curvature bound K := infx∈V K∞(x) > 0 and Degmax <
∞. Then G is finite and

diam(G) ≤ 2 Degmax

K
. (18.5)

We remark from Example 16.8 that in the non-weighted case, the curvature of
n-dimensional hypercube Qn is KQn∞ = 2, and Degmax = diam(Qn) = n. Thus, the
diameter bound (18.5) is sharp for any hypercube. In fact, we will discuss in the
next section that hypercubes are the only nonweighted graphs for which (18.5) is
sharp.
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Example 18.3 (antitrees). Now we would like to make a comparison to Remark
4.3 about a paraboloid being a noncompact space with positive curvature every-
where but the infimum of the curvature is zero (and thus the classical Bonnet-
Myers theorem does not apply). The family of graphs that has the same analogy
are known as antitrees, whose name and general definition come from a paper
by Keller, Lenz and Wojciechowski [KLW13]. For an infinite sequence of positive
integers (ak)k∈N, an antitree with respect to (ak) is defined to be a simple and
connected graph with the vertex set

V =
⊔
k

Vk, |Vk| = ak,

and satisfies the following two properties.

(AT1) Any root vertex x ∈ V1 is connected to all vertices in V2 and no vertex in Vk,
k ≥ 3.

(AT2) Any vertex x ∈ Vk, k ≥ 2, is connected to all vertices in Vk−1 and Vk+1 and
no vertex in Vl, |l − k| ≥ 2.

In [CLMP20], the authors provide explicit formulae to calculate both the Ollivier
Ricci curvature and (non-weighted) Bakry-Émery curvature for antitrees which
satisfy additional properties that (ak) is an increasing sequence, and any x ∈ Vk
is connected to all other vertices in Vk. Such a unique antitree is denoted by
AT ((ak)). In the particular case that ak = 1 + (k − 1)t for a fixed t ∈ N, the
infinite antitree AT ((ak)) has positive curvature everywhere and the infimum of
the curvature is zero (in both contexts of Bakry-Émery curvature and Ollivier
Ricci curvature); see [CLMP20, Theorems 2.1.4 and 2.1.6]. Thus these antitrees
serve to be an example of infinite graphs with positive curvature everywhere but
a Bonnet-Myers-type diameter bound theorem is not applicable.

18.2 Rigidity of hypercubes

Continuing from the Bonnet-Myers-type diameter bound result in the previous
section, we now present the main result in [LMP17] about the rigidity in the
special case of non-weighted graphs; see Cheng’s rigidity on manifolds (Theorem
4.2) for comparison. Readers are welcome to consult the original paper for more
technical details when dealing with weighted graphs.

As usual, our non-weighted graph G = (V,E) here is connected and locally finite.
Moreover, we assume that G has finite maximal vertex degree, Degmax <∞.
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Theorem 18.4. Let G = (V,E) be a graph with K := infx∈V K∞(x) > 0. Then G
satisfies the sharp Bonnet-Myers diameter bound, i.e.,

diam(G) =
2 Degmax

K

if and only if G is a hypercube.

We summarize the authors’ ideas to prove the forward implication of the above
theorem into the following three steps (see Theorems 18.5, 18.7 and 18.8). After-
wards, we present only the proof of Theorem 18.5 to demonstrate how to utilize the
sharpness of inequalities involved in the derivation of the distance bound (18.1).

Theorem 18.5. Let G = (V,E) be a graph with K := infx∈V K∞(x) > 0, and
let D := Degmax . Suppose G satisfies the sharp Bonnet-Myers diameter bound,
diam(G) = 2D

K
. Let x0 ∈ V be a pole, that is, there exists y0 ∈ V with d(x0, y0) =

diam(G). Then K = 2 and G has the hypercube shell structure HSS(D, 1, x0),
which means

(i) G is D-regular and bipartite, and

(ii) the in-degree d−x0(x) := |{v ∈ S1(x) | d(x0, v) = d(x0, x) − 1}| is equal to
d(x0, x).

The authors of [LMP17] prove further that a graph G = (V,E) with K :=
infx∈V K∞(x) = 2 must satisfy two combinatorial properties called the small two-
sphere property (SSP) and the non-clustering property (NCP ).

Definition 18.6. Let G = (V,E) be a D-regular graph. We say a vertex x ∈ V
satisfy the small two-sphere property (SSP) if |S2(x)| ≤

(
D
2

)
. We say x satisfies

the non-clustering property (NCP ) if the following implication holds true: if
d−x (z) = 2 for all z ∈ S2(x), then for all different y1, y2 ∈ S1(x) there is at most
one z ∈ S2(x) that y1 ∼ z ∼ y2. Moreover, G satisfies (SSP) (or (NCP)) if such
property is satisfied for all x ∈ V .

Theorem 18.7. Let G = (V,E) be a D-regular bipartite graph. Suppose that a
vertex x ∈ V satisfies K∞(x) ≥ 2. Then x satisfies both (SSP) and (NCP). In
particular, if K := infx∈V K∞(x) = 2, then G satisfies (SSP) and (NCP).

The authors then conclude that (SSP), (NCP) and HSS(D, 1, x0) for some x0 ∈ V
altogether imply that G must be a D-dimensional hypercube.

Theorem 18.8. Let G = (V,E) be a graph with HSS(D, 1, x0) at some x0 ∈ V .
Suppose that G satisfies both (SSP) and (NCP). Then G is isomorphic to the
D-dimensional hypercube QD.
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Proof of Theorem 18.5. We remark G is finite due to the Bonnet-Myers diameter
bound theorem. Let f0 ∈ RV be given by f0(x) := d(x0, x) for all x ∈ V . We
follow closely the arguments in the proof of Theorem 18.1 that

diam(G) = f0(y0)− f0(x0) ≤
∫ ∞

0

|∆Ptf0(x0)|+ |∆Ptf0(y0)|dt

≤
√

2D

∫ ∞
0

√
ΓPtf0(x0) +

√
ΓPtf0(y0)dt (18.6)

≤
√

2D

∫ ∞
0

e−Kt(
√
PtΓf0(x0) +

√
PtΓf0(y0))dt

(18.7)

≤
√

2D

∫ ∞
0

2e−Kt
√
‖Γf0‖∞dt

≤
√

2D

∫ ∞
0

2e−Kt
√
D

2
dt =

2D

K
. (18.8)

The assumption of sharpness diam(G) = 2D
K

implies that all the involved inequali-
ties must hold with equality. The equality of (18.6) implies Deg(x0) = D, and the
equality of (18.7) implies that ΓPtf0(x0) = e−2KtPtΓf0(x0) for all t ≥ 0. Theorem
17.5 asserts that Γf0 is constant, and particularly for all x ∈ V we have

2Γf0(x) = 2Γf0(x0) =
∑

y∈S1(x0)

(d(x0, y)− d(x0, x0))2 = D.

It follows that

D = 2Γf0(x) =
∑

y∈S1(x)

(d(x0, y)− d(x0, x))2 ≤
∑

y∈S1(x)

1 = Deg(x) ≤ D.

The sharpness of the above inequalities implies that Deg(x) = D for all x (i.e., G
is D-regular) and that |d(x0, y)− d(x0, x)| = 1 for all y ∼ x. This means there is
no spherical edge (x ∼ y such that d(x0, y) = d(x0, x)), so G is indeed a bipartite
graph (between vertices in

⋃
i even Si(x0) and

⋃
i odd Si(x0)). Observe the Laplacian

∆f0 in terms of degrees:

∆f0(x) =
∑

y∈S1(x)

(d(x0, y)− d(x0, x)) = d+
x0

(x)− d−x0(x) = D − 2d−x0(x), (18.9)

where the last equality comes from the fact that d+
x0

(x) + d−x0(x) = D since G is
D-regular and d0

x0
(x) = 0 (i.e., there is no spherical edge).

Recall again from Theorem 17.5 that f0 = ϕ+ c where ∆ϕ+Kϕ = 0, so

∆f0 = ∆ϕ = −Kϕ = −Kf0 + cK.
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To find the values of c and K, we evaluate at x0 and at its neighbor x1. At x0,
we have f0(x0) = 0 and ∆f0(x0) = D, so the substitution into the above equation
yields cK = D, which means ∆f0 = −Kf0 + D. At any x1 ∈ S1(x0), we have
f0(x1) = 1 and from (18.9) that ∆f0(x1) = D − 2, so the substitution yields
K = 2. Therefore, ∆f0 = −2f0 +D, and by comparing this equation to (18.9) we
can conclude that d−x0(x) = f0(x) = d(x0, x) as desired.



Chapter 19

Outlook for Bakry-Émery curvature

In this final chapter of Part III, we collect some interesting questions about Bakry-
Émery curvature on non-weighted graphs and its connection to Ollivier Ricci cur-
vature.

1. The Bonnet-Myers-type diameter bounds with respect to Ollivier Ricci cur-
vature and to Bakry-Émery curvature are similar in comparison:

diam(G) ≤ 2

infx,y κ(x, y)
, (19.1)

diam(G) ≤ 2

infxK∞(x)
. (19.2)

However, we have learned that their corresponding rigidity results are dif-
ferent: (19.2) is only sharp for hypercubes whereas (19.1) is sharp for a
larger class of graphs, including all self-centered Bonnet-Myers sharp graphs
as listed in Theorem 13.26.

In [CKK+20, Section 10.3], we pose an interesting conjecture that for all
regular graphs G = (V,E), the Bakry-Émery curvature satisfies the following
inequality

inf
x∈V
K∞(x) ≤ 1

deg(G)
+

1

diam(G)
, (19.3)

which is an improvement of (19.2) in the case of deg(G) > diam(G). In
fact, it is shown that the new inequality (19.3) is sharp for all self-centered
Bonnet-Myers sharp graphs.

2. A broader question about the relation between Ollivier Ricci curvature and
Bakry-Émery curvature is to understand graphs which have positive (or non-
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negative) curvature in both contexts. Prominent examples are abelian Cay-
ley graphs. Some partial results in this direction can be found in a paper
by Ralli [Ral17] and our joint paper [CKK+21]. In the latter paper, we also
draw connections of Ollivier Ricci and Bakry-Émery to various versions of
Ricci-flatness, a curvature notion which was originally introduced by Chung
and Yau in [CY96].



Part IV

Erbar-Maas entropic Ricci curvature
on Markov chains
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Chapter 20

Setting of discrete Markov chains

20.1 Irreducible and reversible Markov chains and
graph structure

We start with a finite Markov chain (X,Q), where X is a finite set, and Q :
X×X → [0, 1] is a Markov kernel, whereQ(x, y) serves as the transition probability
from x to y and it satisfies

∑
y∈X Q(x, y) = 1 for all x ∈ V . The kernel Q can be

represented by a square matrix of size |X| with nonnegative entries whose sum in
each row equals one. The kernel Q induces a directed graph on X by assigning an
directed edge x→ y whenever Q(x, y) > 0.

Throughout this thesis, the Markov kernel Q is always assumed to be irreducible
and reversible, which we briefly discuss for readers’ convenience.

Definition 20.1 (irreducibility). Let A be an n×n square matrix with nonnegative
entries. The matrix A is irreducible if, for any k, l ≤ n, there exists m ∈ N such
that Amk,l > 0.

The notion of irreducibility translates naturally for a Markov kernel. A Markov
chain is irreducible means its induced directed graph is strongly connected, i.e.,
it has a directed path from any vertex to any vertex.

Definition 20.2 (aperiodicity). Let A be an irreducible n × n matrix A. Each
index 1 ≤ k ≤ n has a period p ∈ N to be the greatest common divisor of all
m ∈ N such that Amk,k > 0. The irreducibility asserts that all indexes share the
same period p (and hence p is called the period of A). The matrix A is called
aperiodic if p = 1.
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Theorem 20.3 (Perron-Frobenius). Let A be an irreducible square matrix with all
entries nonnegative. Then the spectral radius σ(A) > 0 is a real (left- and right-)
eigenvalue r > 0 with multiplicity of one. The (left-) eigenvector corresponding to
r has all entries positive. If A is additionally aperiodic, then all other eigenvalues
λ has modulus strictly less than r.

In the case of aperiodicity, the infimum inf{σ(A)−|λ| : λ is eigenvalue} is strictly
positive and called the spectral gap. In the particular case of a Markov kernel
Q, the left-spectral radius equals one due to

∑
y∈X Q(x, y) = 1. Consequently,

there exists a unique stationary probability measure π on X satisfying π(x) > 0
for all x,

∑
x∈X π(x) = 1 and

∑
x∈X Q(x, y)π(x) = π(y) (or written compactly as

π>Q = π>). The spectral gap in fact describes the rate of convergence (i.e., the
mixing rate) from any initial probability distribution to the limiting distribution,
which is π.

Definition 20.4 (reversibility). An irreducible Markov kernel Q : X ×X → R≥0

(with the unique stationary probability measure π) is reversible if it satisfies the
following detailed balance equation

Q(x, y)π(x) = Q(y, x)π(y) ∀x, y ∈ X. (20.1)

Henceforth, the kernel Q, assumed to be irreducible and reversible, always comes
with a unique stationary probability measure π, which is treated as a reference
measure.

One may define the symmetric function w : X×X → R≥0 by wxy := Q(x, y)π(x) =
wyx, which can be regarded as the symmetric weight function for the induced
weighted graph G = (X,w, π) (compared to the setting of weighted graphs in
Section 15.1). This induced weighted graph is no longer a directed graph, since
there exists an edge x ∼ y if and only if any of the following equivalences holds
true: Q(x, y) > 0 ⇔ wxy > 0 ⇔ Q(y, x) > 0. Moreover, we define the vertex
π-degree to be Degπ(x) := 1

π(x)

∑
y∈V π(y). Note that this degree is not the

same as the vertex degree for weighted graphs: Deg(x) := 1
π(x)

∑
y∈S1(x) wxy =∑

y∈S1(x) Q(x, y) = 1 for all x.

A special case is a simple random walk (without laziness) on a finite d-regular
connected graph G = (V,E) which is given by X = V , wxy = 1

d
iff x ∼ y, and

π(x) = 1
|V | for x ∈ V . In this case, we have Degπ(x) = d, the usual vertex degree.
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20.2 Probability space and discrete differential op-
erators

The space of our interest P(X) ⊂ RX is the space of all probability densities
(with respect to the reference measure π), which is given by

P(X) :=

{
ρ : X → R≥0

∣∣∣∣∣∑
x∈X

ρ(x)π(x) = 1

}
.

Furthermore, a function V : X × X → R is called a discrete vector field if it
satisfies

V (x, y) =

{
−V (y, x) for x ∼ y,

0 for x 6∼ y.

We denote the space of all discrete vector fields by X(X) ⊂ RX×X .

Next we give the explicit formulae of the operators discrete gradient ∇ : RX →
X(X), discrete divergence div : X(X) → RX , and discrete Laplacian ∆ :=
div ◦∇ as well as the first Γ-iteration, namely 2Γ(f, g) := ∆(fg)− f∆g − g∆f .

Definition 20.5. For all f, g ∈ RX and V ∈ X(X),

∇f(x, y) :=

{
f(y)− f(x) for x ∼ y,

0 for x 6∼ y,

div V (x) :=
1

2

∑
y∈X

(V (x, y)− V (y, x))Q(x, y) =
∑
y∈X

V (x, y)Q(x, y),

∆f(x) :=
∑
y∈X

(f(y)− f(x))Q(x, y),

2Γ(f, g)(x) :=
∑
y∈X

(f(y)− f(x))(g(y)− g(x))Q(x, y).

The second Γ-iteration is defined by 2Γ2(f, g) := ∆Γ(f, g)− Γ(f,∆g)− Γ(g,∆f).
For shortened notations, we also write Γf(x) := Γ(f, f)(x) and Γ2f(x) := Γ2(f, f)(x).

All these operators in the setting of Markov chains are the same ones as in the
setting of weighted graphs where we discuss the Bakry-Émery curvature. Further-
more, inner-products for functions and for vector fields are defined as follows.
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Definition 20.6. For fi ∈ RX and Vi ∈ X(X),

〈f1, f2〉 :=
∑
x∈X

f1(x)f2(x);

〈f1, f2〉π :=
∑
x∈X

f1(x)f2(x)π(x);

〈V1, V2〉π :=
1

2

∑
x,y∈X

V1(x, y)V2(x, y)Q(x, y)π(x).

The following proposition asserts that, with respect to the inner products 〈·, ·〉π,
the divergence is the negative adjoint of the gradient (compared to (5.1) in the
smooth setting of manifolds).

Proposition 20.7. For all f ∈ RX and V ∈ X(X), we have 〈∇f, V 〉π = −〈f, div V 〉π.

Proof. A straightforward calculation gives

〈f, div V 〉π =
∑
x∈X

f(x)π(x)

(
1

2

∑
y∈X

(V (x, y)− V (y, x))Q(x, y)

)

=
1

2

∑
x,y∈X

f(x)V (x, y)Q(x, y)π(x)− 1

2

∑
x,y∈X

f(x)V (y, x)Q(x, y)π(x)

=
1

2

∑
x,y∈X

f(x)V (x, y)Q(x, y)π(x)− 1

2

∑
y,x∈X

f(y)V (x, y)Q(x, y)π(y)

=
1

2

∑
x,y∈X

(f(x)− f(y))V (x, y)Q(x, y)π(x) = −〈∇f, V 〉π.

where the third inequality is due to the interchange of x and y, together with the
detailed balance equation Q(y, x)π(y) = Q(x, y)π(x).

While it is natural to multiply a function ρ to a vector field V on manifolds, such
multiplication is not allowed in the discrete setting since a discrete vector field V
is defined on the product space X × X. In order to make them compatible, we
transform ρ ∈ RX

≥0 into ρ̂ ∈ RX×X
≥0 via the logarithmic mean, explained as follows

Definition 20.8. [Maa11, EM12] The function θ : R≥0 × R≥0 → R≥0 is assumed
to be the logarithmic mean, that is,

θ(s, t) =

∫ 1

0

s1−αtadα =
t− s

log t− log s
,
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where the convention in extremal cases is θ(0, t) = θ(t, 0) = 0 and θ(t, t) = t.

For ρ ∈P(X), the average ρ̂ : X ×X → R≥0 is defined as

ρ̂(x, y) := θ(ρ(x), ρ(y)).

Another inner-product for vector fields is defined with respect to ρ ∈P(X) as

〈V1, V2〉ρ := 〈ρ̂V1, V2〉π =
1

2

∑
x,y∈X

V1(x, y)V2(x, y)ρ̂(x, y)Q(x, y)π(x). (20.2)

We remark that the symmetric property ρ̂(x, y) = ρ̂(y, x) asserts that the multi-
plication ρ̂V is skew-symmetric and remains to be a vector field.

In [Maa11, EM12], the authors allow θ to be any suitable mean which satisfies
certain properties: θ is continuous on R≥0 × R≥0 and C∞ on (0,∞) × (0,∞);
θ(s, t) = θ(t, s); θ(s, t) > 0 for s, t > 0; θ(r, t) ≥ θ(s, t) for r ≥ s; θ(λs, λt) =
λθ(s, t) and θ(1, 1) = 1.

The importance of the choice of θ being logarithmic mean (which is a crucial
ingredient for Erbar-Maas Ricci curvature notion later) is to re-establish the chain
rule “grad(log ρ) = 1

ρ
grad ρ” that appears in the continuous setting:

ρ̂(x, y) =
ρ(y)− ρ(x)

log ρ(y)− log ρ(x)
=
∇ρ(x, y)

∇ log ρ(x, y)
. (20.3)

Another interesting choice of θ is the arithmetic mean, which relates Erbar-Maas
curvature to Bakry-Émery curvature (see Proposition 22.6).
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Chapter 21

Otto’s calculus for discrete spaces

In this chapter, we revisit the arguments of Otto’s calculus (see Chapter 2) about
the Riemannian structure of the probability space P(X). However, since now X is
a finite set, arguments certainly become rigorous for a finite-dimensional manifold
P(X) (in comparison to Otto’s formal calculus for an infinite-dimensional P(M)).

21.1 Identification of tangent spaces of P(X)

First, we regard as a manifold M, the subspace of strictly positive probability
densities

M := P∗(X) :=

{
ρ : X → R+

∣∣∣∣∑
x∈X

ρ(x)π(x) = 1

}
⊂P(X).

Note that M is an open and convex subspace of the affine hyperplane V :={
ρ ∈ RX

∣∣∣∣∑x∈X ρ(x)π(x) = 1

}
, so it is indeed a smooth manifold of dimension

|X| − 1.

Its tangent space at ρ ∈M can be naturally realized as

TρM =

{
(ρ, s) where s ∈ RX

∣∣∣∣∑
x∈X

s(x)π(x) = 0

}
,

where the curve inM which passes through the point ρ in the direction s (in the
small neighborhood of ρ) is given by ρ(t) = ρt = ρ+ ts ∈M for small enough |t|.
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The main goal of this chapter is to follow the ideas from Otto’s calculus and
identify this tangent space TρM with the following space

TanρM :=
{

(ρ,∇ψ) where ψ ∈ RX
}

through an identification map T (ρ) : TanρM
∼−→ TρM given by

(ρ,∇ψ) 7−→ (ρ, s = − div(ρ̂∇ψ)).

Theorem 21.1. The map T (ρ) : TanρM → TρM is well-defined, and it is a
linear isomorphism.

Proof. Here the footpoint ρ ∈ M is fixed and omitted from calculation, that is,
we only write

TanρM =
{
∇ψ : ψ ∈ RX

}
, and TρM = {s ∈ RX :

∑
x∈X

s(x)π(x) = 0}.

First we check that the image − div(ρ̂∇ψ) lies in TanρM. This can be seen as a
consequence of the divergence theorem

−
∑
x∈X

div(ρ̂∇ψ)π(x) = −〈1, div(ρ̂∇ψ)〉π = 〈∇1, ρ̂∇ψ〉π = 0.

Now consider the following commutative diagram

RX TanρM TρM RX∇

Ã(ρ)

T (ρ)=− div(ρ̂ ·)

where the map ψ 7→ ∇ψ is a surjection on TanρM by construction, and TρM ⊂
RX is a canonical embedding. The map Ã(ρ) : RX → RX is a linear operator given
by Ã(ρ)ψ := − div(ρ̂∇ψ). It satisfies

− div(ρ̂∇ψ)(x) = −
∑
y∈X

ρ̂(x, y)(ψ(y)− ψ(x))Q(x, y)

=

(∑
y 6=x

ρ̂(x, y)Q(x, y)

)
ψ(x)−

∑
y 6=x

ρ̂(x, y)Q(x, y)ψ(y),

so its matrix representation is

Ã(ρ)x,y =

{∑
z 6=x ρ̂(x, z)Q(x, z) if x = y,

−ρ̂(x, y)Q(x, y)ψ(y) if x 6= y.
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Note that the matrix Ã(ρ) has zero sum in each row, which corresponds to the fact
that constant functions φ are in its kernel. We claim that the kernel of Ã(ρ) has
only one dimension and contains only the constant functions. Consider a vector
a = (ay) ∈ RX in the kernel of Ã(ρ) and denote amax := maxy∈X(ay). Pick any
x0 ∈ X such that ax0 = amax. Since −Ã(ρ)x0,y is nonnegative for all y 6= x0 and
vanishes for all y 6∼Q x0, the relation

∑
y∈X Ã(ρ)x0,yay = 0 implies that

Ã(ρ)x0,x0ax0 =
∑
y 6=x0
y∼Qx0

(−Ã(ρ))x0,yay ≤ ax0
∑
y 6=x0
y∼Qx0

(−Ã(ρ))x0,y = Ã(ρ)x0,x0ax0 ,

where the last equality is due to the zero sum on x0-row. Since this inequality
holds with equality, we can infer that ay = ax0 = amax for all y ∼Q x0. Then we
may pick any x1 ∈ {y : y ∼Q x0} (so that ax1 = amax) and argue similarly that
ay = ax1 = amax for all y ∼Q x1. Since Q is irreducible and hence the induced graph
is connected, we may repeat this process until we can conclude that av = amax for
all v ∈ X, that is, the vector a ∈ ker Ã(ρ) must be a constant vector as claimed.

To see that T (ρ) = − div(ρ̂ ·) is injective on TanρM , assume that − div(ρ̂ ∇ψ) =
0 = Ã(ρ)ψ. Then ψ ∈ ker Ã(ρ) must be constant, and hence ∇ψ = 0. Lastly, we
observe that dimensions of TanρM and of TρM coincide:

dimTanρM = dimRX − dim ker∇ = |X| − 1 = dimTρM,

since TρM is defined via a nontrivial linear condition. Therefore, T (ρ) : TanρM→
TρM is indeed an isomorphism.

So far we have identified s ∈ TρM with ∇ψ ∈ TanρM through the relation
s = − div(ρ̂∇ψ). As a consequence, for a smooth curve γ : [a, b] → M, the
tangent vector field γ′ along the curve γ, which is normally described by γ′(t) =
γ′t = (ρt, st) ∈ TρtM, can be identified with (ρt,∇ψt) ∈ TanρtM where d

dt
ρt =

st = − div(ρ̂t∇ψt). In other words, a smooth curve in M can be represented by
(ρt, ψt)t∈[a,b] which satisfies the following discrete continuity equation :

d

dt
ρt + div(ρ̂t∇ψt) = 0. (21.1)

21.2 Induced metric from metric tensor

The smooth manifold M = P∗(X) :=

{
ρ : X → R+

∣∣∣∣∑x∈X ρ(x)π(x) = 1

}
can

be equipped by the metric tensor gρ : TρM× TρM→ R given by

gρ(s1, s2) := 〈∇ψ1,∇ψ2〉ρ
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=: 〈A(ρ)ψ1, ψ2〉

where si = − div(ρ̂∇ψi) for i ∈ {1, 2}, and the linear operator A is defined uniquely
via Riesz representation theorem for the symmetric bilinear form (ψ1, ψ2) 7→
〈∇ψ1,∇ψ2〉ρ as follows.

Definition 21.2 (operator A(ρ)). For a fixed ρ ∈P∗(X), a linear operator A(ρ) :
RX → RX is uniquely defined by

〈A(ρ)ψ1, ψ2〉 := 〈∇ψ1,∇ψ2〉ρ,

for all ψ1, ψ2 ∈ RX . Equivalently, A(ρ) = −π div(ρ̂∇·), which can be seen via the
following relation:

〈∇ψ1,∇ψ2〉ρ = 〈ρ̂∇ψ1,∇ψ2〉π = 〈− div(ρ̂∇ψ1), ψ2〉π = 〈−π div(ρ̂∇ψ1), ψ2〉.

With this metric tensor g, the length of a smooth curve γ : [a, b] → M with the
tangent vector field γ′(t) = γ′t = (ρt, st) is given by

`(γ) :=

∫ b

a

gρt(st, st)
1
2dt =

∫ b

a

〈∇ψt,∇ψt〉
1
2
ρ dt,

and its energy is given by

E(γ) :=

∫ b

a

gρt(st, st)dt =

∫ b

a

〈∇ψt,∇ψt〉ρtdt.

In view of Proposition 2.5, the metric W on P∗(X) induced by g can be char-
acterized by the infimum of length of curves or by the infimum of energy. More
precisely, the distance between any given ρ0, ρ1 ∈M = P∗(X) can be written as

W(ρ0, ρ1) = inf
γ
`(γ) = inf

γ
E(γ)1/2,

which the infimum is taken over all curves γ : [0, 1]→M whose endpoints are ρ0

and ρ1. This metric W was introduced and studied in [Maa11, EM12], and it can
be formulated as follows.

Definition 21.3 (Discrete transport metric). The Riemannian metric tensor g at
ρ ∈M = P∗(X) is defined as

gρ(s1, s2) := 〈∇ψ1,∇ψ2〉ρ, (21.2)

where si = − div(ρ̂∇ψi) for i ∈ {1, 2}. The metric W induced by g is given, for
all pairs ρ0, ρ1 ∈P∗(X), as

W(ρ0, ρ1) := inf

{∫ 1

0

‖∇ψt‖2
ρtdt

∣∣∣∣ (ρt, ψt) ∈ CE(ρ0, ρ1)

} 1
2

,
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where CE(ρ0, ρ1) consists of all smooth curves (ρt)t∈[0,1] in P∗(X) together with
(ψt)t∈[0,1] in RX which satisfies the discrete continuity equation (21.1): d

dt
ρt +

div(ρ̂t∇ψt) = 0 with ρt=0 = ρ0 and ρt=1 = ρ1.

In [Maa11, Theorem 3.31], Maas formulates the following geodesic equation, which
refers to the concept of co-geodesic flows. Here we discuss an alternative idea to
prove this formula by applying the first variation formula to a constant speed
geodesic from ρ0 to ρ1 which minimizes the energy: W(ρ0, ρ1) = infγ E(γ).

Theorem 21.4. Given any ρ0, ρ1 ∈ P∗(X), a curve (ρt, ψt)t∈[0,1] ∈ CE(ρ0, ρ1)
is a geodesic from ρ0 to ρ1 if it satisfies (in addition to the discrete continuity
equation) the following discrete geodesic equation:

d

dt
ψt(x) +

1

2

∑
y∈X

(ψt(y)− ψt(x))2∂1θ(ρt(x), ρt(y))Q(x, y) = 0 ∀x ∈ X, (21.3)

where ∂1θ is the partial derivative of θ with respect to the first coordinate.

Partial proof. Here we will only prove that the function

Φt(x) :=
d

dt
ψt(x) +

1

2

∑
y∈X

(ψt(y)− ψt(x))2∂1θ(ρt(x), ρt(y))Q(x, y)

is a constant function on x ∈ X.

Consider a proper variation of a curve (ρt)t∈[0,1], namely ρst := ρt+sst ∈P∗(X) for
s ∈ (−ε, ε) (for some fixed ε > 0) and t ∈ [0, 1] with st ∈ TρtP∗(X). Here, being
a proper variation means that ρs0 = ρ0 and ρs1 = ρ1 for all s, that is, s0 = s1 = 0.
Moreover, for each s, we represent the curve (ρst)t∈[0,1] by (ρst , ψ

s
t ) which satisfies

the continuity equation d
dt
ρst + div(ρ̂st∇ψst ) = 0, that is,

d

dt
ρt + s

d

dt
st = − div(ρ̂st∇ψst ). (21.4)

At s = 0, the continuity equation is simply d
dt
ρt = − div(ρ̂t∇ψt), where the con-

vention ψt := ψ0
t is used here. Taking derivative of (21.4) at s = 0 yields

d

dt
st = − div(ρ̂t∇(∂sψ

s
t ))− div((∂sρ̂st)∇ψt). (21.5)

(Here and henceforth in the proof, we write in short ∂s := ∂
∂s
|s=0.)

For each s, the energy of the curve (ρst)t∈[0,1] is given by

E(ρs· ) =

∫ 1

0

〈∇ψst ,∇ψst 〉ρstdt =

∫ 1

0

〈− div(ρ̂st∇ψst ), ψst 〉πdt
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=

∫ 1

0

〈 d
dt
ρt + s

d

dt
st, ψ

s
t 〉πdt.

Its derivative at s = 0 can be computed as

d

ds
|s=0E(ρs· ) =

∫ 1

0

〈 d
dt
st, ψt〉π + 〈 d

dt
ρt, ∂sψ

s
t 〉πdt

=

∫ 1

0

〈 d
dt
st, ψt〉π + 〈− div(ρ̂t∇ψt), ∂sψst 〉πdt. (21.6)

The inner product 〈− div(ρ̂t∇ψt), ∂sψst 〉π can be computed using (21.5) as follows:

〈− div(ρ̂t∇ψt), ∂sψst 〉π = 〈ρ̂t∇ψt,∇(∂sψ
s
t )〉π = 〈∇ψt, ρ̂t∇(∂sψ

s
t )〉π

= 〈ψt,− div(ρ̂t∇(∂sψ
s
t ))〉π

= 〈ψt,
d

dt
st + div((∂sρ̂st)∇ψt)〉π

= 〈ψt,
d

dt
st〉π − 〈∇ψt, (∂sρ̂st)∇ψt〉π. (21.7)

Next, we plug (21.7) into (21.6) and use integral by parts to obtain

d

ds
|s=0E(ρs· ) =

∫ 1

0

2〈 d
dt
st, ψt〉π − 〈∇ψt, (∂sρ̂st)∇ψt〉πdt

= 2〈s1, ψ1〉π − 2〈s0, ψ0〉π −
∫ 1

0

2〈st,
d

dt
ψt〉π + 〈∇ψt, (∂sρ̂st)∇ψt〉πdt

= −
∫ 1

0

2〈st,
d

dt
ψt〉π + 〈∇ψt, (∂sρ̂st)∇ψt〉πdt, (21.8)

where 〈s0, ψ0〉π = 〈s1, ψ1〉π = 0 since s0 = s1 = 0.

We recall that ∂sρst = ∂s(ρt + sst) = st, and hence

∂sρ̂st(x, y) = ∂sθ(ρ
s
t(x), ρst(y)) = ∂1θ(ρt(x), ρt(y))st(x) + ∂2θ(ρt(x), ρt(y))st(y).

Then

〈∇ψt, (∂sρ̂st)∇ψt〉π

=
1

2

∑
x,y∈X

(ψt(y)− ψt(x))2(∂1θ(ρt(x), ρt(y))st(x) + ∂2θ(ρt(x), ρt(y))st(y))Q(x, y)π(x)

=
∑
x,y∈X

(ψt(y)− ψt(x))2∂1θ(ρt(x), ρt(y))st(x)Q(x, y)π(x). (21.9)
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Plugging (21.9) into (21.8) then gives

d

ds
|s=0E(ρs· )

= −
∫ 1

0

∑
x∈X

st(x)π(x)

(
d

dt
ψt(x) +

∑
y∈X

(ψt(y)− ψt(x))2∂1θ(ρt(x), ρt(y))Q(x, y)

)
dt

= −
∫ 1

0

〈st,Φt〉πdt.

The original curve (ρt)t∈[0,1] being a geodesic means that it minimizes the energy
among its proper variation ρst = ρt+sst, that is, 0 = d

ds
|s=0E(ρs· ) = −

∫ 1

0
〈st,Φt〉πdt.

Since st is chosen arbitrarily, we can conclude that Φt(x) = ct, a constant depending
on t.

The metric W in Definition 21.3 can be extended to a metric on P(X), and
particularly W(ρ0, ρ1) <∞ for all ρ0, ρ1 ∈P(X); see [Maa11, Theorems 3.8 and
3.12]. Moreover, the metric space (P(X),W) is complete (see [Maa11, Theorems
3.22]). The mentioned metric and completeness results in the the original paper are
stated with more technical details to deal with more general choices of θ. In case of
logarithmic mean however, things are simplified as C∞ := inf1

0
1√

θ(1−r,1+r)
dr < ∞

and Pα(X) := {ρ | W(ρ, α) < α} = P(X).

21.3 Discrete JKO theorem

The entropy functional (relative to a reference measure π) is defined for a prob-
ability density ρ ∈P(X) by

Ent(ρ) :=
∑
x∈X

ρ(x) log ρ(x)π(x) = 〈ρ, log ρ〉π. (21.10)

Maas states and proves in [Maa11, Theorem 4.7 and Corollary 4.8] the discrete
analogue of theorem by Jordan-Kinderlehrer-Otto (JKO theorem; see details in
Sections 2.3 and 2.4) which asserts that heat flow is gradient flow of the entropy.

Theorem 21.5 (Discrete JKO, [Maa11]). Let θ be the logarithmic mean defined
by θ(a, b) :=

∫ 1

0
a1−tbtdt = a−b

log a−log b
. An integral curve t 7→ ρt of gradient flow of

the entropy functional Ent(·) (in the Riemannian structure of (P(X),W)) is the
solution to the heat equation ∂

∂t
ρt = ∆ρt.
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Proof. Let ρt be the integral curve of gradient flow of Ent(·). For a fixed t ∈ R
and s ∈ TρtM, we first compute DEnt(ρt)(s) through a curve c : (−ε, ε)→P(X)
given by c(τ) = ρt + τs (so that c(0) = ρt and c′(0) = s). We have

DEnt(ρt)(s) =
d

dτ
|τ=0 Ent(c(τ)) =

d

dτ
|τ=0〈c(τ), log c(τ)〉π

= [〈1 + log c(τ), c′(τ)〉π]τ=0 = 〈1 + log ρt, s〉π.

With the identification s = − div(ρ̂t∇ψ), we have

gρt(
d

dt
ρt, s) = −DEntvol(ρt)(s) = −〈1 + log ρt, s〉π

= 〈1 + log ρt, div(ρ̂t∇ψ)〉π
= −〈∇ log ρt, ρ̂t∇ψ〉π
= −〈∇ log ρt,∇ψ〉ρt = −gρt(s, s),

where s = div(ρ̂t∇ log ρt) via the defined metric tensor (21.2).

Since the above equality holds for all s, we can conclude that

d

dt
ρt = −s = div(ρ̂t∇ log ρt) = div(∇ρt) = ∆ρt.

Here ρ̂ = ∇ρ
∇ log ρ

from (20.3) due to the choice of θ being the logarithmic mean.



Chapter 22

Erbar-Maas entropic Ricci curvature

In [EM12], Erbar and Maas introduce for finite Markov chains the following defi-
nition of lower Ricci curvature bound in the sense of Lott-Sturm-Villani curvature
notion (cf. Definition 3.4).

Definition 22.1 (Entropic Ricci curvature, [EM12]). An irreducible and reversible
finite Markov chain (X,Q, π) is said to have the entropic Ricci curvature
bound below by K ∈ R, or written as Ric(Q) ≥ K, if the relative entropy Ent(·)
is displacement K-convex, that is, every constant speed geodesic (ρt)t∈[0,1] in
(P(X),W) satisfies the following K-convexity inequality:

Ent(ρt) ≤ (1− t) Ent(ρ0) + tEnt(ρ1)−Kt(1− t)
2
W(ρ0, ρ1)2 (22.1)

for all t ∈ [0, 1].

It is remarked in [EM12] that it suffices to verify (22.1) for only those constant
speed geodesics (ρt)t∈[0,1] in P∗(X). Since Ent(·) is smooth on P∗(X), this is
equivalent to the infinitesimal K-convexity : d2

dt2
Ent(ρt) ≥ KW(ρ0, ρ1)2 =

K‖∇ψt‖2
ρt , where the rightmost equality is due to the fact that ρt has constant

speed. Hence we may reformulate the above definition of the entropic Ricci cur-
vature as follows.

Definition 22.2. Let (X,Q, π) be an irreducible and reversible finite Markov
chain. A point ρ ∈P∗(X) is said to satisfy RicQ(ρ) ≥ K if the inequality

d2

dt2

∣∣∣
t=0

Ent(ρt) ≥ K‖∇ψ‖2
ρ (22.2)

holds for all ψ ∈ RX and all (ρt, ψt)t∈(−ε,ε) satisfying (21.1) and (21.3) with
(ρ0, ψ0) = (ρ, ψ).

165
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Note that the entropic Ricci curvature given in Definition 22.2 is of local-type (i.e.,
it is defined at every point in P∗(X)), in contrast to the curvature defined globally
as in Definition 22.1. In fact, a Markov chain (X,Q, π) satisfies Ric(Q) ≥ K if
and only if RicQ(ρ) ≥ K holds for all ρ ∈P∗(X).

22.1 Equivalent reformulations of the entropic Ricci
curvature via Bochner’s formula and heat semi-
group

This section features an important result from Erbar and Maas [EM12] about the
characterization of the entropic Ricci curvature (originally defined via displacement
convexity of the Entropy) in terms of the curvature-dimension inequality derived
from Bochner’s formula (see Theorem 22.5 below). This inequality resembles the
condition BE(K,∞) for Bakry-Émery curvature, and consequently it has another
equivalent interpretation in terms of gradient estimate.

Let us first mention a key component introduced in [EM12], namely B(ρ, ψ).

Definition 22.3. Let ρ̂ and ∆̂ρ be defined as

ρ̂(x, y) := θ(ρ(x), ρ(y)),

∆̂ρ := ∂1θ(ρ(x), ρ(y))∆ρ(x) + ∂2θ(ρ(x), ρ(y))∆ρ(y),

where ∂1θ and ∂2θ is the partial derivatives with respect to the first and second
coordinate of θ, respectively. For ρ ∈ P∗(X) and ψ ∈ RX , the term B(ρ, ψ) ∈ R
is defined to be

B(ρ, ψ) :=
1

2
〈∆̂ρ · ∇ψ,∇ψ〉π − 〈ρ̂ · ∇ψ,∇∆ψ〉π. (22.3)

If compared to the Bochner’s formula (5.2), B(ρ, ψ) vaguely represents the terms
1
2
∆| grad f |2−〈grad ∆f, grad f〉. In fact, it can be regarded as the following Hessian

term (see also [EM12, Proposition 4.3])

Proposition 22.4 ([EM12]). For all ρ ∈ P∗(X) and ψ ∈ RX , the following
identity

B(ρ, ψ) = HessW Ent(s, s). (22.4)

holds where s := − div(ρ̂∇ψ) ∈ TρP∗(X).

Proof. Given any ρ ∈ P∗(X) and ψ ∈ RX , let s = − div(ρ̂∇ψ) ∈ TρP∗(X). Let
(ρt)t∈(−ε,ε) be a geodesic in (P∗(X),W) such that ρ0 = ρ and ρ̇0 = s, and recall
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the fact that the second derivative in time of a functional along a geodesic can be
expressed in terms of Hessian, that is,

d2

dt2
Ent(ρt) =

d

dt
gρt(gradW Ent(ρt), ρ̇t)

= gρt(∇ρ̇t(gradW Ent), ρ̇t) + gρt(gradW Ent(ρt),
D

dt
ρ̇t︸︷︷︸

= 0 ∵ geodesic

)

= HessW Ent(ρ̇t, ρ̇t).

Hence it suffices to prove that B(ρt, ψt) = d2

dt2
Ent(ρt). First, take derivative in

time of Ent(ρt) = 〈ρt, log ρt〉π and use the continuity equation (21.1) together with
the fact that ρ̂t = ∇ρt

∇ log ρt
from (20.3):

d

dt
Ent(ρt) = 〈1 + log ρt,

d

dt
ρt〉π

= −〈1 + log ρt, div(ρ̂t∇ψt)〉π
= 〈∇ log ρt, ρ̂t∇ψt〉π = 〈∇ρt,∇ψt〉π.

The second derivative of Ent(ρt) is given by

d2

dt2
Ent(ρt) = 〈∇(

d

dt
ρt),∇ψt〉π + 〈∇ρt,∇(

d

dt
ψt)〉π

= −〈 d
dt
ρt,∆ψt〉π − 〈∆ρt,

d

dt
ψt〉π,

where the continuity equation (21.1) gives

〈 d
dt
ρt,∆ψt〉π = −〈div(ρ̂t∇ψt),∆ψt〉π = 〈ρ̂t∇ψt,∇∆ψt〉π,

and the geodesic equation (21.3) gives

〈∆ρt,
d

dt
ψt〉π = −1

2

∑
x,y∈X

∆ρt(x)(ψt(y)− ψt(x))2∂1θ(ρt(x), ρt(y))Q(x, y)π(x)

= −1

4

∑
x,y∈X

(ψt(y)− ψt(x))2

(
∂1θ(ρt(x), ρt(y))∆ρt(x)+

∂2θ(ρt(x), ρt(y))∆ρt(y)

)
Q(x, y)π(x)

= −1

2
〈∆̂ρ · ∇ψt,∇ψt〉π.

Hence d2

dt2
Ent(ρt) = −〈ρ̂t∇ψt,∇∆ψt〉π + 1

2
〈∆̂ρ · ∇ψt,∇ψt〉π = B(ρt, ψt) as desired.



168 CHAPTER 22. ENTROPIC RICCI CURVATURE

Now we are ready to state and prove the equivalent reformulations of the entropic
Ricci curvature. This result is due to [EM12] and Erbar and Fathi [EF18].

Theorem 22.5. Given an irreducible and reversible finite Markov chain (X,Q, π),
the following statements are equivalent.

1. Ric(Q) ≥ K, i.e., (22.1) holds.

2. All ρ ∈P∗(X) satisfies RicQ(ρ) ≥ K, i.e., (22.2) holds.

3. The following Bochner’s inequality holds for all ρ ∈P∗(X) and ψ ∈ RX :

B(ρ, ψ) ≥ K‖∇ψ‖2
ρ, (22.5)

where B(ρ, ψ) is defined in (22.3) with θ being the logarithmic mean.

4. Global gradient estimate holds for for all ρ ∈ P(X) and ψ ∈ RX and all
t ≥ 0,

‖∇Ptψ‖2
ρ ≤ e−2κt‖∇ψ‖2

Ptρ,

or more explicitly

1

2

∑
u,v

(Ptψ(v)− Ptψ(u))2ρ̂(u, v)Q(u, v)π(u)

≤ e−2κt1

2

∑
u,v

(ψ(v)− ψ(u))2P̂tρ(u, v)Q(u, v)π(u) (22.6)

where Pt denotes the heat semigroup operator.

Proof. The equivalence (1)⇔ (2) is discussed in the beginning of this chapter. The
equivalence (2)⇔ (3) is a consequence of Proposition 22.4 applied to (22.2). The
equivalence (3)⇔ (4) is due to [EF18, Theorem 3.1], following a similar argument
in Theorem 5.22 by differentiating F (s) := e−2Ks‖∇Pt−sψ‖2

Psρ
.

The above equivalence (2)⇔ (3) requires the fact that θ is the logarithmic mean.
We can generalize this curvature notion by defining it directly from Bochner’s
inequality. More precisely, we define the entropic Ricci curvature at a fixed ρ ∈
P(X) as

RicQ,θ(ρ) := sup{K ∈ R | (22.5) holds for all ψ ∈ RX },

with a given choice of the mean θ. Another interesting choice of θ is the arithmetic
mean (AM), where the resulting curvature notion is closely related to the Bakry-
Émery curvature. This observation is mentioned in [Maa17], and we clarify it in
the following proposition.
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Proposition 22.6. Let (X,Q, π) be a finite irreducible and reversible Markov
chain. For any x ∈ X, consider the probability density δx := 1

π(x)
1x ∈ P(X).

Then RicQ,AM(δx) ≥ K if and only if x satisfies BE(K,∞).

Proof. The choice of θ being the arithmetic mean implies that ∆ρ̂(u, v) = 1
2
ρ(u) +

1
2
ρ(v). With the choice of ρ = δx, we have nontrivial values of ∆ρ̂ and ∆̂ρ as

follows:

ρ̂(x, y) = ρ̂(y, x) =
1

2π(x)
,

∆ρ̂(x, y) = ∆ρ̂(y, x) = − 1

2π(x)
+
Q(y, x)

2π(x)
,

∆ρ̂(y, z) = ∆ρ̂(z, y) =
Q(y, x)

2π(x)
=
Q(x, y)

2π(y)
.

for all y ∈ S1(x) and z ∈ S2(x). We must show that the inequality B(ρ, ψ) ≥
K‖∇ψ‖2

ρ is simplified into Γ2ψ(x) ≥ KΓψ(x). First, the term 〈∆̂ρ · ∇ψ,∇ψ〉π is
given by

〈∆̂ρ · ∇ψ,∇ψ〉π =
1

2

∑
u,v

(ψ(v)− ψ(u))2Q(u, v)π(u)∆̂ρ(u, v)

=
∑

y∈S1(x)

(ψ(y)− ψ(x))2Q(x, y)(−1

2
+
Q(y, x)

2
)+

∑
y∈S1(x)

∑
z∈S1(y)\{x}

(ψ(z)− ψ(y))2Q(y, z)
Q(x, y)

2

=
∑

y∈S1(x)

(Γψ(y)− Γψ(x))Q(x, y) = ∆(Γψ)(x). (22.7)

The second term 〈ρ̂ · ∇ψ,∇∆ψ〉π is given by

〈ρ̂ · ∇ψ,∇∆ψ〉π =
1

2

∑
u,v

(ψ(v)− ψ(u))(∆ψ(v)−∆ψ(u))Q(u, v)π(u)ρ̂(u, v)

=
∑

y∈S1(x)

(ψ(y)− ψ(x))(∆ψ(v)−∆ψ(u))
Q(x, y)

2

= Γ(ψ,∆ψ)(x), (22.8)

and similarly, ‖∇ψ‖2
ρ = 〈ρ̂ · ∇ψ,∇ψ〉π = Γψ(x). Combining (22.7) and (22.8)

yields B(ρ, ψ) = 1
2
∆(Γψ)(x)− Γ(ψ,∆ψ)(x) = Γ2ψ(x) as desired.



170 CHAPTER 22. ENTROPIC RICCI CURVATURE

22.2 Products of Markov chains and hypercube ex-
ample

One of the main results in [EM12] which follows from the characterization of
entropic curvature by the Bochner’s inequalty B(ρ, ψ) ≥ K‖∇ψ‖2

ρ is the curvature
estimate for the Cartesian product of two Markov chains.

The following definition of the Cartesian products of Markov chains is almost
perfectly aligned with The definition of Cartesian products is previously discussed
in the setting of weighted graphs (see Definition 16.5). The products of Markov
chains are very similar (with additional exception that they are allowed to be lazy,
i.e. Q(x, x) > 0). Products here are defined for n ≥ 2 components.

Definition 22.7. Given n irreducible and reversible finite Markov chains (Xi, Qi, πi),
1 ≤ i ≤ n and a fixed α = (α1, α2, ..., αn) ∈ (R≥0)n with

∑n
i=1 αi = 1. Their

Cartesian product (X,Qα, π) is defined on the product space X =
∏

iXi with the
Markov kernel given for x = (x1, ..., xn) and y = (y1, ..., yn) in X as

Qα(x,y) :=


∑n

i=1 αiQi(xi, xi) if x = y,
αiQi(xi, yi) if xi 6= yi and xj = yj∀j 6= i,

0 otherwise.

Moreover, π(x) :=
∏

i πi(xi) is indeed the unique stationary distribution for this
kernel.

Theorem 22.8. [EM12, Theorem 6.2] Assume that Ric(Qi) ≥ Ki for 1 ≤ i ≤ n.
Then

Ric(Qα) ≥ min
i
{αiKi}.

The proof in the original paper applies the concept of mapping representations for
the terms B(ρ, ψ) and ‖∇ψ‖2

ρ, which is not covered here in this survey. However,
we would like to mention the resemblance between this result and the Cartesian
product result for the Bakry-Émery curvature given in Corollary 16.7.

Now we revisit the classical example of the hypercubes and compute the lower
curvature bound for (a simple random walk on) the hypercube.

Example 22.9 (hypercubes). We start with the Markov chain of the two-point
space K2 = {x, y} with Q(x, y) = Q(y, x) = 1 (so it represent the (nonlazy)
simple random walk of K2) and π(x) = π(y) = 1

2
. Note that ∆f(x) = f(y) −

f(x) = −∆f(y) for all f ∈ R{x,y}. To derive B(ρ, ψ) and ‖∇ψ‖2
ρ, we first compute

‖∇ψ‖2
ρ = 1

2
(ψ(y)− ψ(x))2ρ̂(x, y), and

〈∆̂ρ · ∇ψ,∇ψ〉π =
1

2
(ψ(y)− ψ(x))2∆̂ρ(x, y)
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〈ρ̂ · ∇ψ,∇∆ψ〉π =
1

2
(ψ(y)− ψ(x))(∆ψ(y)−∆ψ(x))ρ̂(x, y)

= −(ψ(y)− ψ(x))2ρ̂(x, y).

Thus B(ρ, ψ) =
(

1
2

∆̂ρ(x,y)
ρ̂(x,y)

+ 2
)
‖∇ψ‖2

ρ. And hence the optimal bound for the cur-
vature is

K = 2 + inf
ρ

1

2

∆̂ρ(x, y)

ρ̂(x, y)
.

For shortened notations, we write ρ(x) = a, ρ(y) = b and log b− log a = c. Thus

∆̂ρ(x, y) = ∂1θ(ρ(x), ρ(y))(ρ(y)− ρ(x)) + ∂2θ(ρ(x), ρ(y))(ρ(x)− ρ(y))

=
1

c2

(
− c+

b− a
a

)
(b− a) +

1

c2

(
c− b− a

b

)
(a− b)

=
b− a
c

(
− 2 +

(b− a)

c
(
1

a
+

1

b
)
)
≥ 0,

where the last inequality is due to the logarithmic mean being greater or equal
to the harmonic mean: b−a

log b−log a
≥ 2

1
a

+ 1
b

. Moreover, choosing ρ(x) = ρ(y) gives

∆̂ρ(x, y) = 0. Therefore, the entropic Ricci curvature for the simple random walk
on K2 is given by the sharp estimate Ric(K2, srw) ≥ 2 .

The simple random walk on the n-dimensional hypercube Qn is the Cartesian
product of n copies of the simple random walk on K2 with weights αi ≡ 1

n
. It

then follows immediately that Ric(Qn, srw) ≥ 2
n
. In fact, it is further discussed in

[EM12, Corollary 7.10] that 2
n
is the sharp curvature bound.
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Chapter 23

Diameter bound for Markov chain
with positive curvature

In this chapter, we present a generalization of the main result in [Kam20b] that for
a Markov chain (X,Q, π) with positive entropic Ricci curvature Ric(Q) ≥ K > 0,
the diameter of the underlying graph is bounded from above by

diam(X) ≤ 2

K

√
D logD

D − 1
,

where D is the maximal vertex π-degree. The proof is divided into two steps. The
first step is to follow the ideas by Erbar and Fathi [EF18] to derive a similar local
gradient estimate as follows.

Theorem 23.1 (Local gradient estimate). If Ric(Q) ≥ K, then for all x ∈ X and
ψ ∈ RX and all ε ≥ 0 we have

Γ(Ptψ)(x)π(x) ≤ e−2Kt

2θ(1, ε)
[Pt(Γψ)(x)π(x) + ε

∑
y∈N(x)

Pt(Γψ)(y)π(y)]. (23.1)

where 2Γf(x) :=
∑
y

(f(y)− f(x))2Q(x, y).

Proof. The proof follows ideas from [EF18, Corollary 3.4]. For convenience, we
recall the global gradient estimate (22.6) here:

1

2

∑
u,v

(Ptψ(v)− Ptψ(u))2ρ̂(u, v)Q(u, v)π(u)

≤ e−2Kt1

2

∑
u,v

(ψ(v)− ψ(u))2P̂tρ(u, v)Q(u, v)π(u).

173
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We localize (22.6) by choosing ρ = 1x + ε
∑

y∈S1(x) 1y for a fixed x ∈ V and a
parameter ε ∈ [0,∞). Note that we do not require ρ to be a probability density
(i.e.,

∑
x ρ(x)π(x) = 1) since (22.6) is homogeneous in ρ.

For our particular choice of ρ, we have ρ̂(x, y) = ρ̂(y, x) = θ(1, ε) for all y ∈ S1(x).
The left-hand-side of (22.6) is bounded from below by

L.H.S. ≥
∑

y∈S1(x)

(Ptψ(y)− Ptψ(x))2θ(1, ε)Q(x, y)π(x) = 2θ(1, ε)Γ(Ptψ)(x)π(x).

(23.2)
On the other hand, the right-hand-side of (22.6) is bounded from above by

R.H.S. ≤ e−2Kt1

2

∑
u,v

(ψ(v)− ψ(u))2Ptρ(u) + Ptρ(v)

2
Q(u, v)π(u)

= e−2Kt1

2

∑
u,v

(ψ(v)− ψ(u))2Ptρ(u)Q(u, v)π(u) (23.3)

due to θ(s, t) ≤ (s+ t)/2 and the symmetry from interchanging u and v.

We now apply the heat kernel pt(·, ·) given by Ptg(u) =
∑

z pt(u, z)g(z)π(z) for
every function g. With our choice of ρ, we obtain

Ptρ(u) = pt(u, x)ρ(x)π(x) + ε
∑

y∈S1(x)

pt(u, y)ρ(y)π(y),

which we substitute into (23.3) and use the symmetry of heat kernel: pt(u, v) =
pt(v, u) to derive

R.H.S. ≤ e−2Kt

2

[
π(x)

∑
u

pt(u, x)π(u)
∑
v

(ψ(v)− ψ(u))2Q(u, v) +

ε
∑

y∈S1(x)

π(y)
∑
u

pt(u, y)π(u)(
∑
v

(ψ(v)− ψ(u))2Q(u, v))

]

= e−2Kt

[
π(x)Pt(Γψ)(x) + ε

∑
y∈S1(x)

π(y)Pt(Γψ)(y)

]
. (23.4)

The desired inequality then follows from combining (23.2) and (23.4).

We have the following corollary as an immediate consequence of the above theorem.

Corollary 23.2. If Ric(Q) ≥ K, then for all x ∈ X and ψ ∈ RX , we have

Γ(Ptψ)(x) ≤ c · e−2Kt‖Pt(Γψ)‖∞ (23.5)
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where c := D logD
D−1

and D is the maximal vertex π-degree,

D := max
x∈X

Degπ(x) = max
x∈X

1

π(x)

∑
y∈S1(x)

π(y).

.

Proof. It is implied by Theorem 23.1 that Γ(Ptψ)(x) ≤ cε,x · e−2Kt‖Pt(Γψ)‖∞,
where the constant term cε,x (depending on ε and x) is given by

cε,x :=
1

2θ(1, ε)

1 + ε
∑

y∈S1(x)

π(y)

π(x)

 =
1 + εDegπ(x)

2θ(1, ε)
≤ 1 + εD

2θ(1, ε)
.

In particular when choosing ε = 1
D
, we have cε,x ≤ D logD

D−1
.

The second step is to prove a Bonnet-Myers-type diameter bound on the underlying
graph of (X,Q, π) using the same technique from [LMP18] (see Theorem 18.1 for
comparison).

Theorem 23.3 (Diameter bound). Let (X,Q, π) be an irreducible and reversible
finite Markov chain with strictly positive entropic Ricci curvature Ric(Q) ≥ K > 0.
Then the diameter of the induced weighted graph X is bounded from above by

diam(X) ≤ 2

K

√
D logD

D − 1
, (23.6)

where D is the maximal vertex π-degree,

D := max
x∈X

Degπ(x) = max
x∈X

1

π(x)

∑
y∈S1(x)

π(y).

Remark 23.4. We previously discuss that the entropic Ricci curvature of the hy-
percube Qn is sharply estimated by 2

n
. Therefore, in view of the hypercube Qn,

the bound (23.6) is not optimal:

n = diam(Qn) ≤ n

√
n

n− 1
log n.

Proof of Theorem 23.3. Consider a function f ∈ RX given by f(x) := d(x, x0) for
an arbitrary reference point x0 ∈ X. Since f is a 1-Lipschitz function, it follows
that 2Γf(x) =

∑
y∈S1(x) Q(x, y)(f(y)− f(x))2 ≤ 1 for all x ∈ X, i.e., ‖2Γf‖∞ ≤ 1,

which then implies ‖2Pt(Γf)‖∞ ≤ ‖2Γf‖∞ ≤ 1.
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Moreover, the Cauchy-Schwartz inequality and the inequality (23.5) yield

|∆Ptf(x)|2 =

 ∑
y∈S1(x)

Q(x, y)(Ptf(y)− Ptf(x))

2

≤

 ∑
y∈S1(x)

Q(x, y)(Ptf(y)− Ptf(x))2

 ∑
y∈S1(x)

Q(x, y)


= 2Γ(Ptf)(x) ≤ e−2Ktc‖2Pt(Γf)‖∞ ≤ ce−2Kt. (23.7)

From the fundamental theorem of calculus and the definition of Pt, we then obtain

|f(x)− PTf(x)| ≤
T∫

0

∣∣∣∣ ∂∂tPtf(x)

∣∣∣∣ dt =

T∫
0

|∆Ptf(x)| dt ≤
T∫

0

√
ce−Ktdt ≤

√
c

K
,

which holds true for all T > 0.

Moreover, (23.7) implies that |Ptf(y)−Ptf(x)| → 0 as t→∞ for all edges y ∼ x,
and the same result is extended for all pairs of x, y which are not necessarily
neighbors.

Passing to the limit T →∞, we conclude from triangle inequality that

d(x, x0) = |f(x)− f(x0)|
≤ |f(x)− PTf(x)|+ |f(x0)− PTf(x0)|+ |PTf(x)− PTf(x0)|

≤ 2
√
c

K
,

which implies the desired diameter bound.



Chapter 24

Outlook for Erbar-Maas entropic
Ricci curvature

Let us finish this Part IV with further questions about the entropic Ricci curvature
on discrete Markov chains.

1. Curvature in general is a local concept. Ollivier Ricci curvature is defined on
edges of graphs, while Bakry-Émery is defined on vertices. The entropic Ricci
curvature, on the other hand, is defined to be the global lower bound of Ricci
curvature for whole spaces. Previously, we mentioned about the possibility
to define the entropic Ricci curvature “pointwise on P(X)”, namely RicQ(ρ)
for each ρ ∈ P(X). However, it is unlikely that this local property can be
pushed further to “pointwise or locally on X” (since RicQ(µ) = +∞ for any
µ which does not have full support in the case of the logarithmic mean).
However, it would be interesting to investigate whether there are measures
ρ0 ∈P∗(X) with

RicQ(ρ0) = inf
ρ∈P(X)

RicQ(ρ),

and if they exist, to provide a characterization of them.

2. To derive the Bonnet-Myers type diameter bound in Theorem 23.3, our ap-
proach applies the gradient estimate only to those ρ with local structure,
namely ρ = 1x + ε

∑
y∈S1(x) 1y. This could be a main reason that this diame-

ter bound is likely not optimal. It would be interesting to investigate whether
utilizing non-local measures could lead to a better diameter bound, which
possibly becomes sharp in the case of a simple random walk on hypercubes.
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