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Abstract

In ground based astronomy at optical and near infrared wavelengths, the
Earth’s turbulent atmosphere results in aberration of light before it reaches
the telescope. Adaptive optics (AO) allows astronomers to partially correct
this aberration, resulting in improved resolution and sensitivity. Tomographic
AO techniques have been developed that enable correction over large fractions
of the sky, or over a wide field of view. These techniques are employed on
current world-leading telescopes and are a key part of the instrumentation for
future Extremely Large Telescopes (ELTs). An important piece of information
for any tomographic AO system is the vertical distribution (profile) of optical
turbulence in the atmosphere. The profile is specific to an observing site and
varies temporally on timescales from minutes to seasons.

This thesis is concerned with quantifying the effect of changing profile on
tomographic AO by using a large dataset of turbulence profiles from ESO
Paranal, Chile. Using a novel clustering method, we extract 18 reference
profiles from this dataset. These reference profiles can be used in slow Monte
Carlo simulation to give a realistic description of the variability of the profile
at Paranal.

We validate these profiles alongside other common reference profiles using a
fast Fourier tomographic AO simulation. We find that reference profiles com-
posed of the average of many profiles give worse than expected performance in
simulation. Using the same simulation and dataset we also assess the impact
of sub-optimal tomographic reconstruction, where the profile is sampled with
a small number of layers and is temporally evolving.

Finally we present simulation and on-sky measurements from a SCIDAR tur-
bulence profiler operating on a relatively small 0.5 m aperture. These pre-
liminary results show that a small telescope SCIDAR may be viable for site
characterisation and monitoring in the context of ELT-scale tomographic AO.

Supervisors: Richard Wilson , James Osborn and Tim Morris
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1
Introduction

Astronomy, in its simplest form, may be reduced to the study of light from far away

objects that appear very faint and very small, in many cases as unresolved point-like

sources. Light from these objects is captured and manipulated in order to measure

some properties of the objects. Fundamentally we may measure only two properties:

the object’s position (astrometry) and brightness (photometry), the latter of which

can be measured at different wavelengths of light (spectroscopy). However by fitting

physical models to these simple properties we may draw profound conclusions as

to the nature of these objects and the universe they inhabit.

Unfortunately, the human eye limits us in this endeavour. With a pupil aperture of

less than 1 cm, even those with the best vision may hope to observe a tiny fraction

of only the brightest objects in the night sky. Additionally, our wide field of view

means we are not able to measure positions of objects in the sky with any great

degree of accuracy.

With the advent of telescopes in the 17th century, astronomers were able to aug-

ment their eyes with devices that magnified the night sky, allowing precise meas-

urements of celestial objects for the first time. As well as magnification, telescopes

allowed observation of fainter objects since the size of the light collecting area could

now be larger than the pupil of the eye.

1



1. Introduction

Telescopes with circular apertures are limited by their diameter D in two ways.

Firstly, the amount of light collected in an exposure is proportional to the area

of the entrance aperture which scales as D2. Secondly, point sources are imaged

through a circular aperture as Airy disks due to diffraction. The angular size of

these disks is proportional to λ/D with λ the imaging wavelength (Adams and

Hughes, 2018). Hence, a larger diameter telescope allows not only fainter targets

to be observed but also improves the diffraction limited angular resolution.

This diffraction limit, however, was difficult to attain as telescope apertures became

larger. Firstly, the optical quality of components used had to be as high as possible

so as not to induce any unnecessary static aberrations to the light as it passes

through the telescope. However, as the science of telescope building progressed

and optical quality improved, it became clear that dynamic aberrations induced

by the Earth’s turbulent atmosphere limited the achievable resolution. Looking

at a star through a small telescope, one observes a rapid random motion of the

target around a small patch of the sky. Through a larger telescope, the star may

also break up into a random speckle pattern. Both Newton (Newton, 1730) and

Herschel (Hardy, 1998) remarked on this in the 18th century, observing that on

some nights this atmospheric effect was worse than others.

As astronomers pushed the limits of technology in the 19th and 20th centuries,

human observers at the focus of the telescope were replaced with photographic

plates. This allowed long exposures lasting several hours to be taken and fainter

targets to be observed. Over these long exposures the random motion and speckling

observed on short timescales average out, producing stellar images that appear as

disks with sizes much larger than λ/D. This became known as the “seeing”, which

became an accepted limitation of astronomy at optical wavelengths. Value began

to be placed in siting telescopes in areas of good seeing, such as high altitude

mountaintops where the atmosphere was thinner. Despite the seeing problem,

advances in sensitivity allowed some very precise measurements to be performed,

perhaps most famously the first measurements of the expanding universe using

2



1.1. Measuring the turbulent atmosphere
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Figure 1.1: Evolution of the diameter (blue) of the world’s largest telescope from
Galileo’s first (1609, 1.5 cm) to the Gran Telescopio Canarias (2009, 10.4 m), with
corresponding theoretical advances in angular resolution (orange). Note that in the
diffraction + seeing limited calculation only the effect of the turbulent atmosphere
with 0.6 arcsecond seeing at an imaging wavelength of λ = 500 nm is considered.
Any other effects such as abberations from poor quality optics are not included.
All telescopes apertures are assumed circular.

the 100-inch (D = 2.5 m) Hooker telesocpe at Mount Wilson, California (Hubble,

1929). However, the angular resolution was still fundamentally limited by the

atmosphere to that of telescopes built 200 years previously. We illustrate in Fig.

1.1 the progression of telescope primary mirror diameter and theoretical angular

resolution, both with and without seeing, over the past 400 years. By the 19th

century the angular resolution in the diffraction and seeing limit are separated by

approximately an order of magnitude. At present, they are separated by almost

two orders of magnitude.

1.1 Measuring the turbulent atmosphere

As the seeing became an important aspect of observatory site location, measuring

and characterising the turbulence at a site became of great interest. At first the

3



1.1. Measuring the turbulent atmosphere

measurement of the seeing could only occur after an exposure was taken, by ana-

lysing the full width at half maximum (FWHM) of the seeing disks in the image.

This lead to the now common practice of quoting the seeing in arcseconds, the

angular size of the seeing disk on the sky as measured in the focal plane of the

telescope. Values in the optical range from less than 0.5 arcseconds in very good

seeing to over 2 arcseconds in very bad seeing.

In the 1940s and 1950s a statistical mathematical model of turbulence (Kolmogorov,

1991, translation of the original 1941 paper) and its effect on the propagation of

light (Tatarski, 1961) was developed. This theoretical framework allows estimates

of atmospheric effects such as the seeing to be extracted from short exposure meas-

urements that effectively freeze the effects of turbulence. This allows the seeing to

be measured independently of the long science exposure, potentially using a much

smaller and more portable telescope.

Real-time turbulence monitoring and charaterisation was not truly possible until

the development of fast readout photoelectric devices such as photomultiplier tubes

and later charge coupled devices (CCDs). This fast readout (compared to photo-

graphic plates) is essential since many independent short exposure measurements

of the turbulent atmosphere must be used to produce an estimate of atmospheric

parameters. By taking many thousands of these measurements over the shortest

possible time (usually several minutes) it is more likely that the atmosphere does

not change significantly during the observation.

Instruments to measure optical turbulence may be broadly separated into two

categories. Those that measure stellar image motion (otherwise known as angle-

of-arrival) fluctuations such as the Differential Image Motion Monitor (DIMM)

(Sarazin and Roddier, 1990), SLOpe Detection and Ranging (SLODAR) (Wilson,

2002) and Generalized Seeing Monitor (GSM) (Ziad et al., 2000), and those that

measure scintillation (twinkling) of starlight such as Multi Aperture Scintilla-

tion Sensor (MASS) (Kornilov et al., 2003) and SCIntillation Detection and Ran-

ging (SCIDAR) (Vernin and Roddier, 1973).
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1.2. Correcting for the turbulent atmosphere

Iterations of these instruments have been employed to characterise the atmosphere

above most current major observing sites (see e.g. Dali Ali et al., 2010; Osborn

et al., 2018; Racine and Ellerbroek, 1995; Avila et al., 2005; Vernin and Munoz-

Tunon, 1994) as well as future sites (Vernin et al., 2011; Schöck et al., 2009) to

ensure the optimal placement of optical telescopes to minimise the effect of the

atmopshere. Data from these instruments is also used to monitor the turbulence

during observations, and inform the decisions as to which instruments and obser-

vations would be most effective given the current atmospheric conditions.

An important distinction of some of these instruments such as SLODAR, MASS and

SCIDAR is their ability to not only measure the integrated parameters such as the

seeing but also the vertical distribution (profile) of turbulence in the atmosphere.

This has become very important for systems attempting to correct for the effect

of the atmosphere, as turbulence at high altitude limits their correctable field of

view.

1.2 Correcting for the turbulent atmosphere

A concept to compensate for the seeing was first proposed by Babcock (1953). In

this method, real-time measurement of the phase aberration of incoming starlight

is used to provide correction using a deformable phase correcting element, running

in a closed control loop. Whilst the hardware of the time was not capable of this

real-time atmospheric measurement and correction, this concept included all of the

main elements of the technique now known as adaptive optics (AO): the wavefront

sensor (WFS) to measure the phase aberrations, the deformable mirror (DM) to

correct the aberrations all controlled by the real-time control (RTC) system. A

diagram of a classical closed loop AO system operating on this principle is shown

in Fig. 1.2.

Throughout the 1960s, 1970s and 1980s the initial development of AO was lead by

the US military, who (amongst other applications) wished to image Soviet satellites
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φ

telescope pupil

DM
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beamsplitter

WFSmRTC

d
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science instrument

Figure 1.2: Basic layout of a classical closed loop AO system. Input atmospheric
phase aberration φ is corrected by a correction phase φcorr applied by the DM. The
resulting beam still exhibits some high order residual aberrations φresid. The beam
is split, with some light sent to a WFS which produces a measurement of φresid
denoted m. This is sent to the RTC which converts m to DM command voltages d
in order to apply the correction φcorr. The remaining light from the beamsplitter is
sent onwards to the science instrument, usually an imaging system or spectrograph.

from the ground through the Earth’s atmospheric turbulence during the Cold War

(Hardy, 1998). Since these developments were classified, it was not until the late

80s that the first demonstration of AO for astronomy was realised, with first light

for the COME-ON system at the Observatoire de Haute-Provence in 1989 (Rousset

et al., 1990).

AO has since become a key tool for astronomers, with its power to unlock the

full potential of large 8 m-class telescopes in terms of resolving power and sen-

sistivity. Partially removing the effects of the atmosphere on these large ground

based telescopes has enabled them to compete with the increasing number of space

telescopes, which for the time being are still limited in scale due to launch costs.
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AO systems are currently in use at most major international observatories (see e.g.

Esposito et al., 2016, 2012; Neichel et al., 2014; Jovanovic et al., 2016). These sys-

tems have enabled, for example, direct observations of stars orbiting the black hole

at the centre of our galaxy (Gillessen et al., 2009) and structure in protoplanetary

disks around young stars (Benisty et al., 2015).

As of 2020, we are currently in the design and building phase for the next genera-

tion extremely large telescopes (ELTs) with aperture diameters of between 25 and

40m. These will be the first generation of telescopes with AO not only built into

downstream instruments attached to the telescope (Neichel et al., 2016; Diolaiti

et al., 2018; Herriot et al., 2014) but also an integral part of the telescope itself,

e.g. the European ELT adaptive M4 secondary mirror (Vernet et al., 2012). These

telescopes, coupled with their AO systems, promise to address a diverse array of

science goals, including studies of extra-solar planets, galaxy formation, stellar

populations, black holes and the nature of dark matter and dark energy (Skidmore

et al., 2015).

1.2.1 Tomographic adaptive optics

Developments in AO since the 1990s have addressed fundamental problems of clas-

sical single-conjugate AO (SCAO). Turbulence at altitude results in angular decor-

relation along different lines of sight, known as anisoplanatism. This means that

AO correction with a single WFS and DM is limited to a small angle (of the order

of several arcseconds in the visible) around the target, which leads to the problem

of sky coverage. In order to function with minimal noise, the target of the WFS,

known as the guide star (GS), must be bright. Therefore if the science target itself

is too faint to be used as a GS, a star that is bright enough must be found close by.

This limits the number of AO-correctable science targets to those in the vicinity of

a bright star. The exact fraction of the sky that is observable with AO correction

depends on many factors including the seeing conditions, GS magnitude, observing

wavelength and the position of the target with respect to the galactic plane. A
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1.2.1. Tomographic adaptive optics

generous estimate is approximately 10% sky coverage in the infrared (Ellerbroek

and Tyler, 1998), which severely limits the effectiveness of SCAO.

These problems have been solved by the introduction of lasers as artifical guide stars

for the WFS that may be pointed anywhere in the sky. While use of a laser guide

star (LGS) theoretically solves the sky coverage problem, use of a single LGS raises

its own problems such as focal anisoplanatism and tip-tilt indetermination (Rigaut

and Neichel, 2018). Therefore, multiple LGS are usually used in combination with

one or more natural guide star (NGS).

By combining measurements of multiple GS along different lines of sight with know-

ledge of the current optical turbulence profile, the three dimensional volume of

turbulence can be tomographically (“in layers”) reconstructed. This technique is

common to a diverse family of tomographic AO flavours:

• laser tomographic AO (LTAO): turbulence is corrected with nearly full sky

coverage but over a narrow field of view using multiple LGS and a single DM

(see e.g. Rigaut and Neichel, 2018).

• multi-conjugate AO (MCAO): turbulence is reconstructed across a wide field

of view and corrected with multiple DMs optically conjugated to turbulent

layers at different altitudes (Beckers, 1988).

• multi object AO (MOAO): as LTAO, but the correction is performed with

multiple dedicated DMs for different science target directions potentially over

a very wide field (Vidal et al., 2010).

• ground layer AO (GLAO): WFS measurements are averaged over a wide field

of view such that only turbulence close to the ground is corrected (Rigaut,

2002).
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1.3 Thesis motivation and summary: tomographic

adaptive optics and the optical turbulence profile

Instruments employing tomographic AO can already be found in observatories and

will form an key part of the planned instrumentation for ELTs. The performance

of these systems depends on the optical turbulence profile and therefore character-

isation of the profile at a particular site is an important step in characterising AO

performance.

This thesis is concerned primarily with the effect of the varying turbulence profile on

these tomographic AO systems. More specifically, translating the statistical variab-

ility of the turbulence profile into an estimate of the variability of AO performance.

This statistical variability of the profile can be sampled by large databases of pro-

files that span multiple years and many thousands of individual measurements.

In this thesis we employ the 2018A database from the Stereo-SCIDAR at ESO

Paranal, Chile, consisting of over 10,000 turbulence profiles measured over two

years (Osborn et al., 2018).

An important step in the characterisation of the profile is the computation of

reference profiles to be used in AO simulations. These simulations tend to be

too slow for large databases with thousands of profiles to be used, therefore these

reference profiles must describe the variability of the atmosphere in the full dataset

with only a few measurements. If these profiles are inaccurate, the performance

estimates obtained in simulation could be misleading. In chapter 3, we explore

a novel method of extracting reference turbulence profiles from large datasets by

employing cluster analysis to classify profiles according to their shape.

Building on this, in chapter 4 we explore how the AO performance estimates ob-

tained from commonly used reference profiles compare to the full dataset. This is

accomplished by the use of a fast analytical AO simulation code which enables us

to obtain a performance estimate for each of the 10,000+ profiles and compare to
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the reference profiles.

In chapter 5 we use the same analytical AO simulation to ascertain the impact that

the structure and temporal evolution of the turbulence profile have on the quality

of tomographic reconstruction. This is particularly important for next-generation

tomographic systems for the ELTs, as they must maintain up to date knowledge

of the profile in order to provide optimal correction.

Finally in chapter 6 we investigate in simulation and on-sky the possibility of

measuring turbulence profiles using the SCIDAR technique on a relatively small

(D = 0.5 m) telescope. This would lead to the possibility of a dedicated fully ro-

botic turbulence profiler with the required vertical resolution for ELT-scale tomo-

graphic AO systems, which is not obtainable by current robotic site monitoring

instruments. Robotic operations would also enable the collection of the large data-

sets that facilitate the other parts of this work at a small fraction of the cost of a

SCIDAR operating on a larger (D ≈ 2 m) class telescope.
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2
Theory

2.1 Atmospheric turbulence

Turbulence refers to the phenomenon of chaotic flow in fluid dynamics. In contrast

to laminar flow, in which fluid layers flow past one other smoothly, in turbulent flow

fluid layers mix and disrupt one another at their interfaces, resulting in irregular,

rapidly changing flow patterns. Whether flow falls into the turbulent or laminar

regime is parameterised by the Reynolds number Re = vL/ν, where v and L are the

characteristic velocity and length scale of the flow and ν is the kinematic viscosity of

the fluid (Roddier, 1981). The exact value of Re for which laminar flow transitions

into turbulent flow depends on the system and fluid in question, but in general

very large values of Re are associated with fully developed turbulence.

The Earth’s atmosphere is an example of a turbulent fluid: volumes of air of

different temperatures and pressures move relative to each other, chaotically mixing

at their interfaces. This movement of air is driven ultimately by solar heating of

the atmosphere and results in phenomena on a global scale such as Hadley cells

and jet streams, as well as more transient and random weather patterns on smaller

scales (Hartmann, 2016).
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2.1. Atmospheric turbulence

Since the refractive index n of air is a function of its temperature and humidity

(Tatarski, 1961; Roddier, 1981), this atmospheric turbulence gives rise to optical

turbulence: chaotic refractive index fluctuations that result in the aberration of

light propagating through the atmosphere. Typical values of Re for the atmosphere

are of the order of 106 (Roddier, 1981), falling clearly into the fully devloped

turbulence regime. However, it should be noted that there are some cases, such as

air moving slowly inside and around telescope domes, in which the turbulence is

not fully developed and hence the following theory does not apply.

Since turbulence is chaotic it is very difficult to model analytically, that is to know

exactly how n will change spatially or temporally given some set of initial con-

ditions. However, if we assume that the changes in n at any point are stationary

random variables, we may derive some statistical parameters of the turbulent atmo-

sphere. Specifically, we define the refractive index at any spatial point R = (x, y, z)

n(R) = 1 + n1(R), (2.1)

where n1(R) is a Gaussian random variable with 0 mean.

In the Kolmogorov model of turbulence, energy is injected into the fluid at some

largest length scale L0, the outer scale, and these perturbations cascade down to

some smallest length scale l0, the inner scale. At the inner scale, the energy is

dissipated into the fluid by viscous friction. Between these length scales the power

spectrum of refractive index fluctuations follows a −11/3 power law

WKol
n (f) = 9.7× 10−3C2

nf
−11/3, (2.2)

with f = |(fx, fy, fz)| the modulus of the spatial frequency vector and C2
n the

refractive index structure constant, which defines the extent to which turbulence

affects the changes in refractive index and has units of m−2/3 (Roddier, 1981). Note

that here f has units of m−1.

A related quantity is the refractive index structure function, which defines the

average difference between refractive index values with some spatial separation
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2.1.1. Optical turbulence profiles

ρ = (∆x,∆y,∆z):

Dn(ρ) = 〈|n(R)− n(R + ρ)|2〉 = C2
nρ

2/3, (2.3)

where ρ = |ρ| (Roddier, 1981) and 〈〉 denotes an average. The dependence only

on the magnitude ρ arises from the assumption of isotropic turbulence in the

Kolmogorov model.

Eqs. 2.2 and 2.3 describe the variance in refractive index of any fluid with fully

developed turbulence between length scales of l0 � ρ � L0, where ρ ≈ 1/f . If

we wish to include length scales larger than L0 or smaller than l0, we must modify

our power spectrum to account for the saturation of fluctuations at length scales

larger than L0 and the decay of fluctuations at scales smaller than l0. To account

for the outer scale, the most widely used model is a von Kármán spectrum:

WVK
n (f) = 9.7× 10−3C2

n

[
f2 +

( 1
L0

)2
]−11/6

. (2.4)

For atmospheric turbulence, inner scale values ranging from 1 to 10mm have been

measured (Roddier, 1981), with outer scale values ranging from 10 to over 100m

(Ziad et al., 2004). Modifications to the von Kármán model to account for the

inner scale exist however since we are considering telescope apertures of the order

of metres, we may neglect the effect of the inner scale. We show examples of

WKol
n (f) and WVK

n (f) in Fig. 2.1.

2.1.1 Optical turbulence profiles

In the atmospheric case we must consider that the refractive index structure con-

stant C2
n is not constant but is both spatially and temporally varying. In the

astronomical (vertical propagation) regime we are concerned with the optical tur-

bulence profile, C2
n(h). This describes the vertical distribution of turbulence with

altitude h and is usually split into three distinct regions.

In the free atmosphere (h > 1 km) turbulence is caused by meterological effects

such as the jet stream. Although the density of air at these altitudes is lower
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2.1.1. Optical turbulence profiles
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Figure 2.1: Refractive index power spectra for Kolmogorov and von Kármán turbu-
lence. A C2

n value of 1× 10−13 m−2/3 is used. The von Kármán spectrum exhibits
saturation at f = 1/L0.

Figure 2.2: Example night of measured optical turbulence profiles from the Stereo-
SCIDAR at ESO Paranal, Chile on the night of 6th August 2017. The data has a
vertical resolution of 250 m.
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2.1.1. Optical turbulence profiles

than at the ground we observe some of the highest wind speeds, which can result

in significant turbulence. As the troposphere transitions to the stratosphere at

around 20 km, the turbulence becomes much weaker as the density of air drops

further.

Secondly, the ground layer (h < 1 km), where the local topography of the Earth’s

surface (mountains, valleys, etc.) induce turbulence. This turbulence tends to be

stronger as the air density is much higher than in the free atmosphere.

Finally, surface layer turbulence refers to turbulence occuring at altitudes of less

than 100 m. Usually, surface layer turbulence is associated with man-made struc-

tures such as telescope domes or other buildings, and is often characterised by an

non-Kolmogorov power spectrum, since the turbulence is not fully developed as it

is in the free atmosphere.

The outer scale L0 of atmospheric turbulence can be of the order of hundreds

of metres at its greatest, which is small compared to the vertical propagation

distance of light through the turbulent atmosphere (20+ km). Hence the C2
n profile

in the vertical propagation regime is usually stratified into thin turbulent layers.

Particularly in the free atmosphere, the turbulence profile evolves over time as

layers become stronger or weaker relative to each other, occasionally vanishing

altogether or appearing suddenly (see Fig. 2.2). The level of stratification in the

profile can also change over time, and in some cases we observe thicker layers or

smooth, continuous distributions of turbulence with altitude. In astronomical AO

the atmosphere is usually modelled as discrete infinitesimally thin turbulent layers

at different altitudes and therefore the applicability of this model depends on the

current profile.

The turbulence profile is a characteristic of a particular astronomical observatory as

each aspect, from the surface and ground layers to the free atmosphere, depends on

local structures, surface topology and climate respectively. Sites at similar locations

tend to share characteristics in the profile, for example at island sites such as Hawaii
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2.2. Light propagation through turbulence

and La Palma the turbulence in the ground layer tends to dominate. In areas where

there is a strong jet stream such as Chile strong high altitude layers are observed

in the range h = 10 - 15 km, especially during the winter.

2.2 Light propagation through turbulence

Light propagating through the turbulent atmosphere is described by the complex

electric field Φ(r, z) = |Φ(r, z)|eiφ(r,z) where |Φ(r, z)| and φ(r, z) denote the field

amplitude and phase. Note we have split the 3 dimensional position vector R into

two dimensional position vector r = (x, y) and vertical co-ordinate z.

In astronomy, the sources of this light are at such a great distance that the field

incident at the top of the atmosphere zmax can be approximated as an infinite plane

wave, i.e. both |Φ(r, zmax)| = |Φ| and φ(r, zmax) = φ are constant.

After propagating to the telescope aperture at z = 0, the light intensity pattern

produced at the focal plane of a monochromatic imaging system is proportional to

the modulus squared of the Fourier transform of Φ(r, 0) according to Fraunhofer

diffraction

I(x) ∝ |F [Φ(r, 0)P (r)]|2 (2.5)

where x denotes the position coordinate in the focal plane, F the Fourier transform

and λ the imaging wavelength (Schmidt, 2010). P (r) denotes the pupil function

of the imaging system, usually a circle or annulus for a telescope. The response of

the imaging system to a point source is known as the point spread function (PSF)

and defines the image quality of the system. The image formed of any object,

with corresponding incoherent spatial intensity pattern Iobj(x), is given by the

convolution with the PSF (Schmidt, 2010)

IImage(x) = Iobj(x)⊗ IPSF(x). (2.6)

In the absence of turbulence, for a circular aperture of diameter D the PSF is an
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2.2.1. Phase aberration

Airy pattern given by

IPSF(x) =

πD2

4
J1(πDxλlf

)
πDx
λlf

2

, (2.7)

where lf is the focal length of the imaging system, x = |x| and J1 is a Bessel

function of the first kind of order 1 (Adams and Hughes, 2018). This is illustrated

on the left of Fig. 2.3. The characteristic size of the Airy pattern, defined either

by the FWHM or the first zero, is proportional to λ/D. The effect of turbulence

can produce much larger PSFs resulting in reduced image quality as well as a loss

in sensitivity, since the energy entering the aperture is spread over a wider area on

the detector.

2.2.1 Phase aberration

The primary effect of atmospheric turbulence is aberration of the phase, or wave-

front, of the incident plane wave. Here, we assume the atmospheric turbulence to

be confined to a number of independent thin layers, which is valid in the vertical

propagation regime. Note that this assumption is not necessarily required for the

following analysis (see e.g. Andrews and Phillips, 2005).

For a single thin layer at altitude z = h, we assume the thickness of the layer δh

to be small enough such that we can neglect diffraction effects. The total phase

aberration caused by the layer is then related only to the integral of refractive index

fluctuations along the path of the light

φ(r, h) = k

∫ h+δh

h
n1(r, z) dz, (2.8)

with k = 2π/λ the wavevector. (Roddier, 1981). Making the simplifying assump-

tion that the incident plane wave has |Φ| = 1 and φ = 0, then the field at the

output of the turbulent layer becomes

Φ(r, h) = eiφ(r,h). (2.9)
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2.2.1. Phase aberration

It can then be shown that if n1(r, z) obeys Kolmogorov statistics, the structure

function of the phase can be written (Roddier, 1981) as

Dφ(ρ, h) = 〈|φ(r, h)− φ(r + ρ, h)|2〉 = 2.91k2C2
n(h)δhρ5/3. (2.10)

The astronomical regime allows us to make two more useful assumptions. We may

assume that the phase perturbations through a thin layer are small (φ(r, h) � 1)

for light passing vertically through the turbulent atmosphere. This assumption

holds providing that the telscope is not observing at large zenith angles. Under

this assumption, the effect of multiple atmospheric layers at different altitudes h is

additive and we may decouple phase fluctuations at the ground φ(r, 0) from amp-

litude fluctuations |Φ(r, 0)|. Secondly, we can make the near-field approximation

which is that the phase fluctuations are much larger than the amplidude fluctu-

ations, hence the fluctuations of the overall complex field Φ(r, 0) are dominated by

the fluctuations in φ(r, 0).

Under these two assumptions the power spectrum and structure function of phase

aberrations in the telescope pupil (z = 0) may be derived for an atmosphere with

a continuous turbulence profile C2
n(h) as

Wφ(f) = 9.7× 10−3 k2f−11/3
∫ ∞

0
C2
n(h) dh (2.11)

Dφ(ρ, 0) ≈ 6.88
(
ρ

r0

)5/3
. (2.12)

Here we have introduced the Fried parameter r0, defined as

r0 =
(

0.423k2(cos γ)−1
∫ ∞

0
C2
n(h) dh

)−3/5
, (2.13)

where γ denotes the telescope zenith angle (Roddier, 1981). r0 defines the aperture

diameter over which there is approximately 1 rad2 of phase variance. For apertures

of this size and larger, the size of the PSF is limited by turbulence to λ/r0 as

opposed to λ/D (Fried, 1966). More generally r0 is a measure of the overall strength

of turbulence and is inversely proportional to the integrated C2
n(h) profile. In the
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2.2.1. Phase aberration

0.5 arcsec

Figure 2.3: Simulated PSFs formed at the focus of an imaging system with a cir-
cular aperture of diameter D = 2m. Left: No turbulence, diffraction limited Airy
pattern. Middle: Short exposure through turbulence, showing speckle pattern.
Right: Long exposure composed of the average of 500 short exposures through ran-
dom turbulence realisations. White dashed circles indicate the theoretical FWHM
of the PSFs in the left (λ/D) and right (λ/r0) panels. Fried parameter r0 = 16 cm
and λ = 500 nm.

visible, values of r0 measured at night at good observing sites range from less than

10 cm in poor conditions to over 20 cm in good conditions. In Fig. 2.3 we show

the effect of the turbulent phase aberration on the PSF in both short and long

exposure cases.

In addition to r0, other atmospheric turbulence parameters may be computed from

the turbulence profile C2
n(h). The angular correlation of turbulence is described by

the isoplanatic angle

θ0 =
(

2.91k2 cos (γ)−8/3
∫ ∞

0
C2
n(h)h5/3 dh

)−3/5
= 0.314r0

h̄
, (2.14)

where h̄ describes the effective turbulence height given by

h̄ =
(∫∞

0 C2
n(h)h5/3 dh∫∞

0 C2
n(h) dh

)3/5

. (2.15)

This angle is of the order of several arcseconds in the visible and indicates the

correctable field of view for an SCAO system (Fried, 1976).

Finally, the coherence time is defined as

τ0 =
(

2.91k2 cos (γ)−8/3
∫ ∞

0

C2
n(h)
V (h) dh

)−3/5

= 0.314r0

V̄
, (2.16)
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where V (h) denotes the wind velocity profile. The effective velocity V̄ is defined

similarly to Eq. 2.15:

V̄ =
(∫∞

0 C2
n(h)V (h)5/3 dh∫∞
0 C2

n(h) dh

)
. (2.17)

The coherence time describes the temporal correlation of turbulence and is usually

of the order of several milliseconds in the visible (Roddier, 1981). This constrains

the update rate of the AO loop since it must operate on similar timescales to ensure

that the turbulence measured by the WFS is the same as the turbulence corrected

by the DM.

Since r0, θ0 and τ0 depend on wavelength as λ6/5, the effects of turbulence are

worse at shorter wavelengths. Throughout we will use a standard wavelength of

λ = 500 nm when calculating these parameters.

2.2.2 Amplitude aberration

Although according to the near-field approximation fluctuations of the complex

amplitude |Φ(r, 0)| in the telescope pupil are small, they still produce a meas-

urable effect. As light passes though a high altitude phase aberration φ(r, h) and

propagates downwards, it is locally focussed and defocussed causing a characteristic

“flying shadow” pattern at the ground. Viewed through an aperture, these patterns

are spatially averaged over the pupil and result in overall intensity variation of the

image in the focal plane. This effect is known as scintillation, or twinkling.

Since we are in the near-field regime, the propagation to the ground may be de-

scribed by convolution of the output of the turbulent layer eiφh(r) with the Fresnel

kernel (Schmidt, 2010)

Φ(r, 0) = eiφ(r,h) ⊗ eikh

iλh
exp

(
ik

2hr
2
)
. (2.18)

We are usually concerned with fluctuations in the intensity or irradiance I(r, 0) =

|Φ(r, 0)|2 since this is what we are able to measure with an optical device. As
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2.2.2. Amplitude aberration

1 m

Figure 2.4: Simulated intensity aberration patterns produced at ground level by
a single turbulent layer located (from left to right) at h = 1 km, h = 5 km and
h = 10 km. The turbulent layer has r0 = 16 cm and the propagation is performed
at λ = 500 nm.

for phase aberrations, under the small perturbations approximation the effects of

multiple turbulent layers are additive, and we may derive a power spectrum for

intensity fluctuations at the ground for Kolmogorov turbulence as an integral over

the C2
n profile (Roddier, 1981; Tokovinin, 2002)

WI(f) = 3.9× 10−2k2f−11/3
∫ ∞

0
C2
n(h) sin2(πλhf2) dh. (2.19)

Unlike Eq. 2.11, the sin2(πλhf2) factor means that for intensity variations to be

produced, the layer must be at some altitude h > 0.

From Eq. 2.19 we may derive the spatial covariance of this intensity pattern, via

the Wiener-Khinchin theorem (Roddier, 1981) which states that autocovariance

and power spectra are related by a Fourier transform B(r) = F−1[W (f)]:

BI(r) = 3.9× 10−22πk2
∫ ∞

0
C2
n(h)

∫ ∞
0

f−8/3 sin2(πλhf2)J0(2πrf) dfdh (2.20)

where J0 is a Bessel function of the first kind order 0 (Shepherd et al., 2014). The

spatial scale of the intensity variations and hence the width of BI(r) for a given

layer is given by the Fresnel radius

rF =
√
λh , (2.21)

therefore layers at higher altitudes produce an intensity pattern at larger scales

(Tatarski, 1961), as illustrated in Fig. 2.4.
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2.3. Adaptive optics

2.3 Adaptive optics

2.3.1 Wavefront control

The basic AO control loop as illustrated in Fig. 1.2 consists of three operations.

Firstly, the WFS measures the phase aberration on the telescope pupil φ (note for

clarity we drop the coordinate r here). This measured phase will be averaged over

the integration time of the WFS, which must be less than τ0 to avoid significant

error. Next, the RTC processes this measurement into a correction signal d to be

applied to the DM, resulting in a corrective phase φcorr applied to the wavefront.

The aim is to flatten the wavefront and as much as possible return it to a plane

wave with constant phase φ.

The WFS phase measurement vector m may be written

m = M̂φ+ b, (2.22)

where M̂ is a linear operator describing the measurement of phase with a particular

WFS type and b represents additive random noise (Rigaut et al., 1998). Many

variations of WFS exist, but the two in most common usage currently are Shack-

Hartmann (see e.g. Hardy, 1998) and Pyramid (Ragazzoni, 1996) sensors. Shack-

Hartmann sensors operate by optically splitting the telescope aperture into an

array of smaller subapertures and measuring the local wavefront gradient across

each subaperture. Smaller subapertures allow higher order aberrations of the phase

to be measured. Pyramid sensors utilise a modulated four sided prism in the focal

plane and reimage the four resulting pupil images onto a detector. The wavefront

can be measured from these pupil images which will exhibit different intensity

patterns depending on the phase aberration.

In the RTC system, the measured wavefront signal m is converted to a correction

signal to be applied to the DM, which we denote d. This computation may be
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2.3.2. Performance metrics

written as another matrix multiplication

d = Ŵm (2.23)

where Ŵ denotes the the reconstructor matrix. The DM usually splits the aperture

into zones, with actuators locally deforming the surface to apply a phase correction

(see e.g. Hardy, 1998). d describes the voltages applied to each actuator in order

to achieve a phase correction φcorr.

In classical SCAO this matrix may be computed by the inverse of the interaction

matrix, which may be obtained during calibration by measuring WFS signals m as

a result of moving each DM actuator. In this situation Ŵ is sometimes referred to

as the command matrix.

The above vectors and matrices may be defined in the space of pure WFS meas-

urements m and DM actuator commands d, in which case the reconstructor Ŵ will

be of dimension (number of WFS measurements × number of DM commands). It

is also common to define the problem in terms of some orthornomal basis such

as Zernike polynomials (Noll, 1976), where Ŵ will have dimension (number of

measured modes × number of corrected modes). In either case, it is clear that as

apertures become larger and the desired level of correction increases (both requir-

ing a greater number of subapertures or modes), the size of the computation in Eq.

2.23 rapidly increases. This is a fundamendal challenge of designing RTC systems

at ELT scales (see e.g. Jenkins et al., 2018).

2.3.2 Performance metrics

The residual wavefront after AO correction is given by

φresid = φ− φcorr. (2.24)

It is aberrations in this residual phase that determine the image quality in the focal

plane. Thus a commonly used metric is the residual wavefront error σφ, ususally
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2.3.3. Tomography

defined as the root mean square (RMS) variance of φresid(r) averaged across the

aperture

σφ =
√
〈(φresid − 〈φresid〉)2〉, (2.25)

where 〈〉 here denotes averaging over the aperture. We subtract the constant aper-

ture averaged phase 〈φresid〉 or piston term since this does not contribute to image

quality. Wavefront variance σ2
φ is usually given in units of rad2 whereas RMS

wavefront error σφ is generally given in units of nm.

A metric that may be calculated from focal plane images of point sources is the

Strehl ratio S, defined as

S = Imax
I0

, (2.26)

where Imax denotes the maximum intensity of the aberrated PSF and I0 is the

theoretical maximum intensity of a diffraction limited PSF as defined in Eq. 2.7.

Hence the maximum value of S is 1 which indicates the diffraction limit, with any

aberration to the phase resulting in a reduction of this value. The Strehl ratio may

be related to the wavefront error by the Marechal approximation

S ≈ exp (−σ2
φ) , (2.27)

which holds for wavefront variances smaller than around 1 rad2 (Ross, 2009).

2.3.3 Tomography

For tomographic AO, the computation of Ŵ is more complex, since we are com-

bining measurements from multiple WFS and, in the case of MOAO and MCAO,

projecting the correction onto multiple DMs. For the purposes of this thesis

we are concerned only with the tomographic reconstruction step, i.e. the re-

construction of L turbulent layers given a set of N WFS measurements m =

(m1(α1),m2(α2), ...,mN (αN )) where αi denotes the direction of GS i. We will also

focus only on one form of tomographic reconstructor, the minimum mean square

error (MMSE) estimator (Fusco et al., 2001).
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Figure 2.5: 1D representation of tomographic reconstruction for the simple case
of N = 2 guide stars and reconstructing L = 2 turbulent layers. The two WFSs
sample turbulence from the two atmospheric layers in directions α1 and α2 ac-
cording to the grey shaded areas. The corresponding measurements m1(α1) and
m2(α2) are fed into the tomographic algorithm, which reconstructs the turbulent
layers across the field of view (indicated by the dotted grey lines). This turbulent
volume may then be projected onto one or several DMs to perform correction.

Instead of treating the phase aberration only at the telescope pupil (φ), we now

consider an atmosphere with L turbulent layers at altitudes h1, h2, ..., hL with re-

spective strengths (C2
n)1, (C2

n)2, ..., (C2
n)L. We denote the phase aberration at each

layer ϕ = (φ1, φ2, ..., φL). Each φi is decomposed onto an orthonormal basis of

Nmodes modes, so the phase aberrations are described by a vector of Nmodes basis

coefficients per layer.

Since we are now considering a model atmosphere with L turbulent layers, our

WFS measurement model from Eq. 2.22 must also be slightly modified

m = M̂P̂Lαϕ+ b (2.28)

where PLα is a projection operator, performing the addition of the relevant spatial

regions of ϕ that lie along the lines of sight α = (α1, α2, ..., αL) (Neichel et al.,

2009; Fusco et al., 1999).
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2.3.4. Monte Carlo simulation

An MMSE reconstructor minimses the squared residual between the tomographic-

ally reconstructed phase vector

ϕrecon = ŴMMSEm , (2.29)

and the true phase ϕ, i.e.

σ2
tomo = |ϕ− ϕrecon|2, (2.30)

where we have defined this residual as the tomographic error σ2
tomo.

The optimal minimisation is given by

ŴMMSE = Ĉϕn
(M̂P̂Lα )T [M̂P̂Lα Ĉϕn

(M̂P̂Lα )T + Ĉb]−1 (2.31)

with Ĉϕn
and Ĉb the turbulence and WFS noise covariance matrices respectively

(Fusco et al., 2001; Neichel et al., 2009). These matrices provide a priori inform-

ation about the turbulence and noise statistics. We are particularly interested in

Ĉϕn , which is a block diagonal matrix of dimension (LNmodes)× (LNmodes) defined

as

Ĉϕn =



λ1Cφ 0 · · · 0

0 λ2Cφ · · · 0
...

... . . . ...

0 0 · · · λLCφ


(2.32)

where Cφ represents the turbulent phase covariance matrix expressed in the basis

of choice which may be derived from the Kolmogorov theory (see e.g. Noll, 1976,

for this derivation with Zernike modes). The λi = (C2
n)i/

∑
i(C2

n)i represent the

turbulent fraction in each reconstruction layer (Neichel et al., 2009). It is here that

good knowledge of the turbulence profile C2
n(h) becomes important since it is re-

quired in order to optimise the tomographic reconstruction and therefore minimise

the tomographic error, which may be a significant portion of the total wavefront

error for a tomographic system (see e.g. Gilles et al., 2008).
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Figure 2.6: Example of a random phase screen. This screen was generated with
Kolmogorov statistics and r0 = 0.16 m. Many thousands of such screens are used
to model the turbulent atmosphere in Monte Carlo AO simulations.

2.3.4 Monte Carlo simulation

In Monte Carlo simulation, many random repeats are performed and the results

obtained by statistically analysing the outputs. This is particularly suited for

AO where we have a theory that describes the statistics of random atmospheric

turbulence.

The fundamental process of Monte Carlo AO simulation is the generation and

translation of two dimensional turbulent phase screens across a simulated aperture.

These screens, which describe the phase aberration of each turbulent layer, are

randomly generated with a power spectrum described by Eq. 2.2 or Eq. 2.4. Under

the Taylor frozen flow hypothesis (Taylor, 1938), the turbulent atmosphere may be

modelled by translating these screens according to the wind speed and direction for

each layer. An example of a randomly generated phase screen is shown in Fig. 2.6.

All components of the AO system itself are then simulated to a high degree of ac-

curacy, with the wavefront reconstruction and correction computed and applied to

the input phase. One may then directly compute the long or short exposure PSF

and measure performance. Real world effects such as noise, optical misalignments

and incorrect calibration may also be accounted for and their effect on the overall
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performance quantified. Monte Carlo simulation is therefore sometimes referred

to as end-to-end (E2E) since it may include all aspects of the system from the

atmosphere to the science camera. The high fidelity model of the real AO sys-

tem created by these simulations means that they are the primary choice when

performing simulations for instrument design.

A downside of this high fidelity is a large demand on processing power. For at-

mospheric statistics to converge, many realisations of independent phase screens

must be used. Even with fast low level programming languages and a high degree

of parallellisation, at ELT scales these simulations require computing times of the

order of hours to produce results for as little as several seconds of simulation time.

This severely limits the user’s ability to perform many simulations with different

parameters, such as different turbulence profiles.

Current Monte Carlo AO simulations include SOAPY (Reeves, 2016), OOMAO

(Conan and Correia, 2014), YAO (Rigaut and van Dam, 2013), DASP (Basden

et al., 2007), COMPASS (Gratadour et al., 2014), and OCTOPUS (Le Louarn

et al., 2004).

2.3.5 Fourier simulation

A solution to the atmospheric convergence problem that makes Monte Carlo sim-

ulation so slow is to perform the entire simulation in the Fourier domain. The

atmospheric turbulence has well defined power spectra defined by e.g. Eqs. 2.2 or

2.4. By deriving linear Fourier domain operators for each component of the AO

system (WFSs, DMs etc.), we can obtain the power spectrum of the residual phase

by simply multiplying the input atmospheric power spectrum by these operators

(Jolissaint et al., 2006). Similarly, we may derive tomographic reconstructors as

per Eq. 2.31, replacing the turbulence and noise covariance matrices with turbu-

lence and noise power spectra (Neichel et al., 2009). Integrating the residual phase

power spectrum gives us the wavefront error σ2
φ directly and the theoretical long
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Figure 2.7: Analytically computed power spectra of residual phase after AO cor-
rection. Both are plotted using a logarithmic colour scale. Left: On-axis SCAO
correction, including fitting error and WFS noise. Right: On-axis LTAO correc-
tion including tomographic error, fitting error and WFS noise for an ELT scale 6
LGS system with an asterism diameter of 1 arcminute. The AO corrected zone is
indicated by the dashed white box. This zone is square, as these power spectra
are calculated assuming zonal correction by square DM subapertures with pitch
∆. The residual wavefront error may be obtained from these power spectra by
integration over the plane.

exposure AO corrected PSF may then be computed if required (Jolissaint et al.,

2006).

Examples of residual phase power spectra are shown in Fig. 2.7. At high frequen-

cies outside the AO correction zone the atmospheric power spectrum is seen with

characteristic f−11/3 slope. In the SCAO case we observe only a contribution at

lower frequencies from the WFS noise. For the LTAO case there is more structure

within the correction zone: modes along the directions of the LGS the turbulence

are effectively sensed and corrected whereas for other modes the correction is not

as good.

Since the system is represented in the Fourier domain, many effects that are mod-

elled in Monte Carlo simulation are not possible to model in a Fourier simulation.

Most importantly, since the Fourier filters are shift-invariant we cannot model
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aperture edge effects and must effectively assume an infinite aperture size.

Analytical modelling therefore allows computation only of a first order estimate of

AO performance. However, since computation times are drastically reduced from

hours to seconds at ELT scales, it has uses in the preliminary stages of instrument

design for fast scanning of parameter spaces. It has also been shown by compar-

ison to E2E simulation at ELT scales that a Fourier model gives similar results,

providing that the field of view is smaller than 10 arcminutes.

Analytical AO simulation implementations include PAOLA (Jolissaint et al., 2006)

and the Fourier code developed at LAM (Neichel et al., 2009). Throughout this

thesis we employ an IDL implementation of the LAM Fourier code.

2.3.6 Error terms

In the particular case of SCAO, many of the residual phase power spectrum integra-

tions may be performed analytically, leading to direct expressions for the wavefront

error arising from different sources. Assuming these error terms are independent,

we can write the total residual wavefront error as

σ2
φ = σ2

fitting + σ2
aniso + σ2

temporal + ... , (2.33)

where we have shown here only the DM fitting error σ2
fitting, anisoplanatic error

σ2
aniso and temporal error σ2

temporal, which are associated with the turbulence profile.

Through analysis of these error terms in the Fourier domain, and performing the

resulting integrals analytically, these error terms may be modelled as

σ2
fitting ∝

(∆
r0

)5/3
, (2.34)

σ2
aniso ∝

(
θ

θ0

)5/3
, (2.35)

σ2
temporal ∝

(
τ

τ0

)5/3
, (2.36)
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with ∆ the DM actuator pitch, θ the angular distance between the GS direction

and the science target direction in the field of view and τ the AO loop delay (Rigaut

et al., 1998; Fried, 1982, 1990).

Therefore the parameters r0, θ0 and τ0 are of interest to AO, since they are simple

simple weighted integrals of the C2
n profile and are directly convertible into an

estimate of SCAO performance in given atmospheric conditions.

For a tomographic AO system, the error terms are slightly different,

σ2
φ = σ2

tomo + σ2
gen. fitting + σ2

fitting + σ2
temporal + ... , (2.37)

where σ2
gen. fitting denotes the generalised fitting error and σ2

tomo is the tomographic

error. As previously defined in Eq. 2.30, the tomographic error arises from the

inability of the tomographic reconstructor to perfectly reconstruct the three di-

mensional phase volume from the WFS measurements, and may vary across the

field of view depending on the position of the guide stars and the turbulence profile.

Note that this replaces the anisoplanatic error term from the SCAO case.

The generalised fitting is important in MCAO and arises from the inability of a

DM to correct phase distortions over a wide field of view unless the turbulent layer

and DM are conjugate to the same plane. If the tomographically reconstructed

turbulent layer and DM are conjugate to different planes, the layer must be pro-

jected onto the DM, effectively averaging phase distortions in different directions

and inducing generalised fitting error (Rigaut et al., 2000). In cases where i) there

is a DM conjugated to each turbulent layer in the reconstructor or ii) correction is

only required in a single direction (e.g. LTAO), then σ2
gen. fitting = 0.

The tomographic AO specific error terms σ2
tomo and σ2

gen. fitting may not be described

by simple expressions involving atmospheric parameters as for Eqs. 2.34, 2.35 and

2.36. Hence a full Fourier analysis or E2E Monte Carlo simulation must be used

to obtain performance estimates. It is therefore difficult to calculate how changes

in the turbulence profile affect changes in tomographic AO performance, which is

the primary motivation of this thesis.
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The overall performance of a tomographic AO system will depend on the magnitude

of the different error terms in Eq. 2.37. In chapters 4 and 5 we will focus on the

tomographic error since it will be common to all tomographic systems. Preliminary

error budgets for ELT scale systems with relatively narrow LGS asterisms have

shown that the tomographic error, classical fitting error and generalised fitting

(where applicable) tend to be of similar magnitude (Trancho et al., 2012; Gilles

et al., 2008) and constitute a significant portion of the total error.
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3
Representative profiles from

large datasets via cluster

analysis

Note: this chapter is an adaptation of Farley et al. (2018)

3.1 Introduction

Since the optical turbulence profile is deemed important during site characterisa-

tion studies, turbulence profiling instruments produce many measurements of the

profile to fully characterise the atmosphere and obtain robust statistics regarding

its variability. However as discussed in section 2.3.4, design simulations of tomo-

graphic AO tend to be Monte Carlo in nature and require long simulation times and

many repeats of the simulation to produce results for a single set of atmospheric

conditions. It is therefore not feasible to run simulations on many thousands of

turbulence profiles to fully characterise AO performance for a particular site. Thus

the large dataset of measured turbulence profiles must be reduced to a small set

that is in some way representative of the dataset as a whole.
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3.1. Introduction

If the turbulence profile at a site were to show very little temporal variation, this

task is relatively simple; the average integrated C2
n(h) values in each altitude bin

for example would give a good approximation of the profile at all times. However

for most observing sites the profile varies greatly on timescales from minutes to

seasons. At different times the profile will show strong layers at different altitudes

and by averaging we smooth out these features that are only present in a subset

of the data. The resulting profile may look completely unlike any measured profile

and is therefore not representative of the dataset. An instrument optimised to such

a profile may not perform as expected under real world conditions.

Here we put forward a method of obtaining a set of representative turbulence pro-

files from a large dataset by employing hierarchical clustering to provide a quantit-

ative classification of profiles. By grouping the data according to this classification

we separate profiles with different structure. We may then extract a single profile

from each group, resulting in a small set of profiles that are more representative of

the dataset as a whole.

An example of a site with large variation in the structure of the turbulence profile

is ESO Paranal, Chile. A 20 month long campaign using a Stereo-SCIDAR instru-

ment (Shepherd et al., 2014) mounted on one of the auxiliary telescopes (ATs) has

yielded a set of over ten thousand high resolution (250 m altitude bins) measure-

ments of the turbulence profile at Paranal (Osborn et al., 2018). We apply the

clustering method to this dataset to obtain a small set of turbulence profiles. By

ensuring the clustered profiles represent the dataset in terms of integrated atmo-

spheric parameters we validate them in an atmospheric sense without reference to

any particular AO system.

We can make the assumption that the free atmosphere turbulence at Paranal is

similar to Cerro Armazones, the site of the planned European ELT, since they are

separated by only around 20 km distance and by around 500 m in altitude. As

such this work is relevant to both sites.
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3.2. Clustering

In section 3.2 we present an overview of hierarchical clustering and our method of

extracting a small set of turbulence profiles from a large dataset. In section 3.3 we

apply this method to the Stereo-SCIDAR dataset from Paranal to obtain a small

set of clustered profiles, with comparisons to other turbulence profiles for Paranal.

Conclusions are in section 3.4.

3.2 Clustering

Cluster analysis allows underlying structure in large datasets to be ascertained

by partitioning the data into subsets, known as clusters. There are many different

ways to perform clustering on a dataset but here we focus on hierarchical clustering

(Everitt et al., 2011, chapter 4). We settle on this particular variety of clustering for

two reasons. Firstly, it allows easy switching and comparison of distance metrics,

specifically non-euclidean distance metrics that are particularly effective in this

case. Secondly, the clustering can be visualised by the use of a dendrogram (see

Fig. 3.1). At the lowest level we have each element in the dataset represented by a

vertical line, known as leaves. As we move up the dendrogram to larger distances

elements are merged into clusters represented by the joining of two vertical lines into

one. To define a certain number of clusters, we cut the dendrogram horizontally at

a particular distance and count how many vertical lines (clusters) are intersected.

In our case the dendrogram is most useful as a check that the clustering produces

sensible results, especially when coupled with the dataset ordered according to the

leaves as also displayed in Fig. 3.1.

3.2.1 Distance Metrics

The input to a hierarchical clustering algorithm is the distance matrix D. For a

dataset of n observations of p variables (in this case C2
n(h) dh in p altitude bins), D

is an n× n matrix whose components δij represent the pairwise distances between

all the observations using a given metric. The choice of the distance metric can
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3.2.1. Distance Metrics

have a large impact on the resulting clustering. The most commonly used metric

is the euclidean distance:

δeuc
ij =

√√√√ p∑
k=1

(xik − xjk)2, (3.1)

where xik and xjk represent the kth variables in two measurements of the turbu-

lence profile xi and xj (Everitt et al., 2011, p. 49). This metric forms the basis

of popular clustering algorithms such as K-means (Hartigan, 1975). However for

profiling data spanning several orders of magnitude in C2
n(h) the euclidean dis-

tance proves to be very sensitive to outliers. As a result, clusters produced using

the euclidean distance tend to contain a small number of extreme but very similar

profiles, while assigning all other profiles (often over half the dataset) to a single

large cluster.

As an alternative, we found the cosine or angular distance to produce favourable

results, defined as the normalised dot product

δcos
ij = 1− xi · xj

‖xi‖2‖xj‖2
, (3.2)

where ‖x‖2 denotes the L2 norm of the vector x. For positive data this metric is

bound between 0 and 1. The cosine distance is less sensitive to outliers in our case

and produces more reasonable clustering for turbulence profiles.

In calculating the distance matrix with profile measurement vectors xi we have

made the implicit assumption that all the components of the vector (altitude bins)

are independent. This means that the height of the turbulent layer is not taken into

account in the clusters and therefore layers that are close in altitude are considered

as similar in the distance matrix as layers far apart in altitude. This is not ideal

since we are dealing with measurements with finite altitude resolution. We therefore

modify the cosine metric as described in Sidorov et al. (2014). By introducing a

p× p matrix S describing the similarity between vector components we obtain the

soft cosine distance

δsoftcos
ij = 1−

∑p
k

∑p
k′ Skk′xikxjk′√∑p

k

∑p
k′ Skk′xikxik′

√∑p
k

∑p
k′ Skk′xjkxjk′

, (3.3)
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3.2.2. Clustering process

where both k and k′ run through vector components. For S = 1 this reduces to

the cosine distance described in Equation 3.2.

The altitude resolution of the Stereo-SCIDAR is given by

δh = ε

√
λ|h− hconj|

θ
, (3.4)

where λ is the operating wavelength, taken here to be 500 nm, hconj is the conjugate

altitude of the imaging plane (for the Stereo-SCIDAR at Paranal hconj = −3 km),

θ is the separation of the double star used to compute the turbulence profile and

ε is a constant which we take as 0.5 (Avila et al., 1997, see also section 6.2 in this

thesis). We define each row k of S as a gaussian with mean hk and full width half

maximum defined by Equation 3.4. Each row is normalised such that all Skk = 1.

The widths of these gaussians correspond very well to the response functions of the

instrument (Shepherd et al., 2014). The similarity matrix S used for the Stereo-

SCIDAR data is shown in Fig. 3.2. This process ensures that the distance between

profiles as defined by our metric takes into account the finite altitude resolution of

the instrument.

3.2.2 Clustering process

The second choice that must be made in hierarchical clustering after the distance

metric is the method of defining the inter-cluster distance or linkage. Here we use

average linkage, where the inter-cluster distance is defined as the mean pairwise

distance between the members of the two clusters.

A description of the process we employ to perform agglomerative hierarchical clus-

tering is as follows:

1. Compute pairwise distance matrix D for the chosen metric.

2. Merge the two closest elements.

3. Define the new distance from this cluster to the rest of the elements according

to the chosen inter-cluster distance.
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Figure 3.2: Similarity matrix S between altitude bins for the Stereo-SCIDAR
at Paranal, using the average stellar separation of 12.5", wavelength 500 nm and
conjugate altitude hconj = −3 km.

4. Repeat (ii) and (iii) until there are two remaining clusters that are merged

into one representing the whole dataset.

The clustering was performed in python using the hierarchy module in SciPy, which

for average linkage clustering utilises the nearest-neighbours chain algorithm (see

e.g. Müllner, 2011).

3.2.3 Data preprocessing

The turbulence profiles contain many zero measurements. Usually these occur

when turbulence in an altitude bin is below the sensitivity of the instrument but

also can be a result of noise propagated through a non-negative least squares fit in

the data processing pipeline. While it is tempting to treat all zero values as missing

data and remove them from the analysis, this can have a profound effect on the

calculation of distance between profiles. Thus we choose not to remove these zero

measurements before clustering.
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3.2.4. Determining the number of clusters

The dynamic range of C2
n measurements in the data poses a problem in clustering.

The distance between profiles tends to be dominated by strong turbulence since

these measurements can be up to 100 times stronger than weak or moderate tur-

bulence (see Fig. 3.3). We are more interested in the significance of turbulence,

i.e. whether turbulence is high or low relative to the average level of turbulence at

a particular height. The C2
n measurements in each altitude bin are log-normally

distributed but the censored nature of the data, where measurements below a sens-

itivity limit are recorded as zeros, means that we cannot log transform the data

and perform the common normalisation procedure of subtracting the mean and di-

viding by the standard deviation for each altitude bin. Instead we find that simply

dividing by the mean of each altitude bin is effective in “flattening” the profiles,

reducing the importance of strong ground layer bins and effectively increasing the

importance of weak high layer turbulence such that turbulence at all heights is con-

sidered approximately equally in the clustering. The effect of this normalisation on

the distance matrix can be seen in Fig. 3.4. Note that the profiles are additionally

L2 normed when the cosine distance is used.

3.2.4 Determining the number of clusters

We seek to cluster turbulence profiles until they are separated according to their

structure, such that we can extract a profile from each producing a representative

set of profiles. To quantify this we employ two metrics, the within cluster variance

and the silhouette score.

We define the within cluster variance as the sum of the distances of the members

of each cluster to the profile we extract as the centre of that cluster. We determine

the distance with the same soft cosine metric used in the clustering:

WN =
N∑
m=1

nm∑
i=1

δsoftcos(Xim, X
∗
m) (3.5)

where nm is the number of profiles in cluster m, N is the total number of clusters,

the Xim are all the profiles in cluster m and X∗m is the centre of cluster m. The
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Figure 3.3: The effect on the median (solid line) and interquartile range (shaded
areas) of the turbulence strength due to normalisation by dividing each altitude
bin by its mean value. Blue shows the distribution before normalisation and orange
after normalisation. Turbulence strength is defined relative to the median value of
the first (0 m) bin. Note for altitudes above around 18 km, the lower quartile is
equal to 0, hence on the log scale it drops to −∞.

quantity WN is analogous to the within cluster sum of squares that is minimised in

K-means clustering, with the squared euclidean distance substituted for the cosine

distance and the cluster centroid X̄m substituted for our more general cluster centre

X∗m. As we increase the number of clusters N , WN will decrease rapidly at first

and plateau as the clustering becomes less effective. It is at this point that we

define the number of clusters, a technique known as the elbow method.

The second metric is the silhouette score (Kaufman and Rousseeuw, 2005, chapter

5). This metric is defined for a single measurement i as

si = bi − ai
max {ai, bi}

, (3.6)

where ai and bi are quantities dependent on the distance matrix D. ai represents

the average distance between measurement i and all the other members of the

cluster i is assigned to. Conversely, bi represents the average distance between i

and all the members of every other cluster. If ai > bi resulting in si < 0 then this
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3.2.5. Cluster centres

profile is on average closer to members of other clusters and is probably assigned

to the wrong cluster. If bi > ai then si > 0 and the profile is probably assigned

to the correct cluster. A more positive silhouette score is therefore indicative of

better clustering. si is by definition bounded between -1 < si < 1. By taking the

mean silhouette score s over all members of the dataset we gain insight into the

quality of clustering over all clusters.

These two metrics are chosen since, while not completely independent of one an-

other, they incorporate distinct parts of the clustering process. The silhouette

score depends solely on pairwise distances between profile measurements described

in the distance matrix, whereas the within cluster variance also includes our chosen

centre for each cluster X∗. This allows us to draw a more robust conclusion as to

the number of clusters in the dataset.

3.2.5 Cluster centres

After performing the clustering and subsequently partitioning our dataset we must

extract a single turbulence profile from each cluster. The resulting profiles vary

greatly depending on the method used, so we present two methods and hence two

sets of turbulence profiles here.

The simplest way to extract a profile from a cluster is to take an average of each

altitude bin in a cluster. More specifically, we take the mean profile in our normed

space, then un-normalise this profile and adjust it such that the integrated strength

of the profile coincides with the median seeing for the cluster. This results in any

features of the clustering common to all profiles in a cluster being retained while

features belonging only to a subset of profiles will be averaged out as described

earlier. The profiles thus produced will be an unrealistic but conservative descrip-

tion of the variability in the profile and will represent the profile in the majority of

cases.

Alternatively, we have already defined a metric that describes how well a profile fits
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3.3. Application to ESO Paranal dataset

into a particular cluster — the silhouette score. The profile in each cluster with the

maximum silhouette score is therefore the best fit profile for that cluster according

to our distance metric. In this way we can select an individual turbulence profile

as the cluster centre. We therefore select the N profiles from the dataset that

represent the centre of each of the N clusters. These profiles will not be “typical”

in the sense that they represent the majority of measurements, but will describe a

greater amount of variability which would be useful for AO simulation.

3.3 Application to ESO Paranal dataset

We use the 2018A Stereo-SCIDAR data release described in Osborn et al. (2018).

The dataset consists of 10,691 turbulence profile measurements taken over 83 nights

between April 2016 and January 2018. The profiles have 100 equally spaced altitude

bins between the ground and 25 km.

The metrics for selecting the number of clusters are shown in Fig. 3.5. There is a

clear peak in the silhouette score at 17–19 clusters. After 19 clusters the silhouette

score drops off indicating that further clustering does not improve the quality of

the resulting clusters. The within cluster variance in the average centre case shows

no clear elbow but a transition from steep to shallow gradient at 15–20 clusters.

In the single profile centre case however there is a clearer flattening of the gradient

at 18 clusters, corresponding to the centre of the peak in the silhouette score. We

therefore choose 18 as our number of clusters.

The magnitude of the silhouette score is only around 0.17 at the peak which is

indicative of structure in the data that has not been captured in the clustering.

Indeed we can see from the full set of extracted profiles shown in Fig. 3.6 and

Fig. 3.7 that members of some clusters, especially those containing large numbers

of profiles, are fairly inhomogeneous in structure. However, the clustering has for

the most part selected and separated profiles with turbulence in strong single layers.

This strong single layer is common to almost all profiles in a cluster. The lowest
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Figure 3.4: Pairwise distance matrices calculated using the cosine metric defined
in Equation 3.2 for the 2018A dataset. Top: Raw C2

n measurements. Bottom:
Profiles normalised by dividing by the mean value in each altitude bin.
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dashed vertical line is at 18 clusters.

turbulent layers (e.g. clusters 14, 16, 18) tend to be thinner and stronger whereas

high layers (e.g. clusters 2, 4, 5) tend to be more spread out and weaker. This

may be an instrumental effect due to the reduction in native altitude resolution

of the Stereo-SCIDAR with increasing height as described by Equation 3.4 and

included in the clustering by our use of the soft cosine distance. In total, clusters

with significant high altitude (h ≥ 10 km) layers contain around 55% of all profiles.

We have also separated one ground-layer dominated cluster (18) representing only

1.4% of profiles. This propensity towards high altitude turbulence is expected from

atmospheric parameter statistics for this data: a median isoplanatic angle of 1.75"

and fraction of turbulence below 600 m of 0.4 (Osborn et al., 2018).
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3.3.1. Comparison Profiles

3.3.1 Comparison Profiles

The most conventional way to reduce a large turbulence profile database to a small

set of representative profiles is to first bin the profiles according some integrated

parameter, then take an average profile from each bin. The most common para-

meter used is the integrated strength (seeing), either measured from the profile

itself or a contemporaneous measurement from a dedicated seeing monitor such

as a DIMM (Sarazin and Roddier, 1990). This is the case for the ESO 35 layer

profiles for Paranal (Sarazin et al., 2013), consisting of a profile associated with

median seeing and four profiles associated with seeing quartiles. We also produce

18 profiles by binning the Stereo-SCIDAR dataset into 18 seeing bins to provide a

more equal comparison to our 18 clustered profiles.

In addition we compare to the good, high and low profiles computed using the

method defined in Sarazin et al. (2017). Rather than binning by the total integ-

rated turbulence strength, the dataset is split into three cases: good seeing, high

altitude dominated and low altitude (ground layer) dominated profiles. The aver-

age from each of these cases is taken to produce three reference turbulence profiles

for Paranal. We also include a profile “all” defined as the average of all profiles in

the dataset.

3.3.2 Validation and comparison

Whether or not the clustered profiles represent the dataset as a whole is a difficult

question to answer since the concept of “representativeness” can be defined in many

different ways. The ultimate aim of this study is to produce a set of turbulence

profiles that can be used in AO simulation with the knowledge that they reflect

the variability in the turbulence profile seen in reality in some meaningful way.

Here, we validate our clustered profiles using the atmospheric parameters r0 and θ0.

In this sense we validate the profiles only in an atmospheric sense, rather than with

reference to a particular instrument. However, as discussed in section 2.3.6 these
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3.3.2. Validation and comparison

atmospheric parameters do not necessarily apply to tomographic AO systems. A

validation of these profiles using Fourier tomographic AO simulation is presented

in chapter 4.

We calculate these parameters for the entire dataset and for our small sets of

profiles and the results are shown in Fig. 3.8. We can see that splitting the

dataset into 18 seeing bins and taking an average profile from each produces a set

of profiles that by design fits very well with the distribution of r0. However little

of the variability in θ0, a better indicator of the distribution of the turbulence, is

described by these profiles. The ESO 35 layer median and quartile profiles behave

in the same way. In particular, small values of θ0 indicating significant high altitude

turbulence are poorly represented. The good, high and low profiles provide a better

description of the variability θ0 but are slightly skewed towards larger values of r0

indicating weaker turbulence. The “all” profile lies in approximately the centre of

both distributions as one would expect.

We include in the upper panel of Fig. 3.8 the distribution of integrated paramet-

ers for clustering with some different parameters to those presented above. We

find that if we use the euclidean distance instead of the soft cosine distance, the

resulting clusters are heavily skewed towards smaller values of both r0 and θ0.

Without normalisation, the clustering produces profiles which better describe the

distribution of θ0 whilst being skewed towards larger values of r0. Combining the

soft cosine distance with the normalisation described above (shown in the middle

panel of Fig. 3.8), we produce profiles that accurately reflect the distributions of

both parameters. However, the two methods of defining the centre of a cluster

display different results here. By taking an average profile for each cluster we pro-

duce a set of profiles whose integrated parameters are grouped tightly around the

centre of the distribution for the dataset. In the case of the r0 distribution this is

somewhat by design since we are not sensitive to changes in integrated strength in

our clustering, therefore we produce clusters whose individual distributions of r0

follow approximately the distribution of r0 for the entire dataset. When we set the
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integrated strength of each of these clustered profiles to the median seeing for that

cluster the values will tend to group around the median for the entire dataset. In

the distribution of θ0 however we see a similar tight grouping, with less of the bias

towards larger values.

In contrast, if we take a single profile with the maximum silhouette score as our

cluster centre we produce a set of profiles that are spread more widely around

parameter space. These profiles therefore describe more variability. Again in the

case of r0 this is somewhat by design — since the clustering is not sensitive to r0

we have essentially randomly sampled the distribution with 18 points, resulting in

a wider spread around the parameter space.

Thus we have produced two sets of profiles that are both representative in different

ways. Our average profiles are “typical” since they can be used to represent the

profile most of the time. The single profiles are not typical since they represent

a single measurement at a single time that is unlikely to represent the profile in

the majority of times. However, these profiles exhibit more of the variability in

the atmosphere that would be useful in characterising the performance of an AO

system.

The clustered turbulence profiles presented here are publicly available at

https://durhamuniversity.app.box.com/v/clusters-paranal.

3.4 Conclusions

We have outlined a method for obtaining a small set of representative turbulence

profiles from a large dataset, where all steps of the process are informed by quant-

itative analysis of the clustering and resulting profiles.

We applied this method to the Stereo-SCIDAR dataset from ESO Paranal, par-

titioning over 10,000 measurements into 18 clusters. We have used two methods

to obtain the centre of each cluster resulting in two sets of 18 high resolution full
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3.4. Conclusions

atmosphere turbulence profiles with 100 altitude bins between 0 and 25 km. While

the clustering has not preserved all the structural variation in the turbulence profile

at Paranal, each cluster is dominated by a single strong turbulent layer in addition

to the ground layer. The height of this strong layer varies over the full range of

altitudes.

Through analysis of integrated turbulence parameters it has been shown that the

two sets of profiles are two distinct forms of “representative” profile. Taking the

average profile for each cluster results in typical profiles grouped around the centre

of r0-θ0 parameter space and represent the profile in the majority of cases. Con-

versely defining a single profile as the cluster centre produces a set of profiles that

represent more extreme variability in the dataset.

More generally in the context of site characterisation and monitoring, clustering

methods can be applied not only to large databases of turbulence profiles but to any

multivariate data (e.g. wind, humidity, temperature, sodium layer profiles) in order

to extract small sets of representative conditions. Data from existing instruments

such as AO telemetry or point spread functions could also be used either as input

to the cluster analysis or as validation for representative atmospheric conditions.
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4
Validation of reference profiles

for tomographic adaptive optics

Note: this chapter is an adaptation of Farley et al. (2019)

4.1 Introduction

We have shown in chapter 3 that we are able to extract a small set of optical

turbulence profiles from a data set that are representative of the full distribution in

terms of atmospheric parameters r0 and θ0. From section 2.3.6 and more specifically

Eqs. 2.34 and 2.35 we can also draw the conclusion that these profiles will give

representative performance for an SCAO system.

However, this conclusion may not be made for a tomographic AO system. Since

wavefront error in these systems depends on some parameters of the system in

question (e.g. geometry of guide stars and their relative positions) in addition to

the C2
n profile, their error terms cannot be modelled by integrated atmospheric

parameters as for SCAO.
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Monte Carlo simulations of tomographic AO are currently used extensively to eval-

uate the performance impact of different designs. The validity of these simulations

is dependent to some extent on a set of accurate reference turbulence profiles to

describe typical conditions and variability of the atmosphere at a particular site.

Single or very few reference turbulence profiles must be used due to long computa-

tion times, and these profiles are usually chosen by taking mean or median profiles

from large databases obtained by site characterisation and monitoring campaigns

(see e.g. Els et al., 2009; Dali Ali et al., 2010; Vernin et al., 2011; Osborn et al.,

2018; García-Lorenzo and Fuensalida, 2011). Typically reference profiles are selec-

ted from these databases that are representative of integrated parameters of the

turbulence such as r0 (or seeing) and θ0, for which the distribution for the entire

database can be easily computed (Sarazin et al., 2013; Els et al., 2009). Therefore

these profiles cannot be constructed with tomographic systems in mind – instead

it must be assumed a priori that, for example, a median C2
n profile will result in

median tomographic AO performance.

One important source of error in a tomographic AO system resulting from the

profile is the tomographic error, which arises from imperfect reconstruction of the

turbulent phase volume at altitude (see Eq. 2.30). This error forms a large part

of the error budget for most tomographic AO systems (see e.g. Gilles et al., 2008;

Martin et al., 2017) and is common to all systems for a given guide star asterism

and turbulence profile regardless of particular AO flavour (LTAO, MCAO, MOAO,

etc.). It is therefore important that the turbulence profiles used in simulation

provide tomographic errors similar to those that would be seen on sky. The impact

of the turbulence profile on the tomographic error has been modelled by Tokovinin

and Viard (2001), showing that the stratification of turbulence in thin layers is of

greater importance for smaller error than the overall strength of the turbulence.

This is supported in simulation by Fusco and Costille (2010) using a limited set of

turbulence profiles.

Here we employ a fast analytical AO simulation (see section 2.3.5 and Neichel et al.

54



4.1.1. Simulation parameters

(2009)) in order to directly ascertain the impact that the varying turbulence pro-

file has on the tomographic error using the aforementioned Stereo-SCIDAR 2018A

database from ESO Paranal, Chile. By operating in the Fourier domain and com-

puting the power spectral density (PSD) of the AO-corrected PSF we can obtain

the tomographic error of an ELT scale AO system for a particular set of atmo-

spheric conditions in seconds as opposed to hours on modest hardware. We are

therefore not limited in the number of turbulence profiles we can use, allowing us

to understand how the tomographic error is distributed over a large database of

real turbulence profiles. Additionally, through comparison of the distribution of

tomographic error across the Stereo-SCIDAR dataset to small sets of profiles com-

monly used to represent the Paranal turbulence profile in Monte Carlo simulation,

we can assess how representative these profiles are.

4.1.1 Simulation parameters

We simulate an ELT-scale system, with the fixed simulation parameters summar-

ised in Table 4.1. We adopt a simple LTAO configuration, with a single ground-

conjugated DM and six LGS in a circular asterism. The reconstructor is optimised

and performance measured on-axis such that there is no contribution from general-

ised fitting error. In addition we only integrate the PSD within the AO-correction

radius such that there is no contribution from classical fitting error. In this way we

measure only the tomographic error associated with the imperfect reconstruction

of the turbulent volume. Included in this tomographic error is a constant contri-

bution from the noise in the LGS WFS measurements. Note also that we use the

true 100 layer turbulence profile in the reconstructor, i.e. it is assumed that the

profile is known perfectly by the system and there is no model error incurred. An

investigation into the effect on tomographic error when the profile is not perfectly

known is presented in chapter 5.

We set the six LGS in asterisms with diameters Θ of 1, 2, and 4 arcminutes to

obtain tomographic error estimates applicable to a wide range of instruments, from
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Telescope diameter (m) 39.3
Projected subaperture size (m) 0.5
Projected DM pitch (m) 0.5
# LGS 6
# DM 1
DM conjugation altitude (m) 0
Tomographic reconstructor MMSE
Outer scale L0 (m) 25
LGS noise (rad2) 1
Zenith angle (deg) 0

Table 4.1: Fixed simulation parameters for all LGS asterisms.

narrow-field LTAO to wide field MCAO and MOAO.

4.1.2 Comparison profiles

We compare the distribution of tomographic error across the 10,691 profiles to

some small sets of profiles that aim to be representative of different atmospheric

conditions. These profiles were have introduced in section 3.3.1 however they are

also mentioned here for completeness. Firstly, we use the commonly used ESO

35 layer (35L) median and seeing quartile profiles (Sarazin et al., 2013). These

profiles are composed of combinations of profile measurements from both Paranal

and Armazones, binned by seeing and averaged.

The second set is the 100 layer good, high, low and all (g/h/l/a) profiles defined

from the same Stereo-SCIDAR 2018A data set (Sarazin et al., 2017). This analysis

splits the profiles into three groups: good, where the total integrated turbulence

is low; high, where the profile is dominated by turbulence above the ground layer

and low, where the profile is dominated by the ground layer. The mean of profiles

falling into each category is taken producing three reference profiles. In addition,

the “all” profile is the mean of the entire data set.

Finally, we consider the profiles produced by the clustering method described in

chapter 3 (Farley et al. (2018)). Here, cluster analysis was used to partition the

10,691 profiles into 18 groups according to their shape. Two methods of defining
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the centre of each cluster are used: taking the mean profile from each cluster and

selecting a single profile to represent each cluster. There are therefore two sets of

18 profiles from this method.

We compute the tomographic error for these profiles with the same simulation

method and the parameters as described above so that the resulting values are

directly comparable to the distribution over all profiles from the 2018A database.

4.2 Simulation results

The distributions of tomographic error for the simulation parameters listed in Table

4.1 and our three LGS asterisms are shown in Fig. 4.1. We can see that for all

asterism diameters the tomographic error across all turbulence profiles is approx-

imately log-normally distributed, with median values of 84 nm, 133 nm and 192 nm

respectively for 1, 2 and 4 arcminute asterisms. We list the values of tomographic

error obtained in these simulations in Table 4.2.

Using the distributions for all the profiles of the 2018A dataset we are able to

place the small sets of profiles in context. We can see that the ESO 35 layer and

good/high/low/all profiles produce tomographic errors towards the higher end of

the distribution. This is also true for the clustered profiles where we take an average

profile from each cluster. The clustered profiles where a single profile from each

cluster is chosen to represent that cluster are however more representative of the

distribution of tomographic error.

It is informative to consider the scaling of tomographic error with LGS asterism

diameter. In addition to simulations with all profiles at 1, 2 and 4 arcminutes,

we select a small number of profiles with which to perform simulations with finer

asterism diameter sampling. Three profiles are selected that consistently provide

median, lower and upper quartile error according to the full distributions in Fig. 4.1.

We show how the tomographic error evolves for these profiles with asterism dia-

meter in Fig. 4.2. From Tokovinin and Viard (2001) we expect the tomographic
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Figure 4.1: Histograms showing the distribution of tomographic error for all profiles
(black) compared to small sets of profiles (coloured vertical lines). From upper to
lower panel: 1, 2 and 4 arcminute LGS asterisms. Comparison profiles for each
asterism are separated into two panels for clarity: the background histograms for
each pair are identical. The median tomographic error for each asterism is indicated
by the black dashed line. Note the change of x axis for each asterism diameter.
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Θ
Profile(s) 1’ 2’ 4’

2018A database
[10691 profiles]

Q1 77 118 192
Median 84 133 222
Q3 93 154 265

Clusters (avg)
[18 profiles]

Q1 88 147 252
Median 91 151 260
Q3 93 159 278

Clusters (single)
[18 profiles]

Q1 77 122 203
Median 83 130 215
Q3 87 146 250

ESO 35L median 90 146 244
ESO 35L Q1 81 126 204
ESO 35L Q2 89 144 240
ESO 35L Q3 93 153 258
ESO 35L Q4 93 153 260
ESO good 94 158 272
ESO high 118 219 394
ESO low 96 162 248
ESO all 104 185 327

Table 4.2: Tomographic error in nm rms for the Stereo-SCIDAR 2018A dataset as
well as our comparison profiles, for each of the 1, 2 and 4 arcminute LGS asterisms
simulated. We consider the 2018A dataset and the two sets of 18 clustered profiles
as distributions, calculating the median, lower and upper quartiles of tomographic
error for each.

error in the zero-noise limit to increase as Θ5/3, however we find that a pure 5/3

power law does not give a good fit to our computed errors. We find instead an

expression of the form

σ2
tomo = αΘβ + σ2

0, (4.1)

with fit parameters α and β, provides a good fit to within 1% fractional error

across our asterism range. Note that the fitting is performed with error variance

(nm2). The parameter σ2
0 describes the additional error resulting from non-zero

noise in the LGS WFS, which may be computed by setting Θ = 0 in the simulation.

For small asterism diameters, the error arising from the noise dominates and thus

should be considered an important parameter in simulation.

The fact that we must introduce the parameter β in order to obtain a good fit

has the important consequence that each profile scales slightly differently with
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Figure 4.2: Computed tomographic error from Fourier simulation (circlular points
and crosses) as a function of circular LGS asterism diameter. Three profiles are
chosen to represent median (blue) and upper/lower quartiles (green/orange). Lines
indicate best fit to the model in Eq. 4.1. Additionally an example of a profile whose
tomographic error scaling with asterism diameter deviates substantially is shown
in red.

asterism diameter. Therefore, for example, it is not guaranteed that a profile

selected for median tomographic error at one asterism will maintain median error

as the asterism changes, since it could scale more or less rapidly relative to other

profiles. We show this in Fig. 4.2 with a profile (single cluster 12) that provides just

over median error at 1 arcminute, but rapidly increases to around 80th percentile

at 2 arcminutes and 90th percentile at 4 arcminutes.

We may illustrate this over the full data set by computing the percentile of the

tomographic error distribution to which each profile belongs for two asterism dia-

meters. In Fig. 4.3 we compare the percentiles of each profile in the data set for

1 arcminute and 4 arcminute diameters. We can see that the majority of profiles

fall close to the y = x line: as asterism diameter is increased, the profile will re-

main at approximately the same percentile of the distribution, with some small

amount (approximately ±10 percentile) of variability. This is clearly the case for
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Figure 4.3: Percentiles of the tomographic error distribution for which the profiles
of the 2018A data set (black dots) fall, for 1 arcminute and 4 arcminute asterism
diameters. Also shown are the Q1, median and Q3 profiles as well as the outlier
cluster 12.

our selected median and lower/upper quartile profiles. However, there are also

a clear number of outlier profiles, one of which being cluster 12, showing large

shifts in terms of percentile. Care should therefore be taken when extrapolating

performance between asterism diameters, as it is impossible to ascertain how the

tomographic error provided by a profile will scale with asterism diameter without

simulation across multiple diameters and fitting to a model such as Eq. 4.1. By

computing a full distribution of tomographic error as in Fig. 4.1 and comparing

individual profiles we can be sure that we have selected a representative profile

only for that particular asterism and system parameters.

With the above caveats, from this point onwards we will consider only the tomo-

graphic error for the Θ = 2 arcminute asterism for further analysis. We choose

this particular asterism since for MCAO-like systems represented by this asterism

the tomographic error is most likely to be a significant if not dominant term in the

error budget.

61



4.2. Simulation results

10 15 20 25

r0 (cm)

100

120

140

160

180

200

220
T

om
og

ra
p

h
ic

E
rr

or
(n

m
)

Avg clusters

Single clusters

10 15 20 25

r0 (cm)

ESO 35L median

ESO 35L quartiles

ESO all

ESO g/h/l

Figure 4.4: Parameter space of tomographic error (for the Θ = 2 arcminute aster-
ism) and r0. In both panels, the grey contours represent the 25th, 50th and 75th
percentiles of the two-dimensional distribution across the 2018A dataset. Dashed
horizontal and vertical lines represent the median values of these distributions.
Overplotted are reference profiles, with clustered profiles in the left panel and ESO
profiles in the right panel.

All of the small sets of profiles considered here have been shown to be representative

of the distributions of parameters r0 and θ0 according to the 2018A dataset (Farley

et al., 2018, see chapter 3), with the exception of the ESO 35 layer profiles that

were shown to be biased towards larger θ0. We know that the tomographic error

has some dependence on r0 from Tokovinin and Viard (2001). In Fig. 4.4 we

show the parameter space of tomographic error and r0 allowing us to understand

its importance in determining the error. From the contours we observe a clear

correlation between r0 and tomographic error, obtaining a correlation coefficient of

-0.56. However we also note that the spread in tomographic error for a given value

of r0 is high, particularly for small values (stronger turbulence). For example, at

r0 = 10 cm, 75% of profiles lie between around 120 nm and 200 nm tomographic

error. The inverse is also true, for example we measure 120 nm tomographic error

with r0 values between 10 cm and 25 cm. Therefore we can confirm that, especially

in strong turbulent conditions, variation in the shape of the profile is far more

important than integrated strength in determining the tomographic error.
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These two dimensional distributions also show us that the additional tomographic

error for profiles composed of averages (average clusters, ESO 35 layer, ESO g/h/l/a)

cannot be attributed to smaller values of r0, i.e. stronger turbulence. These profiles

follow the distribution in r0 well but for any given value we obtain higher tomo-

graphic error using an average profile than we would expect. For example, the ESO

35 layer median profile has an r0 value of 15.7 cm that coincides almost exactly

with the median value from the Stereo-SCIDAR. However, the tomographic error

for this profile is higher than expected at 146 nm; an additional 60 nm rms when

added in quadrature from the median tomographic error of 133 nm. The single

profile clusters are better distributed around the parameter space of r0 and tomo-

graphic error and do not exhibit this bias towards higher error. There is however

a noticeable lack of low r0, high tomographic error profiles in this small set.

4.3 Discussion

We have identified two key problems regarding the choice of representative turbu-

lence profiles. First, that while a clear correlation exists, r0 is a poor predictor of

tomographic error. Thus any profile or set of profiles designed to be representative

in r0 or seeing has no guarantee of being representative in terms of tomographic

error. Second, we have found that profiles composed of averages of many measure-

ments produce higher tomographic error than expected, given the distribution of

error across all the individual profiles.

To expand on the first point we show in Fig. 4.5 two example profiles drawn from

the Stereo-SCIDAR 2018A dataset. Here we select two profiles with similar r0 but

different tomographic errors. We also maintain similar θ0 values to ensure there is

no large difference in the effective height of the turbulence.

We can see that despite large variability in tomographic error from 113 to 159 nm,

we are able to select two profiles that vary by less than 0.1 cm in r0 and less than

0.1 arcseconds in θ0. Looking at the shape of the profiles we can contrast strong
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Figure 4.5: Two turbulence profiles taken from the Stereo-SCIDAR 2018A dataset
with similar r0 and θ0 values but different tomographic error, calculated here for
the 2 arcminute asterism.

thin layers of turbulence leading to low tomographic error with a less stratified

profile leading to higher tomographic error. This is consistent with previous work

showing that the thickness of turbulent layers is important in the calculation of

tomographic error (Tokovinin and Viard, 2001; Fusco and Costille, 2010).

4.3.1 The effect of averaging profiles

It is clear that measured turbulence profiles with less stratified, more continuous

distributions of turbulence result in higher tomographic error. This characteristic

is shared by profiles that are constructed by averaging a large number of meas-

urements. This is because over a large sample we observe both strong and weak

turbulence at all altitudes across different individual profiles, therefore by taking

an average profile we obtain a continuous distribution with some moderate level of

turbulence at all heights. It is therefore possible that the higher tomographic error

provided by reference turbulence profiles is a direct consequence of the averaging

method employed to compute them.

Here, we quantify the effect of averaging on a small set of profiles by investigating

the impact of averaging on tomographic error as well as the parameters r0 and θ0.
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We select 50 profiles from the 2018A database that lie closest to the median values

of r0, θ0 and tomographic error concurrently. From this set of 50 individual profiles

we compute mean C2
n(h,N) and median C̃2

n(h,N) profiles:

C2
n(h,N) = 1

N

N∑
i=1

C2
n(h, i), (4.2)

C̃2
n(h,N) = median

(
C2
n(h, i ≤ N)∫

C2
n(h, i ≤ N) dh

)
(C2

n dh)ref , (4.3)

where N is the total number of profiles used in the average computation. Thus,

for example, C2
n(h, 25) represents the mean of the first 25 profiles in the 50 profile

set. Note that in the case of median profiles, we must first divide the profile by its

integrated C2
n then fix the integrated strength to some reference value (C2

n dh)ref .

The normalisation step must be taken as, unlike the mean profile, the median does

not preserve the total turbulence sum. This is a consequence of the log-normal

distribution of C2
n in each altitude bin: for this distribution the median value is

always less than the mean value hence the turbulence sum always decreases, even

if all profiles are normalised to the same seeing. The result is a rapid increase in

r0 and θ0 as N increases. We choose (C2
n dh)ref = 3.3 × 10−13 m1/3, the median

integrated C2
n for the 2018A data set. This means that by definition the r0 values

of median profiles will be constant with increasing N .

In Fig. 4.6 we show how r0, θ0 and tomographic error evolve as N increases, i.e. as

more profiles are included in our averaging. In terms of r0 and θ0, it is clear that a

mean profile represents the profiles used to compute it well, since the values of these

parameters converge to their respective median values. However, the mean profile

produces a much higher tomographic error than any of its constituent profiles.

After averaging only 20 profiles, tomographic error has increased from 133 nm to

over 160 nm rms.

In contrast median profiles, which by design maintain a constant r0 with increasing

N , do not show as great an increase in tomographic error, reaching only around
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Figure 4.6: Evolution of r0, θ0 and tomographic error as greater numbers of profiles
are averaged. The values for each individual profile i = 1 to 50 are indicated by
black circles, with the values for mean C2

n(h,N) and median C̃2
n(h,N) profiles

shown as blue and orange solid lines respectively. The dashed black horizontal
lines indicate the median values of the respective distributions.
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Figure 4.7: Turbulence profiles composed of averages of increasing numbers of
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n(h,N) profiles are
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At N = 1 the two profiles are identical.
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140 nm at N = 50. However, we now see an increase in θ0, from 1.8 arcseconds at

N = 1 to 2.1 arcseconds at N = 50.

To understand this increase it is informative to compare the profiles produced by

our averaging methods. In Fig. 4.7 we show the average profiles produced with

our mean and median methods for 5 values of N . It is clear in both cases that

we move from strong, discrete turbulent layers to weak turbulence spread over all

altitudes as N increases. However, there is a marked difference here between mean

and median profiles: in taking a median profile we reduce turbulence strength in

the free atmosphere and increase the fraction of turbulence in the ground layer

compared to the mean profile. Indeed, at N = 50, we obtain a ground layer

(h < 1 km) fraction of 62% by taking the median. This ground layer fraction

falls at the 90th percentile of the distribution of ground layer fractions for the 50

constituent profiles. We are therefore producing a profile with a higher ground

layer fraction than expected from an average profile, which in turn results in a

larger θ0.

High ground layer fractions are normally associated with lower tomographic er-

ror since the system is good at sensing and correcting turbulence at the ground.

However, the tomographic error for the N = 50 median profile is still higher than

almost all the constituent profiles. This is a result of the smoothing effect of the

averaging process.

It is clear that for both averaging methods turbulence that is confined to stratified,

strong layers in each individual constituent profile is spread over a wide altitude

range. While in the case of the mean we can still maintain reasonable values of

atmospheric parameters r0 and θ0, the effect on tomographic error is large and

therefore this profile will not provide realistic performance estimates if used in

simulation. For the median profile, the effect on tomographic error is smaller, but

this is due to an unrealistically high ground layer fraction which may affect other

aspects of the simulation such as anisoplanatism.
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4.3.2 Choosing a representative turbulence profile

By averaging a number of measurements of the turbulence profile, we produce an

unrealistic profile that is not representative in terms of tomographic error and, in

the case of median profiles, θ0. We therefore propose that when presented with

a large database of turbulence profiles, one should select single profiles with the

desired characteristics for the particular system in question. For instance, if a

profile representing “median” atmospheric conditions is required, a profile should

be selected that lies at the median of the distribution of tomographic error as well

as the median of the distributions of r0 and θ0 to ensure that other errors (e.g.

fitting error) are also at their respective median values. This of course requires one

to compute the distribution of tomographic error for a particular instrument over

the large database, but we have shown here that this may be accomplished in a

feasible timescale using analytical AO simulation.

4.3.3 Extrapolation to fewer turbulent layers

Typically in Monte Carlo simulation high resolution turbulence profiles with many

turbulent layers are not used since each additional simulated turbulent layer adds

to the computational complexity. It has been shown that between 10 and 20 layers

are required to avoid an underestimation of tomographic error by undersampling

of the profile (Fusco and Costille, 2010), depending on the particular system and

method used to compress the profile (Saxenhuber et al., 2017). In order for our

conclusions about tomographic error to be valid in Monte Carlo simulation we

therefore require that there is no significant change in error as we reduce the num-

ber of layers. In Fig. 4.8 we show how the tomographic error depends on the

number of simulated layers for our comparison profiles and the distribution over all

profiles. To compress the profiles we use the equivalent layers method (Fusco et al.,

1999), which reduces the number of layers while maintaining the same r0 and θ0.

We can see that in all cases for very few layers the tomographic error is greatly
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Figure 4.8: Evolution of tomographic error in the 2 arcminute LGS asterism case
with the number of layers simulated. Error bars indicate the 10th and 90th per-
centiles of the tomographic error distribution over the 2018A dataset. Note that
some instabilities in the equivalent layers compression method result in variability
of the tomographic error, as is most apparent in the ESO 35 layer profiles. These
instabilities only affect specific numbers of layers and can therefore be ignored.

underestimated, and the variability in tomographic error between profiles is also

greatly reduced. This is understandable as it is more difficult to model a complex

turbulence profile with fewer layers hence the data set becomes more homogeneous.

As we increase the number of simulated layers, we see that the tomographic error

begins to converge at around 10 layers, consistent with the findings of Fusco and

Costille (2010). We therefore require at least 10, preferably 20 layers to sufficiently

sample the turbulence profile for a 2 arcminute LGS asterism. Once we are above

this threshold, the distributions of tomographic error over all of the profiles simu-

lated are almost identical to the full 100 layer cases, and as such our conclusions

drawn with 100 layer profiles are applicable to more realistic numbers of layers for
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Monte Carlo simulation.

4.4 Conclusions

By employing fast analytical Fourier simulation of a simple ELT-scale tomographic

AO system and a large database of Stereo-SCIDAR turbulence profiles from ESO

Paranal, we have performed a statistical study of tomographic error over a wide

range of circular 6 LGS asterisms.

We find that the tomographic error across the whole data set follows an approxim-

ately log-normal distribution, with the median and spread increasing with asterism

diameter. However, further analysis shows that the tomographic error scales differ-

ently with asterism diameter for each individual profile in the data set. This means

that a profile providing e.g. median error for one asterism may not necessarily be

considered a median profile for other asterisms.

Our findings are consistent with previous work regarding the influence of r0 on

the tomographic error — there is a moderate negative correlation between r0 and

tomographic error. However, particularly for small values (stronger turbulence) the

spread in computed values of tomographic error can be very large. Therefore espe-

cially in strong turbulence conditions the shape of the profile becomes of primary

importance in determining the tomographic error. We observe that profiles with

strong, thin layers lead to smaller error whilst more continuous distributions of

turbulence lead to higher tomographic error.

After computation of the distribution of tomographic error across all 10,691 profiles,

we are able compare to small sets of profiles used in E2E simulation. We find

that the ESO 35 layer, good/high/low/all and average clustered profiles are all

pessimistic in terms of tomographic error to different extents. Taking as an example

the 2 arcminute asterism, we find that the ESO 35 layer median and ESO all profiles

result in around 60 and 130 nm additional rms error respectively when compared

to the median error of the distribution of 10,691 profiles. Single profile clusters did
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not exhibit this bias toward higher error and perform best in terms of representing

the distribution of tomographic error.

We note that the small sets of profiles providing higher tomographic error than ex-

pected are composed of averages of many measurements of the profile. By selecting

50 profiles from the dataset with similar r0, θ0 and tomographic error values and

cumulatively averaging them we observe a transition from a profile with strong thin

layers to a continuous average profile associated with high tomographic error. We

find that mean profiles are representative of their constituent profiles in r0 and θ0

but rapidly increase in tomographic error. Median profiles do not increase as much

in tomographic error but produce a much larger ground layer fraction than their

constituent profiles and therefore larger, unrepresentative θ0.

Finally it was shown that the distributions of tomographic error computed for high

resolution 100 layer profiles do not change when the number of layers simulated

is reduced to more reasonable numbers for Monte Carlo simulation (fewer than 35

layers). We do not find any significant change of the tomographic error distribution

for greater than 10 layers in the 2 arcminute LGS diameter case.

We propose that if profiles that are representative in terms of tomographic error are

required from a large database, single profiles should be selected from this database

rather than average (mean or median) profiles. These single profiles should be

selected such that they exhibit the desired error characteristics (e.g. good, median

or bad tomographic error) for the given system parameters, including the guide star

asterism. Fast analytical AO simulation such as has been employed here is therefore

required in order to compute the distribution of tomographic error for this system

across the large database such that these single profiles may be selected. Selecting a

single profile in this way ensures that the characteristics of the turbulence profile as

seen by the AO system are preserved, and thus any more detailed E2E simulations

using this profile will produce realistic performance estimates.
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5
Limitations imposed by profile

structure and evolution on

tomographic reconstruction

Note: this chapter is an adaptation of Farley et al. (2020)

5.1 Introduction

It is important for the science goals of ELTs that tomographic AO systems operate

to the fullest extent of their capability: applying the best possible atmospheric

correction in the given conditions. Building on the work in chapter 4, in this

chapter we employ the same turbulence profile database and analytical tomographic

AO simulation. Here, rather than identifying profiles that are representative of

the data set for the purposes of accurate simulation, we investigate effects of the

profile on tomographic reconstruction from an operational point of view. More

specifically, the effect of not knowing the “true” profile. This could be because we

may reconstruct only N discrete layers in our system, or because the profile has

evolved since it was last measured.
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The responsibility for maintaining optimal correction lies with the soft real time

control (SRTC) system or supervisor, which takes telemetry (WFS measurements)

from the AO system and maintains an up-to-date tomographic reconstruction mat-

rix. The two key pieces of information to compute this matrix or reconstructor are

the system geometry, i.e. relative positions of NGS/LGS, and the optical turbu-

lence profile.

The computation performed by the SRTC usually consists of two stages. First, the

turbulence profile C2
n(h) and other atmospheric parameters such as the outer scale

L0(h) are obtained by fitting measured WFS measurements from the AO telemetry

through a variant of the SLODAR technique (Wilson, 2002; Gilles and Ellerbroek,

2010; Cortés et al., 2012; Vidal et al., 2010). The profile, which is comprised of

N discrete layers, must be of sufficient fidelity to model the true continuous C2
n(h)

profile. Also, since the turbulence is a random statistical process, we must average

WFS measurements over a time period δt in order for the statistics to converge

(Martin et al., 2012). During this time we must assume that the profile is stationary.

Depending on the method, the time taken to perform this fitting procedure can

depend on the number of WFS measurements as well as the number of reconstruc-

ted layers N (Gratadour et al., 2018). This dependence can be alleviated by fitting

a fixed number of reconstruction layers and using only the WFS measurements

containing the most information about the profile (Laidlaw et al., 2019).

These parameters, including the discrete turbulence profile, are then used in the

computation of the tomographic reconstruction matrix, which differs depending on

the AO configuration. If there are altitude conjugated DMs as in MCAO, then the

full turbulence volume must be explicitly reconstructed onto the N reconstruction

layers (Fusco et al., 2001). The computation time therefore depends on both the

number of WFS measurements and N . If there are no altitude conjugate DMs, as is

the case in LTAO, GLAO and MOAO, the turbulent volume need only be implicitly

reconstructed (Vidal et al., 2010), in which case the computation depends only on

the number of WFS measurements and system specific parameters such as the
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number of targets for MOAO.

The large number of WFS measurements at ELT scales (up to 90k WFS measure-

ments in total) makes both of these stages computationally expensive, and as such

efforts have been made to accelerate the SRTC using both GPU and CPU archi-

tectures (Gratadour et al., 2018), as well as applying novel numerical techniques

to speed up the computation (Ellerbroek, 2002; Doucet et al., 2018). It is not only

the raw computational power of the SRTC that may limit this computation time.

Many of the matrices involved may be precomputed offline, in which case they are

stored in a database which must be accessed and the data loaded before computa-

tion. While this reduces the computational overhead, these matrices can be up to

multiple terabytes in size (Arcidiacono et al., 2018) and this could therefore place

constraints on other areas of the SRTC such as the memory.

Both the system geometry and the turbulence profile are temporally evolving and

together they constrain the rate at which the SRTC must update the reconstructor

∆t. Over the course of an observation, the geometry of the tomographic problem

changes since NGS move in the field of fixed LGS due to field rotation. Additionally,

as the pointing angle of the telescope changes the heights of turbulent layers also

change with airmass. The turbulence profile itself in the free atmosphere is essen-

tially a meteorological phenomenon and it varies on similar timescales to weather:

from long-term seasonal changes to unpredictable variation on timescales as small

as several minutes.

For a particular observation, the effects of changing system geometry are mostly

predictable and as such their impact on AO performance and therefore requirements

for the SRTC can be estimated. This is not the case for the effect of the chan-

ging turbulence profile, where changes are random and unpredictable in nature.

Assessment of the impact of sub-optimal reconstruction due to an evolving profile

is more difficult since we must use a large number of turbulence profiles and as-

sess the impact on the tomographic error statistically for a particular site. This

is not feasible with conventional Monte Carlo AO simulation which requires long
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computation times for a single profile.

Previous work has studied the effect of sub-optimal tomographic reconstruction

with limited sets of turbulence profiles. It has been shown, using 11 high resolution

turbulence profiles measured from balloon flights at Paranal, that the number of

layers required to maintain good performance is between N = 10 and N = 20,

depending on the LGS asterism diameter (Fusco and Costille, 2010). It has also

been shown that using more advanced compression methods can reduce this number

further (Saxenhuber et al., 2017). Temporal effects have been investigated using

a limited set of real turbulence profiles from La Palma by Gendron et al. (2014).

They showed that the reconstructor should be reoptimised on timescales of ∆t = 10

minutes and that the minimum averaging time should be at least δt = 5 − 10

minutes.

Here, we employ a large database of 10,691 high-resolution, high-sensitivity optical

turbulence profiles measured by the Stereo-SCIDAR instrument at ESO Paranal,

Chile (Shepherd et al., 2014; Osborn et al., 2018). By coupling these real turbulence

profiles with fast analytical tomographic AO simulation, we assess the impact of

sub-optimal reconstruction on the tomographic error in a statistical manner. This

allows us to draw robust conclusions as to the number of required reconstruction

layers N , the reconstructor update period ∆t and averaging time δt for the Paranal

observatory. By taking two contrasting nights, where the variability in the profile is

markedly different, we also investigate the effect of different temporal optimisation

strategies. We dimension our simulations according to the ELT currently under

construction atop nearby Cerro Armazones which will employ multiple tomographic

AO systems (Neichel et al., 2016; Diolaiti et al., 2018; Morris et al., 2016).

5.2 Simulation

Simulation parameters are maintained from chapter 4, i.e. an LTAO configuration

with fixed parameters summarised in Table 4.1.
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In most cases, we will compare tomographic error in the optimal case, where the

profile is known perfectly, to the case where the reconstructor is sub-optimal. We

will use the quantity E, the difference in quadrature between the tomographic error

σtomo with sub-optimal parameters and the optimal case, i.e.

E(N, t− topt, δt) =
[
σ2

tomo(N, t− topt, δt)

− σ2
tomo(N = 100, t− topt = 0, δt = 0)

]1/2
,

(5.1)

for N the number of reconstructed layers, t − topt the time since the previous

reconstructor optimisation and δt the time over which the profile is averaged at each

reconstruction step. Therefore a value of E = 0 occurs when the profile is known

perfectly, and any increase corresponds to the additional incurred tomographic

error with a sub-optimal reconstructor.

It should be noted that the baseline optimal reconstructor averaging time is not

0 but some finite time δtmin since turbulence profiles are themselves measured

from a temporal average of measurements. For the Stereo-SCIDAR at Paranal,

δtmin ≈ 140 s. For the purpose of our analysis we must assume that there is no

significant difference in tomographic error between δt = 0 and δt = δtmin.

It is not only the increase in tomographic error from the optimal case that is of

interest. At the other end of the scale, a useful quantity is the worst case perform-

ance. We define this as the tomographic error obtained if we ignore the variability of

the atmosphere, and choose instead to precompute our tomographic reconstructor

with a single turbulence profile. We have several options when selecting this pro-

file. The absolute worst performance is obtained if we have no a priori information

about the profile at all, which corresponds to an optimisation profile of constant

C2
n(h). Unfortunately, performance with this profile is so poor (median values of E

between 160 and 520 nm rms depending on the LGS asterism diameter) that it does

not provide a useful benchmark with which to compare our results — regardless of

our reconstructor parameters we always perform better than this.

A more reasonable prior for the turbulence profile is the 35 layer profile defined
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Figure 5.1: Distributions of Ē across the Stereo-SCIDAR 2018A data set obtained
if we use only a single reconstructor computed with the ESO 35 layer profile, for
1, 2 and 4 arcminute LGS asterisms.

Θ P5 P25 P50 P75 P95
1 arcmin 27 40 51 67 118
2 arcmin 55 79 101 135 234
4 arcmin 100 143 184 246 425

Table 5.1: Percentiles Pi of the distributions of Ē shown in Fig. 5.1. Units are nm
rms.

by ESO (Sarazin et al., 2013). This profile is designed to represent median con-

ditions at Paranal and is often used in ELT simulations. In Fig. 5.1, we show

the distributions of E obtained if we optimise using this profile, which we denote

Ē. Quartiles of the distributions of Ē are also listed in Table 5.1. Similar distri-

butions are obtained if we instead use a median or mean profile over the 2018A

dataset. We therefore conclude that these distributions represent approximately

the best possible performance obtainable for a single profile reconstructor that is

never updated.

We focus on the tomographic error to maintain generality, however of course the

overall performance of a tomographic AO system is defined by the sum of all

error terms. Whether the performance impact of our worst case in Fig. 5.1 is

important will depend on the magnitude of these additional errors. Many of these

errors will be highly system specific and as such it would not be meaningful to

include them here since we must make many assumptions as to the parameters of
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Figure 5.2: Tomographic error vs. fitting error for 1 arcminute LGS asterism, in
the cases where the reconstructor is optimal (left) and the worst case (right). Each
dot corresponds to one turbulence profile in the 2018A dataset. The black line
corresponds to the case where the two errors are equal.

AO systems still in the design phase. However, in order to give some context to

the values of tomographic error we can compute and compare to the DM fitting

error over the 10,691 profiles. The fitting error can be computed (see section

2.3.6) as σ2
fitting = 0.23(∆/r0)3/5 for ∆ the projected DM pitch and r0 the Fried

parameter (Rigaut et al., 1998) and describes the inability of the DM to correct

high order turbulent modes. We compute this using an assumed ∆ = 0.5 m for

the ELT, and compare to the tomographic error for an LGS asterism diameter of

1 arcminute, which corresponds to the narrow field LTAO case where these two

errors are most likely to be the largest contributors. We can see in Fig. 5.2 that

when the tomographic error is optimal, we are usually dominated by the fitting

error, and the tomographic error dominates for only around 20% of profiles. In the

worst case this increases to over 50%. By ensuring the reconstructor is optimised

we can greatly improve the tomographic error when it is poor in the worst case

(> 100 nm rms), ensuring that it is smaller than the fitting error for most profiles.

For systems with larger LGS asterisms the absolute gain from optimising the re-

constructor will be greater as can be seen in Table 5.1 and Fig. 5.1, however this
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5.3. Number of reconstructed layers

may be cancelled out by larger additional error terms, for example generalised

fitting in the MCAO case. As these systems are developed the values of E com-

puted throughout this work may be compared to the magnitude of these system

specific errors to determine the extent to which the turbulence profile may limit

performance.

5.3 Number of reconstructed layers

In any tomographic AO system, the atmosphere is modelled as a number N of

discrete turbulent layers. Since in reality the turbulence profile is a continuous

function of height h, the accuracy of this model for a given profile depends on

the number of layers and their altitudes. If the number of layers is too few or

their altitudes incorrect, we induce a model error which results in an increase in

tomographic error. The amount of model error induced by modelling the profile

with N layers will depend on the system geometry (e.g. LGS positions) as well as

the profile itself – profiles with strong, discrete turbulent layers lend themselves to

modelling with a smaller number of layers whereas more continuous distributions

of turbulence require a greater number of layers to achieve the same model error.

The input profiles from the Stereo-SCIDAR are of very high resolution, with N =

100 altitude bins between the ground and 25 km. We can assume that these profiles

provide a very good model of the continuous C2
n(h) profile and may therefore be

used directly in our analytical simulation to provide our optimal case.

The profiles obtainable by the SLODAR-type analysis of ELT WFS measurements

will have a maximum resolution approximately equivalent to that of the Stereo-

SCIDAR (Vidal et al., 2010). However for MCAO in particular, reconstructing

such a large a number of layers poses an SRTC challenge. The computation of

the reconstructor depends on the explicit projection of the turbulence measured by

each WFS onto the N reconstruction layers. This means that matrices which are

already large (of dimension up to 90k × 90k) must be generated N times and mul-
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5.3. Number of reconstructed layers

tiplied together. Alternatively if the geometry may be fixed, such as by separating

NGS and LGS control (Gilles and Ellerbroek, 2008) and fixing the reconstruction

layer altitudes, some of these large matrices may be precomputed and stored in a

database. In this case the limiting factors may not only be the computing power

but the speed at which the SRTC can retrieve and multiply these huge matrices

(Arcidiacono et al., 2018).

For other forms of tomographic AO without altitude conjugate DMs, there is no

explicit reconstruction of the N layers hence the computation of the reconstructor

itself does not depend on the number of layers. However, the turbulence profile

must still have sufficient layers to avoid model error. Depending on the specific

method used to fit the C2
n(h) profile from WFS measurements, the number of

layers may still be a factor in determining the reconstructor update time for these

systems (Gratadour et al., 2018; Laidlaw et al., 2019). There is also interest from

the perspective of simulating these systems as to the minimum number of layers

required to model the atmosphere.

Here we probe the effect on tomographic error of reconstructing N ≤ 20 turbu-

lent layers, whilst maintaining the atmosphere at full 100 layer resolution. We

compare cases where the altitudes of the small number of layers are allowed to

vary to the case where the altitudes are fixed. The high resolution profiles are

compressed using three methods. Firstly we employ the equivalent layers method

described in Fusco et al. (1999). In this method, the turbulence profile is split

into N slabs, with the C2
n(h) values for each layer being the integral of C2

n(h) dh

in each slab. The height of each layer is then set to the mean effective height

h̄ = [
∫
C2
n(h)h5/3 dh /

∫
C2
n(h) dh]3/5 of the layers in each slab. This has the effect

of reducing the number of layers whilst conserving the isoplanatic angle θ0.

The second compression method we use here is the optimal grouping method de-

scribed in Saxenhuber et al. (2017). This method was shown in end-to-end AO

simulation with a limited set of turbulence profiles to give better performance than

many other compression methods including equivalent layers. This method is more
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Figure 5.3: Use of the equivalent layers, optimal grouping and fixed layer methods
to compress a high resolution Stereo-SCIDAR profile (black) measured on the night
of the 8th May 2017. We compress from 100 layers to N = 8 layers. Inset axis
shows the detail in the ground layer (h < 1 km).

computationally demanding, and involves the minimisation of the cost function

F =
N∑
l=1

∑
k∈Gl

C2
n(hk)|hk − hl| (5.2)

where k runs over a particular grouping of turbulent layers Gl.

Finally, we consider the case where we fix the N reconstruction altitudes. These

fixed altitudes are decided by optimal grouping compression of the average 2018A

profile. This is essentially a simple re-binning of the C2
n profiles.

Application of these compression methods to an example profile can be seen in

Fig. 5.3. We can see that at some altitudes the layers from the methods overlap,

whereas at other altitudes there is a disagreement between them. We perform this

compression for all profiles in the 2018A data set for N between 2 and 20 layers.

In Fig. 5.4 we illustrate how the tomographic error decreases as the number of

layers reconstructed is increased for our 1, 2 and 4 arcminute LGS asterisms. We

show here the spread of the distributions of E(N) that result from the variation

of the turbulence profile over the measurements in the 2018A data set. It is im-

mediately obvious that wider asterisms require a greater number of layers to be

reconstructed to reach the same level of error. In addition the spread of the distri-

bution increases with larger asterisms. The optimal grouping and equivalent layers
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Figure 5.4: Tomographic error increase E as a function of the number of recon-
structed layers N . From upper to lower panels: 1, 2 and 4 arcminute diameter
LGS asterisms. From left to right panels: equivalent layers, optimal grouping and
fixed layer profile compression (blue, orange and green). In all panels the solid line
indicates the median of the distribution over the 10,691 profiles. Darker shaded
region indicates the interquartile range and lighter shaded region the 5th - 95th
percentile range. Horizontal lines represent median, lower and upper quartiles of
the worst case distribution of Ē.
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Figure 5.5: Number of layers required to maintain the increase in tomographic
error below a tolerated threshold, with increasing LGS asterism diameter. From
left to right: increasing error thresholds, indicated in the corners of each panel.
Blue represents profiles compressed with the equivalent layers method, orange are
profiles compressed with the optimal grouping method and green are fixed layers.
Solid line indicates the median and the dashed line the 95th percentile of the
distributions over the 10,691 profiles for each asterism diameter.

methods show similar increases in tomographic error, with a slight advantage for

the optimal grouping method for small N . In the 1 arcminute asterism case, we

can reconstruct as few as 5 equivalent layers or 4 optimal grouping layers before

the tomographic error reaches the worst case distribution Ē. For fixed layers, the

increase in tomographic error is larger as would be expected since the heights of

the reconstruction layers are no longer matched to the current profile. This is most

apparent in the 95th percentile of E which is higher than for equivalent layers.

This shows that there are a small set of profiles representing around 5% of profiles

where using these fixed layers gives a particularly bad fit.

The exact number of layers required depends on the error increase that can be tol-

erated for a particular system. In Fig. 5.5 we show the distributions of the number

of layers required to meet different error thresholds. Here we have additionally

computed the number of layers required for some intermediate LGS asterisms as

well as for 1, 2 and 4 arcminutes to better show the behaviour with increasing

asterism diameter. If we tolerate a higher level of error, we are able to reconstruct
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5.4. Temporal reconstructor optimisation

fewer layers, and the optimal grouping method consistently allows between 1 and 4

fewer layers to be reconstructed depending on asterism diameter. The variability of

turbulence profile can result in a large variability in the number of layers required.

At larger asterism diameters there can be as much as a 5 layer difference between

the median number of layers required and the 95th percentile.

5.4 Temporal reconstructor optimisation

5.4.1 Tomographic error degradation over time

The tomographic reconstructor is computed using knowledge of both the system

geometry and turbulence profile. If either of these change, the reconstructor will

no longer be optimal and tomographic error will increase.

Over the course of an observation, usually around one hour, several changes may

occur in the geometry of the system as the telescope tracks the target across the

sky. NGS, which must be used to recover wavefront tip-tilt information, may move

with respect to the LGS due to field rotation. We do not consider errors of this

type here since they are highly system specific.

As the telescope zenith angle γ changes, the angle at which the turbulence profile

is viewed also changes, with the effective altitudes of each turbulent layer changing

according to airmass sec γ. The level of this error over an observation will depend on

the target altitude, however we show best and worst cases over a 1 hour observation

in Fig. 5.6. We can see that when observing near zenith, the error is very small and

always less than 20 nm rms in the 1 arcminute asterism case. This is contrasted

by the case where we observe far from zenith and as a result the change in airmass

is large. Here we see large increases in tomographic error of the order of 100 nm

after 1 hour. This error can be removed for an LTAO system by modifying the

LGS asterism diameter in order to maintain constant geometry (Neichel et al.,
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Figure 5.6: Increase in tomographic error with change in airmass over the course of
a 1 hour observation if the reconstructor is not updated. We have simulated here
only the 1 arcminute LGS asterism. Solid line indicates the median, darker shaded
region the interquartile range and lighter shaded region the 5th - 95th percentile
range over the 10691 profiles. The reconstructor is optimal at the origin (t = topt),
and we show the cases of both rising (negative change in airmass) and setting
(positive change in airmass) targets. Primary axes show the worst observing far
from zenith where the airmass changes considerably (±0.3) over the observation.
The inset axis shows a best case where the observation is near zenith and the
change in airmass is 100 times smaller (±0.03).

2016). The specific implications for the tomographic error will depend on telescope

observation patterns and is beyond the scope of this work.

We consider here the case where the telescope will be observing near zenith and as

such the increase in error over time from changing airmass is small. What remains

is the effect of the temporal evolution of the turbulence profile itself. Unlike the

temporal errors above, this is not predictable over the course of an observation

since the evolution of the profile is a meteorological phenomenon.

In some cases, as illustrated in Fig. 5.7, the profile may change dramatically from

the profile that the reconstructor was last optimised with, leading to a large increase

in tomographic error. In this particular example, at 03:00 UT the optimisation

profile contains some weak high altitude layers above 10 km. After only a few

minutes, a very strong layer appears at 5 km, resulting in an increase in tomographic

error from around 90 nm to 110 nm. This is followed at approximately 03:30 UT

by a strong layer at 15 km, pushing up the tomographic error to 150 nm rms.
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Figure 5.7: Upper : Sequence of approximately 3 hours of Stereo-SCIDAR profiling
data from the night of the 8th July 2017. The C2

n dh colour scale is clipped at 10−14

to emphasise high altitude layers. Lower : Corresponding tomographic errors for the
1 arcminute asterism. In blue we show the optimal case where the profile is always
perfectly known. In orange, the case where we do not update the reconstructor,
and optimise only using the ESO 35 layer profile. Finally in green the tomographic
error in the case when we update the reconstructor once per hour. Reconstructor
optimisation times are indicated by vertical dashed lines.

While this is an extreme example, the longer the time period between reconstructor

optimisations the more likely it is that the atmosphere will change and performance

will suffer.

To investigate this more generally, we update the reconstructor once per hour over

all 10,691 profiles in the dataset and ascertain the statistical behaviour of E with

increasing time since optimisation t− topt. We show these results in Fig. 5.8.

The shape of the distributions over time are very similar for each LGS asterism,

with larger absolute values of E for increasing asterism diameter. Most of the
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Figure 5.8: Tomographic error increase with increasing time since tomographic
reconstuctor optimisation t−topt. From upper to lower panel: 1, 2 and 4 arcminute
LGS asterisms. The solid line indicates the median of the distribution over the
10 691 profiles. Darker shaded region indicates the interquartile range and lighter
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median and interquartile range of worst case distribution Ē for each asterism (Tab.
5.1).
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Figure 5.9: Cumulative probability distributions describing the time since the last
optimisation step t− topt at which the increase in tomographic error reaches some
threshold. From upper to lower panel: 1, 2 and 4 arcminute LGS asterisms. Each
line is labelled with its Ecrit threshold.
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additional tomographic error occurs on average in the first 10 to 20 minutes after

optimisation of the reconstructor. After this point, the percentiles of the distribu-

tion plateau and there is a smaller increase for the remaining 40 minutes before

the next optimisation step. After 60 minutes, the distributions do not reach the

level of Ē as shown by the horizontal lines therefore it is always better to optimise

using a recent profile as opposed to a precomputed reference profile.

With the same data, we may also calculate another interesting set of distributions.

If we wish to limit the tomographic error to some fixed increase E < Ecrit, we can

calculate for each optimisation period the time at which we reach this threshold. In

Fig. 5.9, we show that this time depends on the chosen error threshold and the LGS

asterism diameter. As one would expect from the wide distributions in Fig. 5.8,

the time at which we meet this error threshold can vary dramatically. Taking for

example the 1 arcminute asterism, we find that in the median case we reach an

error threshold of Ecrit = 20 nm rms in approximately 20 minutes. However across

the data set this time ranges from less than 5 minutes (around 10% of profiles)

to over 1 hour (around 5% of profiles). This makes it difficult to select a single

optimisation period ∆t.

5.4.2 Reconstructor averaging time

Fitting the turbulence profile to WFS measurements requires the average of many

measurements, to minimise statistical noise and to ensure the convergence of co-

variance matrices (Martin et al., 2012). During this averaging time the profile is

assumed to be stationary however we know that sudden changes to the profile can

occur on timescales of minutes. The profile measured by the system is therefore the

mean over the averaging time (Gendron et al., 2014). It has been shown that aver-

aging profiles on a large scale (i.e. entire datasets) produces unrealistic continuous

distributions of turbulence that provide poorer tomographic error than expected

(Farley et al., 2019, also chapter 4).
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This averaging effect will result in an immediate degradation in performance, since

the profile is no longer matched to the current profile at time t = topt. How-

ever, an additional consequence of the averaging is more stable performance over

time. If for example the profile behaves strangely during the few minutes when

the reconstructor is being optimised this can lead to a sudden performance hit

when the profile returns to normal. This is less likely if the averaging time at each

optimisation is longer.

There is therefore a trade-off between absolute performance, which will deteriorate

as we average over greater timescales, and more constant performance over time

which could result in better performance over longer timescales. The overall effect

on the tomographic error will depend on how much the profile changes over the

course of an update period, so it is clear that δt will be linked to ∆t. Note that

we are only taking into account changes in the profile here, and we do not take

into account other effects that temporal averaging has on the reconstructor such as

better estimation of WFS covariance matrices, leading to a more accurate recon-

structor. In reality, these effects would more likely determine the averaging time

δt.

We perform similar analysis to Section 5.4.1, updating the reconstructor once per

hour over the 10,691 profiles. At each optimisation step, instead of using the most

recent profile, we optimise on the average of profiles from the time topt−t ≤ δt with

values of δt ranging from 10 minutes to 60 minutes in 10 minute steps. There are

cases where there are very few measured profiles in the timeframe topt− t ≤ δt, for

example at the beginning of each night. To avoid biasing the results the data from

these particular cases is removed from the subsequent analysis. In the worst case

this filtering removes approximately 40% of the data, leaving 6545 profiles which

is still a large enough sample for our statistical analysis.

We present the results of this analysis in Fig. 5.10. For clarity we show only

the median behaviour of E(δt), but the distribution across the data set follows

similar patterns. This behaviour is quite clearly dependent on the reconstructor
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Figure 5.10: Median increase of tomographic error E with averaging time δt. From
upper to lower panel: 1, 2 and 4 arcminute LGS asterisms. Several different values
of the reconstructor optimisation period ∆t are shown with different colours, from
0 to 1 hour.

92



5.5. Optimisation strategies

update period ∆t: when we are more frequently updating the reconstructor (∆t <

20 minutes), increasing the averaging time is detrimental. We are dominated in

this regime by the increase in tomographic error resulting from the fact that an

optimisation profile consisting of the mean over δt is no longer matched to the

current profile. If we increase ∆t and update the reconstructor less frequently,

overall the performance deteriorates as would be expected from Fig. 5.8. However

the behaviour with δt changes and there is some optimum averaging time δt > δtmin

that provides slightly better overall performance. In this regime, for short averaging

times we are dominated by increased error at large time since optimisation t− topt.

By increasing the averaging time we reduce this increase in error over time, resulting

in very slightly better error overall. This averaging time is between 10 and 20

minutes for all LGS asterisms. Overall this effect is small and only changes the

tomographic error by a few nm rms.

5.5 Optimisation strategies

We have shown in section 5.4.1 that unpredictable variability in the profile over

time means it is difficult to select a single reoptimisation period for a particular

asterism. Longer optimisation periods are a gamble with the atmosphere. If we

are lucky and optimise at the correct time the profile will change very little and we

will achieve near optimal performance. The opposite is also true, if we optimise at

the wrong time then the tomographic error can rapidly degrade as seen in Fig. 5.7.

Minimisation of these error spikes is important for a system to maintain consistent

performance over an observation.

The risk of a sudden increase in error can of course be minimised by selecting

the shortest possible reoptimisation period. We can see from Fig. 5.9 that this

should be less than around ∆t = 10 minutes (depending on the LGS asterism and

tolerated error increase) to maintain near optimal performance in approximately

95% of conditions. However, there is no reason why the optimisation period must
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be fixed. Indeed the unpredictable changes in the profile mean that there may be

long periods of almost constant profile followed by rapid changes.

Therefore we propose an alternative optimisation strategy, where the reconstructor

is optimised not on some constant timescale ∆t but instead in the case where the

increase in error E reaches some threshold Ecrit. This can be accomplished in reality

by employing the same analytical Fourier simulation as employed here. For a new

turbulence profile measured by the system or an external profiler, the simulation

can provide, in several seconds, an idea of how this new profile has affected the

tomographic error of the system. If the error has degraded beyond Ecrit, then we

optimise the reconstructor using this new profile.

To investigate the differences between these strategies we select two contrasting

nights of C2
n(h) profiles from the dataset. The first, shown in Fig. 5.11, displays a

large amount of variability in the profile throughout the night. In the second night

in Fig. 5.12, the profile is less variable.

For each night, we compare the following optimisation strategies:

• Optimal strategy: Reconstructor updated with every new profile. Best

possible tomographic error.

• Worst strategy: Not updating the reconstructor, using only the ESO 35

layer median profile. Corresponds to worst case performance as per Fig. 5.1.

• ∆t = 1 hour (lucky): Optimising when t − topt > 1 hour, at lucky times

where the profile does not change much over the optimisation period.

• ∆t = 1 hour (unlucky): Optimising when t − topt > 1 hour, at unlucky

times where the profile changes over the optimisation period.

• ∆t = 10 minutes: Optimising when t− topt > 10 minutes.

• Ecrit = 40 nm: Optimising when the increase in tomographic error becomes

greater than 40 nm rms.
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Of course in reality it is not possible to choose lucky or unlucky times to optimise

the reconstructor. However, by simulating all possible optimisation times and

selecting the best and worst cases, we show the potential variability than can arise

as a result of changing optimisation times.

For the sake of brevity, we perform this analysis only for the 1 arcminute LGS

asterism case. Additionally, we assume that sufficient layers are reconstructed that

model error is small in comparison to the temporal error. From Figs. 5.4 and 5.5

this corresponds to an assumption that N ≥ 10 for a 1 arcminute asterism. Since

we have shown in section 5.4.2 that the averaging time δt has little effect on the

tomographic error, we neglect it here. We also assume that other factors such as

changing zenith angle are negligable, i.e. we are pointing near zenith.

Starting with Fig. 5.11, we see that there are some spikes in error throughout the

night. These occur when the profile undergoes a large change and the system is

not reoptimised. The worst error spikes occur unsurprisingly for the ∆t = 1 hour

case, particularly if we optimise at unlucky times. The worst spike at 04:00 UT is a

good example of a lucky vs. unlucky optimisation. In the lucky case we happen to

optimise just after the profile changes, meaning that we obtain near optimal error

around 70 nm rms as opposed to 150 nm if we are unlucky. Clearly if the profile

is this variable there is value in optimising at lucky times. Both ∆t = 10 minutes

and Ecrit = 40 nm maintain almost optimal error over the entire night. However,

looking at the optimisation times it is clear especially for the first half of the night

that ∆t = 10 minutes results in some unnecessary reconstructor optimisations.

Our second chosen night in Fig. 5.12 shows smaller errors as would be expected

from a calmer atmosphere. We do not see the same spikes in error as in Fig. 5.11

and for the most part all optimisation strategies perform fairly well. At times such

as this when the atmosphere is less variable optimising on timescales of 1 hour is

enough to give good performance. The gain from decreasing this timescale to 10

minutes is small. The optimisation times for the Ecrit = 40 nm case in particular

shows how little the profile is changing. For example, the same reconstructor is
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Figure 5.11: ELT tomographic error over the night of 6th August 2017, using a 1
arcminute diameter LGS asterism. Upper : C2

n profile evolution over the night.
Middle: Corresponding tomographic error for different optimisation strategies.
Solid and dashed black lines indicate optimal and worst strategies respectively,
and are the same for all panels. Lower : Optimisation times for each strategy,
colours same as the middle panels.
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Figure 5.12: ELT tomographic error over the night of 29th April 2016, using a 1
arminute diameter LGS asterism. Layout as Fig. 5.11.
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Figure 5.13: Distribution of increase in tomographic error over the nights of 6th
August 2017 (upper panel) and 29th April 2016 (lower panel), for different optim-
isation strategies. Upper and lower boxplot whiskers represent the 5th and 95th
percentiles. Circular markers represent outlier data points above the 95th and
below the 5th percentiles.

used for 3 hours between 01:50 and 04:50 UT without any significant increase in

error.

Finally, in Fig. 5.13 we compare integrated tomographic error across the two nights.

Overall error is predictably worse for the first night where the atmosphere is more

variable. We see that for both nights the closest to optimal tomographic error is

obtained by either optimising fast (∆t = 10 minutes) or by limiting the increase in

tomographic error to Ecrit = 40 nm. However for the more variable night even with

10 minutes between optimisations there are still a small number of outliers pushing

up to over 120 nm rms tomographic error, suggesting that despite this fast update

rate we can still be unlucky in a small number of cases. For the longer ∆t = 1 hour
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periods, we see the pronounced difference in the upper end of the error distribution

for the more variable night indicating the gain from optimising at the right (lucky)

times.

Thus it seems that optimising to some maximum error threshold, allowing for

the reconstructor optimisation period to dynamically change over the course of a

night, gives the greatest flexibility. When the atmosphere is calm, the reconstructor

does not need to be optimised for multiple hours, however when an unpredictable

change in the profile occurs we can quickly reoptimise and avoid some of the larger

increases in error that we see in the spikes of Fig. 5.11. The exact value of Ecrit

for a particular system will need to be tuned depending on the tolerances in the

error budget and the capabilities of the SRTC.

5.6 Conclusions

We have shown, using fast AO simulation, the effects of sub-optimal tomographic

reconstruction on AO performance for an ELT-scale system with a large database

of real turbulence profiles from the Stereo-SCIDAR at ESO Paranal.

The number of reconstructed layers, N , can have a significant impact on the tomo-

graphic error when below a certain threshold. The exact number of layers required

will depend on the tolerated level of error for a particular instrument and the LGS

asterism diameter. The best tomographic error for a given number of layers is ob-

tained with the optimal grouping compression method. Using this as a baseline, 2

- 6 addditional layers are required to achieve the same error with equivalent layers

compression. If the layers are fixed in altitude, a further 2 - 10 layers are required.

Variability of turbulence profiles also plays a role here, as some profiles lend them-

selves to modelling with few layers whereas others do not. A system wishing to

operate to a given error tolerance in the best 95% of turbulence profiles (with re-

spect to the tomographic error) will need to reconstruct between 6 - 12 additional

layers compared to a system operating only in the best 50% of profiles.
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The increase in tomographic error over time since reconstructor optimisation was

investigated, with the temporal sampling of the Stereo-SCIDAR data allowing us

to probe scales as small as several minutes. We find that, although the absolute

increase in error is greater for larger asterisms, the shape of this increase with time

is similar for all asterisms. After around 20 minutes, the increase in error plateaus

and we see smaller increases in tomographic error with time. We therefore conclude

that the scale of temporal atmospheric variations as seen by a tomographic AO

system is of the order of 20 minutes, and as such one should choose a reconstructor

update period of at least ∆t < 20 minutes. The increase in tomographic error

after 1 hour is on average between 30 and 130 nm rms depending on LGS asterism.

However, the unpredictable variability of the profile means that large spikes in

performance can occur on minute timescales, making it difficult to select a single

optimal update rate.

We also investigated the effect of averaging time δt. The error arising from increased

averaging of the profile is linked to the reconstructor update rate ∆t. For small

∆t, increasing δt only makes tomographic error worse: the averaged profile looks

less like the real profile. However, if we allow the profile to evolve for longer before

reoptimising by increasing ∆t, averaging is less important. There is in fact some

optimum value of δt > δtmin that slightly improves the tomographic error. This

means that a small amount of averaging, usually of the order of δt = 10 minutes,

can give the reconstructor slightly more resilience to a changing profile, but only if

we are reoptimising on long timescales ∆t > 20 minutes. The gain by averaging is

very small (of the order of a few percent) compared to the other sources of error

investigated here. From a purely atmospheric perspective, i.e. considering only the

non-stationary nature of the profile, averaging does not confer any advantage or

disadvantage.

Finally, we selected two contrasting nights to compare temporal optimisation strategies.

When optimising on long timescales (∆t = 1 hour ) it was found, particularly on

the night where the profile is more variable, that it is important to be lucky. That
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is, to optimise the reconstructor at the right times to avoid large tomographic error

spikes. Since this is impossible in reality a very short optimisation period of the

order of ∆t = 10 minutes must be used. On the night where the profile is less

variable, optimising only once per hour gives good results. By optimising only

when the increase in tomographic error reaches some threshold Ecrit, we are able

to obtain good tomographic error at all times by allowing the optimisation period

to change dynamically with the atmosphere. With careful selection of Ecrit for

a system, the requirements for the SRTC can be relaxed whilst maintaining near

optimal tomographic reconstruction.
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6
pt5m-SCIDAR

6.1 Introduction

Large statistically significant datasets of optical turbulence profiles are fundamental

to the analysis presented in the previous chapters. It is also clear according section

5.3 that for ELT AO, the number of layers required to model the atmosphere

effectively is of the order of 10, depending on the specifics of the system in question.

Instruments such as SCIDAR are more than capable of measuring profiles with over

ten times the required vertical resolution with very high sensitivity. However, the

resolution of these profilers depends on large apertures and as such are operated

on preexisting telescopes with apertures around D ≈ 2 m. Since these telescopes

primarily used for science observations they may not be dedicated to full-time

profiling operation. This severely limits the statistical data-gathering effectiveness

of the instrument as it may only be operated a small fraction of the time. As a

result, long term large databases of high resolution profiles (Osborn et al., 2018;

García-Lorenzo and Fuensalida, 2011) are rare and require a concerted effort from

the observatory to compile.

In contrast, profilers such as the MASS operate using their own dedicated small
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robotic telescope that requires minimal operator interaction once commissioned.

They may be run continously every night, producing very large datasets over long

time scales (see e.g. Kornilov, 2012). Unfortunately, the altitude resolution of the

MASS is not high enough for the purposes of ELT AO tomography, with the ability

to fit only 6 fixed layers to the turbulent volume. Similarly, robotic SLODAR

systems on small telescopes (see e.g. Butterley et al., 2020) are limited to fewer

than 10 layers due to the effect of scintillation on small subapertures.

One solution to this problem would be a SCIDAR-type instrument operating on a

dedicated 1 - 2 m class telescope. However as the cost of a telescope and required

infrastructure (mounts, domes etc.) rises as D2.45 (van Belle et al., 2004), this

solution is prohibitively expensive for most observatories. To provide some context,

as of July 2020 the typical cost of a small (D ≈ 0.3 m) commerically available

telescope for a MASS or DIMM is around $2k∗, plus costs for a small dome and

mount. At the opposite end of the commercial telescope spectrum, a 1 m diameter

telescope (including mount but without a dome) may currently be purchased for

$650k†. For bespoke telescopes with diameters larger than this, costs rapidly exceed

multiple millions of dollars.

In this chapter, SCIDAR analysis using a relatively small (D = 0.5 m) aperture

telescope is investigated as a potential remote site characterisation and monitor-

ing tool for ELT-scale tomographic AO. More specifically, we present simulations

and on-sky data from a SCIDAR instrument operated on the point-5 m (pt5m)

telescope, operated on the roof of the William Herschel telescope (WHT) at the

Observatorio Roque de los Muchachos (ORM), La Palma.

The remarkable information density contained in the spatial scintillation pattern,

with scales from a few cm to around 10 cm depending on altitude (see Eq. 2.21),

means that even with this small aperture the atmosphere can be measured with 11

to 15 layers depending on the observed target. A SCIDAR instrument operating
∗https://www.firstlightoptics.com/optical-tube-assemblies/celestron-c11-xlt-optical-tube-

assembly-cge-losmandy.html
†https://planewave.com/products-page/cdk700/pw1000-cdk-telescope-system/
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robotically on a dedicated telescope such as the pt5m would be able to produce

the large databases that are required for the analysis in the previous chapters at a

small fraction of the cost of a manually operated instrument on a larger telescope.

We present an overview of SCIDAR methods in section 6.2, including different

SCIDAR configurations and theoretical sensitivity. We then present the pt5m-

SCIDAR instrument in section 6.3, including simulations addressing some of the

issues of implementing the SCIDAR technique with such a small aperture, namely

diffraction and a loss in sensitivity. We then present on-sky data measured by

the pt5m-SCIDAR in La Palma, with concurrent comparisons to other turbulence

monitoring instruments in section 6.3.4.

6.2 Theory

The quantity measured by the SCIDAR method is the spatio-temporal covariance

of the intensity pattern in the telescope pupil, which can be related to the strength

and altitude of the turbulence by Eq. 2.20. By imaging a double star with known

separation θ, the peaks in the covariance map are spatially separated and we can re-

construct a turbulence profile C2
n(h). A diagram depicting the principle of SCIDAR

can be seen in Fig. 6.1.

The spatial autocovariance of the intensity pattern of the double star at the ground

for a many layered atmosphere is given by

BI(r, θ) =
∫ ∞

0
A1BI(r) +A2[BI(r − θh) +BI(r + θh)]dh, (6.1)

where A1 and A2 denote the amplitudes of the central (BI(r)) and spatially sep-

arated (BI(r± θh)) covariance peaks. The irradiance covariance BI(r) is given by

Eq. 2.20. If the scintillation patterns from both stars are completely overlapping,

A1 and A2 may be defined as

A1 = 1+γ2

(1+γ)2 , A2 = γ
(1+γ)2 (6.2)
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telescope pupil

θ

hθ

h

Figure 6.1: Diagram of the SCIDAR principle. Turbulent layer at altitude h (black
dashed line), produces a fluctuating intensity pattern (scintillation) at the ground.
By observing a double star with separation angle θ we observe two scintillation
patterns (blue and orange solid lines) that are spatially separated by a distance
hθ. By computing the spatial covariance of the intensity pattern we can measure
hθ as well as the amplitude of the covariance peak which gives us the altitude and
strength of the turbulent layer.

where γ = 10−0.4∆m with ∆m the magnitude difference between the two stars

(Shepherd et al., 2014). For the simplest case where ∆m = 0, A1 = 0.5 and

A2 = 0.25, therefore the central peak is twice as high as the spatially separated

peaks. The width of the peaks is proportional to the Fresnel zone radius in Eq.

2.21, and can be related to the altitude resolution of the instrument

δh = ε
rF (h)
θ

= ε

√
λh

θ
, (6.3)

where the parameter ε can vary depending on the fitting method (Prieur et al.,

2001; Avila et al., 2008; Fried, 1995). Here we will take ε = 0.5. The maximum

altitude attainable is related to the maximum spatial separation at which we may

measure covariance peaks

hmax = D

θ
, (6.4)
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for telescope with outer diameter D. Rearranging and substituting for θ in Eq. 6.3

we obtain

δh = ε
hmax

√
λh

D
. (6.5)

Assuming we can find a target with separation θ for a diameter D such that hmax

is a reasonable value (usually in the range 20 km to 30 km), we can see that δh

is inversely proportional to D. Therefore ultimately the resolution and hence the

number of layers measurable by the SCIDAR is limited linearly by the aperture

diameter.

The scintillation covariance is measured in practice by recording many short expos-

ure images of the scintillation pattern in the telescope pupil I(r). From each frame

we may numerically compute the covariance which we will denote ΓI(r). Given a

set of frames our best estimate of the spatial covariance, Λ(r), is then

Λ(r) =
ΓI(r)− Γ〈I〉(r)

Γ〈I〉(r)
(6.6)

where 〈I〉 denotes the temporal average of all the frames in the set. The normalisa-

tion term Γ〈I〉(r) is required since we are observing the scintillation pattern through

a finite aperture. This term approximates the autocovariance of the aperture iself

S(r) which must be cancelled out in order to observe the scintillation covariance.

Depending on the SCIDAR configuration, Λ(r) may correspond directly with the

theoretical scintillation autocovariance Λ(r) = BI(r, θ) or the normalisation may

be more complex, which must be taken into account when calculating instrument

response functions (Avila and Cuevas, 2009).

6.2.1 SCIDAR configurations

We show in Fig. 6.2 the pupil images and resulting covariance maps from different

configurations of SCIDAR instruments. In “classical” SCIDAR, the entrance pupil

of the telescope is imaged directly (Azouit and Vernin, 1980). In this case, we

observe two fully superimposed scintillation patterns and therefore in the autoco-
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variance we see a triplet of peaks for each layer with separation hθ according to

Eqs. 6.1 and 6.2.

We know from section 2.2.2 that scintillation requires some propagation distance

to produce a signal, hence the classical SCIDAR is not sensitive to ground layer

turbulence at h = 0. In order to be sensitive to this layer we may optically con-

jugate our imaging plane to some height hconj < 0 below the ground. This is the

generalised-SCIDAR principle (Avila et al., 1997; Fuchs et al., 1998), and allows

the recovery of the full atmosphere turbulence profile. Normal negative conjuga-

tion altitudes are between -1 and -3 km, which is sufficient for the ground layer

scintillation signal to be measured above the noise whilst minimising diffraction

effects (see Fig. 6.5) and potential saturation of the scintillation, at which point

the weak fluctuation theory breaks down and the instrument becomes insensitive

(Roddier, 1981).

Instead of a single pupil image, the negative conjugation altitude results in par-

tially overlapping pupil images from each star separated by |hconjθ|. The spatial

separation of autocovariance peaks is now |h − hconj|θ. Since the pupils are now

partially overlapping, the amplitudes of the central and lateral covariance peaks A1

and A2 are no longer given by Eq. 6.2, as the contrast of the scintillation pattern

and therefore the height of the covariance peak depends on the position in the

pupil.

Depending on hconj and θ, the two pupil images may be completely separated.

This is the case for SCIDAR instruments operating with very wide double stars

to profile only low layer turbulence (Avila et al., 2008). The separation of pupil

images may also be accomplished by use of a mirrored prism in the focal plane

(Shepherd et al., 2014). Either way, in separating the pupil images we may extract

each pupil and calculate the crosscovariance between them. Since the pupils are

imaged on different parts of the detector, or onto two separate detectors in the case

of Stereo-SCIDAR, the contrast is increased resulting in a gain in sensitivity of up

to a factor of 2. Additionally, since we calculate a crosscovariance between pupil
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Figure 6.2: Pupil images obtained for different configurations of SCIDAR (upper)
with corresponding scintillation auto- or cross-covariances Λ(r) (lower). From left
to right: classical SCIDAR, generalised SCIDAR and Stereo-SCIDAR. We use
a three layer atmosphere with equal strength layers at h = 0 km, 5 km and 15
km. For generalised and Stereo-SCIDAR, the conjugation altitude is -3 km. The
height of the layer corresponding to each peak in the auto- and crosscovariances is
indicated. Note that the classical SCIDAR is insensitive to the ground layer and
the peak at the centre of the autocovariance contains only information about the
layers at 5 and 15 km. For the Stereo-SCIDAR there is only one set of peaks since
we perform the crosscovariance between the two separated pupil images.

images rather than the autocovariance we remove the central peak and the offset

of peaks corresponding to turbulent layers is now hθ as for classical SCIDAR.

6.2.2 Sensitivity

An important feature of SCIDAR, especially on large telescopes, is the sensitivity

to the turbulence profile, allowing turbulent layers with very small C2
n values to

be measured. This high sensitivity is due to the fact that the spatial scales of the

scintillation pattern are small (up to 10 cm), therefore many independent scintil-

lation speckles may be measured in each frame. This results in higher sensitivity

than methods that measure the phase aberration directly such as SLODAR, since
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the spatial scales involved (≈ r0) are larger.

The theoretical sensitivity of the SCIDAR method is derived assuming that the

measured scintillation is dominated by a single layer at height H0. A scintillation

signal in the covariance from a layer at altitude h must be detected against the

background scintillation noise from the layer at H0 as well as detector noise. Fol-

lowing the treatment of Prieur et al. (2001, 2004) and Shepherd et al. (2014), the

noise in the covariance can be written as

∆BI(r) = A1B(0) + (R/Nγ)2 + 1/Nγ√
D2f(r)/λH0

, (6.7)

where the three terms in the numerator represent total scintillation, detector read-

out noise and shot noise respectively. R is the average read-out noise per scintilla-

tion speckle and Nγ is the average number of photons per scintillation speckle per

frame. f(r) denotes the area of overlap of the telescope pupil with a spatial shift of

r. This accounts for the different number of scintillation speckles that are observed

at different altitudes, since we must observe a speckle in both pupil images in order

to measure it in the covariance.

Eq. 6.7 is then converted into the turbulence profile sensitivity ∆J(h), where

J = C2
n(h) dh, by dividing by the scintillation index of a layer at altitude h with

C2
n = 1:

∆J(h) = 5.23× 10−2λ5/3h−5/6H
1/2
0 (A1B(0) + (R/Nγ)2 + 1/Nγ)

A2D
√
f(hθ)Nframes

. (6.8)

Here, Nframes denotes the number of independent frames that are averaged to form

a single auto- or crosscovariance and we have used r = hθ with θ the double star

separation.

Due to the dependence on the dominant layer H0, this model of the sensitivity

of SCIDAR depends on the turbulence profile itself. Additionally, the sensitivity

depends on the current target separation θ and brightness Nγ . Therefore single

values of ∆J(h) for a given system do not exist. We can, however, use the Paranal

2018A dataset to estimate the distribution of ∆J(h) for many turbulence profiles.
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In Fig. 6.3, we compare the contributions of the three noise sources from the

numerator of Eq. 6.7 for different target magnitudes. Detector shot and read-

out noise depend on the target brightness however the scintillation noise does not,

meaning that the scintillation noise represents the unavoidable noise floor for the

brightest targets.

An important observation is that the scintillation and shot noise terms do not

depend on the detector used to image the pupil, since they are dependent only on

the profile and the number of photons per scintillation speckle Nγ . The read-out

noise term however does depend on the detector through the parameter R. The

calculation of R, the average read-out noise per scintillation speckle, must take into

account firstly the read-out noise per pixel Rpxl of the camera and the the number

of pixels per speckle

R = Rpxl

√√√√πr2
F

δ2
pxl
, (6.9)

where rF is the Fresnel radius of the dominant layer at h = H0 (Eq. 2.21) and δpxl

is the size of the pixel projected onto the telescope pupil. It is therefore important

to minimise the read-out noise and maximise the pixel size of the detector, whilst

still adequately sampling scintillation speckles. In Fig. 6.3 we show two cases for

the read-out noise as a function of target V-band magnitude V , with Rpxl = 1e−

rms but pixel sizes of 1.8 cm and 0.3 cm.

Shot noise begins to become a significant contribution at around V = 6, however

the shallow slope means that it does not begin to dominate until around V = 8.

For larger pixels (δpxl = 1.8 cm), the read-out contribution is not significant until

around V = 8. However, for smaller pixels (δpxl = 0.3 cm), the read noise starts to

become significant at around V = 5.
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Figure 6.3: Contributions to noise in the covariance for the SCIDAR method. The
double star targets are assumed to have the same magnitude (∆m = 0). Darker
and lighter shaded areas represent the 25th - 75th and 5th - 95th percentile of
the distribution of values across the Paranal Stereo-SCIDAR 2018A dataset. A
detector with quantum efficiency of 100%, read-out noise of 1 e− rms and exposure
time of 1 ms are also assumed.

6.3 pt5m-SCIDAR

The pt5m telscope is a robotic telescope operated on the roof of the WHT at the

ORM, La Palma, Canary Islands. It has a primary mirror diameter of 0.5 m and

is used mainly for remote observations (Hardy et al., 2015). By means of a single

lens and detector placed at the telescope’s eyepiece, we may observe negatively

conjugated pupil images and hence employ the SCIDAR method to measure the

optical turbulence profile for this site.

The configuration of the pt5m-SCIDAR is described in Tab. 6.1. In order to obtain

full atmosphere turbulence profiles with a 0.5 m aperture, target stellar separations

must be small, of the order of 5 arcseconds. With such small separations it is very

difficult to separate the double stars in the focal plane using a wedge as for Stereo-

SCIDAR (Shepherd et al., 2014). We must therefore operate in generalised mode
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6.3. pt5m-SCIDAR

Pupil diameter (m) 0.5
Central obscuration diameter (m) 0.15
SCIDAR configuration Generalised
Camera ZWO ASI174MM (CMOS)
Conjugate altitude (km) - 3
Projected pixel size (mm) 3.0
Camera frame rate (Hz) ∼300
Frames per data packet 500
Data packets per profile 100
λ (assumed) (nm) 500

Table 6.1: Instrument parameters for the pt5m-SCIDAR.
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Figure 6.4: Diagram illustrating the data processing pipeline of the pt5m-SCIDAR.
The example data used is taken from the night of 17th May 2019.

and accept approximately a factor of 2 loss in sensitivity.

The pt5m-SCIDAR was operated sporadically during observing runs at ORM, La

Palma from 2017 — 2019. During these runs, raw pupil images were taken and

stored with the processing of this data occuring at a later date. In Fig. 6.4 we

illustrate the data processing pipeline. The stages are as follows:

1. Λ(r) for each data packet is computed via Eq. 6.6. Before this computation

the bias is computed and subtracted from the data packet. If there is a

large amount of wind shake, we also perform a shift-alignment procedure on
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6.3.1. Effect of diffraction

each frame to try to ensure that the pupil images in the packet are correctly

aligned. This procedure does not always succeed, in which case the data is

discarded.

2. Temporal averaging over many packets to obtain our final Λ(r). This aver-

aging takes into account a maximum time window (here we use 5 minutes)

between packets such that we do not average over timescales at which the

profile may be changing.

3. The pt5m-SCIDAR does not have a rotator, so the lateral peaks in Λ(r) are

offset by some angle depending on the position angle of the target double

star. We fit to this angle by applying a mask with a square-root profile that

matches the width of the scintillation peaks with altitude. By maximising

the pixel sum inside this mask we find this rotation whilst at the same time

isolating the portion of the autocovariance containing information about the

profile and rejecting noise.

4. A set of theoretical reference functions, which are precomputed for the current

target and conjugate altitude, are rotated to match the rotation of Λ(r) and

masked.

5. An non-negative least squares (NNLS) algorithm is used to fit the reference

functions to Λ(r), resulting in the best fit turbulence profile. The residual of

the best fit is also computed.

In the following simulations the same pipeline is used, with the source of data being

simulated pupil images.

6.3.1 Effect of diffraction

The conjugation of the analysis plane below the ground in the case of generalised

SCIDAR will result in diffraction since the pupil has sharp, defined edges. We show

the effect of this diffraction on the pupil of the pt5m telescope in Fig. 6.5.
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6.3.1. Effect of diffraction

Figure 6.5: Simulated short exposure pupil images showing the effect of diffraction
on the pupil of the pt5m telescope. In both cases, the scintillation pattern from a
turbulent layer at an altitude of h = 10 km is observed. Left: Imaging plane conjug-
ate to pupil (ground). Right: Imaging plane conjugate to -3 km, showing multiple
diffraction rings from both the circular pupil and horizontal/vertical spiders.

The spatial scale of the diffraction effect is, as with scintillation, related to the

Fresnel zone size (Eq. 2.21), with a propagation distance of hconj. An imaging

plane conjugate to -3 km produces diffraction rings on the scale of approximately

4 cm at λ = 500 nm. This is small enough to be neglected for traditional large

aperture SCIDAR, however it has a strong visual effect for smaller apertures such

as the pt5m as seen on the right of Fig. 6.5, where the scintillation pattern is

almost completely obscured.

We assess the effect of this diffraction on the recovered scintillation autocovariance

Λ(r) in Monte Carlo simulation. By applying the pupil mask either at the ground

(h = 0) or at the analysis plane (h = hconj) we can choose whether to include

diffraction effects. Using the pt5m aperture from Fig. 6.5 in a generalised-SCIDAR

configuration, we obtain responses from the instrument as illustrated in Fig. 6.6.

We can see that for all layer altitudes the responses without diffraction are in good

agreement with the theory. When diffraction is included, the effect is altitude

dependent. For the ground layer, the amplitude of the covariance peak is slightly

larger than both the theory and without diffraction cases. For free atmosphere
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Figure 6.6: 1D cuts of the measured spatial covariance Λ(r) as a function of
separation r in the telescope pupil. Solid lines are calculated from Monte Carlo
simulation of a generalised-SCIDAR configuration on the pt5m telescope observing
a double star with separation θ = 4.125 arcseconds and ∆m = 0. From upper to
lower panels: single turbulent layers at altitudes of 0, 6.3 and 16.3 km respectively.
For each single layer 1000 random phase screens with r0 = 32 cm are used.

layers however, the covariance peak is smaller than expected.

The effect of diffraction on the amplitude of covariance peaks is small, and by

fitting the theoretical reference functions to each layer we can estimate the error

in C2
n(h) dh that will result from diffraction. From Fig. 6.7 we can see that for

the pt5m telescope this error reaches around 10% with diffraction effects included.

The error has an altitude dependency as would be expected from Fig. 6.6, with

the ground layer having the smallest error. There is also a smaller error in the case

without diffraction which exhibits less altitude dependence, of the order of 5%. We

attribute this to small discrepancies between theory and simulation that result in
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Figure 6.7: Relative error in the C2
n fitted to theoretical SCIDAR response func-

tions for the pt5m telescope in a generalised SCIDAR configuration. For each
altitude 1000 random phase screens with r0 = 32 cm are used.

errors in the fitting procedure.

This altitude varying error between 5% and 10% in C2
n could be calibrated out by

applying the inverse correction to all measured profiles. However, as we will see

in section 6.3 these errors only translate into small biases in r0 and θ0. Therefore

we conclude that the diffraction effect, whilst being large upon visual inspection of

the pupil images, is small enough to ignore for the pt5m aperture.

6.3.2 Sensitivity vs. larger apertures

Another challenge of the smaller aperture is a loss in sensitivity. The area over

which we are averaging scintillation speckles is significantly smaller for the pt5m

aperture relative to the ∼ 2 m apertures used for conventional SCIDAR. The stat-

istical noise in the covariance will therefore be larger. However, the most important

values are not the absolute noise but the signal-to-noise ratio (SNR) J/∆J , since

this determines the ability of the system to detect a layer above the noise floor.

We assume that if a layer falls below this noise floor, the strength is recorded as

J(h) = 0.

We first calculate the SNR of the layers in the 2018A dataset as they were measured

by the Stereo-SCIDAR at Paranal, which uses the D = 1.8 m AT. For each profile
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with dominant layer H0, we use the real target separation and magnitudes to

compute J/∆J with all noise terms. We also assume δpxl = 1.8 cm and Rpxl = 1e−

which is consistent with the Andor Luca detector used for these observations. This

gives us a distribution of SNR for each altitude bin, which is shown in the upper

panel of Fig. 6.8. We are interested in the minimum possible SNR required to

measure a layer, so we take the 5th percentile of this distribution at each altitude as

a conservative estimate, indicated by the dashed line. This minimium SNR assumes

that the system has measured layers which fall below the detection threshold at all

altitudes, which may not be true for the strong ground layer. Therefore we ignore

the ground layer in our subsequent analysis.

We can now compute similar SNR distributions for the pt5m-SCIDAR, and com-

pare to the cutoff values. Given that the other parameters of the system remain

the same (e.g. Nframes, wavelength, exposure time, conjugate altitude), if the SNR

for the pt5m-SCIDAR falls below the cutoff for a particular layer, we can assume

that this layer would fall below the noise threshold and would therefore not be

measured. These SNR calculations include the fact that the pt5m-SCIDAR oper-

ates in generalised mode and therefore loses a factor of 2 in sensitivity compared

to the Stereo-SCIDAR.

We assess three cases for the pt5m-SCIDAR. Firstly we consider the case where

the read-out noise R = 0, which describes the sensitivity limited only by the scin-

tillation and shot noise which are not detector dependent. Secondly the case with

δpxl = 1.8 cm, corresponding to the same detector as the Stereo-SCIDAR, and

finally with δpxl = 0.3 cm, corresponding to the ZWO camera actually used for

the pt5m-SCIDAR measurements at ORM. In both cases we assume Rpxl = 1e−

therefore the difference in the detectors arises only from the difference in pixel size

and resulting increase in read-out noise per scintillation speckle (Eq. 6.9).

We show in the lower panel of Fig. 6.8 the fraction of total layers that maintain

a SNR above the cutoff in these cases. For the zero read-out noise case we would

expect to measure approximately 80% of layers measured by the Stereo-SCIDAR
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Figure 6.8: Effect of sensitivity loss of pt5m-SCIDAR compared to Stereo-
SCIDAR, observing the 2018A dataset. Upper : Theoretical SNR per frame of
layers measured by the Stereo-SCIDAR on the AT. Cutoff SNR for measuring a
layer is denoted by the black dashed line at the 5th percentile of the distribution.
Lower : Expected fraction of layers measured by the pt5m-SCIDAR measuring the
same profiles, assuming the SNR must be above the cutoff.

at all altitudes. This is approximately the same for the larger pixel case, implying

that read-out noise does not make any significant contribution to the overall noise.

For smaller pixels and therefore larger read-out noise, we expect to observe around

60%. The layers lost will be the weakest in strength.

For the purposes of site testing and tomographic AO simulation we are concerned

primarily with the strongest layers. Therefore, the loss to noise of the weakest layers

for most of the atmosphere is not considered to be a major problem with this small

telescope SCIDAR. To illustrate this we perform a Fourier AO simulation with the

same parameters as described in Tab. 4.1. In Fig. 6.9 we show the distribution of
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Figure 6.9: Tomographic error distributions obtained from Fourier simulation, in
the optimal case where the profile is known perfectly (blue) and when the profile is
measured with a SNR equivalent to the pt5m-SCIDAR with δpxl = 0.3 cm (orange).
The LGS asterism diameter used here is 1 arcminute.

tomographic error that results if the optimisation profile is missing approximately

40% of the weakest layers, corresponding to our worst case in Fig. 6.8.

We can see that the difference between this distribution and the optimal is small,

the median increase in tomographic error (Eq. 5.1) being only 10 nm rms or

around 1% in terms of the error variance. We therefore posit that the loss in

sensitivity moving from large aperture SCIDAR to pt5m-SCIDAR will make only

a small difference to the performance of a tomographic AO system and hence the

profiles measured by the pt5m-SCIDAR would be equally valid for site testing and

monitoring from an ELT tomographic AO perspective.

6.3.3 Simulation with 2018A clusters

Here we test the ability of the pt5m-SCIDAR to recover full turbulence profiles in

E2E Monte Carlo simulation. By using the single profile clusters defined in chapter

3, we test the ability of the system to measure diverse profiles with both strong

and weak layers at different altitudes. Due to computational limitations we are not

able to use the full 100 layer profiles in our simulation, therefore we use 20 layer

versions which are compressed using the equivalent layers method (see section 5.3).
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6.3.3. Simulation with 2018A clusters

We calculate two values to quantify the difference between our simulation and the

“truth” (simulation inputs). The bias, defined as

bias = 〈xA − xB〉, (6.10)

where x is the parameter of interest and A and B are the two sources of data. This

quantifies any systematic error. Secondly, the root mean square error (RMSE),

which is defined as

RMSE =
√
〈(xA − xB)2〉 (6.11)

which describes the variability in measurements. These values are quoted alongside

standard errors calculated according to Hughes and Hase (2010).

We assume a target with stellar separation of θ = 3.5 arcseconds and magnitudes

of V = 5.7 and V = 6.3, which corresponds to the average target observed by the

Stereo-SCIDAR in the 2018A dataset with the separation again scaled by (1.8/0.5).

All other parameters are taken from Tab. 6.1. With these parameters and target,

12 layer profiles are obtained with a maximum altitude of 23.7 km.

Shot noise is included, assuming an overall system throughput (atmospheric trans-

mission + telescope + detector quantum efficiency) of 100%. To maintain generality

for all detectors, read-out noise is also neglected. This means that these simula-

tions represent the best possible case in terms of noise for a particular target. For

each of the 18 clusters we simulate 1000 random sets of phase screens, which are

averaged to produce the autocovariance. The two dimensional fitting procedure

described in Fig. 6.4 is used to fit the C2
n(h) profile for each cluster.

In Fig. 6.10 we compare integrated parameters, seeing and θ0, of the profiles

obtained from the simulation to the original 20 layer input profiles. We can see

that in terms of seeing, the simulated pt5m-SCIDAR agrees very well with the

input profiles. There is some underestimation for very large (>1.5 arcsecond)

seeing values, which is most likely the result of the saturation of scintillation in

strong turbulence.
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Figure 6.10: Comparison of seeing (left) and θ0 (right) obtained from a simulation
of the pt5m-SCIDAR with the 18 single cluster profiles from chapter 3.

For θ0 there is a clear small positive bias: larger values are produced by the pt5m-

SCIDAR than are being put into the simulation. This may be explained by the

diffraction effects described in section 6.3.1, in particular Fig. 6.7, where we show

that we expect a bias in the free atmosphere C2
n(h) of around 10%. This un-

derestimation of the free atmosphere would lead to an overestimation of θ0. As

mentioned in section 6.3.1 this bias could be corrected by applying the inverse cor-

rection to C2
n(h) values produced by the pt5m-SCIDAR. However, since the bias

is small we do not apply such a correction here.

By binning the 20 layer input clusters into the bins of the pt5m-SCIDAR, we may

also compare the individual C2
n(h) dh values for each layer. In Fig. 6.11 we can

see that most layers from the input profile are correctly measured. Only at values

of 10−14 m1/3 and lower do we begin to see a larger spread in values, as well as

some layers being measured as 0. However, these layers are weak and hence do not

result in a significant error for integrated parameters. The layers measured as 0 by

the pt5m-SCIDAR make up around 20% of the weakest layers in the input profiles,

which is consistent with our expectations from section 6.3.2 for the zero read-out

noise case.
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Figure 6.11: Layer-wise comparison of C2
n(h) dh values obtained from a simulation

of the pt5m-SCIDAR with the 18 single cluster profiles from chapter 3. Colour
of each point indicates the height of the layer. Triangular points indicate layers
where there is a C2

n(h) dh > 0 value in the input profile but a C2
n(h) dh = 0 value

measured by the simulated pt5m-SCIDAR.

6.3.4 On-sky data

Despite the operation of the pt5m-SCIDAR during several short observing runs in

the period 2017 - 2019, here we only present data from four nights in May and

September 2019. This is primarily due to the fact that most of the measurements

prior to this are taken in a configuration of the pt5m-SCIDAR with the analysis

plane conjugate to only around 1 km below ground. Operating in generalised

mode, this conjugation altitude is not sufficient to separate the offset ground layer

peaks from the central autocovariance peak. This results in the ground layer being

underestimated or in some cases not measured at all.

We also only choose nights for which we can perform a comparison with other

instruments. These are the DIMM at the Telescopio Nazionale Galileo (TNG)

(Gurtubai et al., 2013), measuring the seeing, and a Stereo-SCIDAR on theD = 2.5
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Date (YYYMMDD) Total profiles TNG DIMM
comparison

INT-SCIDAR
comparison

20190519 19 18 15
20190520 54 20 35
20190918 42 42 36
20190919 53 53 23

Total 168 133 109

Table 6.2: Total number of measured profiles for each night, as well as the number
of profiles valid for comparison with the TNG DIMM and INT-SCIDAR

m Isaac Newton telescope (INT) measuring full atmosphere profiles. The four

nights selected allow direct comparison to these two instruments. We select from

each night profiles within 5 minutes of one another to compare instruments. The

numbers of profiles in each comparison are listed in Tab. 6.2. With this limited

data set we may not draw any strong statistical conclusions as to the differences

between instruments, however it does provide a first impression of the effectiveness

of the pt5m-SCIDAR and small telescope SCIDAR in general.

We show firstly in Fig. 6.12 the comparison of seeing values with the TNG DIMM.

For the pt5m-SCIDAR the seeing is calculated from the integral of C2
n(h) dh. Des-

pite the small number of nights, we have measurements ranging from very good to

very bad seeing (0.5 - 2 arcseconds). For most nights, the pt5m-SCIDAR has over-

estimated the seeing relative to the DIMM, as is indicated by a bias of 0.14± 0.04

arcseconds. However, for the night with the worst seeing according to the DIMM,

the pt5m-SCIDAR measures consistently smaller seeing values.

Since the INT-SCIDAR is also measuring turbulence profiles we may draw a more

thorough comparison. In Fig. 6.13 we compare both seeing and θ0. In the com-

parison we consider full atmosphere profiles with a maximum altitude greater than

15 km. The seeing comparison is very similar to the TNG DIMM, with the bias

and RMSE values agreeing within error. For the θ0 comparison, we see that pt5m-

SCIDAR values are usually within 1 arcsecond of the values measured by the INT-

SCIDAR, with a positive bias. The night where lower seeing is measured by the
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Figure 6.12: Comparison of seeing measured by the DIMM at the TNG to the val-
ues found by integrating the pt5m-SCIDAR measurements over altitude. Colours
denote measurements taken on different nights.

pt5m-SCIDAR shows some large discrepancies in θ0, with values up to 10 arc-

seconds where the INT is measuring only around 3 arcseconds.

We may assess the differences in the measured profiles directly by comparing

C2
n(h) dh values layer-by-layer. As for the simulations in Fig. 6.11, we bin the

high resolution INT-SCIDAR profiles into the bins of the pt5m-SCIDAR.

We show the results in Fig. 6.14. It is common for the ground layer to be over-

estimated by the pt5m-SCIDAR by up to an order of magnitude. This is what

produces the positive bias in θ0. This ground layer discrepancy can potentially be

explained as the result of different local turbulence conditions for the two instru-

ments. The INT is a large telescope in a dedicated dome approximately 400 m

away from the pt5m, which sits in a small dome on the roof of the WHT. Local

disturbances from structures on this roof and the large adjacent WHT dome could

produce a significant amount of turbulence which would be added to the ground.

This would not be corrected by the dome correction procedure since this takes into
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Figure 6.13: Comparison of seeing (left) and θ0 (right) measured concurrently
by the Stereo-SCIDAR on the INT and the pt5m-SCIDAR. Colours represent
different nights as in Fig. 6.12. Triangular points in the right panel indicate θ0
measurements that are in the range 5 - 10 arcseconds that are cropped out of
the plot for clarity. These points are still included in the calculations of bias and
RMSE.

account only static or slow-moving turbulence within the dome itself.

For the most part the free atmosphere layers are measured by the pt5m-SCIDAR

are weaker than the INT-SCIDAR, which also contributes to the large positive bias

in θ0. Since the free atmosphere is not affected by local turbulence the explanation

for this bias is more likely the diffraction effect as shown in Fig. 6.7.

As the measured C2
n(h) dh values become smaller noise becomes a problem. The

highest and weakest layers tend to be underestimated or measured as 0. In total,

around 50% of the INT-SCIDAR layers are not measured by the pt5m-SCIDAR.

This is greater than the theoretical 40% calculated in section 6.3.2, the reason for

this discrepancy is most likely in our assumption of 100% throughput and constant

Rpxl = 1e−, especially since CMOS detectors such as the ZWO used here are known

for variable pixel to pixel read-out noise (see e.g. Basden, 2015).

Finally, in Fig 6.15 we display the sequences of profiles measured by each instrument

for the four nights in question. A visual comparison shows good agreement for the
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Figure 6.14: Layer-wise comparison of C2
n(h) dh values measured concurrently by

the Stereo-SCIDAR on the INT and the pt5m-SCIDAR. Layers measured as 0 by
either instrument are indicated by triangular points.

most part, notwithstanding the loss in spatial and temporal resolution for the

pt5m-SCIDAR. The fact that only the strongest layers are measured by the pt5m-

SCIDAR is also clear.

6.4 Conclusions

We have investigated the viability of employing the SCIDAR method to measure

turbulence profiles with sufficient fidelity for ELT-scale tomographic AO using a

relatively small 0.5 m diameter telescope. This has been accomplished using both

simulations and real data taken using the pt5m telescope in La Palma.

In simulation, we have shown that diffraction of the small pupil images, whilst

having a large visual effect, does not result in a large change of the measured

scintillation covariance, and can result in up to 10% underestimation of C2
n dh,

depending on altitude.
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Figure 6.15: Sequences of C2
n(h) from the INT-SCIDAR (upper sub-panels) and the

pt5m-SCIDAR (lower sub-panels) for the four nights used for comparison. Clock-
wise from upper left: 20190519, 20190520, 20190920, 20190919. White lines (where
visible) indicate maximum altitude.
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Using the standard theory for the sensitivity of SCIDAR and the 2018A turbulence

profile dataset we have shown that at best approximately 20% of the weakest

turbulent layers measured by the Stereo-SCIDAR on the AT would not be measured

by the pt5m-SCIDAR. Taking into account the significant read-noise contirbutions

of small pixels, this fraction increases to around 40%. However, we showed using

Fourier AO simulation that even in this worst case the effect of this loss of sensitivity

on the tomographic error is small.

Using full Monte Carlo simulation of the pt5m-SCIDAR we test the ability of the

system to measure the 18 clustered turbulence profiles defined in chapter 3. We find

that for the most part the system performs well in correctly measuring the input

profiles. A small positive bias in θ0 (0.23 ± 0.02 arcseconds) may be explained

by the diffraction effect and potentially corrected in post processing. Comparing

C2
n(h) dh values shows that, in agreement with our sensitivity analysis, around 20%

of the weakest layers are not measured by the pt5m-SCIDAR.

Finally, on-sky data measured on four nights in May and September 2019 was

used to compare the pt5m-SCIDAR to other instruments at ORM. Seeing com-

parisons with both the TNG DIMM and the INT-SCIDAR showed that the seeing

measured by the pt5m-SCIDAR is generally high, which could be attributed to

local structures in the vicinity of the pt5m telescope causing additional turbulence.

Similar behaviour is seen in comparisons with θ0 from the INT-SCIDAR, implying

that the ground layer measured by the pt5m-SCIDAR is higher. We show this

explicitly by comparing C2
n(h) dh layer-by-layer, where we find that the ground

layer is often larger by an order of magnitude. This comparison also indicates that

around 50% of the layers measured by the INT-SCIDAR are not measured by the

pt5m-SCIDAR, slightly worse than our theoretical estimate. A fuller statistical

comparison could be drawn between the pt5m-SCIDAR and the other turbulence

measuring instruments with additional data, particularly including a more diverse

range of turbulence profiles.

The case for obtaining large databases of relatively high resolution turbulence pro-
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files has been shown in previous chapters. If they are to be representative these

databases must measure profiles in as many different atmospheric conditions as

possible. Currently there is no turbulence monitoring instrument that fulfills both

the requirement of continuous robotic operation (e.g. MASS, DIMM, SLODAR)

and high resolution turbulence profiles (e.g. Stereo/generalised-SCIDAR). We be-

lieve these preliminary results for the pt5m-SCIDAR show the potential of the

concept of small telescope SCIDAR to fill this gap.
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7
Conclusions

This thesis has been primarily concerned with tomographic AO, and how its per-

formance is related to the optical turbulence profile. For both current generation

and next generation ELTs, instruments fed by tomographic AO systems will enable

a wealth of new observations and discoveries to be made in the field of astronomy.

The work has focussed on the 2018A Stereo-SCIDAR dataset, consisting of over

10,000 high resolution measurements of the optical turbulence profile from ESO

Paranal, Chile. Through analysis of these profiles we have defined new reference

profiles for E2E simulation that are more representative for a tomographic system.

These were validated in simulation, where we also investigated the sensitivity of

ELT-scale tomographic AO to effects such as the temporal evolution of the profile

over time. Finally, we presented on-sky results from a new turbulence profiler which

would allow the collection of similar large datasets with a small robotic telescope.

7.1 Defining new reference profiles

Since we are currently in the design phase of many tomographic AO systems, it

is of paramount importance that the simulations used produce accurate estimates

of performance. These E2E simulations are slow, and therefore only a handful
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of reference profiles are used. Unlike previous non tomographic AO systems, the

optical turbulence profile results in an error (tomographic error) that cannot be

computed according to classical turbulence parameters r0 and θ0. This means that

widely used reference turbulence profiles for many observing sites, which are usually

defined according to these parameters, may not be representative for tomographic

simulations.

In chapter 3 we presented a new method of obtaining reference turbulence profiles

for E2E simulation from a large dataset. By performing a hierarchical clustering

procedure we are able to sort the profiles according to their shape, rather than by

integrated parameters. In this way the method produces reference profiles that are

more representative of the dataset as a whole.

We applied this method to the 2018A Stereo-SCIDAR dataset. This resulted in two

sets of 18 profiles that reflected the variability of the profile at Paranal in different

ways. We showed that these profiles are still representative of the full dataset in

terms of r0 and θ0, whilst also exhibiting variability in shape that is not necessarily

captured by these parameters. The profiles have been made available to the AO

community and have started to see use in E2E simulations.

7.2 Fourier AO simulation with real profiles

In order to assess whether reference profiles, including the clustered profiles from

chapter 3, were representative for a tomographic system, we employed a fast ana-

lytical Fourier AO simulation. This allowed the computation of the tomographic

error for every profile in the 2018A dataset, the distribution of which could then

be compared to the values for the reference profiles.

In chapter 4 we showed that, in terms of tomographic error, many reference profiles

for Paranal are not representative. Profiles designed to represent median conditions

in fact overestimated the median tomographic error by up to 50%. We noted that
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7.2. Fourier AO simulation with real profiles

all of the profiles that overestimated the tomographic error were averages of many

measurements of the profile.

By using examples from the 2018A dataset we showed that the averaging process,

which produces smooth continuous turbulence distributions from individual profiles

that have strong discrete layers, can lead directly to a higher tomographic error

than expected. We therefore concluded that individual profiles selected from a

large dataset should be used as reference profiles, as opposed to averages.

In chapter 5 we further employed the Fourier simulation coupled to the 2018A

dataset to assess the impact of sub-optimal tomographic reconstruction for the

ELT. In real tomographic systems the turbulence profile used in the reconstructor

is never a perfect match for the true atmosphere. Firstly, a limited number of

discrete layers are used in the tomographic reconstructor to model the profile. We

showed that the number of layers required can depend strongly on the shape of the

profile, in the worst cases requiring an additional 10 layers to maintain the same

tomographic error.

We also examined the error incurred due to temporal evolution of the turbulence

profile. We showed that the error increases for the first 20 minutes after recon-

structor optimisation before plateauing. This allowed us to recommend a recon-

structor update period for ELT tomographic reconstructors of less than 20 minutes.

However, within these timescales the profile may still change unpredictably result-

ing in large increases in tomographic error. To avoid these error spikes, particularly

on nights where the profile is variable, an update rate of around 5 minutes or less is

required. We also proposed an alternative strategy where the reconstructor optim-

isation is triggered as soon as the tomographic error reaches a certain threshold.

This would allow the reconstructor update rate to vary dynamically with the at-

mosphere, maintaining optimal tomographic reconstruction whilst minimising re-

quirements for the SRTC system.
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7.3 Collecting new large datasets

Analysis performed in chapters 3, 4 and 5 was dependent on the Stereo-SCIDAR

2018A dataset, containing over 10,000 high resolution turbulence profiles. These

large datasets of high resolution profiles are rare, as instruments such as the Stereo-

SCIDAR are operated on relatively large telescopes (D ≥ 2 m) that are also used

for other observations. These instruments are usually operated in campaign mode,

requiring a telescope operator and measure the profile on only a fraction of nights

throughout the year.

In chapter 6, we investigated the possiblity of using the SCIDAR method on a

smaller D = 0.5 m aperture. With this aperture, the turbulence profile may be

measured with sufficient fidelity for most ELT tomographic AO applications, while

the telescope is small enough that it may be dedicated to full time robotic opera-

tions. This would allow the fast and cost effective gathering of turbulence profile

data for a site, enabling real-time support for tomographic AO as well as long term

site characterisation and monitoring. We choose D = 0.5 m since we were able to

take on-sky data using the pt5m telescope at ORM, La Palma. This telescope is

already used for robotic remote observations and therefore is a good prototype for

small telescope SCIDAR.

In simulation we addressed some of the potential problems that are raised by using

the SCIDAR technique on a small telescope. We will lose sensitivity to the profile,

since the area of the pupil is much smaller. Using the 2018A measurements we

showed that, had the pt5m telescope been used in place of the AT at Paranal, only

around 20% of the weakest layers would be lost due to noise. We also showed that

diffraction of the pupil has a small but measurable effect on the C2
n measurements

that may be calibrated out if necessary. The sensitivity and diffraction effects were

also observed with a full Monte-Carlo simulation of the pt5m-SCIDAR using the

18 single profile clusters from chapter 3.
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Finally, we presented on sky data from the pt5m-SCIDAR taken in May and

September 2019. For a limited dataset consisting of four nights, we were able

to draw concurrent comparison to both the TNG DIMM and a Stereo-SCIDAR

operating on the much larger INT. These comparisons showed that the pt5m-

SCIDAR tended to estimate larger seeing values, and by comparing each turbulent

layer with the INT-SCIDAR we showed that most of this discrepancy was in the

ground layer. It is likely that this ground layer difference is due to local turbulence

effects arising from structures in the vicinity of the pt5m telescope. This compar-

ison also showed that approximately 50% of layers measured by the INT were not

measured by the pt5m, implying that for the targets used the sensitivity of the

pt5m-SCIDAR was lower than expected.

Further data is required to reinforce these preliminary results, however we showed

that SCIDAR using a small telescope is viable both in theory and on-sky. An

instrument such as the pt5m-SCIDAR has the potential to perform site charac-

terisation for ELT-scale tomographic AO, enabling all the analysis from previous

chapters, at a small fraction of the cost of larger turbulence profilers.
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