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This thesis concerns the use of density functional theory (DFT) to determine muon stopping sites in crystalline solids. New tools for carrying out these calculations are introduced and these techniques are demonstrated through the results of calculations on the skyrmion-hosting semiconductors GaV$_4$S$_8$ and GaV$_4$S$_8$ and the heavy-fermion metals URu$_2$Si$_2$ and CeRu$_2$Si$_2$. The results of three studies on significantly different magnetic systems are presented, where in each case the interpretation of the results of muon-spin spectroscopy ($\mu^+\mathrm{SR}$) experiments is aided by knowledge of the muon site.

The results of $\mu^+\mathrm{SR}$ measurements on the iron-pnictide compound FeCrAs are presented and indicate a magnetically ordered phase throughout the material below $T_N = 105(5)$ K. There are signs of fluctuating magnetism in a narrow range of temperatures above $T_N$ involving low-energy excitations, while at temperatures well below $T_N$ a characteristic freezing of dynamics is observed. Using DFT, a distinct muon stopping site is proposed for this system.

The results of transverse-field (TF) $\mu^+\mathrm{SR}$ measurements on the molecular spin ladder compound $(\text{Hpip})_2\text{CuBr}_4$, [Hpip=($\text{C}_5\text{H}_{12}\text{N}$)] are reported. Characteristic behaviour in each of the regions of the phase diagram is identified in the TF $\mu^+\mathrm{SR}$ spectra. Analysis of the muon stopping sites, calculated using DFT, suggests that the muon plus its local distortion can lead to a local probe unit with good sensitivity to the magnetic state.

Finally, the results of $\mu^+\mathrm{SR}$ measurements on the charge density wave system 1T-TaS$_2$ are presented, which show three distinct phases versus temperature. The critical exponents for each of these phases are compared with the predictions of quantum spin liquid models. Using DFT, a quantum delocalised state for the muon between the TaS$_2$ layers is proposed, which is used in conjunction with its associated hyperfine interactions to determine the coupling of the muon to the diffusing spinons.
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Chapter 1

Introduction

After its growth from a method of applied particle physics practised by a small number of specialists, muon spectroscopy ($\mu^+$SR) has become a mainstream technique in condensed matter physics [1]. However, questions are still raised by our lack of knowledge of the site of the stopped muon and the influence that the muon-probe has on its local environment. Interpretation of $\mu^+$SR results is often hindered by the lack of knowledge of the muon stopping site. Muons act as a local probe of magnetic fields, allowing us to determine the magnetic properties of a variety of condensed matter systems. However, to obtain quantitative information about the magnetic structure and moment sizes in the material, one often needs to be able to identify the muon stopping site. Furthermore, concerns are often raised about the effect of the implanted muon on the local structure of the host material. As a positively charged defect, one might expect that the presence of the muon results in crystallographic or electronic distortions that modify the magnetism observed as compared with magnetic behaviour intrinsic to the material itself.

It is now possible to accurately determine the muon stopping site and its associated distortion to the crystal structure using density functional theory (DFT) [2]. This thesis aims to develop these techniques further, by applying them to systems relevant to our experimental $\mu^+$SR programme. The next two chapters are introductory and concern $\mu^+$SR and DFT, respectively. I then summarise the recent progress made in calculating muon sites using DFT and present my contributions to this research area, both in terms of the development of new tools and methods and
1.1. Layout of thesis

This thesis is organised as follows:

**Chapter 2:** I introduce the muon-spin spectroscopy (μ+SR) experimental technique. I outline the experimental procedure and describe polarisation functions arising from commonly-encountered magnetic field distributions. Practical application of the technique is demonstrated using a case study on the molecular magnet Cu(NO$_3$)$_2$(pyz)$_3$.

**Chapter 3:** I review the theoretical foundations of density functional theory (DFT) and then focus on the considerations for practical calculations.

**Chapter 4:** I review the application of DFT in calculating muon stopping sites (DFT+μ) and introduce MuFinder, a program I have developed to help non-experts carry out these calculations. I demonstrate the DFT+μ method with two examples, each comprising a pair of isostructural compounds: the skyrmion-hosting systems GaV$_4$S$_8$ and GaV$_4$Se$_8$ and the heavy-fermion systems URu$_2$Si$_2$ and CeRu$_2$Si$_2$.

**Chapter 5:** I report the results of μ+SR measurements and muon site calculations on the ‘nonmetallic metal’ FeCrAs. A single crystallographically distinct stopping site is proposed, with the structural distortions induced by the implanted muon at this site being minimal, suggesting that the muon remains a faithful probe of the magnetism in this system.

**Chapter 6:** I report the results of μ+SR measurements on the molecular spin ladder compound (Hpip)$_2$CuBr$_4$, where features in the μ+SR spectra correlate with the previously-determined phase diagram of this material. DFT calculations of the muon stopping site, in conjunction with dipolar field calculations, suggest that the sensitivity of the muon to the different phases derives from a local distortion it makes
1.1. Layout of thesis

to the crystal structure in its vicinity.

Chapter 7: I report the results of a $\mu^+$SR study on the charge density wave system 1T-TaS$_2$ that found three distinct phases versus temperature, whose critical exponents are compared with those predicted by quantum spin liquid models. DFT calculations suggest the formation of a quantum delocalised state for the muon between the TaS$_2$ layers that provides sensitivity to the unpaired spins in two adjacent layers.

Chapter 8: The thesis is summarised and I discuss future avenues for the development and application of muon site calculations.
Chapter 2

Muon-spin spectroscopy

In this chapter I introduce the muon-spin spectroscopy ($\mu^+\text{SR}$) technique that is the focus of this thesis. I summarise the properties of the muon that allow it to function as a probe of magnetism, namely the phenomenon of spin precession and the parity violating nature of muon decay. I then outline the experimental procedure that allows the time evolution of the spin polarisation of the muon ensemble to be followed, through the measurement of the asymmetry of the positrons emitted when the muons decay. I describe polarisation functions appropriate for several static and dynamic magnetic field distributions, which allow magnetic properties of the sample to be inferred from the asymmetry. Finally, I demonstrate how the $\mu^+\text{SR}$ technique is applied in practice, by reporting the results of measurements on the quasi-one-dimensional Heisenberg molecule-based antiferromagnet Cu(NO$_3$)$_2$(pyz)$_3$.

2.1 Introduction

The realisation that the muon, discovered as a constituent of cosmic rays in 1936 [3, 4], was a heavy version of the electron and not the particle predicted by Yukawa [5] to be mediator of the strong force was so unexpected that it led the Nobel laureate I. I. Rabi to famously quip “who ordered that?”. While this question was likely rhetorical, it could be justifiably answered “condensed matter physicists”, as the muon has since proved to be a highly effective probe of magnetism, superconductivity and molecular dynamics [1]. This application was first hinted at by Garwin et
al. [6], whose seminal paper detailing the parity violating nature of muon decay concluded with the remark “it seems possible that polarized positive and negative muons will become a powerful tool for exploring magnetic fields in nuclei, atoms and interatomic regions”. In fact, the work of Garwin et al. [6] could be considered the first muon-spin spectroscopy experiment, where spin-polarised muons are implanted into a solid sample and the angular distribution of the emitted positrons followed, with the sample in this case being an eight inch-thick block of carbon.

Muon-spin spectroscopy ($\mu^+\text{SR}$) is an experimental technique where the spin of the muon allows it act as a local probe of the magnetic fields in condensed matter. The measured quantity is the asymmetry in the angular distribution of the positrons emitted when the muon decays. The acronym $\mu^+\text{SR}$ can stand for muon-spin relaxation, rotation or resonance. The use of $\mu^+$ emphasises the fact that for experiments in condensed matter physics it is mainly the positive muon that is used (though there have been developments in the use of the negative muons for elemental analysis [7]). Relaxation refers to cases where spatially or temporally varying distributions of fields lead to a depolarisation of the muon spin ensemble. In a muon-spin rotation experiment the muon spin is rotated about an externally applied magnetic field, with this precession modulated by any internal fields present in the sample. Resonance can refer to the application of radio-frequency (RF) electromagnetic waves [8] or to the avoided level crossing (ALC) technique [9, 10], but is not discussed further in this thesis.

As a local probe of magnetism, $\mu^+\text{SR}$ can provide similar information to techniques such electron spin resonance (ESR), nuclear magnetic resonance (NMR) and Mössbauer spectroscopy. However, unlike these resonance techniques, no electromagnetic field is necessary for $\mu^+\text{SR}$ since the precessing muon can be followed directly. This makes $\mu^+\text{SR}$ a valuable tool for studying the zero-field magnetic structure of a system. The very large magnetic moment of the muon makes it highly sensitive to extremely small magnetic fields and thus very useful for the study of small moment magnetism (such as in molecular magnets as discussed in Section 2.7). Other areas where $\mu^+\text{SR}$ has enjoyed great success include the study of the vortex lattice in the mixed phase of type II superconductors [11] and the study of the be-
2.2 Basic principles

The viability of the $\mu^+\mathrm{SR}$ technique relies crucially on two phenomena: the precession of a spin in a magnetic field and the parity-violating nature of muon production and decay. In this section I review the properties of the muon that allow it to function as an effective probe of magnetism. Muons are part of the second generation of leptons and are therefore $S = 1/2$ elementary particles. In $\mu^+\mathrm{SR}$, we use positive muons rather than negative due to their affinity for regions of high electron density (which are the most interesting for studies of magnetism and related phenomena) and, unlike for negative muons, they do not undergo muon capture (which would lead to a sample-dependent lifetime). While fundamentally a heavier version of the positron with mass $m_\mu = 105.7$ MeV $\approx 207m_e$, positive muons in condensed matter behave much like light protons with mass $m_\mu \approx m_p/9$ and it is often helpful to think of them as such.

Possessing both a charge and a spin, a muon carries a magnetic moment [13]

$$m = \gamma_\mu S,$$  \hspace{1cm} (2.1)

where $S$ is the muon’s spin angular momentum and $\gamma_\mu$ is the muon gyromagnetic ratio ($= 2\pi \times 135.5$ MHz T$^{-1}$). From classical electromagnetism [14], we know that a magnetic moment experiences a torque

$$G = m \times B$$  \hspace{1cm} (2.2)

when it is placed in a magnetic field $B$. Such a torque will result in a change in the muon’s angular momentum. Substituting (2.1) into (2.2) one obtains

$$\frac{dS}{dt} = \gamma_\mu S \times B.$$  \hspace{1cm} (2.3)

Thus in the presence of a magnetic field, the direction of the muon spin will precess about the field $B$. The precession frequency $\nu$ is related to the magnitude of the
magnetic field at the muon site through $\nu = \gamma_\mu B/2\pi$. Though the preceding treatment has been classical and not strictly valid for the quantum mechanical muon, a full quantum mechanical analysis (presented in Section 2.6.1) produces identical results. Thus the strength of the magnetic field at the muon site can be obtained from precession frequency of the muon spin.

How do we then know in what direction the muon’s spin is pointing? The answer lies in the fact the muon is unstable, with an average lifetime $\tau = 2.2 \, \mu$s. The muon decays into a positron via the weak interaction which is known to be parity violating [15, 16]; the positron is emitted preferentially in the instantaneous direction of the muon’s spin. Hence, for an ensemble of muons, measurement of the angular distribution of the emitted positrons allows the spin-polarisation of the muon ensemble to be inferred. Thus, by implanting spin-polarised muons into condensed matter and measuring the time dependence of the angular distribution of the emitted positrons, we can obtain information about the magnetic field at the muon site. In the next section I outline the experimental procedure that allows this to be accomplished.

### 2.3 Experimental procedure

High energy proton beams (produced using a synchrotron or cyclotron) are fired into a graphite target to produce pions via $p + p \rightarrow \pi^+ + p + n$ [17, 18] and these pions decay into muons through $\pi^+ \rightarrow \mu^+ + \nu_\mu$, where $\nu_\mu$ is a muon neutrino. The pion is a spin-zero particle and hence to conserve angular momentum the muon and neutrino must have opposite spins. The neutrino has negative helicity and therefore its spin is aligned antiparallel to its momentum [19]. As a two-body decay with zero spin in the initial state, the same must hold true for the muon. Hence by selecting pions which stop in the target (and are therefore at rest when they decay), beams of 100% spin-polarised muons can be produced.

These spin-polarised muons are steered towards and focussed on the target sample using dipolar and quadupolar magnets respectively. The muons then implant in the sample, losing their energy (initially $\approx 4.1$ MeV) through a series of scattering,
ionisation and electron capture processes [20]. Crucially, all of these processes are Coulombic in origin, thus not interacting with the muon’s spin, and occur on the nanosecond time scale such that the polarisation of the muon ensemble remains almost unchanged throughout the entirety of the stopping process. Furthermore, the energy barrier for vacancy production is high enough that muons retain sufficient energy to propagate a further few µm after dropping below this threshold [20, 21], such that the environment of the stopped muon will not show any effects of radiation damage. The implanted muon either forms a diamagnetic $\mu^+$ state or captures an electron and forms a paramagnetic muonium state. Samples are typically sealed in an envelope of silver foil (with foil of thickness 12.5 µm or 25 µm typically used) and mounted on a silver backing plate. Silver is used because it diamagnetic (it has no electronic moment) and hence muons stopping outside of the sample will contribute only a slowly relaxing background signal. Additional sheets of silver may be placed in front of the sample to act as a degrader in which incident muons lose some of their kinetic energy. This can be useful for thin samples, where the total thickness of the degrader can be tuned to maximise the number of muons stopping in the sample. For small or weakly magnetic samples the background signal can be further reduced by using the fly-past geometry where the silver envelope is mounted on a fork such that muons not implanting in the sample are removed from the experiment.

A schematic diagram of a $\mu^+$SR experiment is shown in Figure 2.1(a). Muons are implanted in the sample with their spins antiparallel to the muon momentum. In the presence of a magnetic field, the muon spin will precess about the total magnetic field $B$ at the muon site with the precession frequency proportional to the magnitude of this field. The muon spins precess while inside the sample where they decay with a characteristic lifetime $\tau = 2.2 \mu s$ into a positron, a neutrino and an antineutrion via $\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu$. This decay proceeds via the weak interaction and is therefore parity violating; the positron is emitted preferentially in the direction of the muon spin [6]. As shown in Figure 2.1(b), the probability of a positron with energy $\epsilon$ being emitted at an angle $\theta$ to the direction of the muon spin is given by $W(\epsilon, \theta) \propto 1 + a(\epsilon) \cos \theta$, where $a(\epsilon)$ increases monotonically with energy up to $a = 1$ for the maximum possible positron energy $E_{\text{max}} = 52.8 \text{ MeV}$ [8].
2.3. Experimental procedure

Figure 2.1: (a) A schematic of the experimental setup showing a muon entering the sample, situated between the forward detector F and the backward detector B. Also indicated are the directions of the applied magnetic field for the geometries. (b) The angular probability distribution $W(\epsilon, \theta)$ for decay positrons emitted with kinetic energies between $E_{\text{max}}/2$ and $E_{\text{max}}$.

The emitted positrons are detected by either the forward or backward detector, generating histograms $N_F(t)$ and $N_B(t)$ respectively. The quantity of interest is the asymmetry

$$A(t) = \frac{N_B(t) - \alpha N_F(t)}{N_B(t) + \alpha N_F(t)},$$

(2.4)

where the experimental calibration constant $\alpha$ accounts for the relative efficiency of the detectors and differences in detector geometries in the two directions. The decay position asymmetry is proportional to the muon spin polarisation, i.e. $A(t) = a_0 P(t)$. In the ideal case, $a_0$ is obtained from the averaging of $a(\epsilon)$ over all possible positron energies, which gives $a_0 = \langle a \rangle = 1/3$. In practice, $a_0$ is reduced from this value by a number of factors, including incomplete solid angle coverage of the detectors, the efficiency of the detectors for positrons of different energies and the curved trajectories of postrons in magnetic fields, such that initial asymmetries of $\approx 25\%$ are typically achieved [22].
2.4 Time scales in $\mu^+\text{SR}$

One of the most advantageous features of the $\mu^+\text{SR}$ technique is the magnitudes of magnetic fields and the time scale of magnetic fluctuations to which the muon is sensitive. These are dictated the muon’s lifetime $\tau = 2.2 \, \mu s$ and its gyromagnetic ratio $\gamma_\mu = 2\pi \times 135.5 \, \text{MHz} \, \text{T}^{-1}$, as well as the type of source used to produce the protons (and hence the muons) for the experiment. Protons produced using a synchroton generate a pulsed beam of muons (such as at the ISIS pulsed muon source at Rutherford Appleton Laboratory, UK), whereas those produced using a cyclotron result in a continuous beam of muons [such as at the Swiss muon source (S$\mu$S) at the Paul Scherrer Institut (PSI) in Villigen, Switzerland].

In a continuous source, a timer starts when a muon reaches the sample and stops when a decay positron is detected; this constitutes a single event. In order to unambiguously assign the positron detection time to the corresponding muon implantation time, only one muon can be in the sample at a time. This limits the count rate and time window for positron detection, which places an upper limit of around 10 $\mu$s on data collection. The upper limit of measurable fields is set by the instrument time resolution and the muon’s gyromagnetic ratio. The source at PSI has a time resolution of 1 ns, corresponding to magnetic fields of around 10 T.

In a pulsed muon source, muons arrive in narrow pulses that are well separated compared with the muon lifetime. Pulses at ISIS have a FWHM of around 80 ns, which is significantly shorter than the muon lifetime of 2.2 $\mu$s. The high intensity of each pulse means that asymmetry data can be measured out to much longer times; the ISIS time window is 32 $\mu$s (the count rate is in fact limited by the detector dead time, the minimum time between the arrival of successive positron arrivals for them to be resolvable). The long time window makes pulsed sources well suited to studying slow dynamics. By considering the fact that muon spin precesses by an angle $\gamma_\mu Bt$ in time $t$ and since an angle of 0.5 rad is measurable ($\cos 0.5 \approx 0.88$), it can be seen that this time window allows local fields as small as 0.04 mT to be detected [23]. The finite width of the pulse limits the temporal resolution compared with a continuous source. For measurements made at ISIS, the frequency resolution
2.5. Magnetic field at the muon site

The local magnetic field $\mathbf{B}$ at the muon site $\mathbf{r}_\mu$ is the vector sum of the magnetic field arising from various sources [23, 8]

$$\mathbf{B} = \mathbf{B}_0 + \mathbf{B}_{\text{dia}} + \mathbf{B}_{\text{con}} + \mathbf{B}_{\text{trans}} + \mathbf{B}_{\text{dip}} + \mathbf{B}_L + \mathbf{B}_{\text{dem}}. \quad (2.5)$$

The origins of the first four terms are as follows:

- The field $\mathbf{B}_0 = \mu_0 \mathbf{H}_0$ is due to the externally applied field.

- The diamagnetic field $\mathbf{B}_{\text{dia}}$ is due to screening currents in superconductors.

- $\mathbf{B}_{\text{con}}$ is the contact hyperfine field resulting from the spin density at the muon site which is induced by the polarisation of the conduction electrons.

- $\mathbf{B}_{\text{trans}}$ is the transferred hyperfine field due to the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [24, 25, 26] in metals.

The final three terms are due to the dipolar interaction between the muon spin and the lattice of localised magnetic moments. The total field due to these dipolar interactions is given by

$$\mathbf{B}'_{\text{dip}} = \frac{\mu_0}{4\pi} \sum_{i=1}^{N} \left[ \frac{3(\mathbf{m}_i \cdot \mathbf{r}_i)\mathbf{r}_i}{r_i^5} - \frac{\mathbf{m}_i}{r_i^3} \right], \quad (2.6)$$
2.5. Magnetic field at the muon site

Figure 2.2: A schematic illustrating how dipolar fields at the muon site can be calculated using the Lorentz sphere method, with the sample represented by an ellipsoid. $B_{\text{dip}}$ is the dipolar field at the muon site due to only those moments lying inside the Lorentz sphere. Moments outside the Lorentz sphere give rise to macroscopic fields $B_L$ and $B_{\text{dem}}$ due to magnetic charges [14] at the surface of the Lorentz sphere and of the sample, respectively.

where $\mathbf{r}_i$ is the position of the moment $\mathbf{m}_i$ relative to the muon. The sum is over all of the $N$ magnetic ions in the sample which makes it unwieldy to calculate. However, a trick due to Lorentz allows the dipolar field to be calculated in a much more practical manner. A large sphere (known as the Lorentz sphere) is drawn around the muon position $\mathbf{r}_\mu$ as shown in Figure 2.2. This allows the sum to be split into three parts

$$B'_{\text{dip}} = B_{\text{dip}} + B_L + B_{\text{dem}}.$$  \hspace{1cm} (2.7)

The first term $B_{\text{dip}}$ has the same form as Equation (2.6), but with the sum restricted to only those moments lying inside the Lorentz sphere. The sum over the moments outside the Lorentz sphere gives rise to the second and third terms which reflect the fact that places where the magnetisation field abruptly finishes (such as the edges of the Lorentz sphere or the surface of a magnetic medium) act as sources of magnetic field $\mathbf{H}$ (see Figure 2.2).

- The Lorentz field $B_L$ is the dipole field due to a magnetic medium outside of the Lorentz sphere and is given by $B_L = \mu_0 M_{\text{sat}}/3$, where $M_{\text{sat}}$ is the magnetisation of the material.
2.6. Polarisation functions

• The demagnetising field $B_{\text{dem}}$ arises from the edges of the sample and is given by $B_{\text{dem}} = -\mu_0 N M_{\text{meas}}$ where $N$ is the demagnetising tensor and $M_{\text{meas}}$ is the bulk magnetisation of the sample. The demagnetising tensor $N$ depends on the shape of the sample. Its form is known for some regular shapes, but it is difficult to compute in general, which often makes evaluating the contribution from the demagnetisating field challenging.

The two terms discussed above are both proportional to the magnetisation, so both vanish for the commonly-encountered case of an antiferromagnet in zero field.

2.6 Polarisation functions

2.6.1 Spin precession: Quantum treatment

In a $\mu^+\text{SR}$ experiment the measured quantity is the time evolution of the average muon-spin polarisation projected along the positron detector direction $d_p$, which can be written \[ P_{d_p}(t) = \text{Tr}\{\rho \sigma(t) \cdot d_p\}, \] (2.8)

where $\rho$ is the density operator of the muon-system ensemble and $\sigma(t)$ is a time-dependent vector of Pauli spin matrices whose time evolution in the Heisenberg representation is given by $\sigma(t) = \exp(iHt/h)\sigma\exp(-iHt/h)$ where $H$ is the (time-independent) Hamiltonian for the muon-system ensemble. Strictly speaking, $\rho$ is a tensor product of the density operators for the muon and the system, i.e. $\rho = \rho_\mu \otimes \rho_{\text{sys}}$. However, here we will consider the muon to be isolated and therefore take the density operator for the system to be the unit operator such that $\rho = \rho_\mu$ (this would not be valid in cases where the muon is quantum entangled with the system, an example of which is given in Section 2.6.4). The density operator is time-independent in the Heisenberg representation. Therefore, the fact that the beam of muons is fully spin polarised (in a direction which we take to be the $z$ axis) implies that

$$\rho = \frac{1}{2}(I + \sigma_z), \quad (2.9)$$
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where $I$ is the identity operator. In the the longitudinal geometry, the detector direction $d_p = \hat{z}$ and hence we measure $P_z(t)$. In the case where the Hamiltonian is diagonalisable, using the fact that $\text{Tr}\{\sigma_z\} = 0$, we then have

$$P_z(t) = \frac{1}{2} \text{Tr}\{\sigma_z\sigma_z(t)\} = \frac{1}{2} \sum_{m,n} |\langle m| \sigma_z |n\rangle|^2 \cos(\omega_{mn}t),$$  \hspace{1cm} (2.10)

where $|n\rangle$ are the energy eigenstates of $H$ with energies $E_n = \hbar \omega_n$ and $\omega_{mn} = (E_m - E_n)/\hbar$.

We first consider the case of a single muon in a static magnetic field $B$. The Hamiltonian for the system is $H = -\gamma \mu \hbar \mathbf{S} \cdot \mathbf{B}$ where $\mathbf{S} = \frac{1}{2} \sigma$ is the spin operator for the muon with gyromagnetic ratio $\gamma \mu$. For a magnetic field lying along the direction $(\theta, \phi)$ in spherical polar coordinates, this Hamiltonian can be expressed in the basis $|\uparrow\rangle$ and $|\downarrow\rangle$ corresponding to the muon spin pointing parallel or antiparallel to the $z$ axis as

$$H = -\gamma \mu \hbar B \begin{pmatrix} \cos \theta & \sin \theta e^{-i\phi} \\ \sin \theta e^{i\phi} & -\cos \theta \end{pmatrix}. \hspace{1cm} (2.11)$$

Diagonalising this Hamiltonian yields eigenvectors

$$|+\rangle = \sin(\theta/2) |\uparrow\rangle - \cos(\theta/2) e^{i\phi} |\downarrow\rangle$$

$$|-\rangle = \cos(\theta/2) |\uparrow\rangle + \sin(\theta/2) e^{i\phi} |\downarrow\rangle,$$  \hspace{1cm} (2.12)

with energies $E_{\pm} = \pm \gamma \mu \mu B/2$ respectively. The eigenvectors $|+\rangle$ and $|-\rangle$ represent the cases where the muon’s spin is aligned antiparallel and parallel to $B$, respectively. Substituting these results into Equation (2.10) yields

$$P_z(\theta, B, t) = \cos^2 \theta + \sin^2 \theta \cos(\gamma \mu Bt),$$  \hspace{1cm} (2.13)

Thus the spin of the muon precesses about the direction of the field $B$ with a frequency proportional to the magnitude of the field, as shown in Figure 2.3.

The result obtained above holds for the case of a single muon. However, in a $\mu^+\text{SR}$ experiment, we measure the average polarisation of many muons. In general, this requires averaging over a distribution $p(B)$ describing the magnitudes and directions of the fields experience by the muon ensemble. A commonly-encountered case is one in which the muons all experience fields with the same magnitude, but
that the field randomly points in all directions, with equal probability, with respect to the initial muon spin direction. This describes the state of affairs in a magnetically ordered powder sample, where each muon experiences an internal field of equal magnitude, but with the field at each site pointing in a different direction relative to the initial muon spin direction, owing to the random orientation of the many crystallites within the sample. Averaging over a random distribution of angles $\theta$ yields

$$P_z(B,t) = \langle P_z(\theta, B, t) \rangle_\theta = \frac{1}{3} + \frac{2}{3} \cos(\gamma_\mu B t). \quad (2.14)$$

Another simple case is that of a polycrystalline, magnetically ordered sample in which there is more than one magnetically distinct muon stopping site. In this case an appropriate polarisation function is

$$P_z(t) = \sum_i p_i P_z(B_i, t) = \frac{1}{3} + \frac{2}{3} \sum_i p_i \cos(\gamma_\mu B_i t), \quad (2.15)$$

where $p_i$ is the fraction of muons occupying site $i$, where they experience a local field $B_i$. However, in all real magnetic materials there will be some variation between the magnetic field at each of the muon sites, which will lead to relaxation of the muon-spin polarisation. The effect of a distribution of fields $p(B)$ on the polarisation of the muon spin ensemble is discussed in the next section.

### 2.6.2 Static field distributions

In the previous section I derived the polarisation function for a muon subject to a magnetic field of magnitude $B$. However, in general the muon ensemble will be subject to a range of fields that follow a distribution. In this case, relevant
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Polarisation functions can be obtained by averaging over the probability density function (PDF) $p(B)$ for the magnetic field $B$,

$$P_z(t) = \langle P_z(B, \theta, t) \rangle_{B, \theta} = \int d^3B p(B) \left[ \cos^2 \theta + \sin^2 \theta \cos(\gamma_{\mu} B t) \right]. \quad (2.16)$$

Thus the polarisation of the muon ensemble as a function of time depends on the Fourier cosine-transform of the field distribution.

If each of the components of the magnetic field at the muon site are taken from a Gaussian distribution of width $\Delta/\gamma_{\mu}$ centred around zero field, the resulting PDF is

$$p(B) = \left( \frac{\gamma_{\mu}^2}{2\pi\Delta^2} \right)^{3/2} e^{-\gamma_{\mu}^2 B^2/2\Delta^2}. \quad (2.17)$$

The choice of a Gaussian distribution is justified by the central limit theorem, which says that when independent random variables are added, their sum tends towards a normal distribution. A straightforward averaging over this distribution (which includes averaging over a random distribution of angles) gives a polarisation function

$$P_z(t) = \frac{1}{3} + \frac{2}{3} \left( 1 - \Delta^2 t^2 \right) e^{-\Delta^2 t^2/2}, \quad (2.18)$$

a result which was first obtained by Kubo and Toyabe [27]. The Kubo-Toyabe (KT) function exhibits a minimum at $t = \sqrt{3}/\Delta$, after which there is a recovery of the initial asymmetry, as shown in Figure 2.4(a). The KT function is frequently used to model relaxation due to the magnetic fields arising from quasistatic nuclear moments.

As demonstrated by the KT function, distributions of fields will generally lead to relaxation of the polarisation. Whereas in a magnetically ordered state where there is a coherent precession of the muon spin ensemble, for a distribution of magnetic fields the spins will each precess at a different frequency, resulting in dephasing. Another interesting case to consider is one in which the sample is magnetically ordered such that there is a large internal field with average magnitude $\langle B \rangle$ at the muon site, but with the field at each muon site having a Gaussian distribution around this value, due to the presence of static disorder. Assuming the width of this distribution is narrow compared to the magnitude of $\langle B \rangle$, the direction of the field at the muon site does not change significantly after adding the Gaussian contribution and the
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PDF can be approximated by the (one-dimensional) distribution

\[ p(B) = \left( \frac{\gamma_\mu^2}{2\pi\Delta^2} \right)^{1/2} e^{-\gamma_\mu^2 \frac{(B - \langle B \rangle)^2}{2\Delta^2}}. \]  

Substituting this into Equation (2.16) gives the polarisation function

\[ P_z(t) = \frac{1}{3} + \frac{2}{3} e^{-\Delta^2 t^2/2} \cos(\gamma_\mu \langle B \rangle t). \]

Thus the oscillating part of the polarisation decays with a Gaussian envelope due to the distribution of fields experienced by the muons, as shown in Figure 2.4(b). At long times the precessing part of the asymmetry has decayed away and we are left with the so-called 1/3-tail.

The polarisation functions discussed so far have been appropriate for the zero-field geometry. In a transverse-field (TF) $\mu^+\text{SR}$ experiment the muon spin is rotated about an external magnetic field $B_0$ applied perpendicular to the initial muon spin direction. One measures the transverse component of the muon spin polarisation $P_x(t)$, which, in the limit where the applied field is much larger than the internal
fields in the sample, is given by

\[ P_x(t) = \int_{-\infty}^{\infty} dB \, p(B) \cos(\gamma_\mu B t + \phi), \]  

(2.21)

where \( p(B) \) is the distribution of the component of the local magnetic field parallel to the applied field and \( \phi \) is a phase arising due to detector geometry. The distribution of the local magnetic field \( p(B) \) can then be determined from these measurements via a Fourier transform. If, in addition to a large applied field \( B_0 \), the field at the muon site has a narrow Gaussian component centred on zero, \( p(B) \) has the same form as Equation (2.19) and (omitting the phase \( \phi \)) gives the polarisation function

\[ P_x(t) = e^{-\Delta^2 t^2/2} \cos(\gamma_\mu B_0 t). \]  

(2.22)

Thus the polarisation oscillates at a frequency corresponding to the applied field and decays with a Gaussian envelope whose width is related to the distribution of fields at the muon site. TF \( \mu^+\)SR spectra are most often analysed in the frequency domain, where this distribution of fields manifests as a broadening of the Fourier amplitude centred on the applied field. A magnetically ordered state is indicated by the shifting of the peak in the Fourier amplitude away from the applied field or by the appearance of one or more satellite peaks (see Chapter 6 for examples of this).

### 2.6.3 Dynamics

The polarisation functions considered so far are for the case of static magnetic field distributions. However, magnetic fields can also vary temporally. These dynamics are often considered by using the strong collision approximation (SCA) [28, 29]. In this approximation the field is assumed to randomly change direction after time \( t \) with probability distribution \( \rho(t) \propto \exp(-t/\tau) \), with the resulting field completely uncorrelated with the one preceding it. This causes the KT function to be reset at time \( t_i \), with the new initial asymmetry being equal to \( P^{(i)}(t - t_i) \). The resulting polarisation function, \( P_z(t) \), is the envelope of static polarisation functions [see Figure 2.5(a)] and in the fast fluctuation limit \( [1/(\tau\Delta) \geq 5] \) takes an exponential form [17]

\[ P_z(t) = \exp(-\lambda t). \]  

(2.23)
where the relaxation rate \( \lambda = 2\Delta^2 \tau \), with \( \tau \) being the correlation time for the dynamical processes [28]. The relaxation rate demonstrates the effect of *motional narrowing*; the relaxation rate decreases as the fluctuation rate \( \nu = 1/\tau \) increases. This is because faster fluctuations mean that precession barely rotates the spin between each “collision” and hence the loss of polarisation is smaller. Slower dynamics have the effect of squashing the tail of the KT function as seen in Figure 2.5(b). The effect of dynamics in resetting the KT function (which appears Gaussian at early times) often means that Gaussian relaxation is observed rather than the full KT function in the case of quasistatic fields due to the presence of residual dynamics in the system. In both limits it can be seen that the presence of dynamics results in the depolarisation of the 1/3-tail that was non-relaxing in the static case.

A relaxation function commonly used to describe polycrystalline samples in a magnetically ordered state is

\[
P_z(t) = \frac{1}{3} e^{-\lambda_z t} + \frac{2}{3} e^{-\lambda_x t} \cos(\gamma \langle B \rangle t).
\] (2.24)

Here \( \lambda_z \) is the relaxation due to dynamical fluctuations perpendicular to \( z \) whereas \( \lambda_x \) is due to fluctuations parallel to \( z \). While this function is phenomenological in origin it can be interpreted as a dynamicisation of Equation (2.20) in a similar way to how exponential relaxation results from the dynamicisation of the KT function.

**Figure 2.5:** Polarisation functions arising from the strong collision model in the (a) fast and (b) slow limits. In the fast fluctuation limit (a), we obtain exponential relaxation as the envelope of static Kubo-Toyabe functions being reset after each “collision” occurring after an average time \( \tau \). In the slow limit (b), this resetting of the Kubo-Toyabe function results in the tail of the relaxation decaying away.
Thus, in general, the relaxation of the precessing part of the polarisation has contributions from both static disorder and dynamical fluctuations which can interact in a complicated manner.

The longitudinal field (LF) geometry provides a useful method of probing the dynamics of a system. In an LF muon-spin relaxation experiment a field is applied parallel to the direction of the initial muon spin. Being parallel to the muon spin, the applied field does not result in precession but instead ‘locks in’ the spin direction of the muon, since a large field component lies along the initial muon polarisation direction. This decoupling of the contribution from static magnetic fields allows us to probe the dynamics of the system, with time-varying magnetic fields at the muon site being able to flip muon spins.

When LF is applied to a system where the fields at the muon site follow a Gaussian distribution in the absence of this applied field $B_0 = B_0 \hat{z}$, the resulting polarisation function is the LF Kubo-Toyabe function [28]

$$P_z(t) = 1 - \frac{2\Delta^2}{\omega_0^2} \left[ 1 - \exp\left(-\Delta^2 t^2/2\right) \cos \omega_0 t \right] + \frac{2\Delta^4}{\omega_0^3} \int_0^t d\tau \exp\left(-\Delta^2 \tau^2/2\right) \sin \omega_0 \tau,$$

(2.25)

where $\omega_0 = \gamma \mu B_0$ and the field width $\Delta$ includes the applied field. This function is
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plotted in Figure 2.6 for a range of values of $\omega_0/\Delta$, where it can be seen that for fields $\omega_0 \approx 10\Delta$ the relaxation due to static disorder is quenched and hence any loss of polarisation must be due to dynamics.

2.6.4 Muon-fluorine entangled states

In the polarisation functions discussed so far, the implanted muon has been taken to be a magnetic dipole that couples to the local magnetic field $B$ through the Hamiltonian $H = -\gamma_\mu \hbar S \cdot B$. In this approach, the large number of spin centres surrounding the muon justifies the use of the local magnetic field approximation, in which all the interactions between the muon and these spin centres are contained within the mean field $B$. However, in some experiments, muons are found to be dipole coupled to a small number of nuclei with magnetic moments [30, 31] through the Hamiltonian

$$H = \sum_{i > j} \frac{\mu_0 \gamma_i \gamma_j}{4\pi |r|^3} [S_i \cdot S_j - 3(S_i \cdot \hat{r})(S_j \cdot \hat{r})],$$

(2.26)

where $r$ is the vector linking spins $S_i$ and $S_j$, which have gyromagnetic ratios $\gamma_{i,j}$. This strong interaction is found most often in materials containing fluorine as it is the most electronegative element, causing muons to preferentially localise in its vicinity and occurs as a single isotope ($^{19}$F) with an $I = 1/2$ nuclear spin. A common occurrence in insulating metal fluorides [32] is where the muon sits midway between two F ions forming a strong linear “hydrogen bond” with an F–F separation of $d = 0.238$ nm (approximately twice the fluorine ionic radius). The resulting F–$\mu^+$–F complex is often considered as a molecule-in-a-crystal defect similar to the $V_k$ centre found in the alkali halides [33], where the host weakly perturbs the molecular ion.

Extending the formulation of Equation (2.10) to include multiple interacting spins, the longitudinal polarisation can be written as [34]

$$P_z(t) = \frac{1}{N} \left\langle \sum_{m,n} |\langle m|\sigma_q|n\rangle|^2 \exp(i\omega_{mn}t) \right\rangle_q,$$

(2.27)

where $N = \Pi_i (2S_i + 1)$ normalises over possible spin configurations, $|m\rangle$ and $|n\rangle$ are eigenstates of the Hamiltonian $H$, $\sigma_q$ is the Pauli spin matrix corresponding to the
direction $q$ and $\langle \ldots \rangle_q$ represents an appropriately weighted powder average over all directions. This formula allows us to obtain a polarisation function appropriate for a muon occupying an F–μ⁺–F complex. For the case where we consider coupling between the muon and the F⁻ only (i.e. neglecting coupling between the fluorine ions) the Hamiltonian in Equation (2.26) can be diagonalised analytically. Inserting the eigenvalues and eigenstates into Equation (2.27) yields

$$P_z(t) = \frac{1}{6} \left[ 3 + \cos(\sqrt{3}\omega t) + \left( 1 - \frac{1}{\sqrt{3}} \right) \cos \left( \frac{3 - \sqrt{3}}{2} \omega t \right) + \left( 1 + \frac{1}{\sqrt{3}} \right) \cos \left( \frac{3 + \sqrt{3}}{2} \omega t \right) \right], \quad (2.28)$$

where $\omega = \mu_0 \gamma_{\mu} \gamma_F / 4 \pi r^3$, $\gamma_F$ is the $^{19}$F nuclear gyromagnetic ratio and $r$ is the μ⁺–F separation [32]. Thus from the frequencies observed in this characteristic polarisation function, one can evaluate the the μ⁺–F bond length and hence obtain information about the muon stopping site and the distortion the muon causes to the nearby F⁻ ions. There are many other possible geometries for muon localisation sites close to fluorine ions [35], which will each result in different polarisation functions. However, in each case, the frequencies of the resulting polarisation function depend on the μ⁺–F distances. This has proved useful in validating the results of density functional theory calculations of muon stopping sites in fluorine-containing compounds [36, 37].

## 2.7 Molecular magnets: A μ⁺SR case study

Following the introduction of the basic principles and theory behind muon spectroscopy, I now illustrate how the technique is applied in practice. In this section, I report the results of μ⁺SR measurements on the Heisenberg antiferromagnetic chain system Cu(NO₃)₂(py)₃, which form part of a larger study on its magnetic properties, published in Ref. [38]. The application of μ⁺SR to this molecular magnet demonstrates how changes in the shape of the spectra as a function of temperature can indicate the onset of magnetic order, which may be difficult to detect using other techniques due to the small magnetic moments in these systems. Here and through-
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out this thesis, $\mu^+$SR data have been analysed using the WiMDA program [39].

2.7.1 Introduction

Molecular magnets comprise spin centres (typically transition metal ions) whose principal exchange interactions are mediated via molecular ligands. In some notable cases, large intermolecular spacing and pseudo Jahn-Teller (JT) distortions result in exchange interactions between transition metal ions being facilitated by bridging ligands such as pyrazine (=pyz=C$_4$H$_4$N$_2$). This allows for the construction of polymeric networks whose primary exchange occurs along one, two or three dimensions [40]. In the low-dimensional cases, these chains or planes pack to form crystalline solids, leading to small but non-zero interchain/interplane exchange interactions.

Recent progress in the field of molecular magnetism has shown the clear potential for gaining control over the structural building blocks of molecular materials in order to engineer low-dimensional magnetic properties. The manipulation of these building blocks, combined with further ingredients such as counterions [41] and additional ligands [42], enables the synthesis of materials with a wide range of magnetic properties. Furthermore, such systems act as experimental realisations of simple and well-studied model systems, such as the one-dimensional [43] and two-dimensional [44] $S = 1/2$ quantum Heisenberg antiferromagnet.

The $S = 1/2$ one-dimensional quantum Heisenberg antiferromagnet (1DQHAFM) [43] is one of the most important theoretical models in condensed matter physics, with its description revealing a rich range of correlations and an exotic spectrum of excitations [45]. In addition to the principal exchange $J$ along the chains, experimental realisations of this model exhibit some degree of interchain coupling $J'$, resulting in a Hamiltonian of the form

$$H = J \sum_{\langle ij \rangle} S_i \cdot S_j + J' \sum_{\langle \langle ij' \rangle \rangle} S_i \cdot S'_j,$$  \hspace{1cm} (2.29)

where the sum $\langle ij \rangle$ is over unique pairs of nearest-neighbour spins on the same chain and $i$ and $j'$ label spins on adjacent chains. Models of magnetism in dimensions $d \leq 2$ with continuous symmetry will not show long-range ordering for $T > 0$ due to the divergence of infrared fluctuations [46]. However, the presence of interchain coupling
$J'$ means that real quasi-one-dimensional (Q1D) systems are expected to order at a small but non-zero temperature. The reduced dimensionality of these systems results in quantum fluctuations that significantly reduce the size of the ordered moments [47], making them potentially very small, and difficult to observe with magnetic susceptibility measurements. Finite, but possibly very long, correlation lengths may exist above the ordering temperature, reducing the entropy in the system. Consequently, the entropy change on ordering will be much reduced compared to a more isotropic system and may prevent specific heat measurements from detecting a transition [48]. These factors mean that $\mu^+$SR is likely to be the most sensitive method for determining the ordering temperature $T_N$ by unambiguously detecting the onset of 3D order, as has been done successfully for a number of molecular spin chains [49, 50, 51]. The ratio $T_N/|J|$ is a useful figure of merit for measuring the extent to which Q1D (or Q2D) behaviour has been accomplished as it should be zero in the ideal case and close to unity for an isotropic material. Hence the magnitude of $T_N$, obtained from $\mu^+$SR, can be used to ascertain how well these materials approximate low-dimensional magnetic systems.

### 2.7.2 Cu(NO$_3$)$_2$(pyz)$_3$

The molecule-based antiferromagnet Cu(NO$_3$)$_2$(pyz) (1) represents a highly-ideal experimental realisation of the one-dimensional quantum Heisenberg antiferromagnet (1DQHAFM) [52]. Exchange coupling between Cu$^{2+}$ ions is facilitated by pyz ligands [see Figure 2.7(a)] with an exchange constant $J = 10.3(1)$ K determined from magnetic susceptibility [52]. Weak interchain coupling $J'$ results in a state of 3D long range magnetic order at $T_N = 0.107$ K, which was detected using muon-spin relaxation [53]. These measurements give an estimate $|J'/J| = 4.4 \times 10^{-3}$ for the ratio of interchain to intrachain coupling [53].

Like 1, the Heisenberg antiferromagnetic chain system Cu(NO$_3$)$_2$(pyz)$_3$ (2) comprises Heisenberg $S = 1/2$ Cu$^{2+}$ ions connected via pyz ligands to form a chain along the $a$ axis [Figure 2.7(b)] [54]. Different from 1, each metal centre has two further trans-coordinated non-bridging pyz ligands extending perpendicular to the chains, keeping them well separated [Figure 2.7(b)]. This results in regular octahedral co-
2.7. Molecular magnets: A $\mu^+$SR case study

![Figure 2.7: Local environments of the Cu$^{2+}$ ions in (a) 1 and (b) 2. (c) Structure of 2 demonstrating the packing of chains.](image)

ordination of the Cu$^{2+}$ ions in 2, which has a much higher degree of symmetry than the distorted octahedral environment for Cu$^{2+}$ in 1 [Figure 2.7(a)]. For 2, our collaborators obtained an intrachain coupling of $J = 13.7(1)$ K (30% larger than in 1) from measurements of magnetic susceptibility and pulsed-field magnetisation and we argued that different local environments for the Cu$^{2+}$ ions is the main factor responsible for this higher intrachain coupling [38].

Implanted muons are very sensitive to small magnetic fields and were therefore used to probe the low-temperature magnetic behaviour of 2. Zero-field muon-spin relaxation (ZF $\mu^+$SR) measurements were made on a polycrystalline sample using the low temperature facility (LTF) spectrometer at the Swiss Muon Source. Example $\mu^+$SR spectra are shown in Figure 2.8 (inset). For $T < 0.105$ K we resolve oscillations at a single frequency in the asymmetry, $A(t)$, characteristic of quasistatic long range magnetic order (LRO) at one magnetically distinct muon site. I note that, in an earlier work on 1, oscillations in the $\mu^+$SR spectra were observed at two distinct frequencies [53]; the additional pyz branches in 2 may block muons from occupying one of the candidate muon sites. The spectra were fitted to the functional form

$$A(t) = A_1 e^{-\lambda_1 t} + A_2 e^{-\lambda_2 t} \cos(2\pi \nu t + \phi) + A_{bg},$$ (2.30)

where the components with amplitudes $A_1$ and $A_2$, due to muons stopping in the sample, have relaxation rates $\lambda_1$ and $\lambda_2$ respectively and the component with ampli-
2.7. Molecular magnets: A $\mu^+$SR case study

Figure 2.8: Temperature dependence of the muon precession frequency $\nu$ for the fits described in the text. Inset: example $\mu^+$SR spectra for 2 measured above and below the magnetic ordering temperature.

titude $A_2$ oscillates with a frequency $\nu$. $A_{bg}$ is the constant background asymmetry due to muons in the sample holder or those with their spins aligned parallel to the internal field. Above $T = 0.105$ K the spectra change shape and I instead fit the data to the sum of a Gaussian and an exponential relaxation. The change in shape of the spectra reflects the fact that, above the ordering temperature, the electronic moments fluctuate rapidly compared to the muon time scale and hence their contribution is motionally narrowed from the spectra, leaving the muon sensitive to quasistatic nuclear moments, which result in Gaussian relaxation. The oscillation frequency $\nu$ (Figure 2.8) is related to the magnitude of the magnetic field at the muon site through $\nu = \gamma_\mu B/2\pi$ where $\gamma_\mu$ is the muon gyromagnetic ratio and serves as an effective order parameter for the system. A fit to the phenomenological function $\nu(T) = \nu(0)[1-(T/T_N)^\alpha]^{\beta}$ with $\alpha = 3$ (fixed) yields $\nu(0) = 1.59(1)$ MHz, $\beta = 0.12(2)$ and $T_N = 0.105(1)$ K. A precipitous drop in $\nu$ on approaching $T_N$ and an accompanying small value for the critical exponent $\beta$ is also observed in 1, for which
\[ \beta = 0.18(5) \] \[ \text{[53]}, \] and likely reflects the reduced dimensionality of these systems.

The interchain coupling \( J' \) can be estimated from measurements of \( J \) and \( T_N \) using an empirical formula based on the results of Monte Carlo simulations \[ \text{[55]} \]

\[
\frac{|J'|}{k_B} = \frac{T_N}{4c} \sqrt{\ln \left( \frac{a|J|}{k_B T_N} \right) + \frac{1}{2} \ln \ln \left( \frac{a|J|}{k_B T_N} \right)}
\]

where \( a = 2.6 \) and \( c = 0.223 \). Substituting \( |J|/k_B = 13.7 \) K and \( T_N = 0.105(1) \) K we obtain \( |J'|/k_B = 0.045 \) K and \( |J'|/|J| = 3.3 \times 10^{-3} \). These values are very similar to those obtained for 1 \[ \text{[53]} \]. Furthermore, we can obtain an estimate of the magnetic moment of Cu\({}^{2+}\) in this system through \( m \approx 1.017 |J'/J|^{1/2} \) \[ \text{[47]} \] and obtain \( m \approx 0.059 \mu_B \). The moment is very small, highlighting the effect of quantum fluctuations in suppressing the ordered moment in this low-dimensional system. It is worth noting that the ratio of larger muon precession frequency observed for 1 and the corresponding frequency for 2 is similar to the ratio of the Cu\({}^{2+}\) magnetic moments in these two systems. This suggests that the muon site in 2 is similar to the higher frequency site in 1, but with a smaller local field as a result of the slightly smaller Cu\({}^{2+}\) moment.

In conclusion, the spin-1/2 chain compound Cu(NO\(_3\))\(_2\)(pyz)\(_3\) exhibits a larger intrachain coupling \( J = 13.7 \) K and a lower magnetic ordering temperature \( T_N = 0.105 \) K than Cu(NO\(_3\))\(_2\)(pyz), making it a more successful realisation of a 1DQHAFM. The slightly enhanced \( J \) is likely due to the details of the local Cu\({}^{2+}\) environment, while effective chain isolation is maintained by non-bridging pyz branches. \( \mu^+\)SR played a vital role in the study of this system, as it allowed the detection of a magnetic ordering transition that would be difficult to observe using other techniques, given the very small size of the ordered moment.
Chapter 3

Density functional theory

In this chapter I review the theoretical foundations of density functional theory (DFT) and then focus on the considerations for practical calculations. DFT is a computational quantum mechanical modelling method that is widely used to investigate the electronic structure of atoms, molecules and condensed matter. In this thesis, DFT is used to determine muon stopping sites in crystalline solids and to subsequently analyse their properties.

3.1 Introduction

The foundation for the theory of electronic structure of matter is the non-relativistic, time-independent Schrödinger equation for the many-electron wavefunction \( \Psi \),

\[
H \Psi = E \Psi,
\]

with the Hamiltonian having the form (in Hartree atomic units where \( m_e = \hbar = 4\pi\epsilon_0 = e = 1 \))

\[
H = -\frac{1}{2} \sum_i \nabla^2 r_i + \frac{1}{2} \sum_{i \neq j} \frac{1}{| r_i - r_j |} + \sum_{j,I} \frac{Z_I}{| r_j - R_I |}
= T_e + V_{ee} + V_{en},
\]

where \( r_i \) are the positions of the electrons and \( R_I \) are the positions of the nuclei with charge \( Z_I \). The origin of each of the terms in Equation (3.2) is as follows: \( T_e \) is the kinetic energy of the electrons, \( V_{ee} \) is the electron-electron interaction and \( V_{en} \) is
the potential due to the interaction between electrons and nuclei. This Hamiltonian reflects the Born-Oppenheimer (BO) approximation [56], in which, for the purpose of studying the electronic structure, the much heavier nuclei are considered fixed in space. The wavefunction depends on the positions and spin of each of the $N$ electrons in the system, thus

$$\Psi = \Psi(r_1, r_2, \ldots, r_N, \sigma_1, \sigma_2, \ldots, \sigma_N).$$  \hspace{1cm} (3.3)

Furthermore, because electrons are fermions, $\Psi$ must be antisymmetric under the exchange of any two electrons, i.e. $P_{ij}\Psi = -\Psi$, where $P_{ij}$ exchanges the position and spin coordinates of electrons $i$ and $j$. In the BO approximation the wavefunctions depend on the nuclear positions $R_I$ parametrically.

For simple systems such as He or $\text{H}_2$, the Schrödinger equation can be solved using variational methods [57, 58]. The main difficulty in solving the Schrödinger equation for the Hamiltonian in Equation (3.2) comes from the electron-electron interaction $V_{ee}$, which prevents us from writing the solution as a simple (antisymmetrised) product of single-particle wavefunctions. As the system size grows, the number of variational parameters required grows exponentially and we hit an “exponential wall” [59] that renders traditional wavefunction-based methods unfeasible for systems larger than roughly 10 electrons. Electronic structure theory seeks to obtain approximate solutions to the Schrödinger equation in Equation (3.1) that are sufficiently accurate to describe material properties. One of the most popular such theories, and the one that is used in this thesis, is density functional theory (DFT).

In DFT the central quantity is not the wavefunction $\Psi$, but the electron density $n(r)$. The density must satisfy the properties

$$\int d\mathbf{r} \ n(\mathbf{r}) = N, \quad n(\mathbf{r}) \geq 0.$$  \hspace{1cm} (3.4)

Density functional theory formulates the total energy as a functional of the density, that is $E = E[n(\mathbf{r})]$. The first example of a density functional theory was the Thomas-Fermi approximation [60, 61], which, while useful for describing some qualitative trends, such as the total energies of atoms, was of limited use in questions of chemistry and materials science due to its inability to bind atoms to form molecules. Despite these obvious failings, Thomas-Fermi theory hinted towards DFT
as we know it today, as it provided a (highly-oversimplified) one-to-one link between
the electron density and the external potential. While it was clear that Thomas-
Fermi theory was a rough approximation to the exact many-body solution to the
Schrödinger equation, it was not initially clear how to establish a strict connection
between them, since Thomas-Fermi theory is expressed in terms of the electron den-
sity \( n(r) \) whereas the Schrödinger equation is written in terms of the wavefunction \( \Psi \).
Hohenberg and Kohn [62] were able to show that a complete, exact description
of electronic structure in terms of \( n(r) \) is possible in principle. The status of the
electron density \( n(r) \) as the basic variable for describing a system is the subject of
the two Hohenberg-Kohn (HK) theorems [62], which I now discuss.

### 3.2 Hohenberg-Kohn theorems

The first Hohenberg-Kohn theorem (HK1) [62] establishes a one-to-one correspon-
dence between the external potential \( V_{en} \) which defines the system and the ground-
state electronic density. The proof comes in two parts, presented here for a non-
degenerate ground state:

1. **Two potentials differing by more than a constant lead to different ground state
   wavefunctions.**

   Consider the Schrödinger equation for the systems defined by the external
   potentials \( V \) and \( V' \) with ground state wavefunctions \( \psi \) and \( \psi' \) respectively,
   
   \[
   (T + V_{ee} + V)\psi = E\psi
   \]
   
   \[
   (T + V_{ee} + V')\psi' = E'\psi'.
   \]

   Subtracting Equation (3.6) from Equation (3.5) and letting \( \psi = \psi' \) yields
   
   \[
   (V - V')\psi = \lambda\psi,
   \]

   where \( \lambda = E - E' \). Dividing both sides by \( \psi \) makes clear the contradiction:
   \( V - V' = \lambda \), which is a constant. Thus different potentials resulting in the same
   ground state wavefunction \( \psi \) can differ only by a constant. Potentials differing
   by more than a constant therefore lead to different ground state wavefunctions.
2. Different ground state wavefunctions $\psi, \psi'$ originating from different potentials $V, V'$ lead to different ground state densities $n, n'$.

Again, we use proof by contradiction. Using $\psi'$ as a trial wavefunction for the Hamiltonian defined by $V$ (which is assumed to have a non-degenerate ground state) we have, from the variational principle,

$$E = \langle \psi | T + V_{ee} + V | \psi \rangle < \langle \psi' | T + V_{ee} + V | \psi' \rangle.$$  \hspace{1cm} (3.8)

Letting $\psi$ be a trial wavefunction for the Hamiltonian for $V'$ we also have

$$E' = \langle \psi' | T + V_{ee} + V' | \psi' \rangle \leq \langle \psi | T + V_{ee} + V' | \psi \rangle.$$  \hspace{1cm} (3.9)

where we use $\leq$ because the non-degeneracy of $\psi'$ was not assumed. Adding Equation (3.8) and Equation (3.9) and rearranging we obtain

$$\int dr \left[ V(r) - V'(r) \right] [n(r) - n'(r)] < 0.$$  \hspace{1cm} (3.10)

Thus if $n(r) = n'(r)$ we arrive at the contradiction $0 < 0$.

We have therefore established that for a given external potential, the ground state density is uniquely defined. This requirement of non-degeneracy can be easily lifted [63], but for a degenerate ground state the mapping is no longer one-to-one. In this case, any of the degenerate ground state densities determine the external potential uniquely.

The first HK theorem allows us to write the properties of the ground state of an interacting many-electron system as a unique functional of the electron density. We write

$$E[n] = T[n] + E_{ee}[n] + E_{en}[n]$$

$$= F_{HK}[n] + \int dr \, n(r) V_{en}(r),$$  \hspace{1cm} (3.11)

where I have defined the Hohenberg-Kohn density functional $F_{HK}[n] = T[n] + E_{ee}[n]$. $F_{HK}$ is the holy grail of DFT. It is a universal functional (it does not depend on the external potential) and if it were known we would have solved the Schrödinger equation exactly.
The second Hohenberg-Kohn theorem (HK2) [62] states that $E[n]$ gives the lowest energy if and only if the input density is the true ground state density. We recall from HK1 that a trial density $\tilde{n}$ [satisfying the conditions in Equation (3.4)] defines its own Hamiltonian $\tilde{H}$ and hence its own ground state wavefunction $\tilde{\psi}$. Taking this wavefunction as a trial wavefunction for the Hamiltonian $H$ generated by the true external potential $V_{en}$ we have, from the variational principle,

$$\langle \tilde{\psi} | H | \tilde{\psi} \rangle = E[\tilde{n}] \geq E[n] = \langle \psi | H | \psi \rangle .$$  \hspace{1cm} (3.12)

Thus for densities $\tilde{n}$ that are not the true ground state density, $E[\tilde{n}]$ provides an upper bound to the true ground state energy.

### 3.3 Kohn-Sham formulation

The universal functional $F_{HK}$ is not known and the kinetic energy part $T[n]$ is particularly difficult to approximate accurately. In the Kohn-Sham (KS) formulation [64], one approximates the kinetic energy $T[n]$ of $N$ interacting particles with the kinetic energy $T_s$ of $N$ non-interacting particles having the same density $n(r)$. We also extract from $E_{ee}[n]$ the direct (Hartree) mean-field contribution. Thus we write

$$F_{HK}[n] = T[n] + E_{ee}[n]$$
$$= T_s + \frac{1}{2} \int d\mathbf{r} \, d\mathbf{r}' \frac{n(r)n(r')}{|\mathbf{r} - \mathbf{r}'|} + E_{xc} \hspace{1cm} (3.13)$$

where the exchange-correlation energy

$$E_{xc} = (T[n] - T_s) + (E_{ee}[n] - U_H[n]) ,$$  \hspace{1cm} (3.14)

expresses our ignorance of the energy in the interacting case. The kinetic energy $T_s$ can be cast as a functional of the density $n(r)$ by writing it as the sum of the kinetic energies of the single-particle wavefunctions describing a non-interacting system with ground state density $n(r)$,

$$T_s[\{\phi_i[n]\}] = -\frac{1}{2} \sum_{i=1}^{N} \int d\mathbf{r} \, \phi_i^*(r) \nabla^2 \phi_i(r) .$$  \hspace{1cm} (3.15)
3.3. Kohn-Sham formulation

Using the partitioning in Equation (3.13), the ground-state energy of the interacting system is obtained from a minimisation of $E[n]$ with respect to $n(r)$,

$$
0 = \frac{\delta E[n]}{\delta n(r)} = \frac{\delta T_s[n]}{\delta n(r)} + V_{\text{en}}(r) + \frac{\delta U_H[n]}{\delta n(r)} + \frac{\delta E_{\text{xc}}[n]}{\delta n(r)}
$$

$$
= \frac{\delta T_s[n]}{\delta n(r)} + V_{\text{en}}(r) + v_H(r) + v_{\text{xc}}(r),
$$

(3.16)

where the Hartree potential is given by

$$
v_H(r) = \int dr' \frac{n(r')}{|r - r'|}.
$$

(3.17)

This minimisation is equivalent to the minimisation

$$
0 = \frac{\delta E_s[n]}{\delta n(r)} = \frac{\delta T_s[n]}{\delta n(r)} + \frac{\delta V_s[n]}{\delta n(r)} = \frac{\delta T_s[n]}{\delta n(r)} + v_s(r),
$$

(3.18)

where $E_s[n]$ represents the total energy of a non-interacting system subject to the potential

$$
v_s(r) = V_{\text{en}}(r) + v_H(r) + v_{\text{xc}}(r).
$$

(3.19)

Hence, one can calculate the ground-state density for the interacting system by solving the Schrödinger equation for the non-interacting KS system experiencing the effective potential $v_s(r)$,

$$
\left[ -\frac{\nabla^2}{2} + v_s(r) \right] \phi_i(r) = \epsilon_i \phi_i(r), \quad i = 1, \ldots, N.
$$

(3.20)

We can then obtain the corresponding density through

$$
n(r) = \sum_{i=1}^{N} |\phi_i(r)|^2.
$$

(3.21)

The total energy of the interacting system can then be obtained as $E = E[n]$.

Since $v_H(r)$ and $v_{\text{xc}}(r)$ both depend on $n(r)$, which is constructed from $\phi_i(r)$, Equation (3.20) must be solved iteratively. A calculation will typically start with an initial guess for $n(r)$, calculate the corresponding potential $v_s(r)$ and then solve Equation (3.20) to obtain the single-particle wavefunctions $\{\phi_i\}$. The wavefunctions $\{\phi_i\}$ can be used to obtain a new estimate for the ground state density using Equation (3.21) and then this process repeats until convergence (either of the total energy, density or some other observable) is achieved.
3.4 Exchange-correlation functionals

While DFT is, in principle, exact, in practice one has to rely on approximations of the exchange and correlation functional since the exact form of $E_{xc}[n]$ is not known. However, a number of practical, approximate functionals have been developed, which have had great success in describing material properties. In this section I outline two of the most commonly used approximations: the local spin density approximation (LSDA) and the generalised gradient approximation (GGA). Before discussing these approximations it is worth noting that, while in the discussion so far, the energy has been a functional of the density $n(r)$, DFT can be extended to spin-polarised systems [65], in which case the energy is a functional of two spin densities, i.e. $E = E[n^\uparrow, n^\downarrow]$.

3.4.1 Local spin density approximation (LSDA)

In the local spin density approximation (LSDA) we treat the (inhomogenous) density of an electronic system as locally homogeneous and then employ the exchange-correlation energy as it is calculated from the uniform electron gas. We calculate the exchange-correlation energy as

$$E_{xc}[n^\uparrow, n^\downarrow] = \int \text{d}r \ n(r)\epsilon_{xc}^{\text{hom}}[n^\uparrow(r), n^\downarrow(r)]$$

$$= \int \text{d}r \ n(r) \left[ \epsilon_{x}^{\text{hom}}[n^\uparrow(r), n^\downarrow(r)] + \epsilon_{c}^{\text{hom}}[n^\uparrow(r), n^\downarrow(r)] \right].$$

The exchange energy $\epsilon_{x}^{\text{hom}}$ for a homogeneous electron gas can be calculated analytically. The correlation energy $\epsilon_{c}^{\text{hom}}$ is not known analytically and is instead obtained from a parametrisation of the results of Monte Carlo calculations on the free electron gas [66]. For unpolarised systems the local density approximation (LDA) is found simply by setting $n^\uparrow(r) = n^\downarrow(r) = n(r)/2$.

This is the simplest approximation for the exchange-correlation energy and it favours more homogeneous systems. While chemical trends are normally correct, it tends to over-bind solids and molecules. The L(S)DA fails in atomic systems where large variations in density are important and in describing weak molecular bonds (such as hydrogen bonds).
3.5. Practical calculations

3.4.2 Generalised gradient approximation (GGA)

The generalised gradient approximation (GGA) contains the next term in a derivative expansion of the electron density:

\[ E_{xc}[n^\uparrow, n^\downarrow] = \int d\mathbf{r} n(\mathbf{r}) \epsilon_{xc}^{GGA}[n^\uparrow(\mathbf{r}), n^\downarrow(\mathbf{r}), \nabla n^\uparrow(\mathbf{r}), \nabla n^\downarrow(\mathbf{r})]. \]  

(3.23)

This is typically more accurate than the LDA. GGAs greatly reduce the bond dissociation energy error, and generally improve transition-state barriers. Unlike the LDA, there is no single universal form for the GGA. In this thesis, I make extensive use of the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [67]. This is a parameter-free GGA that achieves an inclusion of gradient corrections without introducing experimentally fitted parameters. This makes the functional accurate for a wide range of systems.

3.5 Practical calculations

In this section I outline some of the techniques used to allow practical calculations using DFT. Particular emphasis is placed on approaches used in the plane wave basis-set electronic structure code CASTEP [68], which has been used to obtain all of the DFT results presented in this thesis.

3.5.1 Brillouin zone sampling

Bloch’s theorem states that, for a periodic system, the eigenstates of the one-electron Hamiltonian can be chosen to be a plane wave multiplied by a function with the periodicity of the Bravais lattice, that is (for the band with index \( n \))

\[ \psi_{nk}(\mathbf{r}) = e^{i\mathbf{k} \cdot \mathbf{r}} u_{nk}(\mathbf{r}), \]  

(3.24)

where \( u_{nk}(\mathbf{r}) \) has the same periodicity as the Bravais lattice, i.e.

\[ u_{nk}(\mathbf{r}) = u_{nk}(\mathbf{R} + \mathbf{r}). \]  

(3.25)

If we make the substitution \( \mathbf{k} \rightarrow \mathbf{k} + \mathbf{G} \), where the reciprocal lattice vector \( \mathbf{G} = l_1 \mathbf{b}_1 + l_2 \mathbf{b}_2 + l_3 \mathbf{b}_3 \) with \( \mathbf{a}_i \cdot \mathbf{b}_j = 2\pi \delta_{ij} \), Equation (3.24) continues to hold. This allows
us to define the eigenstates only within the reciprocal unit cell. All \( k + G \) states with \( G \neq 0 \) are not needed and it is sufficient to know the energy dispersions only within the first Brillouin zone (BZ).

To obtain many quantities in a periodic system it is necessary to integrate over the Brillouin zone. Usually a finite number of \( k \)-points are used and the integration becomes a sum

\[
\bar{f}_i = \frac{\Omega_{\text{cell}}}{(2\pi)^3} \int_{\text{BZ}} d\mathbf{k} \ f_i(\mathbf{k}) = \sum_j w_j f_i(\mathbf{k}_j), \tag{3.26}
\]

where \( \Omega_{\text{cell}} \) is the unit cell volume and \( w_j \) are weighting factors. Special points are chosen for efficient integration of smooth periodic functions. The general method proposed by Monkhorst and Pack [69] is the most widely used because it leads to a uniform set of points determined by a simple formula valid for any crystal [70],

\[
k_{n_1,n_2,n_3} \equiv \sum_{i=1}^{3} \frac{2n_i - N_i - 1}{2N_i} G_i, \tag{3.27}
\]

where \( G_i \) are the primitive vectors of the reciprocal lattice and \( n_i = 1, 2, ..., N_i \). This formula leads to a rectangular grid of points of dimensions \( N_1 \times N_2 \times N_3 \), spaced evenly throughout the Brillouin zone. Integrals over the BZ can be replaced by integrals over only the irreducible BZ (IBZ), comprising only the symmetry-distinct \( k \)-points. In this case the weights \( w_j \) in Equation (3.26) are taken to be proportional to the number of distinguishable \( k \)-points related by symmetry to \( \mathbf{k}_j \). In high-symmetry systems this can greatly reduce the computational cost. In a large supercell, sampling only the \( \Gamma \) point (\( k=0 \)) leads to a substantial speed-up of the calculation since the eigenfunctions become real.

### 3.5.2 Plane waves

The periodic nature of \( u_{nk}(\mathbf{r}) \) means we can write it as a Fourier series

\[
u_{nk}(\mathbf{r}) = \sum_G c_{n,G} e^{iG \cdot \mathbf{r}}. \tag{3.28}\]

Combining (3.24) and (3.28) allows the wavefunction to be written as an infinite sum of plane waves

\[
\psi_{nk}(\mathbf{r}) = \sum_G c_{n,k+G} e^{i(k+G) \cdot \mathbf{r}}. \tag{3.29}\]
In electronic structure codes using a plane wave basis [71], it is the plane wave coefficients $c_{n,k+G}$ which are to be calculated. In practical calculations this summation has to be truncated at finite $G$. We define a cutoff energy

$$E_{\text{cutoff}} \geq \frac{1}{2} |k + G|^2,$$  \hspace{1cm} (3.30)

that determines the largest $G$ included in the summation and controls the accuracy of the basis set. When performing calculations one must be careful to select an appropriate sampling of $k$-points and plane wave cutoff energy to obtain accurate results. This is usually done by performing calculations with increasingly fine $k$-point grids and higher cutoff energies until the total energy (or another quantity of interest) no longer changes. This is known as convergence testing.

### 3.5.3 Pseudopotentials

For electrons in the vicinity of the nuclei, the steep Coulomb potential results in wavefunctions that vary rapidly in space in this core region (see Figure 3.1), which would require a prohibitively large number of plane waves to be described accurately. Capturing these rapid oscillations is usually unnecessary, as we are most often interested in atomic bonding, which only requires an accurate description of the region where the valence electrons overlap. The core region is removed through the use of pseudopotentials [72, 73, 74]. A pseudopotential replaces the strong Coulomb potential of the nucleus and the effects of a tightly bound core electrons by an effective ionic potential acting on the valence electrons. The pseudopotential $V_{\text{pseudo}}$ agrees with the all-electron potential for $r > r_c$, but is much weaker than the Coulomb potential closer to the nucleus (as shown in Figure 3.1). The corresponding wavefunction $\tilde{\psi}$ is therefore much smoother in this region compared to the all-electron wavefunction, which significantly reduces the number of plane waves that are needed to describe it accurately.

*Ab initio* pseudopotentials are generated by the inverse solution of the Kohn-Sham equation for atoms. Accurate and transferrable pseudopotentials are obtained by enforcing the norm-conserving [75] condition that the total charge density inside the core region exactly matches the all-electron one together with the requirement
that, for a given atomic configuration, the pseudopotential provides the exact eigenvalues of the all-electron potential. Norm-conservation comes at the expense of softness (i.e. how smoothly-varying the wavefunctions are) and norm-conserving pseudopotentials often require exceedingly high cutoff energies for the first-row elements and transition metals. Vanderbilt addressed this issue by introducing ultrasoft pseudopotentials [76], which relieve the norm-conserving condition for the smooth wavefunctions, but guarantee the correct evaluation of the core charge by introducing an auxiliary function around each ion core that represents the rapidly varying part of the density. Ultrasoft pseudopotentials are generally more accurate and more efficient than norm-conserving pseudopotentials. All of the calculations in this thesis have been carried out using CASTEP’s “on the fly”-generated ultrasoft pseudopotentials.

3.6 Forces

The Schrödinger equation for the nuclei in the BO approximation is

$$H = T_n + V_{\text{ext}} + V_{\text{nn}},$$

(3.31)
where $T_n$ is the nuclear kinetic energy, $V_{nn}$ is the nuclear interaction term and $V_{\text{ext}}$ is an external potential. The force (Hellman-Feynman) theorem [77] provides a clever way to evaluate the forces acting on the nuclei as

$$F_l = -\frac{\partial E}{\partial R_l} = -\langle \Phi_R | \frac{\partial H}{\partial R_l} | \Phi_R \rangle,$$  \hspace{1cm} (3.32)

where $| \Phi_R \rangle$ is the ground state wavefunction for the electrons and the nuclei. This is a general result (not specific to DFT) and relies on the fact that at the exact ground state energy is extremal with respect to all possible variations of the wavefunction. This expression allows one to obtain forces from ground state calculations, which can then be used to analyse vibrational modes in phonon calculations or to perform structural relaxations in geometry optimisation calculations.

### 3.6.1 Phonons

There are several approaches to calculating phonon frequencies from DFT. One of these is the direct approach, also known as the frozen phonon method. This involves creating a structure perturbed by a guessed eigenvector and evaluating the ground-state energy as a function of phonon amplitude, from which the phonon frequency can be obtained by taking the second derivative. This is not a general method and is useful only for small, high-symmetry systems, where the phonon eigenvectors can be deduced from symmetry arguments. Another method is the linear response approach [78], in which density functional perturbation theory (DFPT) [79] is used to obtain the linear response of the wavefunction with respect to atomic displacements with wavevector $q$. These derivatives can be used to compute the force constants (the second derivatives of the energy with respective to these displacements) which are used to populate a force constant matrix (FCM). Fourier transforming the FCM obtains the dynamical matrix, which when diagonalised yields the phonon frequencies and corresponding eigenvectors. CASTEP also implements schemes based on numerical differentiation of forces when atoms are moved small distances from their equilibrium positions. This approach, known as the finite displacement method, can be used in cases when a DFPT calculation can not. These include when the system is metallic or magnetic, or when the use of ultrasoft pseudopotentials is essential.
3.6. Forces

(These are limitations of CASTEP, rather than of DFPT in general). While the linear response method can be used to study vibrational excitations at any wavevector, the frozen phonon and finite displacement methods can only be used to calculate phonons at \( q = 0 \). The latter two methods can both be extended to arbitrary \( q \) through the use of supercells.

3.6.2 Geometry optimisation

The force [77] and stress theorems [80] enable the computation of forces on the nuclei from the ground state density. This allows DFT to be used to perform optimisations of the ionic positions and unit cell dimensions. Starting from an initial structure, a geometry optimisation calculation proceeds as follows:

1. Calculate the Hellman-Feynman forces on each of the nuclei and use these to optimise the ionic positions according to quasi-Newton methods [81];
2. For the new configuration of ionic positions, optimise the electronic configuration using a conjugate gradients method [82];
3. Compare the total energy and ionic positions with the previous configuration and calculate the forces for the new configuration;
4. If the forces and the changes in total energy and atomic positions are all within the tolerance limits, stop. Otherwise, return to step (1).

Upon exiting this cycle, the energy should be a local minimum with respect to the ionic configuration. For geometry optimisation calculations in this thesis, structures were allowed to relax until forces on the atoms were all \(< 5 \times 10^{-2} \text{ eV \( \cdot \text{Å} \)^{-1}}\) and the total energy and atomic positions converged to \(2 \times 10^{-5} \text{ eV}\) and \(1 \times 10^{-3} \text{ Å}\), respectively (the default values in CASTEP).

There are a couple of additional considerations that need to be taken into account when carrying out calculations on systems containing defects or impurities (such as the muon site calculations described in this thesis). Periodic boundary conditions mean that for a point defect in a three-dimensional (3D) system, a 3D periodic array of defects is actually simulated. This necessitates the use of supercells that
are sufficiently large to minimise the effects of spurious interactions between defects. Geometry optimisation calculations can either be carried out with a fixed or variable unit cell. However, for calculations involving defects, fixed cells should be used, with the lattice parameters either optimised for the bulk unit cell or taken from experiment. Otherwise, the lattice constants obtained would be those appropriate for a system containing an ordered array of highly concentrated defects. For calculations in this thesis, lattice constant are fixed at their experimental values unless stated otherwise. For charged defects (such as a positive muon), a neutralising uniform background charge is required to avoid the divergence of the electrostatic energy.
Chapter 4

DFT+$\mu$: Computational prediction of muon stopping sites using density functional theory

In this chapter I review the use of density functional theory to predict muon stopping sites. These types of calculations (coined DFT+$\mu$) have aided the interpretation of muon spectroscopy measurements for a range of systems. There has been much progress in developing these methods over the past few years, including the development of tools to facilitate these calculations. One such tool, introduced here, is the MuFinder program I have developed, which aims to make it easier for non-experts to carry out muon site calculations. I then demonstrate the DFT+$\mu$ method using two muon site investigations I have carried out, with each case study comprising pairs of structurally similar systems. I find that the muon stopping sites in the skyrmion-hosting materials GaV$_4$S$_8$ and GaV$_4$Se$_8$ are the same, but that the chemical substitution of S with Se changes the energetic ordering of the sites and results in a different lowest-energy site in each case. The heavy fermion systems URu$_2$Si$_2$ and CeRu$_2$Si$_2$ are found to have the same stopping site, with these sites lying close to the minima in their electrostatic potentials. The site found for CeRu$_2$Si$_2$ is different to the site previously proposed on the basis of Knight shift measurements, but I argue that the site obtained here is still consistent with these measurements.
4.1 Introduction

Two of the most fundamental limitations of the muon spectroscopy (μ+SR) technique are the lack of knowledge of the muon stopping site and the uncertainty surrounding the degree to which the muon distorts its local environment. In some cases it has been possible to determine the muon stopping site experimentally: through the angular dependence of the muon frequency shift in an applied field [83, 84], level-crossing resonances [85, 86] or from the entanglement between the muon’s spin and the spins of a small number of surrounding nuclei [32, 35]. The subset of systems for which each of these approaches are applicable is limited and they therefore do not represent general methods for muon site assignment. However, there has recently been significant progress in calculating muon stopping sites using \textit{ab initio} methods.

While there are earlier examples [87, 88, 89] of studies of muons in condensed matter using density functional theory (DFT), the recent concerted research effort in this area began with two independent studies of muon sites in insulating fluorides [36, 37]. Möller \textit{et al.} [36] calculated muon stopping sites for the non-magnetic insulators LiF/NaF (rock salt structure), CaF$_2$ and BaF$_2$ (fluorite structure) and the antiferromagnetic insulator CoF$_2$ (rutile-type structure), considering the cases of both μ$^+$ and muonium (the bound state of μ$^+$ and an electron). The calculated structures also allow the distortion induced by the muon to be quantified. It was found that the distortions induced by μ$^+$ are significant, but short-ranged, whereas the distortions induced by muonium are much smaller. A benefit of carrying out muon site calculations for fluorine-containing compounds is that the quantum entanglement between the muon’s spin and the spins of the $^{19}$F nuclei leads to a characteristic precession signal whose frequencies depend on the μ$^+$–F bond length [32] (as discussed in Section 2.6.4). The μ$^+$–F distances obtained from first-principles calculations can therefore be compared with those corresponding to the measured precession frequencies. In LiF, NaF, CaF$_2$ and BaF$_2$ the calculations correctly predict the experimentally known geometries [32] with great accuracy, obtaining bond lengths that are within 3% of the experimental values. In the study by Bernadini \textit{et al.} [37], the authors were able to show that a bent F–μ$^+$–F state with a bond angle of about 144°, obtained from \textit{ab initio} calculations, results in a polarisation function
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that fits the measured spectra for YF$_3$ better than the function arising from the
more commonly assumed linear F$\mu^+\mu^-$F state [32]. A review of these studies and
other muon site calculations carried out at around the same time (now referred to
as DFT+$\mu$) can be found in Ref. [2]. These techniques have since been applied to a
wide range of systems which also includes organic magnets [90], quantum spin ices
[91] and coordination polymers [92].

There are two distinct approaches that have been used to determine muon stop-
ning sites. In the Unperturbed Electrostatic Potential (UEP) method, the electro-
static potential of the host crystal is calculated using DFT. For a positively charged
defect such as $\mu^+$, the minima of the electrostatic potential are likely stopping sites.
(Here and throughout this thesis the electrostatic potential refers to the potential
seen by a small positive test charge; in DFT it is common to instead define the elec-
trostatic potential as the potential for an electron). This method has been found to
give a good approximation for the muon stopping site in metallic systems [93, 94, 95],
where screening of the $\mu^+$ charge prevents strong bonding. However, for ionic sys-
tems such as the insulating fluorides discussed above [36, 37], it is found the stable
muon sites do not generally coincide with the minima of the electrostatic potential, a
finding that reflects the strong muon–lattice interactions in these systems [2]. More-
over, the UEP method cannot be used to determine stopping sites for muonium as,
being electrically neutral, there is no reason why it should localise in an electrostatic
minimum. An alternative approach based on structural relaxations provides a more
robust method of determining muon stopping sites. Here, the muon (modelled by
a proton) is placed in randomly-chosen low-symmetry sites in the structure and all
of ions are then allowed to relax. This is more computationally expensive than the
UEP method, as each initial muon position requires a geomety optimisation calcu-
lation. The computational cost is increased further by the fact that this approach
often requires the use of supercells in order to minimise the interaction of the muon
with its periodic images. A strength of the structural relaxation approach is that it
allows the muon-induced distortions of the host crystal to be evaluated, with these
potentially having a significant effect on the response of the muon to the system
under study. A particularly striking case is that of Pr-based pyrochlores, where the
anisotropic distortion field induced by the muon splits the crystal field levels of Pr\textsuperscript{3+}, resulting in a muon response that is dominated by the distortion it induces, rather than the intrinsic properties of the sample [91].

Knowledge of the muon stopping site makes it possible for μ\textsuperscript{+}SR measurements to provide estimates for magnetic moment sizes or to compare different candidate magnetic structures. Symmetry analyses of zero-field and transverse-field μ\textsuperscript{+}SR spectra allowed the magnetic structures in the helical [96] and conical [97] phases of MnSi, respectively, to be determined. These analyses required knowledge of the muon stopping sites, which were determined from the angular dependence of the muon precession frequencies and confirmed using DFT [98]. In α-RuCl\textsubscript{3}, muon stopping sites calculated using DFT were used to show that the two measured muon precession are consistent with two inequivalent muon sites within a previously-proposed zigzag antiferromagnetic structure [99]. In the spin Jahn-Teller driven antiferromagnet CoTi\textsubscript{2}O\textsubscript{5}, the relative stability of two magnetically distinct muon stopping sites under the shearing of the unit cell that accompanies the magnetic transition was used to explain the fractions of muons occupying each of these sites [100]. In the isostructural compound FeTi\textsubscript{2}O\textsubscript{5}, the dipolar fields calculated at the muon stopping sites (obtained using DFT) were used in conjunction with ZF μ\textsuperscript{+}SR to restrict the possible moment size and directions of the Fe\textsuperscript{2+} ions [101].

In addition to the growing list of applications there have also been significant advances in developing these methods further. The accurate evaluation of the muon’s zero-point energy (ZPE) is often vital for muon site identification; interstitial sites that might be stable for a heavier particle have been shown to be unstable for the muon when this is taken into account [102]. A revision of the Double Adiabatic Approximation (DAA) allows the ZPE of candidate muon sites to be evaluated beyond the harmonic approximation and hence the stability of these sites evaluated [103]. The anharmonicity of the muon’s ZPE was further studied using the stochastic self-consistent harmonic approximation, with the delocalised muon wave function obtained from this approach improving estimates of the muon’s contact hyperfine field [104]. There has also been progress in developing approaches for muon site prediction based on \textit{ab initio} random structure searching (AIRSS) [105] and machine
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I have developed MuFinder, a program for determining and analysing muon stopping sites. The program is written in Python, but is distributed as a standalone executable (that can be run without an existing Python installation) and there are versions of the program for Windows, macOS and linux. MuFinder makes use of several specialised Python libraries. The Atomic Simulation Environment (ASE) [110] is used to manipulate, analyse and visualise atomic structures. The Soprano library [111] is used to handle collections of structures. The dipolar field at the muon
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site is calculated using MUESR [112].

The aim of MuFinder is to make it easier for non-experts to carry out muon site calculations similar to those reported in this thesis. It is designed to facilitate the following workflow (illustrated in Figure 4.1) through a simple GUI: first input structures consisting of a muon embedded in the system of interest are generated; these structures are relaxed, with MuFinder providing tools to run these calculations locally or on a remote cluster; the relaxed structures are then clustered into distinct stopping sites and finally the dipolar field at the muon stopping sites can be calculated. The intended workflow is reflected in the design of the MuFinder GUI [Figure 4.2 (left)], where the user works their way along the tabs at the top of the window.

![Figure 4.1: The workflow for a muon site calculation using MuFinder.](image)

The muon site calculations for URu$_2$Si$_2$ and CeRu$_2$Si$_2$ (Section 4.4) and those for 1T-TaS$_2$ in Chapter 7 were carried out using the MuFinder program. All other calculations reported in this thesis predate the development of MuFinder. In the rest of this section I highlight novel features of MuFinder.
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Figure 4.2: A screenshot of the MuFinder program, demonstrating initial muon position generation. Left: the main GUI window. Right: initial muon positions in a $2 \times 2 \times 2$ supercell of CoF$_2$ visualised using ase-gui.

4.2.1 Initial position generation

In the structural relaxation approach to calculating muon stopping sites, the possibility of multiple local minima in the potential energy surface for the muon requires a number of initial muon positions to be sampled in order to successfully identify all of these minima. However, each of these initial muon positions must be relaxed using a geometry optimisation calculation and hence the computational cost increases linearly with the number of initial positions. Thus it is important to be able to generate sets of initial positions that effectively sample the potential energy landscape while minimising the number of initial positions (and hence geometry optimisation calculations).

The algorithm used by MuFinder for generating initial muon positions is based on the one described in Ref. [106] and is as follows:

1. Generate random positions within the conventional unit cell.

2. Accept each position if it and its symmetry equivalent positions are all:

   (i) at least $r_{\text{min}}$ away from the other muon positions and
3. Repeat until 30 new positions are rejected.

The number of initial structure generated will depend on $r_{\text{min}}$ and $r_{\text{VDW}}$ with smaller values leading to a greater number of structures. The choice of the muon–muon distance $r_{\text{min}}$ is dictated by the expected shape of the potential energy surface for the muon. For a surface with a large number of minima, finer sampling of the unit cell will be required to successfully locate all of these minima. The muon–atom distance $r_{\text{VDW}}$ should be chosen to exclude unphysical situations where the muon sits very close to an atom in the structure. Values of $r_{\text{VDW}}$ can be chosen using physical intuition based on typical muon–ion distances, with the MuFinder default value $r_{\text{VDW}} = 1.0 \, \text{Å}$ being the typical $\mu^+ – \text{O}$ bond length. The main difference between the algorithm used by MuFinder and the one in Ref. [106] is the additional consideration of symmetry equivalent positions in MuFinder (though I note that the authors of Ref. [106] have since adopted a similar approach of generating symmetry equivalent muon positions in their clustering methodology [109]). As the multiplicity of any arbitrary position in the unit cell under the symmetry operations of crystal is the same (provided it is not a high-symmetry point, which is extremely unlikely for a randomly generated position), the positions generated represent an unbiased sampling of the unit cell, which is important if one wishes to make inferences about the basin of attraction of each muon site from the number of initial structures that relax into this site.

Once all of the initial positions have been generated, the positions are clustered according to the algorithm detailed in Section 4.2.2 (albeit with a much larger tolerance than would be used to cluster the output structures). Sites in each cluster are then moved to the symmetry equivalent position closest the member of the cluster that is closest to the origin (while remaining inside the unit cell). The results of the site generation algorithm along with this clustering can be seen for a $2 \times 2 \times 2$ supercell of CoF$_2$ in Figure 4.2 (right). Clustering the initial positions in this manner results in a roughly uniform sampling of a smaller subspace of the unit cell, that is sufficient to effectively sample all of the symmetry-distinct positions in the unit cell. The rationale behind clustering the initial positions is that it should make it
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easier to identify nearly-identical sites in the output, as these sites will lie close in physical space (rather than just sitting at symmetry equivalent positions).

For each muonated structure, MuFinder produces a CASTEP [68] .cell file to use as the starting point for a geometry optimisation calculation. MuFinder provides an interface to run these calculations either locally or on a remote cluster.

4.2.2 Clustering

After carrying at the required geometry optimisation calculations using DFT, each initial position generated following the procedure outlined above will result in a relaxed structure comprising a muon in the host crystal. However, assuming the number of initial positions sampled is sufficiently large, it is unlikely that each of these will correspond to a unique geometry for the muon. One therefore wishes to group the resulting structures based on the local environment of the muon. A possible approach involves inspecting each structure ‘by eye’ and noting where the muon sits in relation to the nearby atoms in each case. However, this can be tedious and becomes unfeasible in cases where there is of order one hundred or more structures to inspect. It is therefore important to develop algorithms for clustering muon sites.

The clustering algorithm used in MuFinder is based on graph theory. To generate a graph for a set of relaxed muon positions we first construct a distance matrix \( D \), where the component \( D_{ij} \) is the minimum distance between muon sites \( i \) and \( j \), taking into account symmetry equivalent positions. We then define an adjacency matrix \( A \), where

\[
A_{ij} = \begin{cases} 
1 & i \neq j, D_{ij} < d_{\text{max}} \\
0 & \text{otherwise}
\end{cases}, \tag{4.1}
\]

with \( d_{\text{max}} \) being a user specified distance used to determine whether any two muon sites are connected. The matrix \( A \) defines a graph where the muon sites form connected nodes; if \( A_{ij} = 1 \), there is an edge between nodes \( i \) and \( j \) whereas if \( A_{ij} = 0 \) there is none. Clusters of distinct sites correspond to the connected components [113] of this graph, determined using the NetworkX library [114]. A connected component of an undirected graph is a subgraph in which any two nodes are connected to each other by paths, and which is connected to no additional nodes in the supergraph (see
Figure 4.3: A graph comprising a set of nodes (which could each represent a muon stopping site) connected by edges. The graph can be separated into three components (coloured red, green and blue) in which any two nodes within the subgraph are connected to each other by paths, with no paths between nodes belonging to different subgraphs.

Figure 4.3). As seen in Figure 4.3, it is not necessary for each node in a component to be directly connected to each other node in the same component. This can be helpful in cases where the potential energy landscape for the muon has broad minima. Depending on the force tolerance used in the calculations, the shallow gradient of the potential near a minimum could result in a number of final muon positions in the proximity of this minimum, which, because of the broad nature of the minimum, are not all within $d_{\text{max}}$ of each other. However, for two sites at the extremities of this minimum it should be possible to form a path between them using other sites that relaxed towards the same minimum. For sites belonging to distinct minima it should not be possible to form a path between them in this manner and hence the algorithm will correctly identify them as being distinct.

The distance $d_{\text{max}}$ is specified by the user, with no a priori optimal value. In practice, the user will vary $d_{\text{max}}$ until they get a satisfactory clustering. If $d_{\text{max}}$ is very large then all of the muon positions will be connected and the algorithm will return only a single cluster. Conversely, a very small $d_{\text{max}}$ will lead to a large number of sparsely populated clusters that will be unwieldy to carry forward for future analysis. Once the muon sites have been divided into distinct clusters, the symmetry operations of the crystal can be used to bring the relaxed muon positions
as close as possible to the position of the lowest energy muon site within the same cluster. This results in a ‘clumping’ of muon positions in space and can make it easier to visualise the distinct clusters found by the algorithm.

In the clustering algorithm described here, the relaxed structures are clustered by the position of the muon only. It can be easily extended to include the energy \( E \) such that each structure is represented by a vector \( (E, x, y, z) \), where \( (x, y, z) \) is the muon position, and then looking for ‘closeness’ in this four-dimensional space. However, I often found that energy was not a good discriminator between sites, especially for molecular systems with complex potential energy landscapes (such as the molecular spin ladder (Hpip)\(_2\)CuBr\(_4\) discussed in Chapter 6) where sites of the same type can have a wide range of energies that overlap significantly with those of sites that are clearly different. I therefore made the decision to cluster sites on the basis of position alone. MuFinder can also cluster muon sites via \( k \)-means clustering as implemented in the Soprano code and described in Ref. [106], which does take the energies of the relaxed structures into account.

### 4.2.3 Dipolar field at the muon site

MuFinder calculates the dipolar field at the muon site using the MUESR library [112]. MUESR uses the propagation vector formalism [115] and supports calculations for commensurate and incommensurate magnetic structures (limited to single wavevector structures). The dipolar tensor at the muon stopping site can also be evaluated. By default, the fields calculated by MuFinder also include the Lorentz contribution (see Section 2.5), though the user can choose to omit this term should they wish to. The position of the muon site can either be specified manually or obtained automatically from the output of structural relaxations. If the latter method is chosen, MuFinder will also have information about the fully relaxed geometry of the unit cell and it is therefore possible to include the effects of distortions to the magnetic ions induced by the muon when evaluating the field at the muon site.

In most cases the ionic distortions induced by the muon are short-ranged and persist only over several angstroms [36]. A reasonable approximation to the magnetic moments seen by the muon can be therefore obtained by embedding a relaxed
\( B = B_{\text{f,undist}} + B_{\text{s,dist}} - B_{\text{s,undist}} \)  \hspace{1cm} (4.2)

\( B_{\text{f,undist}} \) is the full undistorted dipolar field calculated for a large number of unit cells (sufficiently large to ensure convergence) and is what is returned by carrying out a calculation assuming an undistorted structure. \( B_{\text{s,dist}} \) and \( B_{\text{s,undist}} \) represent the dipolar fields due to only the magnetic moments in the simulation cell for the distorted and undistorted cells respectively. Thus the difference between these two terms gives the correction to the total dipolar field, \( B_{\text{corr}} = B_{\text{s,dist}} - B_{\text{s,undist}} \), due to the fact that the ions in the simulation cell are displaced by the presence of the muon. The Lorentz field depends only on the sum of the magnetic moments within the Lorentz sphere and not the positions of these moments. The Lorentz field is therefore identical for the distorted and undistorted cells and thus cancels when taking the difference between these in \( B_{\text{corr}} \).

For \( B_{\text{s,dist}} \) and \( B_{\text{s,undist}} \) only the moments in a single cell are included and thus the system is no longer periodic. The cell is recentred on the muon, such that the distances between the muon and each of the ions correspond to the shortest
distances within the periodic structure (this is also done for an undistorted cell of the same size to allow comparison). A complication arises if the displacements of the ions are such that they cross the boundary of this recnetred cell, which results in an anomalously large change in their positions when compared to the undistorted cell. To account for this possibility, each of the ions in the undistorted cell are translated by lattice vectors such that they are as close as possible to the corresponding ion in the distorted cell. The effect of muon-induced distortions on the dipolar tensor can be incorporated in an identical manner. This method is currently only implemented for commensurate magnetic structures, but can be extended to incommensurate structures in principle by considering $B_{\text{corr}}$ corresponding all of the magnetic moment configurations in the unit cell generated by the propagation vector.

To validate my implementation of this approach, I reproduced the muon site calculations of CoF$_2$ by Möller et al. [36], who used a similar approach to account for the distortions of the nearby magnetic Co ions. The dipolar field at the lowest-energy muon site (for diamagnetic $\mu^+$) in each case is reported in Table 4.1, with and without the effect of the distortion of the magnetic ions, along with the field measured from experiment [83]. When considering the undistorted structure, calculations by Möller et al. [36] and those carried out using MuFinder both obtain dipolar fields that are around 16% larger than the magnetic field measured experimentally. Including the distortions of the lattice results in a significant decrease to this field, with the field I obtained when incorporating these distortions nearly

Table 4.1: Dipolar field at the $\mu^+$ stopping site calculated by Möller et al. [36] and from my calculations using the MuFinder program, along with the local magnetic field measured experimentally [83].

<table>
<thead>
<tr>
<th></th>
<th>$B$ (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>0.228</td>
</tr>
<tr>
<td>Möller et al.</td>
<td>0.265</td>
</tr>
<tr>
<td>MuFinder</td>
<td>0.266</td>
</tr>
<tr>
<td>distorted</td>
<td>0.208</td>
</tr>
<tr>
<td></td>
<td>0.209</td>
</tr>
</tbody>
</table>
identical to the one reported by Möller et al. [36].

4.3 Example 1: GaV$_{4}$S$_{8}$ and GaV$_{4}$Se$_{8}$

Muon stopping site calculations were carried out to support the results of muon spectroscopy experiments on the skyrmion-hosting series GaV$_{4}$S$_{8-y}$Se$_{y}$ ($y = 0, 2, 4, 8$) carried out by myself and coworkers [116]. These calculations were motivated by an unusual temperature dependence of the local field at the muon site in GaV$_{4}$S$_{8}$, which was found to increase approximately linearly with temperature for temperatures below $T = 10$ K, whereas the magnetisation was found to decrease with increasing temperature [116]. This unusual behaviour was not seen in GaV$_{4}$S$_{8-y}$Se$_{y}$, whose local fields (as measured by the muon) and magnetisation both decreased as temperature increased. We therefore sought to investigate whether these differences in behaviour result from the nature of the muon stopping site in the two cases or whether it reflects distinct magnetic ground states in the two systems.

4.3.1 Background

Skyrmions are topological spin textures stabilised by the competition between the asymmetric Dzyaloshinskii-Moriya interaction (DMI) [117, 118] and the symmetric exchange interaction. The formation of Néel-type skyrmions in bulk crystals with polar $C_{nv}$ symmetry was first predicted by Bogdanov and Yablonskii [119] and was recently observed in VOSe$_{2}$O$_{5}$ [120], GaV$_{4}$S$_{8}$ [121, 122] and GaV$_{4}$Se$_{8}$ [123].

The crystal structure of GaV$_{4}$S$_{8}$ and GaV$_{4}$Se$_{8}$ is composed of (GaX$_{4}$)$^{5-}$ tetrahedra and (V$_{4}$X$_{4}$)$^{5+}$ distorted heterocubane units (where $X = S, Se$), organised in a rock salt-type arrangement (space group $F\bar{4}3m$) [124]. Magnetic moments result from one unpaired electron per metallically-bonded V$_{4}$ tetrahedron, causing the V$_{4}$ units to carry an effective spin $S = 1/2$ [124, 123]. [Both compounds are insulators due to a large distance ($\approx 4$ Å) between V$_{4}$ clusters.] These materials have a non-centrosymmetric cubic crystal structure with $T_d$ point symmetry at room temperature, but at around 40 K (in both materials) a Jahn-Teller transition changes this to a rhombohedral polar $C_{3v}$ symmetry by stretching the lattice along one of
the four ⟨111⟩ cubic axes [121, 125, 123]. Below the magnetic ordering temperatures \(T_c \approx 13\) K for GaV\(_4\)S\(_8\) [126, 121]; and \(T_c \approx 17.5\) K for GaV\(_4\)Se\(_8\) [127, 123]), applied magnetic fields drive successive transitions between cycloidal (C), skyrmion lattice (SkL), and field-polarised (FP) phases. In contrast to the Bloch-type SkL plane commonly observed to align perpendicular to the applied magnetic field direction, the propagation vectors of the Néel-type SkL are constrained to a plane perpendicular to the rhombohedral lattice distortion [121, 128]. For GaV\(_4\)S\(_8\), a uniaxial magnetocrystalline anisotropy is found along this distortion, thought to favour ferromagnetic (FM) alignment below \(T_{FM} \approx 5\) K [121, 122].

While GaV\(_4\)S\(_8\) and GaV\(_4\)Se\(_8\) are very similar in exhibiting a SkL phase, our \(\mu^+\)SR measurements [116] showed that their magnetic behaviour is quite different. Our LF \(\mu^+\)SR measurements [116] revealed that the skyrmion phases in GaV\(_4\)S\(_8\) and GaV\(_4\)Se\(_8\) give rise to emergent dynamics on the muon (microsecond) time scale, reflecting the slowing of magnetic fluctuations perpendicular to the applied field.

### 4.3.2 Muon stopping sites

Spin-polarised DFT calculation were carried out on GaV\(_4\)S\(_8\) with the generalised gradient approximation (GGA) using the PBE functional [67]. I used a plane wave cutoff energy of 950 eV, resulting in total energies that converge to 0.1 eV per cell and a \(4 \times 4 \times 2\) Monkhorst-Pack grid [69] for Brillouin zone sampling. I first optimised the ionic positions of the perfect crystal, allowing the ions to move until the energy reaches a convergence threshold; the lattice parameters are held fixed at their experimental values throughout this procedure. Muon stopping sites are determined by placing a muon in one of 68 initial positions and then allowing the structure plus implanted muon to relax.

Structural relaxations of a supercell of GaV\(_4\)S\(_8\) using DFT reveal four distinct muon stopping sites (Figure 4.5). Three of these (labeled I – III) involve the muon sitting close to a single S atom, which makes sense on chemical grounds, given the electronegativity of S. A fourth site (site IV) has the muon closer to V atoms and is the highest energy site. In the lowest energy site (site I) the muon sits between two S atoms, in the plane defined by three S atoms within V\(_4\)S\(_4\) units
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Figure 4.5: Four classes of muon stopping site determined for GaV$_4$S$_8$. The sites are numbered in order of increasing energy.

[Figure 4.6(I)]. The two $\mu^+\text{−}S$ distances are unequal (1.4 Å and 2.0 Å) with greater electron density found between the muon and the nearest S atom. (The S−$\mu^+\text{−}S$ angle is 160°.) This site is therefore best described in terms of the muon forming a $\mu^+\text{−}S$ bond (rather than an $S\text{−}\mu^+\text{−}S$ state by analogy to the commonly observed F−$\mu^+\text{−}F$ complex [32]), though the presence of a second nearby S atom does seem to stabilise this geometry. Two further sites involve the muon sitting close to a single S atom. In site II the muon sits along an edge of one of the V$_4$S$_4$ cubane-like units [Figure 4.6(II)]. This site is 0.137 eV higher in energy than site I. The muon sits 1.5 Å from a S atom, which is similar to the shortest $\mu^+\text{−}S$ distance for site I. In site III [Figure 4.6(III)], the muon again sits 1.4 Å from an S atom, but this time the S atom belongs to a GaS$_4$ tetrahedron. Despite the similar coordination of the muon by S, this site is 0.288 eV higher in energy than site I. Unlike sites I−III, site IV does not involve the formation of a $\mu^+\text{−}S$ bond. The muon sits above a face of one of the V$_4$S$_4$ cubane-like units, with the nearest S atom just over 2 Å away. The
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Figure 4.6: Local geometry around the muon for each of the four classes of muon stopping site in GaV$_4$S$_8$.

energy of this site is the highest, close to that of site 3: 0.293 eV higher in energy than site I.

I also carried out analogous calculations for GaV$_4$Se$_8$. GaV$_4$Se$_8$ is not as well-studied as GaV$_4$S$_8$, and the lattice parameters for the rhombohedral phase were not known to us at the time of these calculations (experimental lattice parameters can be found in Ref. [129]). I therefore optimised these using DFT (starting from those of GaV$_4$S$_8$). I used a plane wave cutoff energy of 550 eV and 4 × 4 × 2 Monkhorst-Pack grid for Brillouin zone sampling. Forty structures comprising the unit cell plus an implanted muon are relaxed to determine the muon stopping sites.

The results of calculations for GaV$_4$Se$_8$ are shown in Figure 4.7. The sites we find are similar to those calculated for GaV$_4$S$_8$, with three of the four sites involving the muon sitting close to a Se atom and a site in which the muon sits above a face of a V$_4$Se$_4$ unit. However, the ordering of sites is different in this case. In particular, the cube face site (site 1) [Figure 4.8(1)], which was found to be the highest energy stopping site for GaV$_4$S$_8$, is the lowest energy site for GaV$_4$Se$_8$. The sites in which the muon sits near an Se atom can also be compared to analogous sites for GaV$_4$S$_8$. Site 2 [Figure 4.8(2)], which is 0.145 eV higher in energy than the lowest energy
Figure 4.7: The four distinct muon stopping sites determined for GaV₄Se₈. Sites are numbered in order of increasing energy.

site, is similar to site III in GaV₄S₈, with the muon bonded to the Se atom at the top of a GaSe₄ tetrahedron. Site 3 [Figure 4.8(3)] is 0.190 eV higher in energy than the lowest energy site and is similar to site II in GaV₄S₈, but with a longer $\mu^+ - \text{Se}$ distance (1.7 Å). Site 4 [Figure 4.8(4), 0.381 eV higher in energy than site 1] is similar to site I in GaV₄S₈.

For both the S and Se members of the series, the muon stopping sites (listed in table 4.2) do not correspond to the minima in the electrostatic potential, which themselves occupy interstitial positions around the GaS₄ tetrahedra. Disagreement between the muon stopping sites and the electrostatic minima has been found in other systems [36] where strong muon–lattice interactions (in our case the interaction between the muon and S/Se) leads to localisation away from the electrostatic minimum.

I conclude that, although the sites for the two systems are similar owing to their similar structures, the energetic ordering of sites in the two cases is rather
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Figure 4.8: The local geometry around the muon for each of the four classes of muon stopping site.

different. In particular, the lowest energy site (which we might expect to contribute the greatest fraction of the asymmetry) is different for the two materials despite their structural resemblance. I note that it seems as though localisation near S seems to be a more important factor than localisation near Se. This could be explained by the higher electronegativity of S compared to Se.

Table 4.2: List of muon stopping sites with their relative energy $\Delta E$ and distance $d$ to closest S or Se atom, respectively.

<table>
<thead>
<tr>
<th>Site</th>
<th>$\Delta E$ [eV]</th>
<th>$d$ [Å]</th>
<th>Site</th>
<th>$\Delta E$ [eV]</th>
<th>$d$ [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0</td>
<td>1.4</td>
<td>4</td>
<td>0.381</td>
<td>1.6</td>
</tr>
<tr>
<td>II</td>
<td>0.137</td>
<td>1.5</td>
<td>3</td>
<td>0.190</td>
<td>1.7</td>
</tr>
<tr>
<td>III</td>
<td>0.288</td>
<td>1.4</td>
<td>2</td>
<td>0.145</td>
<td>1.7</td>
</tr>
<tr>
<td>IV</td>
<td>0.293</td>
<td>2.0</td>
<td>1</td>
<td>0</td>
<td>2.2</td>
</tr>
</tbody>
</table>
4.3.3 Discussion

These calculations were motivated by the unusual increase of the total local magnetic field $B_1$ with temperature in our ZF $\mu^+\text{SR}$ measurements on GaV$_4$S$_8$ [116]. We therefore suggested that the field at the muon stopping sites behaves in a different way to the bulk magnetisation. A temperature dependent hyperfine contribution at the muon site could be partly responsible for this. This is supported by the observation of a large Knight shift in the TF $\mu^+\text{SR}$ spectra for GaV$_4$S$_8$ [116], indicating a significant hyperfine coupling at the muon site. It is found that for the lowest energy sites in each of the compounds the muon attracts significant electronic density in its vicinity, forming a state that has close to zero charge. I refrain from calling this state muonium due to the fact that the spin density associated with the muon is very small in both cases (whereas muonium refers to the bound state of $\mu^+$ and an $S = 1/2$ electron). These results leave open the possibility of a significant hyperfine contribution to the local magnetic field at the muon site, though the smallness of the spin density prevents us from concluding strongly in favour of its existence. I do not observe any significant structural distortions induced by the muon, which could affect the local magnetic properties (the displacements of the magnetic V ions are within 0.1 Å and 0.2 Å). I attempted to investigate the effect of the implanted muon on the spin configuration, but found that DFT calculations would fall into one of many vastly different magnetic states that are close in energy, which made it difficult to draw robust conclusions about the influence of the muon.

Zhang et al. [130] reported a failure of DFT in correctly predicting a band gap in GaV$_4$S$_8$. In our PBE calculations we find that the Fermi energy crosses bands for one of the spin channels, making the material a half-metal. This means that the muon sites detailed above have been calculated on a system with different electronic properties to those observed experimentally. To address this deficiency I have carried out DFT+$U$ calculations, taking the calculated muon stopping sites as our starting point. Using the LDA exchange-correlation functional and applying a Hubbard $U$ of 2.5 eV to the V $d$ orbitals I allowed each of the sites to further relax. I find that the muon sites are unchanged by this procedure. Surprisingly, PBE+$U$ calculations on GaV$_4$S$_8$ fail to produce a band gap even for $U$ values up to 4.5 eV.
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However, PBE+U calculations with $U = 3.5$ eV were found to result in the same sites determined using the alternative exchange-correlation functionals (PBE and LDA+U). I therefore conclude that the muon stopping sites in this system are not sensitive to the precise form of the exchange-correlation functional used and that calculations at the previous level of complexity (GGA) are sufficient for accurately determining muon stopping sites, despite their failure to properly reproduce all of the material properties.

To help assign each of the calculated muon sites to the sites observed in our $\mu^+$SR measurements I have carried out dipolar field calculations. I take a magnetic moment of 1.73 $\mu_B$ per formula unit, corresponding to one unpaired electron V$_4$ cluster, which has been found to be consistent with values obtained from susceptibility measurements [124]. I take the moment to be localised on the apical V atom and aligned along [111], the magnetic easy axis in this material [121]. Calculating the dipolar field associated with each of the muon stopping sites gives $B = 49, 85, 52, 39$ mT respectively. Because the spin structure is ferromagnetic we need to also consider the effect of the Lorentz and demagnetising fields. These contributions are proportional to the net magnetisation of the sample and are therefore independent of the muon stopping site. These terms act to reduce the magnetic field experienced by the muon at each of the stopping sites. Assuming that the two precession frequencies observed in the ZF data correspond to the two lowest energy sites here I assign $B_1$ to site II and $B_2$ to site I. If we assume that $B_L + B_{\text{dem}} = -37$ mT, then the total field at each site (neglecting any hyperfine contribution) $B_{1,\text{calc}} = 48$ mT and $B_{2,\text{calc}} = 12$ mT have magnitudes in the ratio 4:1. These values are slightly higher than those obtained in the experimental data [116], but seem quite plausible. There is also the possibility of significant different hyperfine contributions at the two muon stopping sites, as suggested by the TF $\mu^+$SR data. Furthermore, there is recent evidence that the ground state is more complicated than previously thought, with the suggestion that the system adopts a soliton lattice with periodically arranged FM domain walls as $T \to 0$ [122]. This would result in differences in the field measured at each muon site when compared to those obtained under the assumption of a single FM domain. We must also consider that the approximation of
the moments being located at a single point is a crude one, particularly given that the fields at each of the muon sites is likely to be highly sensitive to the distribution of spin around the nearest $V_4S_4$ unit. Taking the above considerations into account, these calculations show that the calculated muon sites may be plausibly mapped to those observed experimentally, based on the magnitudes of the fields experienced by the muon at each of these sites.

### 4.3.4 Summary

Muon stopping sites in the isostructural skyrmion-hosting materials $\text{GaV}_4\text{S}_8$ and $\text{GaV}_4\text{Se}_8$ are found to be similar, but the energetic ordering of analogous sites is found to be different in the two cases. This may affect which muon sites are occupied in each case. It is argued that these energetic differences are due to the different electronegativities of S and Se, which affects how favourable it is for the muon to localise near these atoms.

It is also shown that, despite failing to reproduce the insulating ground state of $\text{GaV}_4\text{S}_8$, the PBE functional is sufficient to accurately determine the muon stopping site. The muon sites obtained are the same as those found using the LDA+U functional with $U = 2.5$ eV, which successfully captures the insulating ground state. This illustrates that it may not be necessary to successfully reproduce all material properties in order to get an accurate estimate of the muon stopping site. Finally, I show that by evaluating the dipolar fields at the muon sites for a candidate magnetic structure, the fields experience by the muons at these sites can be compared with those corresponding to the observed muon precession frequencies.

### 4.4 Example 2: $\text{URu}_2\text{Si}_2$ and $\text{CeRu}_2\text{Si}_2$

The heavy fermion system $\text{URu}_2\text{Si}_2$ has been the subject of several $\mu^+\text{SR}$ studies [131, 132, 133, 134], with the most recent of these measurements carried out by my colleague Murray Wilson. However, the muon stopping site in $\text{URu}_2\text{Si}_2$ was not previously known, which has prevented quantitative estimates of the sizes of magnetic moments being made from these measurements. With calculation of the
muon stopping site using DFT, reported in this section, this is no longer the case.

The isostructural compound CeRu$_2$Si$_2$ has also been the subject of many $\mu^+$SR studies [135, 84, 136, 137]. The most relevant of these is the experimental determination of the $\mu^+$ site in transverse-field measurements by measuring the angular and temperature dependence of $\mu^+$ Knight shifts [84]. This provides experimental values for the components of the dipolar tensor which can be compared with those calculated for a candidate muon site. The muon stopping site in CeRu$_2$Si$_2$ was calculated in order to determine whether DFT obtains a stopping site that is consistent with these measurements. Comparison can also be made between the sites calculated for URu$_2$Si$_2$ and CeRu$_2$Si$_2$, which might be expected to be similar on account of their structural similarity.

### 4.4.1 Background

The heavy fermion metal URu$_2$Si$_2$ has been the subject of considerable research interest over the past three decades [138]. The low-temperature specific heat of URu$_2$Si$_2$ exhibits two phases transitions [139]. The transition at $T = 1.1$ K is known to result in a superconducting state at lower $T$. On the other hand, the nature of the second order phase transition at 17.5 K [140, 141] to an enigmatic “hidden order” phase is less well understood, with the name given to this phase reflecting the fact that its order parameter is unknown. A first-order transition into a large moment antiferromagnetic state (LMAF) with a moment of 0.4 $\mu_B$ [142] at a critical pressure of 0.5–0.8 GPa was observed used neutron scattering [143] and $\mu^+$SR [131]. Furthermore, $\mu^+$SR [132, 133] and NMR measurements [144] show that the weak antiferromagnetic moment seen at ambient pressure can be explained by a small volume fraction of the high-pressure LMAF state coexisting with the hidden order phase.

Another method to perturb the hidden order state of URu$_2$Si$_2$ is chemical doping. It has been found that doping of the silicon site has only a weak effect on the electronic state which may be explained by a chemical pressure effect [145, 146], whereas doping of the uranium [147, 148] and ruthenium [149, 150, 151, 152] sites cause much more dramatic changes in behaviour. A recent $\mu^+$SR study [134] found
that when doping the ruthenium site with Fe or Os, the antiferromagnetic state exists down to low doping levels for both dopants and that the internal field seen by the muon increases with doping. Knowledge of the muon stopping site could be used to determine how the magnetic moment changes between these samples and to explore the possibility of whether the muon stopping site is likely to change with doping.

The isostructural compound CeRu$_2$Si$_2$ appears to be close to a local-moment-magnetism transition, as can be seen from its extreme sensitivity to internal pressure (applied by chemical substitution of Si for Ge, for example). It was originally classified as one of the few heavy-fermion systems exhibiting a Fermi-liquid paramagnetic ground state, but this picture was changed by $\mu^+$SR measurements on single crystals [135].

$\mu^+$SR measurements were first dedicated to determining the $\mu^+$SR stopping site by analysing the angular and temperature dependence of the muon Knight shift [136, 84]. These measurements are discussed in more detail in Section 4.4.3, where the stopping site obtained from density functional theory calculations is compared to the one determined experimentally. Zero-field studies at very low temperature were undertaken to probe for the occurrence of static magnetism [136]. These measurements suggest a field distribution with zero average values and a spread of 0.02 mT at the muon site which was proposed to be due to static Ce moments of order $\mu_s \approx 10^{-3} \mu_B$ ordering in a complicated (possibly incommensurate) structure. The dynamics of the $f$ electrons at high temperatures was investigated using transverse-field $\mu^+$SR measurements [137]. These obtain an estimate of $\approx 0.6 \mu_B$ for the fluctuation Ce moments, much higher than the static moments measured below 2 K using ZF $\mu^+$SR. Longitudinal field measurements at low temperature exhibit a small relaxation rate that suggests the presence of small $f$-spin fluctuations below 2 K [135]. Hence the $\mu^+$SR data seem to indicate the coexistence of static ultrasmall-moment magnetism and dynamical $f$-spin fluctuations involving much larger moments at low temperatures.
4.4.2 Muon stopping sites

I have carried out density functional theory (DFT) calculations in order to determine the muon stopping sites in both of these compounds. For URu$_2$Si$_2$, structural relaxations were carried out on a supercell comprising $2 \times 2 \times 1$ body-centred tetragonal cells of URu$_2$Si$_2$. I worked within local spin density approximation (LSDA), which has previously been shown [153] to produce results consistent with the known experimental properties of URu$_2$Si$_2$. I use a plane-wave cutoff energy of 2700 eV and a $3 \times 3 \times 3$ Monkhorst-Pack grid [69] for Brillouin zone integration, resulting in total energies that converge to 0.01 eV/atom.

Candidate structures comprising a muon and the URu$_2$Si$_2$ supercell were generated by requiring the muon to be at least 0.5 Å away from each of the muons in the previously generated structures (including their symmetry equivalent positions) and at least 1.0 Å away from any of the atoms in the cell. This resulted in 19 structures which were subsequently allowed to relax.

I identified two distinct muon stopping sites in this material (see Figure 4.9). In site 1 (Figure 4.9, black spheres) the muon sits 0.68 Å above the centre of the bottom edges of the unit cell [fractional coordinates (0.009,0.499,0.071)]. I note that this position is slightly displaced from the minimum in the electrostatic potential which lies at the centre of the line joining nearest neighbour uranium atoms in the basal plane. The local geometry of the muon for both sites is shown in Figure 4.10. The distortions to nearby atoms are all small for site 1, with the nearby U atoms being displaced by around 0.1 Å away from the muon. In site 2 [Figure 4.9, white spheres, fractional coordinates (0.189,0.193,0.164)] the muon is coordinated by a U and a Si atom [see Figure 4.10(b)]. The displacement of the nearest U atom is significantly larger for site 2 ($\approx 0.2$ Å) than for site 1. Site 2 is around 0.45 eV higher in energy than site 1.

The local magnetic field at the site is the sum of the dipolar, hyperfine, Lorentz and demagnetising fields. In the large-moment antiferromagnetic state (LMAF) with a moment of 0.4 $\mu_B$ [142], the Lorentz and demagnetising fields are zero. The hyperfine field at the muon site cannot be neglected a priori. In fact, Knight shift measurements on heavy fermion systems [84] suggest that this contribution is com-
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Figure 4.9: The two crystallographically distinct muon stopping sites in URu$_2$Si$_2$ and their symmetry equivalent positions. The lower energy site (site 1) is represented by black spheres and the higher energy site (site 2) by white spheres. I also show the electrostatic potential of the host crystal, visualised using VESTA [154].

parable to the dipolar contribution in these systems and I will return to the hyperfine field shortly. I have calculated the dipolar field at both candidate stopping sites using MUESR [112] and present the results in Table 4.3. The local distortions induced by the muon are seen the reduce the dipolar field at both candidate stopping sites, with the reduction being small for site 1 and much larger for site 2 on account of the relative sizes of the displacements of the nearby magnetic U ions.

The dipolar field at site 1 is along the $c$ axis, consistent with experiment [134]. On the other hand, the field at site 2 has a significant component in the $ab$ plane. I therefore propose that site 1 is the muon stopping site that is realised in this material. Inclusion of the hyperfine field would not be expected to change the direction of the field at the muon site, as the transferred hyperfine field due to the RKKY interaction is either parallel or antiparallel to the direction of the localised moments [8], which
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![Figure 4.10](image)

Figure 4.10: The local geometry of the muon site for (a) site 1 and (b) site 2.

Table 4.3: Relative energies and dipolar fields at each of the candidate muon stopping sites. $B_{\text{undist}}$ denotes the dipolar field at the position of the muon in the unrelaxed structure. $B_{\text{dist}}$ takes into account the changes to the dipolar field resulting from the muon-induced displacements of the nearby magnetic ions.

<table>
<thead>
<tr>
<th>Site no.</th>
<th>Energy (eV)</th>
<th>$B_{\text{undist}}$ (mT)</th>
<th>$B_{\text{dist}}$ (mT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>88.1</td>
<td>83.5</td>
</tr>
<tr>
<td>2</td>
<td>0.45</td>
<td>66.6</td>
<td>42.1</td>
</tr>
</tbody>
</table>

also lie along the $c$ axis.

For calculations on CeRu$_2$Si$_2$, I again used a $2 \times 2 \times 1$ supercell and generated initial positions by requiring the muon to be at least 0.35 Å away from each of the muons in the previously generated structures (including their symmetry equivalent positions) and at least 1.0 Å away from any of the atoms in the cell (which resulted in 32 initial positions). I used a plane-wave cutoff energy of 490 eV, which results in atomic energies that converge at the level of around 0.1 eV/atom and used a $2 \times 2 \times 2$ Monkhorst-Pack grid [69] for Brillouin zone sampling. The PBE functional [67] was used, with the system treated as non-spin-polarised. The lower cutoff energy and $k$-point sampling compared to those used for URu$_2$Si$_2$ reflects the fact that the stopping sites in URu$_2$Si$_2$ were observed not to change significantly when comparing the results of structural relaxations using the parameters reported earlier and those using values similar to those listed here and hence this lower level of accuracy is also likely to be sufficient to accurately determine the muon stopping sites in the isostructural CeRu$_2$Si$_2$ (at a reduced computational cost).

Structural relaxations result in a muon stopping site that is very similar to site 1 in URu$_2$Si$_2$ [the lowest energy site has fractional coordinates (0.497, 0.005, 0.072)].
One initial position relaxed to a site similar to site 2 in URu$_2$Si$_2$, with this site having an energy 0.36 eV higher in energy than site 1. However, given the lower energy of site 1 and the fact that nearly all of the initial positions relaxed into this structure (implying it has a larger basin of attraction) I conclude that there is a single crystallographically distinct stopping site in CeRu$_2$Si$_2$. This site is shown in Figure 4.11 where I also show the electrostatic potential of the unperturbed crystal. The minima of the electrostatic potential has a very similar shape to that of URu$_2$Si$_2$ (Figure 4.9) which likely explains why the muon sites obtained are the same for both compounds.

**Figure 4.11:** Candidate muon stopping sites in CeRu$_2$Si$_2$ and their symmetry equivalent positions. The site obtained from DFT is represented by black spheres and is distinct from the site previously proposed on the basis of Knight shift measurements [84] (white spheres). I also show the electrostatic potential of the host crystal, visualised using VESTA [154].
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4.4.3 Discussion

The $\mu^+$ stopping site in Ce$_2$Ru$_2$Si$_2$ has previously been determined experimentally from measurements of the $\mu^+$ Knight shift [84]. The Knight shift [155] measures the shift in the nuclear magnetic resonance frequency of a paramagnetic substance away from the applied field. Applied to muons, the Knight shift measures the shift between the the local magnetic field at the muon site $B_\mu$ and the external field $B_{\text{ext}}$ and is defined as

$$K_{\text{exp}} = \frac{B_{\text{ext}} \cdot (B_\mu - B_{\text{ext}})}{B_{\text{ext}}^2}. \quad (4.3)$$

As the Lorentz and demagnetising fields at the muon site do not provide microscopic information, it is more common to refer to the so-called muon Knight shift,

$$K_\mu = \frac{B_{\text{ext}} \cdot (B_\mu - B_L - B_{\text{dem}} - B_{\text{ext}})}{B_{\text{ext}}^2}, \quad (4.4)$$

in which the contributions from the Lorentz field $B_L$ and the demagnetising field $B_{\text{dem}}$ have been subtracted. For rare-earth or actinide compounds, the muon Knight shift can be written as $K_\mu = K_0 + K_f$, where $K_0$ and $K_f$ correspond to the contributions of the internal fields arising from the polarisation of conduction electrons and localised $f$-moments induced by the external field $B_{\text{ext}}$ respectively. $K_0$ is proportional to the Pauli susceptibility which is usually temperature independent and isotropic. Thus the angular and temperature dependence and angular dependence of $K_\mu$ will arise solely from $K_f$.

$K_f$ is usually much larger than $K_0$ and comprises two contributions from the localised $f$-moments: (i) the dipolar interaction between the $f$-moments and $\mu^+$ and (ii) an increased hyperfine contact field due the additional spin polarisation of conduction electrons at the $\mu^+$ site through the Ruderman-Kittel-Kasuya-Yosida interaction. Both contributions are proportional to the component of susceptibility associated with the $f$-moments $\chi_f$ and the muon Knight shift can be written as [84]

$$K_\mu = \frac{1}{B_{\text{ext}}^2} (B_{\text{ext}} \cdot A_f \cdot \chi_f \cdot B_{\text{ext}}) = \frac{1}{B_{\text{ext}}^2} (B_{\text{ext}} \cdot A_{\text{dip}} \cdot \chi_f \cdot B_{\text{ext}}) \cdot \frac{1}{B_{\text{ext}}^2} (B_{\text{ext}} \cdot A_c \cdot \chi_f \cdot B_{\text{ext}}), \quad (4.5)$$

where $A_{\text{dip}}$ is the dipolar coupling tensor and $A_c$ is the hyperfine contact coupling tensor. The dipolar coupling tensor depends on the vectors $r$ joining the $f$-moments
and the $\mu^+$ site, with its components given by
\[
A_{\text{dip}}^{ij} = \sum \frac{1}{r^3} \left( \frac{3r_i r_j}{r^2} - \delta_{ij} \right),
\]
where the sum is over all of the $f$-moments in the Lorentz sphere. On the other hand $A_c$ is normally isotropic. Therefore the determination of $K_{\mu}$ along the principal crystallographic directions allows one to extract $A_{\text{dip}}$ and $A_c$, with knowledge of the former yielding information about the $\mu^+$ stopping site.

The muon stopping site with fractional coordinates $(\frac{1}{2} \frac{1}{2} 0)$ obtained on the basis of Knight shift measurements [84] is different to the one obtained here using DFT, with both of these sites shown in Figure 4.11. However, I argue that my calculated site may also be consistent with the observed scaling of the muon Knight shift. In the analysis of the muon Knight shift it was assumed that the muon stopping site has an axial symmetry, which results in a simplification of Equation (4.5) for fields applied parallel to and perpendicular to the crystallographic $c$ axis. The assumption of axial symmetry constrains the components of the dipolar tensor to satisfy $A_{\text{dip}}^{xx} = A_{\text{dip}}^{yy}$ (which also means $A_{\text{dip}}^{xx} = -\frac{1}{2} A_{\text{dip}}^{zz}$ as the dipolar tensor is traceless). While the calculated muon site has $A_{\text{dip}}^{zz} = -0.128$ T/$\mu$B, in reasonable agreement with the experimental value $A_{\text{dip}}^{zz} = -0.124$ T/$\mu$B [84], it lacks the symmetry assumed in the analysis that allowed this component of the dipolar tensor to be extracted from measurement of the muon Knight shift. This analysis also suggests that there is a significant hyperfine contribution to the field at the muon site, obtaining $A_c = -0.086$ T/$\mu$B. As can be seen in Figure 4.11, applying the symmetry operations of the crystal to the muon stopping site obtained from DFT generates sites that lie approximately along the $a$ axis and $b$ axis respectively. For $\mathbf{B}_{\text{ext}}$ parallel to [110] the previous analysis remains valid as, while $A_{\text{dip}}^{xx} \neq A_{\text{dip}}^{yy}$, their sum is still equal to $-A_{\text{dip}}^{zz}$. However, for applied fields in the basal plane, but not along [110], this set of sites will split into two subsets of magnetically inequivalent sites (whereas the previously proposed site would not). Thus, while a full angular scan of the $\mu^+$ precession frequency in the $ab$ plane would be able to distinguish between these two sites, the site calculated here cannot be ruled out on the basis of these Knight shift measurements.

The fact that the site calculated for CeRu$_2$Si$_2$ is not incompatible with the ex-
permanently proposed site is reassuring for validity of the muon sites calculated for URu$_2$Si$_2$, given that the sites were found to be almost identical for these isostructural compounds. However, I note that assuming a muon site ($\frac{1}{2} \frac{1}{2} 0$) in URu$_2$Si$_2$ would result in a nearly-identical estimate for the magnetic field at the muon site as obtained for the calculated site. This is due to the fact that, in the ordered state, the U moments are found to lie along the $c$ axis [156, 157, 158] and therefore the only component of the dipolar tensor we are sensitive to is $A_{dip}$, which is nearly identical for the two candidate sites (the off-diagonal elements vanish due to symmetry in both cases).

4.4.4 Summary

Muon stopping sites were calculated for the heavy fermion systems URu$_2$Si$_2$ and CeRu$_2$Si$_2$. In URu$_2$Si$_2$, structural relaxations obtain two crystallographical distinct stopping sites, with the lower energy site sitting close to the minimum of the electrostatic potential of the unperturbed system. However, dipolar field calculations demonstrate that only the lower energy site produces a field that lies along the $c$ axis, which was found to be the case experimentally [134]. Therefore it is proposed that only the lower energy site is realised in practice.

The muon stopping site obtained for the isostructural compound CeRu$_2$Si$_2$ is found to be the same as the one in URu$_2$Si$_2$, but is distinct from the site previously proposed on the basis of Knight shift measurements [84]. However, without further knowledge of the angular dependence of the Knight shift it is not possible to conclusively distinguish between these sites, highlighting one of the potential limitations associated with determining muon stopping sites experimentally.

4.5 Conclusion

There has been significant progress in the determination of muon stopping sites using density functional theory (DFT) over the past several years. There is a growing list of examples where knowledge of the muon stopping site (calculated using DFT) has formed a vital part of the interpretation of $\mu^+$SR data. There has also been
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significant progress in the development on new methods, with much of this work focussed on providing tools to facilitate these types of calculations. My contribution towards this goal is the MuFinder program, which aims to automate the workflow required to calculate muon stopping sites using DFT, thereby making it easier for non-experts to carry out these calculations to support their $\mu^+$SR measurements.

In this chapter I have presented two case studies of muon stopping site calculations that I have carried out. A finding of both of these studies is the similarity of the muon stopping sites for isostructural compounds. (This was also found for the isostructural pair CoTi$_2$O$_5$ [100] and FeTi$_2$O$_5$ [101].) This suggests that as the number of applications of DFT+$\mu$ grows, it should be possible to estimate muon stopping sites based on those reported for similar systems. These studies also illustrate that it is not necessary to accurately reproduce all of the materials properties within DFT in order to obtain reliable estimates of the muon stopping site. This is a very important result, as $\mu^+$SR is often used to study highly correlated systems whose physics is difficult to capture using DFT.

Although the list of systems for which it is possible to determine the muon site experimentally is relatively small, comparison of these sites with those obtained from DFT+$\mu$ is an important step in assessing the reliability of these calculations. The insulating fluorides [36, 37] are a good example of this as is the case of MnSi [98], where the muon stopping sites were independently obtained from measurements of the muon Knight shift and DFT calculations, with both methods yielding the same sites. Ce$_2$Ru$_2$Si$_2$ is just one member of a series of heavy fermion compounds in which the muon site has been determined using Knight shift measurements [84] and the other systems in this series would also provide good tests for the accuracy of stopping sites obtained using DFT, especially given the complicated physics in these systems.
Chapter 5

Local magnetism, magnetic order and spin freezing in the ‘nonmetallic metal’ FeCrAs

This chapter reports the results of muon-spin relaxation ($\mu^+$SR) measurements on the iron-pnictide compound FeCrAs. These measurements indicate a magnetically ordered phase throughout the bulk of the material below $T_N=105(5)$ K. There are signs of fluctuating magnetism in a narrow range of temperatures above $T_N$ involving low-energy excitations, while at temperatures well below $T_N$ behaviour characteristic of freezing of dynamics is observed, likely reflecting the effect of disorder in our polycrystalline sample. Using density functional theory (DFT) and dipolar field calculations a distinct muon stopping site in this compound is proposed. The structural distortions induced by the implanted muon at this site are shown to be minimal, suggesting that the muon remains a faithful probe of the magnetic properties of the system.

This chapter is based on work published in Ref. [159], where polarised non-resonant x-ray scattering data on a single crystal and susceptibility measurements on our polycrystalline sample are also reported. The $\mu^+$SR data in this chapter were collected by collaborators, but all of the analysis of the data and discussion of the muon site is my own.
5.1 Introduction

Landau’s Fermi liquid theory is perhaps the closest condensed matter physics has to a “standard model”. However, metallic states not described by the Fermi liquid model are known to exist in many strongly correlated electron systems such as doped cuprates, quantum critical metals and disordered Kondo lattices [160]. Iron-pnictide superconductors also show non-Fermi-liquid behaviour, most notably incoherent charge transport above a magnetic spin-density-wave transition, typically found at \( T_{SDW} \approx 150 \) K [161, 162, 163]. Recent examples of materials which behave neither as a metal nor an insulator include high temperature superconducting cuprates [164], heavy fermion systems [165, 166], iron-based chalcogenides [167, 168, 169], and oxyselenides [170, 171, 172]. Common to both cuprates [173] and iron-based superconductors [174] is the emergence of high-temperature superconductivity from the suppression of the static antiferromagnetic order in their parent compounds. The interplay between magnetism and unusual electronic transport is also evident in systems exhibiting a quantum critical point (QCP) arising from magnetic frustration [175] and in heavy-fermion superconductors, whose low temperature non-Fermi-liquid normal state most often derives from a nearby antiferromagnetic QCP [176].

The ‘nonmetallic metal’ [177] FeCrAs is a strongly correlated electron system, with local physics dominated by complex antiferromagnetism, magnetic frustration and charge fluctuations. Thermodynamic measurements show Fermi liquid-like specific heat; but resistivity has a non-metallic character [178]. FeCrAs crystallises in the hexagonal \( P\overline{6}2m \) space group [179, 180, 181] with Cr and Fe forming alternating two-dimensional lattices along the \( c \) axis (see Figure 5.1). Cr forms layers with the structure of a distorted kagome lattice where the Cr–Cr distances are approximately constant. The Fe layers form a triangular lattice of three atom trimer units. The As is interspersed throughout both the Fe and Cr layers, as well as in between.

Despite strong geometric frustration of the Cr sublattice, these moments are observed to order at \( T_N \approx 125 \) K with an antiferromagnetic propagation vector of \( \mathbf{k} = (1/3, 1/3, 0) \). Neutron diffraction [182] suggests that the ordered state has small moments between 0.6 and 2.2 \( \mu_B \) on the Cr atoms and, surprisingly, no detectable
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Figure 5.1: Structure of FeCrAs, showing (a) unit cell viewed along the $c$ axis and (b) Fe trimers and Cr kagome planes.

moment on the Fe sublattice. Mössbauer spectra [183] show no magnetic splitting on the iron sites until far below $T_N$, and even at the lowest temperatures a splitting of only $(0.10 \pm 0.03)\mu_B$ per Fe is observed. (Based on our findings, it seems likely that this tiny moment results from disorder in the polycrystalline samples used.) Fe moments are also absent in x-ray emission spectroscopy, which found a suppressed Fe K $\beta'$ line [184]. These studies show that, in contrast to iron-based pnictides, any static or dynamic Fe moment in FeCrAs is negligibly small at any temperature.

Theoretical studies have sought to explain the unusual metallic properties of FeCrAs. A model in which Heisenberg spins on the Cr kagome lattice couple either ferromagnetically or antiferromagnetically to Heisenberg spins at the average positions of a trimer results in a phase diagram consistent with the observed magnetic order [185]. A further theoretical study [186] of the system addressed the lack of static moments on the Fe atoms, by assuming that there are well-defined local moments on the Fe sites and showed not only that the Fe sublattice would play a role in stabilising the magnetic order on the Cr sublattice, but that the electronic state on the Fe sublattice could be a $U(1)$ spin liquid phase that survives in the presence of the magnetic Cr sublattice. An alternative “Hund’s metal” scenario [187, 188, 189] has been proposed involving localised moments coupling to itinerant electrons. Most recently [189] neutron scattering revealed that, despite the occurrence of magnetic ordering of the Cr sublattice with a mean field critical exponent at low temperatures, the dynamic response resembles that of an itinerant magnetic system at very
high characteristic energies. The high energy scale of these excitations leaves open the possibility that the nonmetallic resistivity of FeCrAs at high temperature arises from scattering from spin and orbital fluctuations which are enhanced by magnetic frustration. Even below $T_N$, despite the probable absence of magnetic moments on the Fe sites, the fact that the ordered Cr moments are not fully polarised, but rather vary in size between 0.6 and 2.2 $\mu_B$, allows for a scenario involving scattering of the conduction electrons from longitudinal fluctuations of the magnetic moment on the Cr sublattice, giving a possible mechanism for the continuation of the nonmetallic resistivity to the lowest temperatures.

In this chapter, muon-spin spectroscopy ($\mu$+SR) is used to probe the low-temperature order and dynamics in the magnetic state of FeCrAs. The sample is magnetically ordered throughout the bulk below $T_N = 105$ K, showing no evidence of phase separation. However, there is evidence of low-energy spin excitations entering the time window of $\mu$+SR below around 130 K, providing evidence of slow spin dynamics in FeCrAs that likely reflect fluctuations of the Cr moments. Below $T = 20$ K a freezing of dynamics is observed, and this likely results from low-level disorder in the polycrystalline samples of this frustrated system. The muon stopping site in this material is calculated using density functional theory (DFT) and it is found that the muon does not introduce any significant structural distortions in this system.

## 5.2 Experimental

A polycrystalline sample of FeCrAs was prepared by Wenlong Wu and Stephen Julian at the University of Toronto, following the recipe given in Ref. [190]. The sample was obtained by crushing high quality single crystals, and then removing any ferromagnetic grains with a magnet. Such ferromagnetic grains are thought to contain iron inclusions. In subsequent magnetisation measurements on these powder samples no magnetic hysteresis loops, that would be indicative of ferromagnetic domains, were resolved.

Muon-spin relaxation ($\mu$+SR) measurements were made on a polycrystalline sample using the GPS instrument at the Swiss Muon Source (S$\mu$S), Paul Scherrer Insti-
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Example zero-field (ZF) $\mu^+$SR measurements made at S$\mu$S on a polycrystalline sample of FeCrAs are shown in Figure 5.2. Below $T = 105$ K, rapid oscillations are present in the early times of the asymmetry spectra, characteristic of quasistatic long range magnetic order (LRO) at the muon stopping site. These oscillations comprise a single frequency, which suggests a single magnetically distinct muon stopping site in the material or, more likely for this system, a single crystallographically distinct site experiencing a range of fields centred on the field corresponding to muon precession frequency. The variance of local fields experienced at this site will then contribute to the observed rapid relaxation of the oscillations. To parametrise the oscillations, the first 0.05 $\mu$s of the spectra were fitted to a function

$$A(t) = A_1 e^{-\lambda t} \cos(2\pi \nu t + \phi) + A_2,$$  \hspace{1cm} (5.1)

where $A_1$ is the asymmetry due to muons precessing, whereas $A_2$ reflects muon-spin components aligned parallel to the internal magnetic field along with any implanting the sample holder.

The amplitudes $A_1$ and $A_2$ were allowed to vary, but it was consistently found that $A_1 \approx 2A_2$ for all $T < 105$ K. This is expected in a (quasistatic) magnetically ordered polycrystalline sample, where 2/3 of the initial muon polarisation is expected to initially lie perpendicular to the local magnetic field and contribute to the precession signal, while 1/3 is expected to lie along the local field direction and contribute a constant. This suggests that the sample is magnetically ordered throughout its bulk with all muon sites subject to the same magnetic field distribution. Additionally in this measurement, where the sample is mounted on a fork, there is very little...
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Figure 5.2: Temperature dependence of the precession frequency $\nu$ observed in zero-field $\mu^+\text{SR}$ measurements made at S$\mu$S with an $S = 3/2$ mean-field fit. Inset: Data and fits to the first 0.05 $\mu$s of the asymmetry spectra measured at several temperatures.

background contribution from the sample holder. A fixed phase offset of $\phi = -62^\circ$, determined from a low-temperature fit, was required to ensure good fits. Non-zero phases, such as those observed here, have been observed in other $\mu^+\text{SR}$ experiments [191, 135] and often result from an asymmetric magnetic field distribution or, likely in this case, from difficulty in resolving features at early times in the spectra. The relaxation rate $\lambda_f$ was found to be relatively large and approximately independent of temperature and so was fixed at its average value $\lambda_f = 173 \, \mu\text{s}^{-1}$.

In light of recent neutron diffraction measurements, where mean-field-like behaviour was reported [189], the extracted muon precession frequency was fit according to mean-field theory. An $S = 3/2$ fit, appropriate for Cr$^{3+}$, yielded $T_N = 105(5)$ K and $\nu_{\text{sat}} = 104(1)$ MHz for the saturation magnetisation. This value of $T_N$ is somewhat lower than the transition temperature of 125 K obtained from measurements of magnetic susceptibility and heat capacity on single crystals [192], but is in good agreement with magnetic susceptibility measurements made on our...
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polycrystalline sample [159].

Above $T_N$ the spectra comprise a fast-relaxing component ($\lambda \approx 300$ MHz for $T = 110$ K) and a component that relaxes very slowly (i.e. it is approximately constant on the time scale of the oscillations). On cooling from $\approx 130$ K to $\approx 80$ K there is a significant increase in the amplitude of the fast-relaxing component, accompanied by a drop of the other. This behaviour is attributed to slow fluctuations entering the muon time window in this regime below.

To investigate the possibility of multiple magnetic phases or other contributions to the muon depolarisation, measurements were made at ISIS in an applied weak transverse field (wTF) of magnitude $B_0 = 2$ mT. This field is small compared to the internal magnetic field below 100 K and so only those muons not in sites subject to the large internal field will be seen to precess at a frequency $\nu_0 = \gamma \mu B_0/2\pi = 0.28$ MHz. As seen in Figure 5.2, the asymmetry from muons with spin components perpendicular to the internal magnetic field decays within 0.05 $\mu$s, so is not resolvable with the time resolution available at ISIS. In the absence of dynamic fluctuations, the 2/3 of the muon spin components perpendicular to the internal fields is therefore expected to be quickly dephased from the spectrum, with the remaining 1/3 fixed along the large, static internal field direction and contributing a constant offset. This gives rise to the so-called 1/3-tail, which can only be relaxed by dynamics in the local magnetic field distribution. The spectra were therefore fitted to a function of the form

$$A(t) = A_{\text{rel}} e^{-\lambda_{osc} t} \cos(2\pi \nu_0 t + \phi_0) + A_b,$$

(5.2)

where the phase $\phi_0$ was varied to ensure good fits. The resulting temperature dependence of the relaxing asymmetry $A_{\text{rel}}$, the relaxation $\lambda_{osc}$ and the baseline asymmetry $A_b$ is shown in Figure 5.3.

On crossing $T_N$ from above, the oscillating component of the asymmetry $A_{\text{rel}}$ [Figure 5.3(a)] drops slowly by $\approx 15\%$, decreasing from from 22% at 130 K to 7% at 80 K, and does not vary significantly at lower temperatures. (This behaviour of $A_{\text{rel}}$ is consistent with the asymmetry measured at $\text{S\muS}$ in this region described above.) The width in temperature of the change in $A_{\text{rel}}$ is much broader than that typically observed in magnetic ordering transitions [23, 193, 194, 195]. However, there is an
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Figure 5.3: Results of fitting Equation (5.2) to the wTF results, showing the temperature evolution of (a) relaxing asymmetry \( A_{rel} \), (b) relaxation parameter \( \lambda_{osc} \) and (c) baseline asymmetry \( A_b \). The temperature dependence of the phase \( \phi_0 \) is shown inset in (a). Temperature dependence from ZF measurements of (d) relaxing asymmetry \( A_{rel} \), (e) relaxation parameter \( \lambda_s \) and (f) lineshape parameter \( \beta \).
abrupt change in shape of the spectra measured at $S\mu S$ at $T = 105$ K, so it is unlikely that the system enters a magnetic state through a broad ordering transition starting at $T \approx 130$ K. Instead the loss of $A_{\text{rel}}$ on cooling and the rapid relaxation seen in the $S\mu S$ data can be attributed to dynamic fluctuations that have spectral density in the muon time window at temperatures $80 \lesssim T \lesssim 130$ K. In the $S\mu S$ data, the relaxation rate of the fast-relaxing component at $T = 110$ K is $\lambda \approx 300$ MHz, which is sufficiently rapid to dephase this component of the asymmetry at the ISIS time resolution. Approximating the variance of the field distribution by the field measured in the ordered state $\Delta \approx 2\pi \nu(T = 0) \approx 2\pi \times 100$ MHz, this relaxation rate corresponds to fluctuations with correlation times $\tau \approx 10^{-9}$ s. These fluctuations correspond to energies $\Delta E = \hbar/\tau \approx 1$ $\mu$eV, much lower in energy than the lowest energy magnetic mode ($\approx 3$ meV) found using inelastic neutron scattering [189].

The wide temperature range over which the change in $A_{\text{rel}}$ occurs implies that the muons experience a range of relaxation rates that result in differing fractions of the asymmetry being dephased from the spectra as a function of temperature. Above $T_N$, muons could be subject to magnetic fields with different magnitudes and/or correlation times depending their positions relative to the correlated spins. Additionally, the morphology of our polycrystalline sample, that likely contributes to the low temperature behaviour discussed below, may also result in muons that occupying sites in differently shaped crystallites experiencing slightly different relaxation rates.

The drop in $A_{\text{rel}}$ between 130 K and 80 K indicates that 15% of the asymmetry is due to muons in sites where there are large internal magnetic fields well below $T_N$. Below $T_N$ the only muons that contribute to $A_{\text{rel}} = 7\%$ are those where there is no large magnetic field. These could reasonably be attributed to muons stopping in the sample holder, but might include muons that stop in regions of the sample where there is no strong magnetic field. The relaxation rate $\lambda_{\text{osc}}$ is very small and is consistent with being due to fluctuations in small fields experienced by those muons not subject to the large internal magnetic field. The rate $\lambda_{\text{osc}}$ shows a maximum slightly above the ordering temperature and a minimum around 80 K.

The baseline asymmetry offset $A_b$ [Figure 5.3(c)] is very small above $T \approx 140$ K.
It initially increases as temperature decreases down to $T \approx 80$ K, where it reaches a plateau around 4.5%, accounting, approximately, for those 1/3 of muon spins in magnetic sites aligned along the internal field direction. An unusual subsequent drop is seen in $A_b$ on cooling below 50 K. Given that the precession frequency seen in the SµS measurements does not show any anomaly in this region, the drop is suggestive of additional dynamics in the field distribution entering the muon time window and relaxing some fraction of the muon spins. These fluctuations are distinct from those entering the muon time window above $T_N$ as they affect only a fraction of the muons and freeze out on further cooling.

The temperature dependence of the phase $\phi_0$ [Figure 5.3(a), inset] likely reflects the fact that the precessing muons experience small fields whose complicated distribution changes when the system orders. In addition to the drop in $\phi_0$ close to $T_N$, there is a large discontinuous change in $\phi_0$ at around 20 K, coincident with the slowing of dynamics and freezing discussed in more detail below.

Further ZF measurements were made at ISIS to investigate the low temperature dynamics. Below $T_N$ in these measurements we detect the relaxation of those muons with their spin aligned in the direction of the internal magnetic field (expected to be 1/3 of the total muons for a quasistatically ordered system), that can only be relaxed by dynamic fluctuations. These relaxing spectra change their shape significantly over the temperature regime and so to parametrise them I fit the asymmetry $A(t)$ to a stretched exponential function,

$$A(t) = A_{\text{rel}} e^{-(\lambda_t t)^\beta} + A_{\text{bg}}.$$  \hspace{1cm}(5.3)

The background asymmetry $A_{\text{bg}}$ due to muons stopping in nonmagnetic sites is approximately constant and was therefore fixed to the value 3.5%, estimated from a high-statistics fit. \textnormal{(This value differs from the value of 7\% in the wTF measurements owing to the sample being remounted for the ZF measurements and covering a different fraction of the muon beam profile.)} The temperature dependence of the relaxing amplitude $A_{\text{rel}}$, the relaxation rate $\lambda_t$ and the lineshape parameter $\beta$ is shown in figure 5.3.

As seen in the wTF measurements, there is a change in the relaxing asymmetry $A_{\text{rel}}$ [Figure 5.3(d)] between $T \approx 120$ K and $T \approx 80$ K. Approximately two-thirds
of the relaxing asymmetry is lost on crossing $T_N$ from above, as expected from the arguments above and consistent with the material being magnetically ordered throughout its bulk. The lineshape parameter $\beta$ decreases with decreasing temperature across the ordering transition. Below $T_N$ the muon experiences approximately exponential relaxation due to electronic moments. Above $T_N$ the electronic moments fluctuate very rapidly and are motionally narrowed from the spectra, leaving the muon sensitive to quasistatic nuclear moments which result in approximately Gaussian relaxation.

The relaxation rate $\lambda_s$ reaches a local maximum just above $T_N$ due to a sudden increase in the magnitude of the local field from the ordering of electronic moments and the critical slowing of fluctuations, both of which contribute to a large relaxation rate. It then decreases with decreasing temperature before rising sharply below 40 K, peaking at $\approx 20$ K and remaining roughly constant at lower temperatures. This is suggestive of fluctuations slowing to be within the muon response time, followed by a subsequent freezing below 20 K.

## 5.4 Muon stopping site

In order to understand the origin of the contributions to the $\mu^+\mathrm{SR}$ signal, density functional theory (DFT) calculations were carried out to locate the most probable muon stopping sites and assess the degree of perturbation the muon-probe causes in the system. Calculations were carried out using the plane wave basis-set electronic structure code CASTEP [68] within the generalised gradient approximation (GGA), using the PBE functional [67].

A supercell comprising $2 \times 2 \times 2$ unit cells was used in order to minimise the effects of muon self-interaction resulting from the periodic boundary conditions. A cutoff energy of 800 eV was used, resulting in total energies that converge at the order of a few $\text{meV}$ per supercell and a $2 \times 2 \times 4$ Monkhorst-Pack grid [69] was used for $k$-point sampling. The system was treated as non-spin-polarised; spin-polarised calculations are likely to better capture the magnetic state of the system, but computation times were found to be prohibitive. The structure of the pristine crystal was allowed to
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Table 5.1: Lattice parameters and ion positions, taken from experiment [179, 180, 181] and from a DFT calculation (using the PBE functional).

<table>
<thead>
<tr>
<th></th>
<th>Experimental</th>
<th>DFT Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) (Å)</td>
<td>6.096</td>
<td>5.905</td>
</tr>
<tr>
<td>(c) (Å)</td>
<td>3.651</td>
<td>3.695</td>
</tr>
<tr>
<td>Fe((x_{\frac{1}{2}}))</td>
<td>0.2505</td>
<td>0.2502</td>
</tr>
<tr>
<td>Cr(x00)</td>
<td>0.5925</td>
<td>0.5838</td>
</tr>
</tbody>
</table>

Table 5.2: Positions of the muon sites in FeCrAs and their energies \(E\) relative to the most stable site. Also listed are calculated average dipolar magnetic fields \(\nu\) and field distribution widths \(\Delta\).

<table>
<thead>
<tr>
<th>Site</th>
<th>muon position</th>
<th>(E) (eV)</th>
<th>(\nu) (MHz)</th>
<th>(\Delta) (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cr layer, inside hexagon</td>
<td>-</td>
<td>88</td>
<td>44</td>
</tr>
<tr>
<td>2</td>
<td>Fe layer</td>
<td>0.12</td>
<td>29</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>Cr layer, inside triangle</td>
<td>0.40</td>
<td>50</td>
<td>18</td>
</tr>
</tbody>
</table>

Muons were placed in range of low-symmetry positions and the structure was allowed to relax (keeping the unit cell fixed). The relaxed geometries suggest three distinct candidate low-energy stopping sites (see Figure 5.4) with different energies. These are listed, in order of increasing energy, in Table 5.2.

In the lowest energy site [Figure 5.4(a)], a muon sits within one of the distorted hexagons in the Cr layer. In the second most stable site [Figure 5.4(b)] the muon sits in the Fe layer. This site is 0.12 eV higher in energy than the lowest energy site. The third most stable site [Figure 5.4(c)] is also in the Cr layer, but here the muon sits in the centre of one of the triangles making up the kagome lattice. This site is significantly higher in energy than the other two sites, being 0.4 eV higher in energy than the lowest energy site. For both sites in the Cr layer (sites 1 and 3) the nearest As ion is displaced by \(\approx 0.2\ \text{Å}\). Displacements of the Cr and Fe atoms are \(< 0.11\ \text{Å}\) for site 1. The ionic displacements in sites 2 and 3 are generally
smaller and are $< 0.06$ Å for Cr and Fe atoms. The muon-induced displacements of the magnetic ions in this system are slightly smaller than those I have previously calculated for the polar magnetic semiconductor GaV₄S₈ [116] (see Section 4.3), with the displacements of the V ions in this system being between $\approx 0.1$ Å and $\approx 0.2$ Å and much smaller than those calculated in the molecular spin ladder compound (Hpip)$_2$CuBr₄, where the nearest Cu$^{2+}$ ion is displaced by up to 0.77 Å [196] (see Chapter 6).

In the absence of strong muon–lattice interactions and screening of the $\mu^+$ charge, the minimum of the electrostatic potential provides a good candidate for the muon stopping site [2]. The electrostatic potential for FeCrAs is presented in Figure 5.5. In the Cr layer [Figure 5.5(a)], site 1 is slightly displaced from the local minimum, which may be due to the effect of shielding of the muon or from changes to the potential energy landscape due to ionic displacements induced by the muon (though as discussed above, these displacements are very small). The minimum corresponding to site 1 is seen to be a deeper minimum than the local minimum at site 3, explaining the relative stability of these two sites. In the Fe layers [Figure 5.5(b)] the muon stopping site is also close to the minimum of the electrostatic potential. From the symmetry of this layer it is clear that all of the minima in the Fe layer are equivalent and there is only one distinct minimum.
Figure 5.5: The electrostatic potential within (a) the Cr layer and (b) the Fe layer for FeCrAs. Blue colouring indicates regions that are attractive to a positive charge, red indicates regions that repel a positive charge. Also indicated are the positions of each of the stable muon sites. Data are visualised using the VESTA software [154].

5.5 Dipolar field calculations

The magnetic structure of FeCrAs has been determined using neutron scattering [182] and is shown in Figure 5.6. A supercell comprising $3 \times 3 \times 1$ unit cells is required to describe the non-collinear AFM magnetic structure. The magnetic unit cell (MUC) thus differs from the crystallographic unit cell and therefore sites that are crystallographically equivalent are not necessarily magnetically equivalent.

The total magnetic field at the muon site is the sum of dipolar, demagnetising, Lorentz fields and hyperfine interactions. However, as FeCrAs orders antiferromagnetically, the demagnetising and Lorentz field are zero. The dipolar coupling is therefore expected to be the dominant contribution to the field at the muon site. By considering the moments on the Cr sublattice only, the magnitude of the dipolar field (and therefore the expected muon precession frequency) was calculated at each of the muon stopping sites. The non-collinear antiferromagnetic magnetic structure means that each crystallographically distinct site corresponds to a set of magnetically distinct sites, each experiencing a different local magnetic field. For each distinct muon stopping site all of the crystallographically equivalent positions within the MUC were generated. Computing the dipolar field associated with each of these positions allows the average field and field distribution width, $\Delta = \gamma \mu \sqrt{\langle B \rangle - \langle B \rangle^2}$, associated with each of the classes of muon site to be calculated and these are reported in Table 5.2. Note that these fields have been calculated for the undistorted
Figure 5.6: The magnetic structure of the Cr layer in a $3 \times 3 \times 1$ magnetic unit cell. Moments of magnitude $0.635\, \mu_B$, $2 \times 0.635\, \mu_B$, and $4 \times 0.635\, \mu_B$ are coloured violet, orange and green respectively. No measurable moments were detected on the Fe sublattice [182].

structure, though as noted earlier, the displacements of the Cr ions due to implanted muon are very small.

The observation of a single muon precession frequency in the $\mu^+\text{SR}$ measurements suggests a single site being realised, which might be expected to be the lowest energy one. The average dipolar field at the lowest energy site is consistent with the observed precession frequency and so this stopping site is likely to be the one realised in the material. Displacements of the Cr and Fe atoms due to the presence of a muon at this site are small ($<0.11\, \text{Å}$ and $<0.6\, \text{Å}$ respectively), with the largest perturbation to the structure being a radial displacement of the nearest As atom of $0.2\, \text{Å}$. The lack of any significant structural distortions suggests that the implanted muon should not affect the magnetism measured in this system.

5.6 Discussion

The $\mu^+\text{SR}$ results indicate that upon cooling below $T \approx 130\, \text{K}$ magnetic fluctuations enter the muon time window that persist down to $T \approx 80\, \text{K}$. These fluctuations correspond to an energy scale $E \approx 1\, \mu\text{eV}$, much lower in energy than the magnetic dynamics measured previously [189]. Measurements made at S$\mu$S suggest a picture of this material adopting a magnetically ordered state with a magnetic correlation length long enough for coherent muon-spin precession to be resolved
below 105 K. The observation of a single oscillatory period in the asymmetry provides an approximate lower bound on this magnetic correlation length of around $10a$ (where $a$ is the nearest-neighbor spin separation) [23]. Below $T_N$ the material is quasi-statically magnetically ordered throughout the whole of its bulk, with no sizeable missing fraction of asymmetry (that could suggest phase separation, for example) Moreover, polarised non-resonant x-ray diffraction measurements carried out by coworkers at Durham University [159] confirmed the existence of ordered antiferromagnetism adopted by Cr moments and no detectable moment on the Fe atoms.

Evidence for a spin freezing transition at around 20 K is seen in magnetic susceptibility measurements on polycrystalline samples [159], but in high-quality single crystals a much weaker freezing transition is observed at much lower temperatures (below 10 K). The behaviour of $A_b$ in the wTF measurements [Figure 5.3(c)] and $\lambda_s$ in the ZF measurements [Figure 5.3(e)] is consistent with this spin freezing transition. This transition must open additional relaxation channels because it provides a means to relax the 1/3-tail rapidly on the ISIS timescale (thus decreasing $A_b$), with the peak in $\lambda_s$ suggesting a freezing of these dynamics. Our wTF measurements suggest that the low temperature dynamics do not affect all of the muons. The freezing likely results from disorder in the polycrystalline materials that relieves the frustration and which might be expected to result from strain or surface/edge states in the crystallites. We might speculate that the resulting edge states involve either the fluctuating component of the Cr moments, or fluctuating Fe spins whose moments are not reduced to zero by the unusual collective electronic state adopted by the material. Only those muons close to these spins would then experience the glassy freezing of these spin fluctuations.

### 5.7 Conclusion

In conclusion, an unusual electronic state is adopted by FeCrAs along with a magnetic structure comprising near-zero magnetic moments on the Fe sites. In the magnetically ordered phase, the material is ordered throughout the whole of its bulk.
Low-energy spin fluctuations enter the $\mu^+$SR time window below around 130 K, providing evidence of slow spin dynamics. Polycrystalline samples undergo an additional freezing of dynamics at low temperatures, likely representative of disorder relieving the frustration in the system.

The spin fluctuations observed in this study correspond to an energy scale $E \approx 1 \mu$eV and are much lower in energy than the magnetic dynamics measured previously using neutrons [189], demonstrating the importance of a multi-technique approach to study fluctuations at different timescales. This work also demonstrates the complementary nature of $\mu^+$SR measurements made at continuous and pulsed sources, with the large internal fields in the ordered state necessitating the time resolution afforded by a continuous source, whereas the longer time window provided by a pulsed source was required to study the slow dynamics in this system.

The conclusions of this study rely on the notion that the implanted muon faithfully probes the magnetic behaviour of the system in FeCrAs. DFT calculations of the muon stopping sites demonstrate that this is the case, with the muon causing minimal structural distortions to its host (see Chapter 6 for an example of where this is not the case). Furthermore, the dipolar field at the lowest energy muon site calculated using the known magnetic structure [182] is consistent with the measured muon precession frequency, providing evidence that this is indeed the muon stopping site realised in this material.

The DFT calculations also demonstrate that the electrostatic potential of the host crystal provides a good first approximation to the muon stopping sites in this system. Moreover, the symmetry of the unit cell and hence its corresponding potential energy landscape informs the number of crystallographically distinct stopping sites associated with each layer. Consideration of the unit cell symmetries in this manner can significantly reduce the number of initial positions (and hence the computational cost) required to successfully identify all of the crystallographically distinct muon stopping sites and has been subsequently incorporated in the algorithms used within the MuFinder program (see Section 4.2).
Chapter 6

Magnetic phases in the molecular spin ladder (Hpip)$_2$CuBr$_4$ probed with implanted muons

This chapter reports the results of muon-spin spectroscopy ($\mu^+\text{SR}$) measurements on the molecular spin ladder compound (Hpip)$_2$CuBr$_4$, [Hpip=(C$_5$H$_{12}$N)]. Using transverse-field (TF) $\mu^+\text{SR}$ we are able to identify characteristic behaviour in each of the regions of the phase diagram of the strong-rung spin ladder system (Hpip)$_2$CuBr$_4$.

Probable muon sites are calculated using density functional theory and are crucial to the interpretation of the experimental results. Calculation of the dipolar field at each of the distinct muon stopping sites allows these sites to be mapped to features in the TF $\mu^+\text{SR}$ Fourier spectra. My analysis suggests that the muon plus its local distortion can lead to a local probe unit with good sensitivity to the magnetic state.

The work presented in this chapter forms part of a collaborative study of molecular spin ladder compounds using $\mu^+\text{SR}$, published in Ref. [196]. The $\mu^+\text{SR}$ data in this chapter were measured and analysed by others working as part of this collaboration, with my contribution being the calculation of the muon stopping sites and the subsequent analysis of the muon states and magnetic field distributions for the interpretation of these data.
6.1 Introduction

Spin ladders represent a class of low-dimensional quantum magnets that occupy a regime of subtle behaviour which lies between the stark extremes of the one-dimensional chain or two-dimensional plane [45]. These materials are characterised by two antiferromagnetic exchange parameters: $J_{\text{rung}}$ along the ladder rungs and $J_{\text{leg}}$ along the ladder legs. For ladders with an even number of legs the ground states are magnetically disordered and show a gap in their excitation spectrum. [They are often described as quantum disordered (QD)]. An applied magnetic field $B_0$ acts to close the gap and, at a critical field $B_0 = B_c$, there exists a $T = 0$ quantum critical point (QCP) above which the excitation spectrum is gapless. In a one-dimensional spin system such as an isolated ladder, divergent phase fluctuations prevent the possibility of the high-field, gapless state showing long range magnetic order (LRO) and, instead, a spin Luttinger liquid (LL) state is realised. This gapless LL state is characterised by algebraically decaying spin correlations and, since it involves no symmetry breaking, is reached via a crossover rather than a phase transition for $T > 0$. Despite this, the change in spin correlations has been shown to be observable in thermodynamic measurements [197, 198]. The QCP and related physics in two-leg ladders has been extensively studied theoretically, but there has been comparatively little matching experimental work due to the scarcity of model systems with accessible energy scales. Figure 6.1(a) shows a schematic applied magnetic field-temperature phase diagram for a spin ladder.

Arguably the best studied and clearest example of LL physics has been found in a two-leg spin ladder system: the strong-rung coordination compound piperidinium copper halide $(\text{Hpip})_2\text{CuX}_4$ [where $(\text{Hpip}) = (C_5H_{12}N)$ and $X = \text{Br, Cl}$], whose phase diagrams are shown in Figure 6.1(b). The $X = \text{Br}$ compound $(\text{Hpip})_2\text{CuBr}_4$ has $J_{\text{leg}}/J_{\text{rung}} = 0.25$ and a phase diagram that reveals LL, quantum critical (QC) and QD regimes at low temperature, with a critical field, derived from magnetisation measurements, of $B_c = 6.7$ T at $T = 0$. Owing to the existence of a small three-dimensional coupling $J'$ there is also a region of 3D LRO within the LL dome below $T \approx 0.1$ K, where the inter-ladder exchange coupling leads to 3D magnetic ordering reminiscent of that shown by coupled spin dimers in an applied
magnetic field \[200\]. Above a saturation field \(B_{c2} = 13.8\) T the system becomes gapped, once again.

In this chapter I present local probe measurements of the magnetism in strong-rung spin ladder \((\text{Hpip})_2\text{CuBr}_4\). Implanted muons \([8, 1]\) are employed in the transverse field (TF) geometry, intended to probe the static magnetic field distribution in this system. Muon-spin relaxation (\(\mu^+\text{SR}\)) has previously been shown to be a sensitive local probe of static and dynamic effects in one- and two-dimensional coordination polymer molecular magnets \([53, 201, 92]\), in both TF and longitudinal-field (LF) configurations. The technique has also been shown to usefully probe the phase diagram and excitations in systems based on coupled antiferromagnetic dimers \([200]\) and in spin liquid systems \([202]\), whose low energy physics can also be viewed as being related to that of antiferromagnetically coupled, strongly interacting dimers. However, detailed investigations of spin ladders using \(\mu^+\text{SR}\) have not been possible until the recent commissioning of new spectrometers with high magnetic field and low temperature capabilities \([22, 203]\).

There is also a direct and useful correspondence between a spin Hamiltonian in an applied magnetic field and a lattice boson Hamiltonian in the grand canonical ensemble \([204]\), where the applied magnetic field acts as an effective chemical po-
tential for the boson excitations. For the 3D interacting dimer case, this gives us a picture of the magnetically ordered regime as being an analogue of a Bose Einstein condensate (BEC) for magnons. For the 1D spin ladder case, this picture shows that the applied field provides us with a control over the population of excitations within the LL state. The measurements on spin ladders presented here may therefore be viewed as providing a bridge between local probe results on the relatively well understood 3D dimer physics seen in systems such as Cu(pyz)(gly)(ClO$_4$) [200] and the BEC of magnons candidate NiCl$_2$·4SC(NH$_2$)$_2$ [205], as well as the more exotic case of spin liquid physics examined, for example, in Ref. [202]. Since spin ladder systems lie between these extremes, an understanding of the muon’s interaction with spin ladders is useful in interpreting the results of the more speculative work in the more complex spin liquid systems. Moreover, in cases such as the spin liquids, where $\mu^+\text{SR}$ has provided unique insights, it is especially important to assess the extent to which the implanted muon has the potential to perturb the intrinsic magnetic state.

I show here the ways in which implanted muons are sensitive to the different phases in spin ladder materials. Notably, my first principles calculations of the nature of the muon stopping site suggest that the muon’s sensitivity to the physics in these systems derives from a local distortion it makes to the crystal structure in its vicinity, which leads to a significant perturbation to the local magnetism (though in a quite different manner to that found in pyrochlore oxides [91]). Despite this, the muon continues to prove a useful probe of the global magnetic properties of the materials, allowing us in the case of (Hpip)$_2$CuBr$_4$, for example, to identify phase boundaries in agreement with those suggested by other techniques.

6.2 Experimental

TF $\mu^+\text{SR}$ measurements on (Hpip)$_2$CuBr$_4$ were carried out on single crystal samples at the Swiss Muon Source, Paul Scherrer Institute (Switzerland) using the HAL-9500 high field spectrometer. The crystals had approximate dimensions $5 \times 5 \times 1 \text{ mm}^3$. These cover the muon beam area for the HAL-9500 spectrometer, leading us to expect very little background signal from muons stopping in the sample holder. The
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Single crystal samples were wrapped in Ag foil (thickness 12 µm) and glued to a silver sample holder with GE varnish. The holder was mounted on the cold finger of a dilution refrigerator, with the field directed along the b axis (i.e. perpendicular to the ladders, which extend along the a-direction). This is the same orientation used in previous studies, e.g. in Ref. [198]. Data analysis was carried out using the WiMDA analysis program [39], with TF spectra generated using WiMDA’s apodised, phase-corrected cosine Fourier transforms.

6.3 Muon spectroscopy measurements

TF $\mu^+$SR measurements were used to investigate the phase diagram of the spin ladder system $(\text{Hpip})_2\text{CuBr}_4$. In the high magnetic field limit, the muon spin relaxation rate (and hence the width of the features seen in the Fourier transforms of the spectra) are determined by the magnetic field correlations along the direction of the applied magnetic field. Example Fourier transform TF $\mu^+$SR spectra are shown in Figure 6.2 at two temperatures. At each applied field there is significant Fourier amplitude $A(B)$ [proportional to the field distribution $p(B)$] close to the applied field $B_0$, but also significant spectral weight displaced from $B_0$. With increasing applied field the average spectral weight shifts to lower fields. The evolution of the spectral features may also be tracked in the colour map plot of Fourier amplitude shown in Figure 6.3.

In order to extract more quantitative detail from the field distributions, the spectral functions $A(B)$ were fitted to the sum of several peaks. It is found that for $5.5 \leq B_0 \leq 8$ T the data can be best described by a sum of four distinct Gaussian components: two modelling the shape of the large feature whose centre is near $B_0$, one for the high field side feature seen in the QD region and one for the feature seen on the low-field side of the peak that persists into the LL regime. The spectra were therefore fitted to the function

$$A(B) = \sum_{i=1}^{4} A_i \exp \left[ -\frac{(B - B_i)^2}{2\sigma_i^2} \right]. \quad (6.1)$$

The amplitudes $A_i$ were found to be roughly constant with varying applied field, allowing us to track the behaviour of each of the components. Amplitudes were
Figure 6.2: Fourier transform TF $\mu^+\text{SR}$ spectra measured for (Hpip)$_2$CuBr$_4$ at fixed temperatures of (a) $T = 0.02$ K and (b) $T = 0.5$ K. Colours refer to Figure 6.1(a) and shading highlights the satellite peaks.
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Figure 6.3: A colour map of Fourier amplitude as a function of applied field $B_0$ for TF measurements on $(\text{Hpip})_2\text{CuBr}_4$. Data are shown at $T = 0.5$ K, with (a) a broad vertical scale and (b) an expanded vertical scale. Dotted white lines are guides to the eye showing probable transitions (see text).

allowed to vary slightly in the fitting procedure. There is a drop in the amplitude of the broad central feature when its width increases (rising again when the width decreases) consistent with a constant area of this feature in the frequency domain, and therefore for a constant contribution from muon sites. When the low field feature is no longer resolvable, it is not completely clear whether the spectral weight is lost from the total signal, owing to the relatively small size of this feature compared to the larger contributions to the central peak. However, the broadening out of this feature (and the loss of its spectral weight) would be consistent with the results of the fitting. [It was found that the two central components have similar spectra weight (given by the product $A_i\sigma_i$), with the peaks above and below each having $\approx 15\%$ of that spectral weight.] The position $B_i$ and width $\sigma_i$ of the peak components are extracted and plotted against applied field $B_0$ in Figure 6.4 for data measured at $T = 0.5$ K.

Several trends are apparent in the data and the corresponding fits. As the quantum critical (QC) region is approached from the quantum disordered (QD)
6.3. Muon spectroscopy measurements

regime on increasing $B_0$ a high field shoulder is seen in addition to the large central peak. As the field is increased, this feature shifts towards the central line, before merging into the broad central peak above the crossover field $B_c \approx 7$ T. At $B_0 = 6.3$ T and above, we see an additional peak on the low field side, which persists and shifts to still lower fields as the applied field is increased. The broader of the two central features shows a maximum in its width centred on $B_c$. It is notable that these features correlate with the independently determined phase diagram of the material. The high field feature is visible in the QD and QC regimes and disappears as we pass into the LL/LRO regions. As we leave the QD region and cross into the QC regime, a low-field feature appears which persists into the LL/LRO region. Taking the $T = 0$ QCP to be at the centre of the QC region leads to an estimate

---

**Figure 6.4:** Results of fitting Gaussian peaks in Equation (6.1) to the data at $T = 0.5$ K. (a) Peak position $B_i$ relative to the applied field $B_0$. (Lines are guides to the eye.) (b) Full width half maximum (FWHM) peak widths.
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$B_c = 6.7 \, \text{T}$, in broad agreement with the magnetisation result. We are therefore able to broadly distinguish the regimes showing quantum disorder (with the high-field feature resolvable) and LL physics (where this feature is not resolved).

The spectra are generally quite similar for $T = 0.02 \, \text{K}$ and $T = 0.5 \, \text{K}$ where they reflect the same phases. The most significant differences are seen in the data measured around 6.5 T and 8 T. The former field is close to the QD–QC crossover [Figures 6.1(a) and (b)]. At this applied field, raising the temperature causes a shift in spectral weight to lower fields. This is consistent with the negative slope of the boundary between QD and QC regions [Figure 6.1(a)], which causes the low temperature point to be closer to the QD region and the higher temperature point to be closer to the QC regime. The shift in spectral weight to lower fields is then seen to follow the same trend as we find in the constant temperature scans from the QD to QC region, which also involve a shift in spectral weight to lower fields as the applied field is increased. At 8 T the 0.5 K data reflects the LL phase, with a rather broad low field satellite, whereas at 0.02 K the satellite found to be much sharper, reflecting the LRO phase. The overall difference between the LL and LRO phases is however found to be quite subtle.

6.4 The state of the stopped muon

6.4.1 Dynamical Regime

In order to understand the origin of the TF $\mu$+SR signals reported in Section 6.3 I examine the nature of the stopping state of the muon. Consider first the case of ZF and LF $\mu$+SR. In most magnets, we are well within the fast fluctuation limit at temperatures above $T_N$. In zero field measurements we often observe that the electronic fluctuations are partially narrowed from the spectrum (allowing nuclear moments to make a sizeable contribution to the relaxation in zero field). A rough estimate can be made of the muon relaxation rate based on the fluctuating amplitude of a magnetic field component at the muon site and the fluctuation time $\tau$. In a fast fluctuation regime with dense magnetic moments and relaxation dominated by exponential correlations [8] we expect the muon polarisation $P(t)$ to relax following
an exponential function \( P(t) = \exp(-\lambda_{\text{LF}} t) \) with the LF relaxation rate given by
\[
\lambda_{\text{LF}} = \frac{2\gamma^2 \Delta B^2 \tau}{\omega_0^2 + 1},
\]
where \( \omega_0 = \gamma B_0 \), \( B_0 \) being the applied field and \( \gamma \) the muon gyromagnetic ratio. If there are several distinct muon sites in a material, then we would expect a relaxation rate \( \lambda_i \) for a particular site \( i \), to reflect the fluctuating magnetic field \( \Delta B_i \) at that site, along with the correlation time for the site \( \tau_i \). The relaxation of the muon site would then follow \( P(t) = \sum_i a_i \exp(-\lambda_i t) \), where \( a_i \) reflects the occupancy of each site.

Within the same approximation, the TF relaxation is given by the Abragam function \[8\], which in the fast fluctuation limit also predicts exponential relaxation with a transverse relaxation rate
\[
\lambda_{\text{TF}} = \gamma^2 \Delta B^2 \tau
\]
and a corresponding Lorentzian lineshape in the frequency domain. Assuming that, for a particular site, transverse and longitudinal field-field correlations are of the same order of magnitude, we may compare a transverse relaxation rate of \( \approx 10 \mu s^{-1} \) with a typical longitudinal one of \( \approx 0.1 \mu s^{-1} \) \[196\], from which we obtain an estimate of the characteristic parameters \( \Delta B \approx 50 \text{ mT} \) and \( \tau \approx 5 \text{ ns} \) (corresponding to \( \gamma \Delta B \tau \approx 0.2 \), confirming the original assumption of being in the fast fluctuation limit). This would imply that there is at least one muon site experiencing significant dynamic fluctuations of this amplitude. Dipole field calculations based on the muon site analysis below (see Section 6.4.4) are fully consistent with this estimate.

Besides this evidence for a fast fluctuating dynamical response in at least part of the spectrum, the TF measurements are also sensitive to any time averaged field component along the applied field direction. Evidence for such quasistatic fields is provided by the shifted satellite features found in the spectra.

### 6.4.2 Muon sites

To identify the specific classes of muon stopping state I carried out spin-polarised density functional theory (DFT) calculations within the generalised gradient approximation (GGA) using the PBE functional \[67\]), using the plane wave basis-set
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Figure 6.5: The unit cell of (Hpip)$_2$CuBr$_4$, comprising (CuBr$_4$)$_2^-$ tetrahedra and (C$_5$H$_{12}$N)$_+$ counterions.

electronic structure code CASTEP [68]. A plane wave cutoff energy of 1000 eV was used, resulting in energies that converge to a precision of $\sim 10$ meV per cell and Brillouin zone integration was performed at the $\Gamma$ point.

(Hpip)$_2$CuBr$_4$ crystallises in the monoclinic space group P2$_1$/c space group [206], with $a = 8.487(2)$ Å, $b = 17.225(3)$ Å $c = 12.380(2)$ Å and $\beta = 99.29(2)^\circ$. The unit cell comprises flattened (CuBr$_2^-$)$_4$ tetrahedra and (C$_5$H$_{12}$N)$_+$ counterions and is shown in Figure 6.5. Structural relaxations were performed using a 2$\times$1$\times$1 supercell. Doubling the simulation cell along the shortest dimension reduces the spurious self-interaction of the muon which results from the use of periodic boundary conditions. Furthermore, this results in a simulation cell that is equivalent to the magnetic unit cell of this system, thereby allowing us to better assess the effect of the implanted muon on the magnetic structure.

The muon was placed in 52 different initial positions (for both charged and neutral cells) forming an equally spaced three-dimensional grid spanning distinct positions within the conventional unit cell. Positions where the muon would be $< 1$ Å away from another atom were discarded as starting points. The structure plus implanted muon was then allowed to relax until the forces on the atoms were all $< 5 \times 10^{-2}$ eV/Å and the total energy and atomic positions converged to $2 \times 10^{-5}$
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eV and \(1 \times 10^{-3} \text{ Å}\), respectively. The structure without the muon was relaxed in the same manner, such that any atomic displacements result from the presence of the muon, rather than differences between the experimental structures and the one obtained from DFT.

I first consider the case of diamagnetic \(\mu^+\). Relaxation of the supercell plus the implanted muon yields, as might be expected for a molecular material, many candidate muon sites that are close in energy. I find three characteristic stopping sites based on the local geometry around the muon position and show each of these in Figure 6.6. (I) In the lowest energy sites the muon sits between two Br atoms forming a rung of the spin ladder [Figure 6.6(a)] (called the rung sites below). The resulting Br–\(\mu^+\)–Br-like structure is similar to the F–\(\mu^+\)–F complex [32] commonly formed in other complex systems [35] (and predicted using DFT [36]), although I note in the present case that the two \(\mu^+\)–Br bonds lengths are unequal. (II) A second class of site has the muon sitting between two Br atoms forming a ladder leg [Figure 6.6(b)] (the leg sites hereafter). (III) In the third class of site [Figure 6.6(c)] the muon sits within a CuBr\(_4\) tetrahedron (the tetrahedron sites, hereafter). Rung sites [Figure 6.7(a)] have the lowest energies lying within a narrow 30 meV range. Leg sites [Figure 6.7(b)] were found to be on average 76 meV higher in energy than the rung sites. Many tetrahedral sites [Figure 6.7(b)] were identified, having energies 43–204 meV higher than the rung sites.

These three stopping sites: rung, ladder and tetrahedron, have many features in common. Most notably, in all cases the muon sits between two Br atoms. This is true even for the case in which the muon lies inside the CuBr\(_4\), where the muon sits along an edge of the tetrahedron. I conclude that the Br–\(\mu^+\)–Br-like state is highly probable for a muon stopping in this material, with the muon consistently found to sit slightly closer to one of the Br atoms than the other.

All of these sites result in significant distortions to the nearby Cu and Br atoms, with the most significant atomic displacements shown Figure 6.6. The lighter spheres indicate the initial positions of the atoms whereas the darker spheres represent the relaxed positions of the atoms. The displacements of all other atoms (not shown) are less than 0.2 Å. In all cases we observe a significant displacement of the nearest
Figure 6.6: Muon stopping sites within the spin ladder structure. Muons were found to stop (a) along ladder rungs (b) along ladder legs and (c) inside the CuBr$_4$ tetrahedra. For clarity, only Cu atoms (orange spheres) and Br atoms (red spheres) are shown.
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Cu atom (which can be as large as 0.77 Å), which is accompanied by a stretching of the nearest Cu-Br bond. In the leg and rung sites it is the Cu atom within the tetrahedron containing the Br atom that the muon sits closest to that experiences a significant displacement.

The sites found in the case of muonium (investigated by employing a neutral simulation cell) are very similar to those described above. After relaxation of the structure, there is little electron density found around the muon, with the additional electron density instead moving to the piperidinium ion (close to the N) and the CuBr$_4$ unit closest to the muon. The additional electron density around this Cu ion results in a slight reduction of the Cu moment compared with each of the corresponding cases for diamagnetic $\mu^+$. The spin density around the muon is found to be small for both charged and neutral cells. We therefore expect the contact hyperfine contribution to the local magnetic field experienced by the muon to be small, with dipolar coupling providing the dominant contribution.

Since changes in spin density induced by the implanted muon are likely to have a significant impact on the magnetic properties measured in a $\mu$SR experiment, I have compared the calculated spin density of the structure with and without the muon. It is found experimentally that the magnetic exchange coupling is antiferromagnetic along both the legs and rungs and we therefore expect the sign of the spin density to alternate between adjacent Cu ions, as found by neutron diffraction [198]. I note, however, that this is not the magnetic ground state found in my calculations, even for the unperturbed structure, where we find a complicated magnetic ground state involving spins of equal magnitude on each Cu site, with mixed ferromagnetic and antiferromagnetic alignment within the ladders. The failure of DFT to correctly capture the ordered magnetic ground state of this system is perhaps unsurprising, given that the system is found to order only upon the application of a relatively large external magnetic field. Though this fact limits quantitative analysis, the impact of the implanted muon on the spin density can still give us an insight into the magnitude of effects it could have on the magnetic properties of the system.

In Figure 6.7, the displayed isosurfaces represent increases and decreases in spin density. The perturbation caused by the muon probe is quite dramatic: it results
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Figure 6.7: Muon stopping sites within the spin ladder structure. Muons were found to stop (a) along ladder rungs (b) along ladder legs and (c) inside the CuBr$_4$ tetrahe- dra. Yellow and cyan isosurfaces indicate positive and negative changes in spin density respectively.
in the flipping of multiple spins. In each case the spin on four Cu ions close to the muon sites are flipped (note the use of periodic boundary conditions). These spin flips occur for Cu ions up to around 9 Å away from the muon site, indicating a range over which muon-induced distortions to the electronic structure can occur. While most of these changes in spin density are spin flips, the Cu atoms nearest the muon sites that dominate the local field at the muon site show a decrease in the magnitude of their spin. For the rung sites, Mulliken population analysis indicates a 15\% reduction of the spin on the nearest Cu ion from $0.34\hbar/2$ to $0.29\hbar/2$. A similar reduction of the Cu spin is seen for the leg sites. The tetrahedron sites see a 25\% reduction of the nearest Cu moment, from around $0.33\hbar/2$ to $0.25\hbar/2$. This is likely to reflect the muon’s closer proximity to a Cu ion for these latter sites.

To summarise, we identify three distinct muon stopping sites: one where the muon sits along a ladder rung, one where the muon sits along a ladder leg and one where the muon sits inside a CuBr$_4$ tetrahedron. Most importantly for our discussion, each of these sites causes significant structural, electronic and magnetic distortion to the local environment. The perturbation on the local magnetism caused by the muon is also significant, involving a reduction in the local Cu moments and changes in their local spin polarisation over sizeable distances.

### 6.4.3 Mapping the features in the spectra

We can consider the three muon sites identified above in reconciling the features seen in the TF spectra, where we have four types of muon state: two experiencing local ranges of magnetic fields close to the magnitude of the applied magnetic field (i.e. they see a small average internal magnetic field contribution from the sample) and one either side of these (which experience a larger internal field contribution). Below I discuss how each of these muon states predicted by DFT might contribute to the observed features in the spectra. I argue that the features observed on either side of the central peak are likely to be due to a sizeable perturbation to the system caused by the muon-induced distortion to the system with associated local staggered moments, and identify the rung and leg sites as those most likely to be responsible for these features, owing to the disruption to exchange couplings that they are predicted
to cause in their vicinity. (Note that the structure of the material suggests that there are two exchange pathways along the rung and one along the leg, with the two rung paths related by an inversion center. If the muon is close to one Br, we then expect to find two muon sites coupled to the rungs and two sites coupled to the legs.)

The observed central peaks are of rather different character to the peaks we observe on either side: one central contribution is relatively narrow and one rather broad. The narrow central peak varies relatively little over much of the field range and would appear to result from muon sites not well coupled to the material itself. Sites contributing to this latter peak might include muons stopping outside the sample in the sample holder, or from muons in sites in the sample where they do not experience a significant static internal local magnetic field. I do not discuss these sites further as they provide little information about the system. The broader peak is better coupled to the magnetic behaviour, showing a maximum in its width on passing through $B_c$ which suggests a dynamical origin. Sites in which a muon sits close to the $(\text{C}_5\text{H}_{12}\text{N})^+$ ions might reasonably produce these central peaks as a result of the muon sitting further away from the Cu ions and thereby experiencing a relatively small internal local field. However, such sites were not found in my calculations, even with the muon being initialised close to the piperidinium rings, with the exception of one site which was found to be around 2 eV higher in energy than the low energy muon sites. I therefore conclude that such a site is unlikely to be realised. This is to be contrasted with calculations performed on the strong-leg spin ladder system $(\text{C}_5\text{H}_9\text{NH}_3)\text{CuBr}_4$ [207] which demonstrate sites where the muon was able to form a $\text{C}—\mu^+$ bond, breaking the ring. Calculations performed on an isolated piperidinium ion showed a similar ring-breaking and bond formation. This implies that the formation of the $\mu^+—\text{Br}$ bond is so energetically favourable in the current case that muon sites not involving this coordination are unlikely to occur. In the absence of sites near the carbon atoms, I tentatively attribute the broad central peak to muons stopping in tetrahedron $\text{Br}—\mu^+—\text{Br}$ sites. Whereas the perturbation of the rung and leg sites is identified as being necessary for the associated spectral features we observe, muons in the tetrahedron sites do not sit directly along the magnetic exchange pathways and thus might be expected to perturb the system.
much less strongly than the rung and leg sites.

The two features appearing on either side of the central lines result from muon sites that couple to the physics of the spin ladders, as the features correlate strongly with the known phases of the material. In the QD region we observe a feature shifted to the high-field side of the central peak, while in the LL/LRO regions we see a feature on the low field side. Note that the discontinuity in the field shift on passing through $B_c$, the difference in slope of their field dependence [Figure 6.4(a)] along with the appearance of both features simultaneously in the QC region would strongly suggest that they do not arise from a single feature in the spectra that moves continuously as a function of applied field, indicating that they each require separate explanations. If we consider a muon site in the crystal and the region of the material around it, the total local magnetic field experienced by the muon will be the vector sum of the externally applied field $B_0$, internal field from the surrounding pocket of material $B_{\text{int}}$, the Lorentz field $B_L$ from more distant moments and the demagnetising field $B_{\text{dem}}$. Approximating the sample as a flat plate, we would expect that $B_{\text{dem}} = -\mu_0 M$, where $M$ is the magnetisation, and that the Lorentz field will be given by $B_L = \mu_0 M/3$. The field at the muon site is then $B = B_0 - 2\mu_0 M/3 + B_{\text{int}}$.

The unperturbed QD region, formed from interacting antiferromagnetic dimers, should give no internal magnetic field at the muon site arising from the Cu$^{2+}$ spins and should have magnetisation $M = 0$ and so we would therefore expect $B = B_0$. The unique signal we observe on the high-field side of the central peak in this phase must therefore result from a small additional contribution to the magnetisation or internal field. One possible source of a small magnetisation identified in the BEC compound DTN [205] was that a small misalignment of the crystal with respect to the applied magnetic field can lead to a small non-zero magnetisation $M$, however no such effect has been reported for our material. In order to observe a peak at positive $B - B_0$, we require a positive contribution to $B_{\text{int}}$ in a region of the phase diagram where there should be no electronic spins in the unperturbed state. The main candidate for producing such an effect is a muon stopping site such as the rung or ladder state that distorts its local environment to the extent that a hyperfine or dipolar contribution from the local Cu$^{2+}$ moments becomes resolvable. This might,
for example, involve the rung site disrupting the local exchange pathway between the two Cu$^{2+}$ ions in a dimer, or a more general distortion leading to a hyperfine field at the muon site. One rather extreme example of a muon induced distortion, still consistent with the DFT result, would be the breaking of a local dimer by the muon which would result in an unpaired spin near the muon site aligned preferentially along the applied field $B_0$. Such a distortion was also suggested to be the case in $\mu$+SR measurements on the double chain compound KCuCl$_3$ [208]. There a TF signal comprising seven frequencies was observed at low temperature with a temperature dependence suggestive of unpaired Cu$^{2+}$ spins. However no comparable spectral structure or temperature dependence is observed here.

6.4.4 Spectra in the LL and LRO phases

I now turn to the features on the low field side of the central peak that are most evident in the LL and LRO phases. In the LRO phase in the spin ladders [198] at 8.6 T, the spins are aligned perpendicular to the $a$ axis and antiparallel within the ladder, but parallel on ladders of the same type [propagation vector $k = (0.5, 0, 0)$]. The ordered moment is 0.41 $\mu_B$ per copper ion. Increasing the applied field in the region $B_0 > B_c$ cants the AF order parallel to $B_0$. Thus the magnetisation rises rapidly and via the negative contribution from the sum of the Lorentz and demagnetisation fields, should be expected to result in the appearance of a new peak at low field which moves to still lower frequency as the field is further increased, as we observe. Thus, the low-field peak which is seen at fields exceeding $B_c$ has a separation from the central peak which increases proportionally not to $B_0$ but to $B_0 - B_c$ and thus tracks the chemical potential of the bosonic excitations.

However, just as in the QD region, it is unlikely that the muon probe coupling passively to the field of the local magnetic moments provides the entire explanation here. This is because the low field feature is seen not just in LRO phase but also in the LL phase, where there should not be magnetic order. In the LL phase there will be some magnetisation owing to correlations that locally resemble the spin configuration in the ordered phase, leading to a larger contribution $-2\mu_0 M/3$ from the Lorentz and demagnetising fields. However in this phase the local magnetic field
will be rapidly fluctuating on the muon time scale. Moreover, the distortions close to the muon described above will still be active and might be expected to produce a distortion in the local magnetism of the LL electronic state, as has been previously suggested theoretically [209, 210]. In fact, there is experimental evidence for such states in the low temperature behaviour of the 1DQHAF dichlorobis (pyridine) copper (II) (CuCl$_2$$\cdot$2NC$_5$H$_5$ or CPC) [211]. In this case, shifts in the TF $\mu^+\!$SR spectra were attributed to muon-induced perturbations to the spin chain. The physics here involves the muon moment causing a significant perturbation to the local exchange links, leading to a local susceptibility which differs markedly from that of the rest of the chain [209, 210]. In the case of CPC, where a powder sample was measured, peaks were resolved on both sides of a central peak, attributed to site dependence of the sign of the hyperfine field, with the fact that the sample was a powder causing a dipolar broadening only, and no shift in the peak position.

The occurrence of both satellite features in the QC region provides evidence that the low field feature does not simply track the macroscopic magnetisation, since the appearance of the low-field feature below $B_c$ suggests that the muons are sensitive to LL correlations and that these start to form on the muon response scale in the $6 \leq B \leq 7$ T region.

Assignment of the features in the TF spectra was facilitated by calculations of the local magnetic field at each of the three sites. Since the muon has a large zero-point energy due to its small mass, we expect quantum delocalisation across the closely spaced members of each group of sites, thus the properties of the effective quantum delocalised muon site defined by the group of structures can be estimated by taking an average over the group. By exploring the effect of three characteristic modes of magnetic order on the dipolar field at the muon sites we can determine the relative sensitivity of the muon sites to different types of static order and fluctuations. First we explore the effect of a uniform FM order parameter along the $b$ axis, then a staggered AF order parameter in the $ac$ plane directed along $c$. Finally we take the known canted AF structure for the ordered state of the system, which allows an estimate the size of the local dipole field at the candidate muon sites in the LRO region.
**Table 6.1:** Summary of the three muon sites and the average sensitivity of their local fields to different modes of correlated ordering of the Cu moments, expressed in units of mT/(µCu/µB). Field directions $B_\perp$ and $B_\parallel$ are relative to the $b$ axis, which is the orientation of the applied field in the experiments. Large $B_\perp$ values are associated with strong relaxation in the LF configuration and large $B_\parallel$ values are associated with strong relaxation and significant spectral shifts in the TF configuration.

| Site       | Energy (meV) | Number of structures | FM$^a$ $|B_\perp|$ | $B_\parallel$ | $|B|$ | AF$^b$ $|B_\perp|$ | $B_\parallel$ | $|B|$ | Canted AF$^c$ $|B_\perp|$ | $B_\parallel$ | $|B|$ | 0.41$B_\parallel$ |
|------------|--------------|---------------------|----------------|--------------|--------|----------------|--------------|--------|----------------|--------------|--------|-----------------|
| Rung       | 0            | 6                   | 6              | 2.0          | 6.6     | 18            | ±5.6        | 19     | 8.9, 15         | −2.1, 5.2    | 9.1, 16 | 0.9, 2.1       |
| Leg        | 76           | 6                   | 1.4            | −22          | 22      | 20            | ±2.7        | 20     | 13, 14         | −19, −15     | 21, 23  | −7.7, −6.3     |
| Tetrahedron| 140          | 21                  | 85             | −64          | 140     | 130           | ±34         | 150    | 99, 130        | −71, −27     | 130, 150| −33, −11       |

$^a$FM moments along the $b$ axis.

$^b$AF moments along the $c$ axis.

$^c$Canted AF mode (Thielemann et al. [198]), the final column lists the predicted field shifts in mT for the TF spectrum with the LRO moment of 0.41 $\mu_B$. 
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My dipolar field calculations are summarised in Table 6.1. The large transverse field fluctuation amplitude $B_\perp$ found for the tetrahedron site is expected to dominate the LF relaxation, with the greatest sensitivity being seen for AF or canted AF spin fluctuations. When considering the TF spectra this site also has the largest $B_\parallel$ coupling, giving a large negative shift for uniform moments polarised along the $b$ axis. The final column in Table 6.1 gives the TF spectral shift for the known LRO structure, which allows the satellite spectral features of Figures 6.3 to be clearly assigned. We see that the observed +2 mT feature corresponds to the rung site and the −6 mT feature corresponds to the leg site.

The results of the dipolar field calculations indicate that a straightforward assignment of the satellite features can be made, the high field feature being from rung sites in an environment with quasistatic local canted AF order and the low field satellite from leg sites within the same quasistatic local canted AF environment. The presence or absence of each of these features in the different phases reflects an interplay between the muon-induced perturbation at each site and the underlying state of the system.

As noted above, impurity-induced local AF order is a known property of chain systems, thus its presence in response to the more strongly perturbing muon sites across a large part of the phase diagram is not entirely surprising. A key question is why such an effect disappears for the rung site in the LL/LRO phase as well as for the leg site in the QD phase. One possibility is that the presence of the muon in the rung sites site leads to a distortion that reduces the size of the local spin gap. This would explain the appearance of the low field feature at fields below $B_c$ and also to the occurrence of a feature in the QD region. Another possible explanation for the disappearance of the static features is that dynamical interaction between the muon-induced moments and the QD and LL/LRO phases leads to fast spin fluctuation and removes the static component of the field at the respective muon sites in these phases. The precise mechanism for this behaviour is unclear at present and it is clearly an area that would benefit from further theoretical investigation.

In conclusion, it is difficult to reconcile the features we see in the spectra without invoking a significant distortion to the local electronic structure caused by the
implanted muon. The two stopping sites lying along the exchange pathways, both found via DFT calculations, provide such distortions. However even in the presence of this local distortion, we obtain here the striking and important result that the nature of the resulting stopping state allows the muon to probe the global, underlying physics of the spin ladder via its response to the perturbing muon.

6.5 Conclusion

The transverse field $\mu^{+}$SR technique has been shown to be sensitive to the crossover between quantum disordered and Luttinger Liquid regimes in the molecular spin ladder compound $(\text{Hpip})_2\text{CuBr}_4$. The muon probes the magnetism of this systems by realising a local magnetic perturbation that results from the distortion to the local structure caused by its electrostatic charge. Despite this modified local character, the muon continues to be a useful probe of the global properties of the system, enabling the phase diagram to be mapped out across a wide range of field and temperature.

These results demonstrate the use of muons as a local probe in higher magnetic fields than are typically employed in standard $\mu^{+}$SR studies and provide us with an insight into the evolution of behaviour between systems based on interacting spin dimers such as the putative spin liquid states. It is possible that the muon causes significant perturbations to the global magnetic state via the local magnetism in such spin liquid systems (and many others). However, the present results show that these are not necessarily detrimental to the use of the muon as a probe of the broader intrinsic properties, but instead provide a means of probing them via the local magnetism. This is especially important in quantum disordered phases, where in the absence of such a local perturbative probe effect we would expect no magnetic response at all. It is hoped that in future the detailed analysis of muon stopping states in an increasingly diverse range of materials will provide further insight into the ways in which the muon probes its host material, thus allowing a richer level of detail on the properties of the material to be revealed.
Chapter 7

Multiple quantum spin liquid phases in 1T-TaS$_2$ investigated with muon-spin spectroscopy

1T-TaS$_2$ has been previously suggested to exhibit a quantum spin liquid (QSL) phase, but the exact nature of this phase remained unclear. In this chapter I report the results of muon-spin relaxation ($\mu^+\text{SR}$) measurements on 1T-TaS$_2$. We identify three distinct phases versus temperature, whose critical exponents are compared with those predicted by QSL models. The intermediate phase between 25 K and 110 K conforms to a $Z_2$-linear spin liquid model, whereas the behaviours at lower and higher temperatures are consistent with $Z_2$-gapless spin liquids. The coupling of the muon to the spinons is determined from the muon stopping sites and their associated hyperfine interactions, determined using density functional theory (DFT). The zero-point energy (ZPE) of the muon at each of the stopping sites and the energy barriers between sites are also calculated. These calculations suggest the formation of a quantum delocalised state for the muon between the TaS$_2$ layers that provides sensitivity to the unpaired spins in two adjacent layers.

This chapter is structured as follows: in Section 7.1 I provide a brief introduction to quantum spin liquid states and the review the evidence for a QSL state in 1T-TaS$_2$; in Section 7.2 I describe the methods used, while the results of our $\mu$SR measurements are reported in Section 7.3. In Section 7.4 I present the results of my
calculations of the muon sites and their associated analysis. I discuss the findings of our $\mu^+\text{SR}$ measurements and how these can be interpreted in terms of the calculated muon sites in Section 7.5 and finally present my conclusions in Section 7.6.

This chapter is based on joint research. The $\mu^+\text{SR}$ measurements were made jointly by myself and collaborators and I also carried out the DFT calculations of the muon stopping sites. The results of the $\mu^+\text{SR}$ measurements were analysed within an interpretive framework devised by Francis Pratt.

7.1 Introduction

7.1.1 Quantum spin liquid states

The presence of strong quantum fluctuations can destabilise the ordering of interacting localised magnetic moments even down to $T = 0$ K. The resulting state of matter is known as a quantum spin liquid (QSL) [212] and was first proposed by Anderson in 1973 [213]. Systems with frustrated interactions are particularly susceptible to these effects and much work on highly frustrated systems and their QSL phases has followed [214]. In parallel with the continually expanding body of theoretical work [215] on QSLs, experiments have made good progress recently as various new candidate QSL materials have emerged. For the triangular lattice class these include a number of molecular compounds [216, 202, 217, 218, 219] and also inorganic compounds [220, 221, 222, 223].

A system in which competing interactions cannot be simultaneously satisfied is said to be frustrated. In magnetic systems, geometric frustration occurs when antiferromagnetically (AF) coupled spins sit on lattices comprising triangular motifs. For three spins at the corners of a triangle with AF interactions it is not possible for all of the spins to be antiparallel (see Figure 7.1). The resulting ground-state degeneracy enhances the quantum fluctuations and suppresses magnetic ordering.

Non-magnetic states can be constructed using valence bonds, spin-singlet states of two $S = 1/2$ spins at site $i$ and $j$ given by

$$
(i,j) = \frac{1}{\sqrt{2}} (|\uparrow_i \downarrow_j\rangle - |\downarrow_i \uparrow_j\rangle),
$$

(7.1)
Figure 7.1: In a triangle of antiferromagnetically interacting Ising spins it is not possible for all three spins to be antiparallel. Thus, instead of the two ground states required by Ising symmetry (up or down), we obtain six degenerate ground states as shown in the figure.

which form due to the AF interaction between spins. Each valence bond has zero spin and hence if all of the spins in the system are part of a valence bond the full ground state will have spin 0 and will therefore be non-magnetic. The ground state of the system can then be written as a tensor product of valence bond states,

$$|\Psi_{RVB}\rangle = \sum_{i_1,j_1,...i_n,j_n} a_{(i_1,j_1,...i_n,j_n)} |(i_1,j_1)...(i_n,j_n)\rangle,$$

where $(i_1,j_1)...(i_n,j_n)$ are dimer configurations covering the whole lattice. The coefficients $a_{(i_1,j_1,...i_n,j_n)}$ are variational parameters determined by minimising the ground-state energy of a model Hamiltonian. If the ground state of the system is dominated by a single dimer configuration it is called a valence-bond solid (VBS). Such a state generally breaks translational or rotational lattice symmetry and is thus not a quantum spin liquid state, which is usually invariant under all symmetry operations allowed by the lattice. If quantum mechanical fluctuations are present, the ground state of the system is a superposition of a large number of different valence bond partitionings and can be regarded as a valence bond “liquid” rather than a solid. This type of wavefunction is known as a resonating valence bond (RVB) state.

Excitations of the RVB ground state involve the breaking of a spin-singlet pair to form a spin-triplet state with an unpaired spin. For a long-range magnetically
ordered state the elementary excitations will be a localised spin-triplet excitation i.e. a magnon. On the other hand, for a QSL, with only short-range spin correlations, the unpaired spins may interact only weakly with each other and behave as independent spin-1/2 excitations called spinons. The existence of these $S = 1/2$ spinons is crucial to the experimental verification of QSLs, with the splitting of a spin-1 magnons into two independent spin-1/2 spinons an example of fractionalisation. A systematic way of determining whether a spin model permits such fractionalisation was first proposed by Wen [224, 225], based on the concept of confinement or deconfinement in lattice gauge theory.

Spin liquids are classified according to their gauge symmetries, which can be $SU(2)$, $U(1)$ or $Z_2$. To illustrate how these symmetries arise I briefly outline how low-energy effective field theories for QSLs are constructed. The discussion here closely follows the approach in Ref. [214]. The RVB wave function in (7.2) has too many variational degrees of freedom to be practically useful and must be simplified. A solution was found [226] by noting that the Bardeen-Cooper-Schrieffer (BCS) states for superconductors are direct product states of spin-singlet Cooper pairs. This suggests that good RVB wavefunctions can be obtained from BCS wavefunctions via Gutzwiller projection $[227, 228]$ $P_G |\Psi_{RVB}\rangle = P_G |\Psi_{BCS}\rangle$. The Gutzwiller projection removes all doubly occupied components of the BCS wavefunction and freezes the charge degrees of freedom. This type of construction is in fact more general and it is possible to construct fermion or boson representations of spins, with spin wavefunctions obtained from the ground state wavefunction of a trial mean-field Hamiltonian via Gutzwiller projection, $|\Psi_{\text{spin}}\rangle = P_G |\Psi_{\text{MF}}\rangle$.

The approach introduced above is complicated by the fact that there exists, in general, many mean-field states $|\Psi_{\text{MF}}\rangle$ corresponding to the same RVB spin wave function after Gutzwiller projection. This gauge redundancy arises due to the enlarged Hilbert space of fermion or boson operators compared to the Hilbert space occupied by the spin operators. For example, the fermion representation of $S = 1/2$ spin operators is given by [229, 226, 230]

$$S_i = \sum_{\alpha\beta} f_{ia}^\dagger \sigma_{\alpha\beta} f_{ia},$$  \hfill (7.3)
where $\alpha, \beta = \uparrow, \downarrow$ denote the spin indices, $f^\dagger_{i\alpha}$ ($f_{i\alpha}$) are fermion creation (annihilation) operators and $\sigma$ is a vector of Pauli spin matrices. Though the components of $S_i$ constructed this way satisfy the $SU(2)$ lie algebra $[S^\lambda_i, S^\mu_j] = i\epsilon_{\lambda\mu\nu}S^\nu_i\delta_{ij}$, where $\lambda, \mu, \nu = 1, 2, 3$ and $\epsilon_{\lambda\mu\nu}$ is the antisymmetric tensor, the local Hilbert space for two fermions comprises four Fock states: $|0\rangle$, $f^\dagger_{\uparrow} |0\rangle = |\uparrow\rangle$, $f^\dagger_{\downarrow} |0\rangle = |\downarrow\rangle$, $f^\dagger_{\uparrow} f^\dagger_{\downarrow} |0\rangle = |\uparrow\downarrow\rangle$.

The single-occupancy constraint

$$\sum_\alpha f^\dagger_{i\alpha} f_{i\alpha} = 1, \quad (7.4)$$

achieved via Gutzwiller projection, removes the unphysical states to obtain a proper spin representation.

The choice of $\{f_{i\alpha}\}$ used to represent the spin operators is not unique, even after choosing the particles statistics and imposing the single-occupancy constraint. For example, the $U(1)$ gauge transformation

$$f_{i\alpha} \rightarrow f'_{i\alpha} = e^{i\theta(i)} f_{i\alpha} \quad (7.5)$$

yields a new set of fermion operators $\{f'_{i\alpha}\}$ that form another representation of the spin operators. This gauge redundancy also holds for boson representations of the spin operators. The two gauge-equivalent states correspond to the same state in the spin Hilbert space, they just appear different when represented by particles in an enlarged Hilbert space, with no way of distinguishing between them physically

[231]. For fermion representations of $S = 1/2$ spins there also exists an $SU(2)$ gauge structure due to particle-hole symmetry [232]. This gauge redundancy is absent in boson representations.

Consider the isotropic AFM Heisenberg model

$$H = J \sum_{\langle ij \rangle} S_i \cdot S_j, \quad (7.6)$$

where $J > 0$ and $\langle ij \rangle$ indicates that the sum is over nearest neighbour pairs. Using the fermion (spinon) representation of the spin operators in Equation (7.3) the spin exchange operator can be written as [214]

$$S_i \cdot S_j = \frac{1}{4} \sum_{\alpha\beta} \left( 2f^\dagger_{i\alpha} f_{\beta} f^\dagger_{j\beta} f_{\alpha} - f^\dagger_{i\alpha} f_{\alpha} f^\dagger_{j\beta} f_{\beta} \right). \quad (7.7)$$
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The Hamiltonian is thus highly interacting in terms of spinons and thus approximate methods are generally required. In the mean-field theory approach it is assumed that the path integral derived from the Hamiltonian in (7.6) is dominated by saddle points characterised by the equal-time expectation values \[ \chi_{ij} = \sum_\alpha \langle f_i^\dagger f_j \rangle, \]
\[ \Delta_{ij} = \sum_{\alpha\beta} \epsilon_{\alpha\beta} \langle f_i f_j \rangle, \]
\[ a_l^0 = \langle a_l^0(i) \rangle, \]
(7.8)
where \( \epsilon_{\alpha\beta} \) is the totally antisymmetric tensor \( (\epsilon_{\uparrow\downarrow} = 1) \). The real auxiliary fields \( a_l^0(i) \) on all sites \( i, l = 1, 2, 3 \) enforce the single occupancy constraint (7.4). Any time-dependent fluctuations in \( \chi_{ij}, \Delta_{ij} \) and \( a_l^0 \) are neglected in mean-field theory.

A more detailed derivation of the mean-field Hamiltonian can be found in Ref. [214], but the final result, written in compact form, is
\[ H_{\text{MF}} = \sum_{\langle ij \rangle} \frac{3}{8} J \left[ \frac{1}{2} \text{Tr}(u_{ij}u_{ij}^\dagger) - \langle \psi_i^\dagger u_{ij} \psi_j + \text{H.c.} \rangle \right] + \sum_{ij} a_l^0 \psi_i^\dagger \sigma^l \psi_i, \]
(7.9)
where \( \sigma^l (l = 1, 2, 3) \) are the Pauli spin matrices and we have introduced a doublet field \( \psi = (f_\uparrow, f_\downarrow)^T \) and a \( 2 \times 2 \) matrix
\[ u_{ij} = \begin{pmatrix} \chi_{ij} & \Delta_{ji}^* \\ \Delta_{ij} & -\chi_{ji} \end{pmatrix}. \]
(7.10)
Written in this manner it is clear that the mean-field Hamiltonian is invariant under the local \( SU(2) \) transformation
\[ \psi_i \rightarrow W_i \psi_i \quad u_{ij} \rightarrow W_i u_{ij} W_j^\dagger, \]
(7.11)
which is the same gauge redundancy as the one resulting from the particle-hole symmetry of the fermion representation of \( S = 1/2 \) spins. Thus, two ansätze of the mean-field Hamiltonian related by an \( SU(2) \) gauge transformation, \( (u_{ij}, a^l \sigma^l) \) and \( (u_{ij}', a_0^l \sigma^l) = (W_i u_{ij} W_j^\dagger, W_i a^l \sigma^l W_j^\dagger) \), will yield the same physical spin wavefunction after Gutzwiller projection.

Excitations above the mean-field ground state can be considered by returning to the imaginary time path integral corresponding to the Hamiltonian in (7.3). The mean-field ansatz corresponds a zeroth-order saddle point approximation to the full path integral. In the first-order approximation the fields \( (u_{ij}, a^l \sigma^l) \) become dynamical
quantities with their fluctuations describing spin-singlet excitations, usually called gauge fluctuations. The existence of gauge redundancy in these fields suggests that the low-energy fluctuations in spin systems also possess such redundancy. However, unlike the redundancies discussed so far, these will be physically measurable as the gauge fluctuations represent emergent gauge bosons that mediate effective interactions between spinons that are otherwise non-interacting in the zeroth-order mean-field theory [233].

For a given mean-field state there are two kinds of gauge transformation: those that change the ansatz \( (u_{ij}, a^l \sigma^l) \) and those that do not. The latter form a subgroup of the original \( SU(2) \) symmetry, denoted as an invariant gauge group (IGG) [231]

\[
\text{IGG} \equiv \{ W_i u_{ij} W_j^\dagger = u_{ij}, W_i \in SU(2) \}. \tag{7.12}
\]

For a stable QSL state, physical gapless excitations exist only for fluctuations belonging to the IGG of the mean-field ansatz. Within \( SU(2) \) there are only three plausible types of IGG: \( SU(2) \), \( U(1) \) and \( Z_2 \). The corresponding spin liquids are labelled \( SU(2) \), \( U(1) \) and \( Z_2 \) spin liquids. \( SU(2) \) spin liquids are expected to be unstable due to the existence of a large number of gapless \( SU(2) \) gauge field excitations. \( U(1) \) spin liquids are expected to be more stable, but still support gapless excitations. \( Z_2 \) spin liquids are expected to the the most stable, with the gauge fluctuations gapped by the Anderson-Higgs mechanism [215].

The spinons themselves can have either a gapped or a gapless dispersion, independent of whether the gauge fluctuations are gapped or gapless. A \( Z_2 \)-gapped spin liquid is characterised by gapped spinons (which can be either fermions [234, 226] or bosons [235]) together with gapped visons [236], the latter of which are the “vortices” of the \( Z_2 \) gauge field. Two further classes of \( Z_2 \) spin liquids, both of which are gapless, are classified according to the energy dependence of the spinon density of states (DOS) and are shown in Figure 7.2. A \( Z_2 \)-gapless spin liquid has a constant density of states arising from either a quadratic spinon dispersion or a large spinon Fermi surface [see Figure 7.2(a)]. In the latter case, the dispersion is weakly linear around the Fermi energy, typically with one branch that increases in area and one branch that decreases in area as \( E \) increases, such that the overall DOS remains constant. In a \( Z_2 \)-linear spin liquid the spinons are gapless at \( k = 0 \) and follow a
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Linear spectrum around this point, resulting in a DOS that is directly proportional to energy [see Figure 7.2(b)]. These gapless $Z_2$ spin liquid models will be relevant to our analysis of 1T-TaS$_2$.

7.1.2 1T-TaS$_2$ as a quantum spin liquid

The transition metal dichalcogenide 1T-TaS$_2$ is a layered compound, with each layer comprising a triangular lattice of Ta atoms which is sandwiched by S atoms in an octahedral TaS$_6$ coordination, with weak van der Waals interactions between layers. For $T > 540$ K, 1T-TaS$_2$ crystallises in an unmodulated trigonal structure with space group $P-3m1$ [237]. Below this temperature, it undergoes a series of structural modulations [238]. First, an incommensurate charge-density-wave (CDW) sets in at $T \approx 540$ K. Upon further cooling a transition to a nearly-commensurate CDW occurs at $T_{nCDW} \approx 350$ K [239]. The series of CDW phases ends with a fully commensurate C-CDW phase that is stabilised below 200 K. In this phase, the distortion pattern
forms a triangular-lattice of Star-of-David (SD) clusters containing 13 Ta atoms. Each Ta$^{4+}$ of 1T-TaS$_2$ provides one 5$d$ electron, and thus there are 13 5$d$ electrons per cluster [240]. Twelve of these electrons form 6 Ta–S covalent bonds, leaving one unpaired spin-$1/2$ localised on each cluster (see Figure 7.3).

Experimentally, 1T-TaS$_2$ is found to be insulating in the C-CDW phase [241]. Studies on 1T-TaS$_2$ using density functional theory (DFT) have shown that a two-dimensional spin-$1/2$ Mott phase exists for a monolayer in the CDW state, but that this phase is destroyed by the packing of the distorted layers, leading to a one-dimensional metal for the bulk [242, 243, 244]. This one-dimensional metallic band dispersion has subsequently been shown to exist using angle-resolved photoemission spectroscopy [245]. More recently, DFT calculations have shown that the electronic phase of 1T-TaS$_2$ and its phase transition are dictated not by the 2D order itself, but by the vertical ordering of the 2D CDWs [246]. These calculations uncovered two competing CDW stacking configurations (one insulating and the other metallic) that are very close in energy, and suggest that the competition between these may be responsible for the metal-insulator transition in 1T-TaS$_2$.

The expected ordering of the local moments in a Mott insulator into an anti-
ferromagnetic ground state due to exchange coupling is not seen for 1T-TaS$_2$ [247] and it was one of the materials that originally inspired the RVB theory [213]. Several recent studies have explored further the evidence that it is a quantum spin liquid, both from an experimental and a theoretical perspective [247, 248, 199, 249]. Measurements using zero-field (ZF) $\mu^+$SR have confirmed the absence of magnetic ordering down to 20 mK [248, 199]. Furthermore, the NMR relaxation rate in the C-CDW phase was found to exhibit a power-law temperature dependence $1/T_1 \propto T^2$ for temperatures above 55 K, which suggests a QSL model whose spinon excitations have nodes in $k$-space [250]. Below 55 K, 1T-TaS$_2$ exhibits a broad range of $^{181}$Ta relaxation rates, suggesting a growing randomness in the spin system as the temperature decreases [250]. However, despite these studies, the exact nature of the QSL phase in 1T-TaS$_2$ remains unclear.

The existence of a QSL state in 1T-TaS$_2$ is complicated by the issue of interlayer coupling [247]. Below 200 K, the Star-of-David motifs are stacked directly on top of each other to form bilayers, with these bilayers stacked either randomly or in an incommensurate fashion [248, 251]. If the spins in the bilayer form a singlet then this state no longer fits the description of a spin liquid. This scenario is supported by the results of DFT calculations [242], which suggest that interlaying hopping dominates over intralayer hopping and the system becomes a one-dimensional metal. However, the formation of a dominant interlayer singlet is not supported by the NMR relaxation rate $1/T_1$ measured in Ref. [250], which would show an exponential decay if this were the case (they instead found $1/T_1 \propto T^2$ as noted above). On the other hand, if the spin liquid on each layer is fully gapped a sufficiently weak interlayer hopping will not be able to destroy the topological protection of the QSL state and it will therefore survive.

In this chapter, I report the results of muon spin relaxation ($\mu^+$SR) measurements on high quality samples of 1T-TaS$_2$. In additional to checking a candidate QSL for magnetic ordering, $\mu^+$SR can also measure critical parameters [202] that can be compared against QSL models. A QSL can be described theoretically in terms of fractionalised spinon excitations and various experimental properties are expected to depend on the characteristics of these spinons. Here we use $\mu^+$SR in
longitudinal magnetic fields (LF $\mu^+\text{SR}$) to provide information on the dynamics of spinons diffusing through the triangular lattice (Figure 7.3). The coupling of the muon to the spinons is determined by the stopping sites and their associated hyperfine interactions, which I have computed using density functional theory (DFT). The predictions of the QSL models are also compared with the results of specific heat measurements made by collaborators. Both spinon diffusion and the spinon contribution to specific heat are expected to depend on the nature of the spinon density of states (DOS) (Figure 7.2).

7.2 Methods

7.2.1 $\mu^+\text{SR}$ measurements

Muon spectroscopy ($\mu^+\text{SR}$) measurements were carried out on the HiFi instrument at the ISIS Neutron and Muon Source. A mosaic sample, made from several large crystals of 1T-TaS$_2$ (0.7272 grams in total) all oriented with the with the $ab$ plane parallel to the surface, was mounted on a silver sample plate, covered with a thin silver foil and then placed in a closed cycle refrigerator. The high-quality 1T-TaS$_2$ bulk crystals used in this study were synthesised by collaborators at the Instituto de Ciencia Molecular, Universidad de Valencia (ICMol) by chemical vapour transport and characterised using elemental analysis, ICP mass spectrometry and XRD. Data analysis was carried out using the WiMDA program [39].

The muon probe is fully spin polarised on implantation and the forward/backward asymmetry of the detected muon decay positrons $a(t)$, reflects the time dependent polarisation of the muon spin. In the ZF measurements the relaxing component of $a(t)$ was fitted to the product of a Gaussian and a Lorentzian term. The Gaussian term reflects nuclear dipolar relaxation contributions and was estimated at high $T$ and then kept fixed as $T$ varied. The relaxation rate of the Lorentzian term $\lambda$ reflects the electronic contribution to the muon spin relaxation that varies significantly with $T$. The electronic contribution is in a fast fluctuation regime where $\lambda$ is proportional to the electronic spin fluctuation time $\tau$. In the LF measurements the magnetic field was applied perpendicular to the $ab$ plane of the crystals.
Detailed measurements of the field and temperature dependence of the muon spin relaxation were made in this study, counting $5 \times 10^7$ muon decay events in each $\mu^+\text{SR}$ spectrum to get sufficient accuracy in the fitted parameters to estimate critical exponents that can be compared with those of QSL models.

### 7.2.2 Density functional theory calculations

In order to identify the muon sites and their hyperfine coupling to the unpaired spin, calculations were made using density functional theory (DFT). Spin-polarised calculations were carried out using the plane wave basis-set code CASTEP [68] within the generalised gradient approximation (GGA) using the PBE functional [67]. A $\sqrt{13} \times \sqrt{13} \times 2$ supercell comprising two C-CDW unit cells stacked along the $c$ axis was used for these calculations (the doubling of the $c$ axis is necessary to ensure sufficient isolation of the implanted muon from its periodic images). The C-CDW wave state was obtained by starting from the corresponding structure in Ref. [252] and allowing the ionic positions to relax. I used a plane wave basis-set cutoff energy of 500 eV and a $5 \times 5 \times 5$ Monkhorst-Pack [69] grid for $k$-point sampling, resulting in total energies that converge to an accuracy of 0.01 eV per cell. Muons were initialised in 59 random positions within this supercell, generated by requiring initial positions being at least 0.25 Å away each other and from any of the atoms in the cell. Each structure was then allowed to relax until the change in energy per ion was less than $2 \times 10^{-5}$ eV and the maximum force was below $5 \times 10^{-2}$ eV/Å. A neutral cell was used to provide an unpaired spin within the structure and the hyperfine coupling was evaluated for each relaxed site configuration [calculations using a charged (+1) cell were found to give negligible hyperfine coupling].

The zero-point energy (ZPE) of the muon at the stopping site was estimated using the results of phonon calculations carried out using the finite-displacement method. The lowest energy stopping site within each group was further relaxed with a stricter force tolerance of $1 \times 10^{-2}$ eV/Å to refine the equilibrium geometry used for the phonon calculations. Phonons were calculated at the $\Gamma$ point only. As the muon is much lighter than the atoms in this system, the highest energy phonon frequencies can be assumed to be dominated by the vibration of the muon (inspection
of the corresponding eigenvectors showed that this was indeed the case). Therefore, within the harmonic approximation, the ZPE of muon can be estimated from the sum of the frequencies of the three highest frequency phonon modes.

Energy barriers between muon stopping sites were calculated using transition state searches \[253\]. Taking two different muon stopping sites as the reactant and product structures, a transition state search is used to identify an intermediate state and hence evaluate the energy barrier between the two configurations. Interpolation to maximum energy is carried out using the Linear Synchronous Transit (LST) method, with the transition state obtained optimised using a conjugate gradient minimisation and then further refined using the Quadratic Synchronous Transit (QST) method.

### 7.3 \(\mu^+\)SR results

The muon spin relaxation is relatively slow in this material (Figure 7.4A), as found previously \[248, 250, 254\]. A detailed study of \(\lambda(B_{LF})\) at fixed \(T\) provides information about the character of the spin fluctuations \[255\]. This method has been used in \(\mu^+\)SR for studying the propagation of spinons in several spin-1/2 Heisenberg antiferromagnetic chain systems \[256, 92\], where 1D diffusive motion leads to a weak power law dependence for \(\lambda(B_{LF})\), and the method can easily be extended to systems of greater dimensionality \[255\].

When a longitudinal field is applied, the nuclear contribution to the relaxation is fully quenched at fields above a few mT, leaving just the electronic contribution. Therefore, the relaxing part of the asymmetry can be fitted to a single exponential decay, i.e.

\[
a(t) = a_0 \exp \left[ -\lambda(B_{LF}) t \right] + a_{bg},
\]

where the background term \(a_{bg}\) accounts for muons stopping outside of the sample. The relaxation rate \(\lambda(B_{LF})\) has a field dependence reflecting the spectral density function of the relaxation process \(S(\omega)\) \[23\], with the spectral density being derived from the Fourier transform of the spin autocorrelation function \(\Phi(t)\), i.e.

\[
\lambda(B_{LF}) \propto S(\omega) = \int_0^\infty \Phi(t) \cos(\omega t) dt,
\]
### 7.3. $\mu^+$SR results

#### Figure 7.4: (A) ZF muon spin relaxation at 200 K and 6 K and the quenching effect of weak LF on the relaxation rate at 200 K. (B) LF dependence of the relaxation rate at 120 K with fits to 1D, 2D and 3D spinon diffusion models, demonstrating that the 2D model provides the best fit.

where $\omega$ is the probe frequency and scales with $B_{\text{LF}}$. To fit $\lambda(B_{\text{LF}})$ in this case a model is considered in which spinons diffuse on an $n$-dimensional lattice where $n = 1$ is a chain, $n = 2$ is a square lattice and $n = 3$ is a cubic lattice. The spin autocorrelation function is then given by [255]

$$\Phi_n(t) = [e^{-2tD_{nD}}I_0(2tD_{nD})]^n$$

(7.15)

where $I_0$ is the zeroth order Bessel function and $D_{nD}$ is the diffusion rate (more precisely, the nearest-neighbour hopping rate). The corresponding spectral density for $n$-dimensional diffusion is

$$S_{\text{diff}}(\omega, n) = \int_0^\infty \Phi_n(t) \cos(\omega t) dt.$$  

(7.16)

Comparison was made between $\lambda(B_{\text{LF}})$ obtained from fits to the measured data made using (7.13) and the form of the $\lambda(B_{\text{LF}})$ predicted by the 1D, 2D and 3D spinon diffusion model, with the data measured at 120 K and the corresponding model fits shown in Figure 7.4B. The 1D model predicts $\lambda(B_{\text{LF}}) \propto B_{\text{LF}}^{-1/2}$, which is clearly inconsistent with the data, whereas 2D and 3D models show much better agreement with the measurements. Careful comparison with the data shows that
Figure 7.5: (A) Temperature dependence of the 2D spinon diffusion rate $D_{2D}$ obtained from LF $\mu^+SR$. The $T$ exponent depends on the critical parameter $\nu$ and the DOS power law $q$. (B) The product of the diffusive fraction in the LF $\mu^+SR$ signal $f_{\text{diff}}$ and the fraction of muon sites seeing unpaired spins $f_{\text{para}}$.

at every temperature the 2D model gives a significantly better fit than the 3D model. Thus $D_{2D}$ versus temperature may be obtained from LF scans at a series of temperatures.

In general both diffusive and localised excitations contribute to $\lambda(B_{\text{LF}})$. Localised excitations are represented by a Lorentzian spectral density centred on zero field [257], whereas fast-diffusing excitations have spectral density $S_{\text{diff}}(\omega)$ extending to higher fields. When the isotropic hyperfine coupling $\bar{A}$ dominates over the dipolar coupling and the diffusion rate is much faster than $\bar{A}$, the diffusive contribution to the LF relaxation rate from the spin-1/2 electronic spins can be expressed as

$$\lambda_{\text{diff}}(B_{\text{LF}}) = f_{\text{diff}}f_{\text{para}}\bar{A}^2S_{\text{diff}}(\omega, 2)/2,$$

(7.17)

where the probe frequency is the electronic Larmor frequency $\omega = \gamma_e B_{\text{LF}}$ with
**Figure 7.6:** Temperature dependent ZF muon spin relaxation shows a significant change in behaviour at $T_0$ and a more subtle change at $T_1$.

$\gamma_e/2\pi = 2.802 \times 10^{10}$ s$^{-1}$ T$^{-1}$, $f_{\text{diff}}$ ranging from 0 to 1 describes the diffusive fraction and $f_{\text{para}}$ is the fraction of muon sites coupled to unpaired electron spins. Both the diffusion rate $D_{2D}$ and the $f_{\text{diff}}f_{\text{para}}$ product are evaluated via (7.17) at each temperature. The 2D diffusion rate $D_{2D}$ obtained from fits to the LF $\mu^+\text{SR}$ scans is shown in Figure 7.5A. On cooling through the transition into the C-CDW phase a dramatic rise is seen in $D_{2D}$, consistent with a QSL state supporting diffusing spinons. The diffusion rate increases on cooling through region QSLa until a maximum is reached at $T_0 \approx 110$ K. The region below $T_0$ is labelled QSLb and shows a relatively strong power law $T^{n_D}$ with $n_D = 1.74(14)$. On cooling further another transition takes place below $T_1 \approx 25$ K where a weaker power law $n_D = 0.47(17)$ is found. This region is labelled QSLc.

While the diffusion rate depends only on the shape of $S_{\text{diff}}(\omega, 2)$, obtaining absolute values of the product $f_{\text{diff}}f_{\text{para}}$ requires knowledge of hyperfine coupling $\bar{A}$ of the muon to the electronic spins. We used a site-averaged value obtained from DFT calculations as $\bar{A} = 4.5(6)$ MHz (see Section 7.4). The temperature dependence of $f_{\text{diff}}f_{\text{para}}$ is shown in Figure 7.5B and shows a multi-region behaviour that matches
that of $D_{2D}$. The distinct $T$ regions found in the diffusion properties are also seen in the ZF $\mu^+\text{SR}$ data in Figure 7.6.

### 7.4 Muon stopping sites

In order to better understand the sensitivity of the implanted muon to the diffusing spinons, muon stopping sites were calculated using DFT. The obtained final sites form four distinct groups (Figure 7.7). Muons in site 1 [Figure 7.7(a)] bond to one S atom in each layer, forming a linear $\text{S}--\mu^+-\text{S}$ state with unequal $\mu^+--\text{S}$ bond lengths of 1.56 Å and 1.65 Å. Site 1 comprises two crystallographically distinct subclasses of sites that are made distinct by the CDW distortions. However, the local geometry of the muon is nearly identical in the two cases, resulting in similar hyperfine coupling. In site 2 [Figure 7.7(b)] the muon is bonded to only a single S atom (with a $\mu^+--\text{S}$ bond length of 1.4 Å), with these sites being around 0.03 eV higher in energy than site 1. In site 3 [Figure 7.7(c)], the muon stops inside the S layer, slightly displaced from the centre of the triangle defined by three S atoms, whereas for site 4 [Figure 7.7(d)] the muon sits around 0.7 Å above the centre of the triangle defined by three Ta atoms.

Hyperfine coupling tensors are calculated using the GIPAW method [258]. The dipolar coupling is much smaller than the contact hyperfine coupling for all sites. The hyperfine coupling is averaged over the members of each group to give a value

<table>
<thead>
<tr>
<th>Site type</th>
<th>Energy (eV)</th>
<th>Fraction (%)</th>
<th>Average hyperfine coupling (MHz)</th>
<th>Zero-point energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (interlayer)</td>
<td>0.03</td>
<td>34</td>
<td>6.25</td>
<td>0.35</td>
</tr>
<tr>
<td>2 (interlayer)</td>
<td>0.06</td>
<td>12</td>
<td>7.60</td>
<td>0.41</td>
</tr>
<tr>
<td>3 (S layer)</td>
<td>0.09</td>
<td>47</td>
<td>7.70</td>
<td>0.51</td>
</tr>
<tr>
<td>4 (Ta layer)</td>
<td>0.13</td>
<td>7</td>
<td>$-0.92$</td>
<td>0.65</td>
</tr>
</tbody>
</table>
7.4. Muon stopping sites

![Diagram of muon stopping sites](image)

Figure 7.7: Muon stopping sites calculated using density functional theory. Ta and S are represented by blue and yellow spheres respectively. Sites 1 and 2 occupy the interlayer region. Site 3 is associated with the S layer and site 4 with the Ta layer.

for each site (Table 7.1). The calculated hyperfine coupling constants were found to be highly sensitive to the $k$-point grid used (varying by about 20%) and the $5 \times 5 \times 5$ grid used in our calculations is insufficient to ensure convergence of the hyperfine coupling. However, larger $k$-point grids are computationally prohibitive and this limits the accuracy of our estimate to around 1 MHz, so we can take $\bar{A} = 7(1)$ MHz for coupling to the adjacent layer. Table 7.1 also reports the zero-point energy (ZPE) of the muon at each site, determined from phonon calculations.

To investigate the possibility of muon diffusion within the temperature range of the experiment, I carried out transition state searches [253] between pairs of distinct muon stopping sites. Here, the lowest energy site within each cluster is chosen as the representative member of this cluster (Table 7.2). Energy barriers denoted as $i \rightarrow j$ correspond to those between adjacent sites of type $i$ and $j$ within the structure. For the cases where $i = j$, energy barriers were calculated between adjacent sites of the same type in the same layer. Energy barriers are illustrated in Figure 7.8(a). We find that the energy barrier between sites 1 and 2 is very close to the difference in energy between the two. This, coupled with the large ZPEs (0.35 eV and 0.51 eV respectively) of both sites means that the muon is likely to be delocalised between
Table 7.2: Energy barriers between muon stopping sites. Energy barriers denoted as $i \rightarrow j$ correspond to those between adjacent sites of type $i$ and $j$ within the structure.

<table>
<thead>
<tr>
<th>Energy barrier (eV)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \rightarrow 1$</td>
<td>1.14</td>
</tr>
<tr>
<td>$1 \rightarrow 2$</td>
<td>0.03</td>
</tr>
<tr>
<td>$1 \rightarrow 3$</td>
<td>0.44</td>
</tr>
<tr>
<td>$1 \rightarrow 4$</td>
<td>1.29</td>
</tr>
<tr>
<td>$2 \rightarrow 2$</td>
<td>1.25</td>
</tr>
<tr>
<td>$2 \rightarrow 3$</td>
<td>0.39</td>
</tr>
<tr>
<td>$2 \rightarrow 4$</td>
<td>1.34</td>
</tr>
<tr>
<td>$3 \rightarrow 3$</td>
<td>1.49</td>
</tr>
<tr>
<td>$3 \rightarrow 4$</td>
<td>0.58</td>
</tr>
<tr>
<td>$4 \rightarrow 4$</td>
<td>2.01</td>
</tr>
</tbody>
</table>

these two geometries, rather than them representing two distinct stopping sites. Similarly, the barrier between sites 2 and 3 is less than their ZPE. Thus sites 1, 2 and 3 are expected to form a single quantum delocalised state. For site 4 the ZPE is larger than the barrier to site 3 and thus a transition to site 3 is expected. Barriers between adjacent sites of the same type within the layer are all $> 1$ eV and hence large compared with the ZPE and thermal energy available to the muon. Long range muon diffusion is therefore expected to be strongly suppressed in this structure and thus cannot be responsible for the rapid fall in $D_{2D}$ and $f_{\text{diff}} f_{\text{para}}$ with temperature that is found in the QSLa phase.

The $S-\mu^+ - S$ bond formed by muons in site 1 is asymmetric, with the muons in this site closer to one layer than the other. This suggests that there may be an energy barrier for muons moving along the line joining the two S atoms. I therefore attempted to calculate the barrier between two muon sites located on either side of the centre of this line. The second site (denoted 1') was obtained by pushing the muon along the line joining the S atoms and allowing the resulting structure to relax. However, the LST algorithm failed to bracket the maximum from both endpoints, with all structures generated from the interpolation between the two
Figure 7.8: (a) Effective barrier heights in eV between the sites, taking the site energy differences into account. The corresponding ZPE of each site is shown in red. It can be seen that site 4 will be unstable against a transition to site 3 and that sites 1, 2 and 3 will combine to form a single quantum delocalised site. (b) A model of the quantum delocalised state for the muon, showing how it can be considered a superposition of the classical muon sites between two layers. The hyperfine coupling to an unpaired spin in the upper layer for each site is indicated and these are weighted by the fraction of muons in each site (left-hand column) to obtain $A = 4.5(6)$ MHz.

Muon sites being degenerate to within 0.005 eV. Thus, considering the large ZPE of the muon at these sites, we expect it to delocalise between sites 1 and 1’ and we therefore need to allow for the possibility of a further level of delocalisation across the interlayer region, linking the two sets of sites 1–3 above and below the midpoint between the layers. This would result in the muon wave function and hyperfine coupling being shared between the two layers. This is modelled in Figure 7.8(b), where it is assumed that muons in site 1 can couple to either layer, whereas muons in sites 2 or 3 couple only to the nearest layer. Taking the weighted average of the hyperfine coupling to one of the two layers for each type of site, where the weights are proportional to the number of initial positions that resulted in a site of this type, gives a best estimate $A = 4.5(6)$ MHz for the hyperfine coupling between the muon and an unpaired spin in a single layer, which in turn determines the amplitude of
the diffusion term in the LF-dependent $\mu^+\text{SR}$ relaxation rate.

## 7.5 Discussion

Our LF $\mu^+\text{SR}$ measurements, combined with my calculations of the muon stopping sites, allowed us to extract the temperature dependence of the spinon diffusion rate $D_{2D}$. This enabled an interpretation of the data in terms of the predictions of QSL models (with this analysis carried out by Francis Pratt), which I report here.

The many possible 2D QSL states for a triangular lattice can be broadly classified [231] as $SU(2)$, $U(1)$ or $Z_2$. Of these, the $Z_2$ states are expected to be most stable and there are also well-developed theories for the quantum critical properties of $Z_2$ QSL phases [259, 260, 261]. Thus $Z_2$ models provide a natural starting point for interpreting the present data. For a $Z_2$ QSL the spinon transport in the quantum critical (QC) regime [261] leads to $D_{2D} \propto T^{\alpha_q}$ where $n_D = 2/\nu - 2$, with $\nu$ the critical exponent for the correlation length. To allow for an energy dependent DOS this can be extended to

$$n_D = 2/\nu - 2 + q,$$

where $q = 1$ for a linear Dirac DOS [Figure 7.2(a)] and $q = 0$ for a constant DOS, as would be expected for cases of quadratic dispersion or a large spinon Fermi surface [Figure 7.2(a)].

The $\nu$ exponent for bosonic spinons in a $Z_2$ QSL model for the triangular lattice is expected to be that of the $O(2N)$ criticality class [259, 260, 261], i.e.

$$\nu = 1 - \frac{16}{3\pi^2 N},$$

(7.19)

where integer $N$ is the dimension of the order parameter, which is 2 for the basic spin-only model. Collaborators at the Instituto de Ciencia Molecular, Universidad de Valencia (ICMol) carried out measurements of specific heat on 1T-TaS$_2$. The corresponding critical exponent for the specific heat, $C_p \propto T^{\alpha + q}$, can be obtained from (7.19) via the hyperscaling relation $\alpha = 2 - 3\nu$,

$$\alpha = \frac{16}{\pi^2 N} - 1.$$

(7.20)

Experimental values for $\alpha$ and $\nu$ are compared with the model values in Figure 7.9.
Figure 7.9: The exponent $\alpha$ from specific heat and the exponent $\nu$ from LF $\mu^+\text{SR}$ are compared with the $Z_2$ model values (solid lines). Dashed lines and shading indicate measured values and uncertainty, derived for $q = 0$ and $q = 1$. Solid points indicate the best model in each phase. For QSLc both measurements (A, B) require $q = 0$ and $N = 3$. For QSLb the data indicate $q = 1$ and $N = 2$ (C, D). For QSLa a return to $q = 0$ is found (E), keeping $N = 2$. Since LF $\mu^+\text{SR}$ in QSLa gives no realistic $\nu$ value, panel F shows $\nu = (2 - \alpha)/3$.

For QSLc the experimental values for $\alpha$ and $\nu$ are both consistent with $q = 0$ and $N = 3$ (Figure 7.9A,B). This suggests a $Z_2$-gapless QSL with an additional degree of freedom, possibly related to the effects of spin-orbit coupling. For QSLb, the $\nu$ exponent matches $q = 1$ and $N = 2$, indicating a $Z_2$-linear QSL (Figure 7.9D). The corresponding value for $\alpha$ is shown in Figure 7.9C. In QSLa it is found that $q = 0$ and $N = 2$ (Figure 7.9E) reflecting a $Z_2$-gapless QSL. The strong negative power for $D_{2D}$ in QSLa (Figure 7.5A) is not predicted within this model, but may reflect inter-plane spin correlations sensed by the muon that will be discussed shortly.

Another possibility for QSLa is a $U(1)$-gapless state with fermionic spinons, for which $n_D = -1/3$ is expected [262], but this is still much smaller than measured and the corresponding prediction $\alpha = 1/3$ [263] is not found (Figure 7.9E).
The survival of the QSL state in bulk 1T-TaS$_2$ is complicated by the interactions between layers and hence the possible CDW stacking configurations (hereafter referred to as the electronic stacking), as discussed in Section 7.1.2. A recent scanning tunneling microscopy (STM) study of the cleavage planes of 1T-TaS$_2$ at 77 K found large-gap surfaces assigned to band-insulator strongly-coupled spin-paired bilayers and narrow-gap surfaces assigned to unpaired Mott-gapped layers, that could support the QSL state [264]. The ratio of these two types of surface was found to be 3 to 1. The bilayers have A-mode stacking and the weaker stacking between the bilayers is C-mode (the center Ta site of the SD of the lower layer is located below the Ta sited in one of the tips of the SD of the upper layer). If the regular stacking sequence has the form ACACAC then cleavage is expected at the C planes, giving only A-mode bilayer surfaces [Figure 7.10(a)]. If the electronic stacking along the $c$ axis is more complex, for example, of the form ACACCAC (or, in general, ACA$\perp$AC, where $\perp$ is a layer with a stacking different than A), then a fraction of the cleavage planes will be unpaired monolayers and the experimental ratio of 3 to 1 is consistent with an average density of electronic stacking defects around this 1 in 7 level [Figure 7.10(b)]. For muons implanting in such a sequence, 2 out of 7 interlayer sites will see the unpaired layer and couple to the paramagnetic electronic relaxation and the remaining 5 sites will see the diamagnetic spin-paired bilayers, showing only nuclear relaxation. These site ratios are consistent with our muon measurements, which show a significant Kubo-Toyabe nuclear relaxation term that is assigned to the bilayers and a relatively weak Lorentzian relaxation term that is assigned to the QSL monolayers. Referring to Figure 7.5B and noting that $f_{\text{diff}}$ can be no larger than 1, it can be seen that, whereas the data points at 40 K and below are compatible with $f_{\text{para}} \approx 2/7$, higher temperatures around $T_0$ require a rather larger value of $f_{\text{para}}$, approaching 1 at $T_0$. This suggests a steady increase in the concentration of QSL layers with temperature. Example configurations with increased QSL layer concentration are shown in Figure 7.10(c) and Figure 7.10(d).

As discussed in Section 7.4, the rapid fall-off in the muon relaxation signal with increasing temperature above 110 K is not related to muon diffusion. The sensitivity of the muon probe state to spins in two adjacent layers was highlighted in Section 7.4.
Figure 7.10: (a) Regular ACACAC stacking of the triangular-lattice layers of Star-of-David (SD) clusters produces completely spin-paired bilayers that do not support the QSL state. Cleavage at C planes (dashed lines) in such a structure results in bilayer surfaces. Muon sites in this case are all diamagnetic (shown as D). (b) A defect in the SD stacking sequence at the level of one in seven layers on average gives a sequence such as ACA⊥⊥AC for which 1 in 4 cleaved surfaces are unpaired monolayers that can support the QSL state. This ratio matches that seen in a recent STM study [264]. The muon stopping sites in this case split between diamagnetic (D) and paramagnetic (P), with $f_{\text{para}}$, the P to D site ratio, being 2/7 for this concentration of stacking defects. (c,d) Example sequences with greater concentrations of the electronic stacking defects that produce more unpaired QSL layers and larger values of $f_{\text{para}}$. 
and this characteristic is likely to be behind the reduced response in the higher temperature phase. In particular, if unpaired spins are present in two adjacent layers that show antiferromagnetic correlation, then the hyperfine couplings of the muon to the spins in the two layers will tend to cancel, leading to a loss of muon relaxation signal (Figure 7.11). This would imply that the bilayer spin coupling is breaking up in the QSLa phase as it approaches the 200 K transition to the incommensurate phase, as illustrated in Figure 7.10(d).

### 7.6 Conclusion

In conclusion, we have demonstrated that a consistent picture of the emergent QC exponents of a QSL can be obtained using the local-probe LF $\mu^+$SR technique (with knowledge of the muon stopping site) alongside bulk specific heat measurements (carried out by coworkers). Establishing these exponents for a QSL allows a close engagement to be made with theory. For 1T-TaS$_2$ three distinct phases are suggested between 200 K and 6 K. A $Z_2$-gapless phase above 100 K, a $Z_2$-linear phase between 100 K and 25 K and another $Z_2$-gapless phase below 25 K. These results are in sharp contrast with the common assumption that a QSL maintains a single topological phase at all temperatures. Inter-QSL transitions like those suggested here represent...
a novel class of non-symmetry-breaking thermal phase transition, which may be associated with finely-balanced temperature-dependent competing interactions and with marginally stable symmetric QSL states, where instabilities such as spinon pairing \([265, 266]\) are likely to occur. The thermal transitions between distinct quantum phases observed in this study thus provide a new perspective on spin liquid behaviour.

The insight gained from the muon-probe is significantly enhanced by knowledge of its stopping site, obtained here from DFT calculations. These calculations also highlight the importance of the quantum nature of the muon. The large ZPE of the muon can increase the probability of it tunnelling between minima or, as seen here, can result in the formation of a quantum delocalised state. While the methods employed in this chapter may be best viewed as quantum mechanical corrections to results obtained using a “classical” muon, they represent a first step towards a fully quantum mechanical treatment of the muon.
Chapter 8

Conclusion and further work

The results presented in this thesis demonstrate that the interpretation of $\mu^+\text{SR}$ experiments can be significantly enhanced by the knowledge of the muon stopping site, which can be calculated using DFT. In Chapter 5, DFT calculations reassure us that the muon acts as a faithful probe of the magnetic properties of the ‘nonmetallic metal’ FeCrAs, as the muon does not introduce any significant structural distortions into the system. The muon is able to detect the onset of long-range magnetic order, and is also sensitive to fluctuating magnetism and the freezing of dynamics above and below this transition, respectively. This is to be contrasted with the case of the molecular spin ladder compound $(\text{Hpip})_2\text{CuBr}_4$, discussed in Chapter 6, where it was found that the muon induces significant structural and electronic distortions to its host. It was proposed that the the muon, when taken together with the local distortion it produces, leads to a local probe unit with good sensitivity to the magnetic state. This results in transverse-field $\mu^+\text{SR}$ spectra displaying characteristic behaviour in each of the regions of the phase diagram. In the $\mu^+\text{SR}$ study of the charge density wave system 1T-TaS$_2$, presented in Chapter 7, the muon provides sensitivity to the diffusing spinons, with the temperature dependence of the diffusion rate demonstrating three distinct phases. DFT identified a quantum delocalised state of the muon between TaS$_2$ layers, which allowed us to construct models that help to explain the differing muon response in each of these phases.

In the context of DFT+$\mu$ as a whole, there are a number of conclusions that can be drawn from the examples presented in this thesis. Of these examples, Fe-
CrAs is one of the more straightforward cases, as it appears as though the muon is well-behaved in this system and does not introduce any peculiarities to the observed spectra. Still, knowledge of this fact is reassuring for the results obtained from the $\mu^+$SR study, particularly as the local magnetic field observed in these measurements is similar to the dipolar field calculated from the previously-proposed magnetic structure. These calculations also demonstrate that the minimum of the electrostatic potential can provide a good first estimate of the muon stopping site in specific cases, as found previously [93, 94, 95]. This is also the case in the heavy-fermion systems URu$_2$Si$_2$ and CeRu$_2$Si$_2$ (discussed in Chapter 4) where the muon stopping sites calculated using structural relaxations were found to be close to, but not identical to, the minima of the electrostatic potential. In these examples it was possible to compare properties associated with these sites with the results of $\mu^+$SR experiments. In the case of URu$_2$Si$_2$, the dipolar field at the proposed site is found to lie almost entirely along the $c$ axis, in agreement with the findings of a recent $\mu^+$SR study [134]. For CeRu$_2$Si$_2$, closer comparison can be made, as a stopping site was previously proposed on the basis of muon Knight shift measurements [84]. While the two sites differ in this case, similar comparisons of sites for the other heavy-fermion compounds included in the same study [84] would provide a useful assessment of the agreement between the two approaches.

A useful finding of the calculations on URu$_2$Si$_2$ and CeRu$_2$Si$_2$ is that the muon stopping sites in these isostructural compounds are nearly identical. This suggests that it should be possible to propose muon stopping sites in a material on the basis of sites calculated for an isostructural compound. This is supported by the results of calculations on the skyrmion-hosting compounds GaV$_4$S$_8$ and GaV$_4$Se$_8$, in which the same four distinct sites are found in both compounds. A complication here is that the chemical substitution of S for Se changes the energetic ordering of these sites, which may affect which site is realised in practice (though it is not yet known how to translate the relative energies of multiple stopping sites into occupation probabilities). The sites calculated for GaV$_4$S$_8$ have since been used by my colleague Thomas Hicken [267] to simulate the expected field distribution seen by the muon in the skyrmion phase, with the preliminary results showing good agreement with the
measured spectra. This is similar to what was done previously for Cu$_2$OSeO$_3$ [268], where the calculated field distributions for the skyrmion phase and the surrounding helical phases were compared to the spectral intensities in TF $\mu^+$SR spectra. We aim to be able to analyse $\mu^+$SR spectra in terms of field distributions arising from spin textures, instead of relying solely on idealised model field distributions (such as those discussed in Chapter 2).

I have also introduced new tools for carrying out muon site calculations (see Chapter 4). These take the form of the MuFinder program, which aims to make it easier for non-experts to carry out calculations similar to those presented in this thesis. The site generation algorithm used by MuFinder aims to reduce the computational cost of these calculations by limiting the number of initial positions required in order to sufficiently sample the potential energy landscape for the muon. Despite this, each geometry optimisation calculation can be quite time-consuming and represents the rate-determining step in obtaining muon sites. Work has been done exploring alternative methods of carrying out these calculations, such as replacing DFT with the much faster lower-level approximation of Density Functional Tight Binding (DFTB) [109]. However, the limited number of elements available in a given basis set prevents this from being a general solution. It is clear that a fine balance between accuracy and computational cost will need to be struck in order for these techniques to become a routine part of carrying out $\mu^+$SR experiments.

For the muon sites in 1T-TaS$_2$ (Chapter 7), evaluation of the muon’s zero-point energy (ZPE) and the energy barriers between sites suggests the formation of a quantum delocalised state for the muon. The quantum nature of the muon is likely to be important in a number of cases, given that its mass is only one-ninth of the proton mass. Investigations into the use of path integral molecular dynamics (PIMD) [269] to enable a fully quantum mechanical treatment of the muon are ongoing, with calculations involving muonium of various charge states in solid nitrogen, carried out by my colleague Matjaž Gomilšek, showing promising results [270]. A fully quantum mechanical treatment of the muon is likely to be computationally prohibitive for many systems. In these cases, attempts should be made to estimate the ZPE associated with the muon at each site using a less expensive method, such
as phonon calculations (as was done for 1T-TaS$_2$ in Chapter 7). The muon’s ZPE is an important factor to consider when comparing the energetics of multiple local minima, as it is possible that not all of these minima will be stable once the ZPE is taken into account.

The distortions induced by the muon to its local environment are also an important factor to consider. In most examples in this thesis, these distortions are found to be insignificant, with the one notable exception being for the muon sites in the molecular spin ladder (Hpip)$_2$CuBr$_4$ (Chapter 6). In contrast to the distortions induced in pyrochlore oxides [91], which serve to mask the true magnetic behaviour of the sample under study, my analysis suggests that the distortions in (Hpip)$_2$CuBr$_4$ are responsible for the sensitivity of the muon to the magnetic phases in this system. However, muon-induced distortions are unlikely to be as benevolent as this in general and are particularly important to understand in systems on the verge of an instability, or where doping is a critical parameter. An interesting case to consider is that of non-centrosymmetric superconductors, where $\mu^+\text{SR}$ measurements have indicated the presence of time-reversal symmetry (TRS) breaking [271, 272, 273]. These measurements reveal the spontaneous appearance of a magnetic field below the transition temperature and, while there is also evidence for TRS breaking in Sr$_2$RuO$_4$ from the polar Kerr effect [274], this has only been observed using muons in the vast majority of cases. These spontaneous fields are thought to be generated by supercurrents associated with variation of the superconducting order parameter near dilute imperfections in the material [275], with the locality of the probe making $\mu^+\text{SR}$ ideal for their detection. However, we might ask if the muon instead introduces significant structural or electronic distortions that modify the local physics of the system we are trying to measure. With the recent advances in the calculation of muon stopping sites using DFT, including those made through the studies presented in this thesis, we are now in a much stronger position to answer this question.
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