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Abstract: The Standard Model of particle physics has been remarkably successful

at explaining the behaviour of nature at very high energies. It has been thoroughly

tested by experiments at the Large Hadron Collider and almost all of its predictions

have agreed closely with observations. Despite this, there are many phenomena that

it cannot explain, such as the origins of neutrino masses. Therefore, the Standard

Model alone cannot provide a complete explanation of reality, and so there must

exist physics beyond it. However, finding it is particularly difficult due to the

aforementioned success of the Standard Model.

In this thesis, we continue the search for this new physics by carrying out five

separate studies that could contribute towards the overall goal. We calculate new

limits on specific extensions of the Standard Model by using lepton-flavour-violating

decays of τ leptons. We also use electroweak precision measurements for the first

time to constrain the trilinear self-coupling of the Higgs boson, and perform the

most precise calculation to date of the production of a heavy neutrino via gluon

fusion. Considering machine-learning techniques, we improve the robustness of an

autoencoder used for unsupervised searches for new physics, and we develop a new

approach to using neural networks for solving differential equations, which we apply

to the calculation of cosmological phase transitions. A general theme across all

of these investigations is the importance of a high precision, both in terms of the

theoretical calculations, and the experiments through which they are tested.
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Chapter 1

Introduction

The Standard Model of particle physics is an extremely well-tested theory and is the

best approximation to the behaviour of nature at length scales of O(10−18 m)—the

smallest scales that can currently be probed experimentally to a high precision—that

humanity has ever achieved. In fact, it can be argued that it is the most successful

theory from any branch of physics. Although it has its flaws—there are many

unexplained phenomena, as we shall see later—and thus cannot be the complete

story of our universe, the model has been so successful that almost every attempt to

construct an even better description of the physics at such scales begins by taking

the Standard Model and extending it in some way. In any case, there is no denying

the fact that even if the absolute description of nature is radically different, then

this behaviour would mainly be seen at even smaller lengths (higher energies), and

must reduce to something that resembles the Standard Model in the lower-energy

limit.

It is therefore no surprise that attempts to find what lies beyond the Standard Model

often prove futile, and verifying such models experimentally is very difficult since

the Standard Model already agrees very well with many observations. However,

we are guided in the search both by the unexplained phenomena, and areas of the

Standard Model which are currently experimentally more loosely constrained than



2 Introduction

others. The unexplained phenomena motivate extensions of the Standard Model

which can explain such effects, while loosely constrained parts of the model motivate

more precise studies to see whether a discrepancy with data can be found.

Thus, in this thesis we explore various avenues where it may be possible to shed light

on what lies beyond the Standard Model. In Chapter 2, we consider three extensions

of the Standard Model that address unexplained phenomena, and examine the

constraints that can be placed on their parameter spaces due to their prediction

of lepton-flavour-violating decays of the τ lepton. We then perform a calculation

in Chapter 3 of the effects of an extension to the Higgs sector on the trilinear self-

coupling of the Higgs boson via its imprint on the electroweak oblique parameters,

using perturbative methods from quantum field theory. In Chapter 4, we make use

of techniques from quantum chromodynamics to carry out a threshold-resummed

calculation of the cross section for the production of heavy neutrinos from gluon

fusion.

In the final part of the thesis, we focus on some applications of machine learning to

helping with the search for physics beyond the Standard Model. In Chapter 5, we

consider the application of autoencoders to performing model-independent searches

for new physics, and improve their robustness by combining them with adversarial

neural networks. Additionally, in Chapter 6 we develop a new approach for solving

differential equations with neural networks, and apply this to the calculation of

tunnelling rates which can be used to study the scalar sector in the Standard Model

and beyond. Finally, we summarise the work in the thesis in Chapter 7.

Before we delve into any of these studies, we first discuss the basic ideas on which

they are based, with more specific details included later along with each particular

investigation. We begin by introducing the Standard Model in Sec. 1.1, and discuss

some of its further interesting features which are important in Sec. 1.2. We then give

a brief overview of the shortcomings of the Standard Model and the ways in which it

can be extended in Sec. 1.3, before concluding the chapter in Sec. 1.4 by introducing

some of the machine-learning techniques and ideas that are used in particle physics.
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1.1 The Standard Model of Particle Physics

We will begin with a discussion of the Standard Model of particle physics. In order

to do so, we must first introduce the symmetries and particle content from which the

model is constructed. We will then describe the concept of spontaneous symmetry

breaking, which is necessary for the generations of masses for particles that would

otherwise be massless. Furthermore, we will introduce the topic of flavour physics

which arises as a result of the mechanism from which the masses are generated.

1.1.1 Overview and Basic Ideas

The Standard Model [1–7] is a quantum field theory which describes the interactions

between fermions (particles with half-integer spin) and bosons (particles with integer

spin), and is based upon the notion of symmetry, which lies at the heart of all of

particle physics. All the matter content in the theory is associated to fermions,

while all the fundamental interactions are mediated by bosons. A key concept is the

statement that the theory is invariant under a gauge transformation1 [8], which is a

local transformation of the form,

ψ(x)→ e−iα
a(x)taψ(x) . (1.1.1)

Here, ψ(x) is a matter field which depends on the spacetime coordinate x, ta are the

generators of the corresponding Lie group and αa(x) parameterise the transformation.

The relevant Lie groups for the Standard Model are the abelian U(1) group and

the non-abelian groups SU(n), with n ≥ 2. The generators for SU(n) satisfy the

commutation relation,

[ta, tb] = ifabctc , (1.1.2)

where fabc are the structure constants of the group. The generators ta are traceless

Hermitian matrices with a dimension that depends on their representation. In the

1The theory is also invariant under the Poincaré group—the combination of both Lorentz
transformations and translations in spacetime.
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fundamental representation they are n× n matrices, while in the adjoint represent-

ation they are (n2 − 1) × (n2 − 1) matrices, where n2 − 1 is the dimension of the

group and corresponds to the total number of generators. Thus the indices a, b and

c run from 1 to n2 − 1.

The Standard Model is constructed from the gauge group,

GSM ≡ SU(3)c × SU(2)L × U(1)Y . (1.1.3)

The SU(3)c gauge group corresponds to the strong interactions of quantum chro-

modynamics [3, 4], which is mediated by gluons that interact with colour charges.

Similarly, the SU(2)L×U(1)Y gauge group describes the electroweak interactions [1,2]

mediated by vector bosons that couple to either the left-handed weak isospin or the

weak hypercharge. After spontaneous symmetry breaking [5–7], this electroweak

gauge group is broken down to the U(1)EM group that describes the interactions of

quantum electrodynamics [9–11] between electrically charged particles and mediated

by photons. This is due to the addition of a complex scalar field in the Lagrangian,

which takes a non-zero vacuum expectation value (VEV) and is able to generate

mass terms for both the fermions and gauge bosons without breaking the gauge

invariance of the theory.

The Lagrangian of the theory consists of the terms allowed by gauge invariance, and

can be expressed as a sum of several distinct parts2 [12]:

LSM = LGauge + LFermion + LHiggs + LYukawa . (1.1.4)

The first piece contains the kinetic terms for the gauge fields, with the fermion part

describing the kinetic terms for the fermion fields and their interactions with the

gauge fields. Furthermore, the Higgs terms contain the potential for the additional

complex scalar field and its interactions with the gauge bosons. Finally, the Yukawa

terms describe the interactions between the fermions and the complex scalar field.

Here, we will describe each part separately.

2There are also gauge-fixing and ghost terms, which will be defined later.
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Gauge Terms

Associated to each gauge group are sets of gauge fields, which arise from the require-

ment for the Lagrangian to be invariant under such a gauge transformation. For

the Standard Model, these gauge fields and their representations under the gauge

groups are,

Ga
µ ∈ (8,1, 0) , W i

µ ∈ (1,3, 0) , Bµ ∈ (1,1, 0) , (1.1.5)

corresponding to the SU(3)c, SU(2)L and U(1)Y gauge groups, respectively. The

kinetic terms for the gauge fields in the Lagrangian are then,

LGauge = −1
4G

a
µνG

aµν − 1
4W

i
µνW

i µν − 1
4BµνB

µν , (1.1.6)

where the field-strength tensors are defined in terms of the gauge fields as,

Ga
µν = ∂µG

a
ν − ∂νGa

µ + gsf
abcGb

µG
c
ν ,

W i
µν = ∂µW

i
ν − ∂νW i

µ + gεijkW j
µW

k
ν ,

Bµν = ∂µBν − ∂νBµ . (1.1.7)

The structure constants for SU(3)c are denoted by fabc, while the structure constants

for SU(2)L are the Levi-Civita tensor εijk. The parameters gs and g are the coupling

strengths of their respective gauge groups. In addition, the gauge group U(1)Y also

has a coupling strength, which we denote by g′. Note that the additional term in the

non-abelian field-strength tensors gives rise to trilinear and quartic self-interactions

of the associated gauge boson.

Under a gauge transformation parameterised by α, the abelian field Bµ transforms

as,

Bµ → Bµ −
1
g′
∂µα , (1.1.8)

which means that a term proportional to BµB
µ in the Lagrangian is not invariant

under such a transformation. A more complicated transformation holds for the

non-abelian fields, but the equivalent quadratic terms Ga
µG

aµ and W i
µW

i µ are also
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not invariant. Therefore, these mass terms for the gauge fields are forbidden from

the Lagrangian, with the consequence that in the unbroken theory, the gauge bosons

are massless.

Fermion Terms

As we mentioned earlier, all matter in the theory is described by fermions. These

are particles with half-integer spin, which determines their transformation under the

Lorentz group. The fermions can be further classified according to their representa-

tions under the gauge groups. In the Standard Model, these classes are,

QL =

uL
dL

 ∈ (3,2, 1/3) , uR ∈ (3,1, 4/3) , dR ∈ (3,1,−2/3) ,

LL =

νL
eL

 ∈ (1,2,−1) , eR ∈ (1,1,−2) . (1.1.9)

The first line are the quarks, which are in the triplet representation of SU(3)c and

thus interact via the strong force. The second line are the leptons, which are in the

trivial representation of SU(3)c and are thus uncharged under colour. Furthermore,

u and d are up-type quarks and down-type quarks while ν and e are neutrinos and

charged leptons, respectively. For both quarks and leptons there exist left-handed

doublets under the gauge group SU(2)L. Specifically, this means that the gauge

group SU(2)L only interacts with the left-handed components of the fields, and

right-handed fields are thus singlets under SU(2)L. For a field ψ, the left-handed

component is projected out by,

ψL ≡ PLψ = 1
2(1− γ5)ψ , (1.1.10)

where γ5 is the fifth Dirac matrix γ5 = iγ0γ1γ2γ3. Similarly, there is a right-handed

projection operator PR = (1 + γ5)/2. Finally, the third number describing the

representations is the weak hypercharge Y , which is the constant of proportionality

of the coupling strength under the abelian group U(1)Y . There is a copy of these
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representations for each of three ‘generations’ of fermions, which are identical except

for their masses and mixings.

In the doublet representations of SU(2)L, the upper field has a third component of

weak isospin T3 = 1/2. Similarly, the lower field has T3 = −1/2. The electromagnetic

charge Q is related to the weak isospin and weak hypercharge by the Gell-Mann-

Nishijima formula [13,14],

Q = T3 + Y

2 . (1.1.11)

In the broken theory after spontaneous symmetry breaking, the charge Q is the

constant of proportionality of the coupling strength under the remaining symmetry

U(1)EM.

The kinetic terms for the fermions in the Lagrangian can then be constructed from

these representations. They take the form,

LFermion =
3∑
i=1

[
QLiiγ

µDµQLi + uRiiγ
µDµuRi + dRiiγ

µDµdRi

+ LLiiγ
µDµLLi + eRiiγ

µDµeRi
]
, (1.1.12)

where the sum is over the fermion generations. There is also an implicit sum over the

Dirac spin indices, as well as the indices corresponding to colour and weak isospin.

For a fermion field ψ charged under colour and weak isospin with a weak hypercharge

Y , the covariant derivative Dµ is defined by,

Dµψ = ∂µψ + igs
λa

2 G
a
µψ + ig

σi

2 W
i
µψ + ig′

Y

2 Bµψ . (1.1.13)

Here, λa and σi are the Gell-Mann and Pauli matrices, which are the generators

for SU(3)c and SU(2)L, respectively3. The covariant derivatives in Eq. (1.1.12) only

contain the gauge fields corresponding to the gauge groups under which the relevant

fermion field is charged.

Similar to the gauge bosons, it might be tempting to write down a fermion mass

term proportional to ψLψR + ψRψL. However, the left-handed and right-handed

3Strictly speaking, the generators for SU(3)c and SU(2)L are λa/2 and σi/2, respectively.
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fields have different quantum numbers under the SU(2)L and U(1)Y gauge groups.

This means that they both transform differently under a gauge transformation, so

the transformation of the left-handed field cannot cancel the transformation of the

right-handed field, and vice versa. Therefore, a fermion mass term would not be

gauge invariant and in the unbroken theory fermions are also massless.

Higgs and Yukawa Terms

Observations have shown that there exist gauge bosons and fermions with masses [15].

This is in contrast with the prediction of the unbroken theory of the Standard

Model that mass terms for these are forbidden. To solve such a problem, it was

proposed [5–7] to include in the theory a complex scalar Φ, which, when it takes

a non-zero VEV, can break the gauge invariance spontaneously and generate mass

terms for the gauge bosons and fermions. While the full Lagrangian is invariant

under the gauge symmetry, the vacuum of the scalar field is not4. The complex

scalar Φ, also called the ‘Higgs doublet’, has the following representation under the

gauge symmetries:

Φ =

φ+

φ0

 ∈ (1,2, 1) . (1.1.14)

The kinetic and potential terms for the Higgs doublet, which are required to satisfy

the conditions of gauge invariance and renormalisability, are then,

LHiggs = (DµΦ)†(DµΦ)− µ2Φ†Φ− λ(Φ†Φ)2 . (1.1.15)

Furthermore, its interactions with the fermions are described by the Yukawa terms,

LYukawa = −
∑
i,j

[
(Yu)ijQLiΦ̃uRj + (Yd)ijQLiΦdRj + (Ye)ijLLiΦeRj

]
+ h.c. , (1.1.16)

where the sum runs over the generation indices, and the conjugate doublet Φ̃ ≡ iσ2Φ∗

is required to construct a term for up-type quarks which is invariant under SU(2)L.

4It is crucial that the field here is a scalar. If a field such as a fermion or a vector boson—which
have non-trivial representations under the Lorentz group—has a non-zero VEV, then it would
violate Lorentz invariance.
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1.1.2 Higgs Sector and Spontaneous Symmetry Breaking

We will now discuss the complex scalar Φ and its interactions in more detail. The

Higgs potential from Eq. (1.1.15) is,

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 . (1.1.17)

It is useful to parameterise the Higgs doublet in terms of four real scalar fields as,

Φ = 1√
2

φ1 + iφ2

φ3 + iφ4

 . (1.1.18)

Of the four degrees of freedom, two arise because the doublet is charged under

SU(2)L, and two arise because the scalars are complex. The potential can then be

written as,

V (Φ) = µ2

2 (φ2
1 + φ2

2 + φ2
3 + φ2

4) + λ

4 (φ2
1 + φ2

2 + φ2
3 + φ2

4)2 . (1.1.19)

In the scenario where both µ2 and λ are positive, this quartic potential has a minimum

at the origin describing a set of scalars with masses µ but is otherwise relatively

uninteresting. However, when µ2 < 0 and λ > 0, the vacuum of the potential is

shifted away from the origin. This minimum is located at,

|〈Φ〉|2 = −µ
2

2λ ≡
v2

2 . (1.1.20)

In principal, this VEV could be chosen to lie in any of the four real fields. However,

in order to ensure that electromagnetism remains a symmetry, the VEV must be

chosen in either φ3 or φ4 which are electrically neutral, or any complex rotation

between them. For convenience, φ3 is chosen to have the non-zero VEV, 〈φ3〉 = v,

with the other fields having a VEV of zero.

It is then possible to expand the Lagrangian around the VEV of the Higgs doublet.

Denoting the physical Higgs field as h, the Higgs doublet becomes,

Φ = 1√
2

 φ1 + iφ2

v + h+ iφ4

 . (1.1.21)
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The φ1,2,4 are Goldstone bosons, which are unphysical degrees of freedom and can

be removed through a gauge transformation—this is known as the unitary gauge.

Since the Higgs field h is a physical degree of freedom, no gauge transformation can

remove this field. The Higgs potential after expanding around the VEV contains the

terms,

V (Φ) ⊃ λv2h2 + λvh3 + λ

4h
4 . (1.1.22)

Therefore, the mass of the Higgs boson in terms of the Lagrangian parameters

is mh =
√

2λv2, and it has trilinear and quartic self-interactions with coupling

strengths proportional to λv and λ/4, respectively. The mass of the Higgs boson

has been measured experimentally to be mh ∼ 125 GeV [16], and the VEV—which

sets the scale for electroweak physics—is measured from the muon lifetime to be

v ∼ 246 GeV [17]. These two quantities are sufficient to completely describe the

Higgs potential of the Standard Model. This is to be expected, since there were only

two independent parameters—µ2 and λ—to begin with.

We can now expand the rest of the terms in the Lagrangian which contain the Higgs

field around the VEV. In order to do so, it is useful to redefine the gauge fields in

such a way that mass terms that arise in the Lagrangian can be expressed solely in

terms of these new gauge fields—these are the mass eigenstates. For the W 1
µ and

W 2
µ gauge fields, they can be linearly combined into the charged bosons,

W±
µ = 1√

2
(W 1

µ ∓ iW 2
µ) . (1.1.23)

Furthermore, the gauge fields W 3
µ and Bµ, which have the same quantum numbers

under the gauge symmetries, mix together into the physical gauge fields Aµ and Zµ,

Aµ = cos θWBµ + sin θWW
3
µ ,

Zµ = − sin θWBµ + cos θWW
3
µ , (1.1.24)

where θW is the weak mixing angle defined by g sin θW = g′ cos θW = e. Here, e

is the coupling constant of the residual U(1)EM symmetry. With these definitions,

after expanding Eq. (1.1.15) around the VEV of the Higgs doublet the Lagrangian
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contains the terms,

LHiggs ⊃
1
4g

2v2W+
µ W

−µ + 1
8(g2 + g′2)v2ZµZ

µ , (1.1.25)

which generates the following masses for the W± and Z bosons:

mW = gv

2 , mZ =
√
g2 + g′2v

2 . (1.1.26)

No mass term is generated for the A boson, which means that this can be identified

with the photon γ which mediates the unbroken U(1)EM symmetry. The relation

between the masses and the coupling strengths g and g′ allows the weak mixing

angle to be expressed in terms of the gauge boson masses as,

sin2 θW = 1− m2
W

m2
Z

. (1.1.27)

Furthermore, the Higgs VEV can be related to the other parameters by,

v = 2mW sin θW

e
. (1.1.28)

Counting the degrees of freedom allows us to see what has happened during spon-

taneous symmetry breaking. The original Higgs doublet contained four degrees of

freedom, but we found after spontaneous symmetry breaking that only one of these

was physical and the others were carried by the Goldstone bosons—these represent

the ability to make gauge transformations, and thus can be removed in the unitary

gauge. Furthermore, when the W± and Z bosons became massive, they each ob-

tained an additional longitudinal polarisation. This means that the three degrees of

freedom have effectively been ‘eaten up’ by the three gauge bosons to generate their

masses, preserving the total number of degrees of freedom in the theory. This is

the Higgs mechanism [5–7]—for every broken continuous local symmetry, the gauge

boson associated to the generator of the broken symmetry acquires a mass, and

the gauge boson associated to any unbroken symmetry (here a U(1)EM symmetry)

remains massless. It is also important to note that since the Higgs doublet is not

charged under SU(3)c, this remains a symmetry of the theory and the gluon fields
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Ga
µ do not acquire a mass.

The relation between the masses of the W± and Z bosons is actually rather inter-

esting. Rearranging Eq. (1.1.27) further, we get,

m2
W

m2
Z

= cos2 θW . (1.1.29)

This means that the ratio between the masses of the gauge bosons is determined by

the amount of mixing between the SU(2)L and U(1)Y gauge groups. If there was no

mixing at all, corresponding to cos θW = 1, then the W± and Z boson masses would

be equal, with the Z boson being made up entirely from the W 3
µ gauge eigenstate,

which can be seen from Eq. (1.1.24). We can then define the ρ parameter,

ρ ≡ m2
W

m2
Z cos2 θW

. (1.1.30)

Clearly at tree level, we get the result that ρ = 1. However, remarkably this is also

very stable when higher-order radiative corrections are included [18]. This is due to

custodial symmetry, which arises because the Higgs doublet obeys an approximate

SU(2)L × SU(2)R global symmetry5, which after spontaneous symmetry breaking

is broken to the approximate global symmetry SU(2)V . This custodial symmetry

relates the strengths of the interactions of the W± and Z bosons and protects the

relation between their masses from higher-order corrections. However, it is not

respected by the Yukawa terms—the higher-order corrections are proportional to

terms that break the custodial symmetry, so the largest deviations from ρ = 1 are

due to the top quark—but these deviations can be absorbed into the definitions of

the parameters in Eq. (1.1.30) such that ρ = 1 in the Standard Model.

1.1.3 Flavour Physics

In the previous section we showed how the addition of a complex scalar doublet to the

Lagrangian resulted in a physical scalar particle—the Higgs boson h—and generated

5This global symmetry is exact in the vanishing weak hypercharge and Yukawa coupling limits,
g′ → 0 and Yu,d,e → 0, respectively.
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masses for the gauge bosons when expanding the Lagrangian around the VEV. We

will now look at what happens when the same expansion is carried out in the Yukawa

terms in Eq. (1.1.16). Performing such an expansion and only considering terms

proportional to the VEV, we get,

LYukawa ⊃ −
∑
i,j

[
(Yu)ijuLi

v√
2
uRj + (Yd)ijdLi

v√
2
dRj

+ (Ye)ijeLi
v√
2
eRj

]
+ h.c. . (1.1.31)

These are exactly the fermion mass terms which were forbidden by gauge invariance

from being explicitly included in the Lagrangian. However, there is an issue. Since

the original fermion states in the Lagrangian were eigenstates of the SU(2)L×U(1)Y

symmetry which has since been broken, there is no guarantee that these should

coincide with the mass eigenstates which arise after spontaneous symmetry break-

ing. Specifically, this means that the Yukawa matrices (Yu,d,e)ij are not necessarily

diagonal in the gauge basis. This is the same behaviour that we saw for the gauge

fields—the fields W i
µ and Bµ associated to the gauge symmetries are not aligned

with the physical gauge eigenstates W±
µ , Zµ and Aµ.

Therefore, it is necessary to rotate the Yukawa matrices such that in the basis of

mass eigenstates, they are diagonal. This is done using two unitary matrices V u,d,e
L

and V u,d,e
R for each of the three Yukawa matrices. The Yukawa matrices are then

diagonalised by,

Ỹu = V u
L YuV

u
R
† , Ỹd = V d

LYdV
d
R

†
, Ỹe = V e

LYeV
e
R
† , (1.1.32)

where Ỹu,d,e are diagonal. These unitary matrices can also be used to rotate the

left-handed and right-handed quark and lepton states into the mass basis, where the

Yukawa terms are diagonal in flavour, and each fermion thus has a mass,

mf = yfv√
2
, (1.1.33)

where yf is a diagonal element from one of the three Yukawa matrices Ỹu,d,e. Having
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rotated the Yukawa matrices into the mass basis, it is important to consider how

this affects the rest of the Lagrangian. For the charged leptons, since there is only

one Yukawa matrix, the gauge eigenstates can be defined such that they coincide

with the mass eigenstates and so the interactions between the leptons and gauge

bosons remains diagonal. However, since there are two Yukawa matrices for the

quarks, it is not possible to simultaneously keep the gauge interactions both diagonal

and aligned with the mass eigenstates. In the interactions with the photon and Z

boson (neutral-current interactions) the effects of the rotations cancel, but in the

interactions with the W± bosons (charged-current interactions) they take the form,

LFermion ⊃
e√

2 sin θW
uLγ

µW+
µ V

u
L V

d
L

†
dL + h.c. . (1.1.34)

The non-diagonal matrix VCKM ≡ V u
L V

d
L
† is known as the Cabibbo-Kobayashi-

Maskawa (CKM) matrix [19], and means that the charged-current interactions

between quarks in their gauge eigenstate can change the flavour of their mass eigen-

states. By convention, the gauge basis for the up-type quarks is chosen to align with

the mass basis, and the rotation from VCKM is applied exclusively to the down-type

quarks.

The CKM matrix is a 3 × 3 unitary matrix and contains four independent real

parameters after absorbing five parameters into the quark fields. These consist of

three mixing angles and one CP-violating phase. In theory there is nothing to prevent

this matrix from being equal to the identity matrix. However, experiments have

shown that mixings between the quark generations do indeed take place [15], and

that they have a pronounced hierarchy with mixings between adjacent generations

far stronger than those between the first and third. Furthermore, the non-zero

CP-violating phase leads to CP-violation in the weak interactions which was first

discovered in 1964 by Cronin and Fitch [20]. Importantly, the discovery of CP-

violation showed that more than two generations of fermions must exist, since a

2× 2 unitary matrix would not contain a CP-violating phase [21]. This is because

of the four real parameters required to describe a 2× 2 unitary matrix, three can be
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absorbed into the quark fields, leaving only a single independent mixing angle.

1.2 Further Aspects of the Standard Model

So far, we have discussed the classical Lagrangian of the Standard Model which is

built from the gauge group SU(3)c × SU(2)L × U(1)Y describing the interactions

between fermions and gauge bosons, and which has an additional complex scalar

field that generates masses for the fermions and gauge bosons. In addition to the

topics we have described above, there are some further aspects of the Standard

Model which are both interesting and important, which we will now discuss.

1.2.1 Gauge Fixing and Ghosts

Since the Lagrangian is invariant under the gauge symmetries, a gauge transformation

of the fields will still describe the same physical state. However, this introduces

unphysical degrees of freedom, such as those arising from the Goldstone bosons we

described earlier. During the quantisation of the Lagrangian, it becomes necessary to

fix a particular gauge in order to be able to carry out calculations. This is achieved

by adding to the Lagrangian a set of gauge-fixing terms,

LGF = − 1
2ξF

2
G −

1
2ξF

2
A −

1
2ξF

2
Z −

1
ξ
F+F− , (1.2.1)

where we have the definitions,

F a
G = ∂µGa

µ , FA = ∂µAµ , FZ = ∂µZµ − ξmZφ
0 ,

F± = ∂µW±
µ ∓ iξmWφ

± . (1.2.2)

These are known as the covariant, or Rξ, gauges and the specific gauge is determined

by the single parameter ξ. The Goldstone bosons are denoted by φ± ≡ (φ1±iφ2)/
√

2

and φ0 ≡ φ4, with φ1,2,4 defined in Eq. (1.1.21).
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The choice of the gauge parameter affects the propagators of the gauge bosons. In

the Rξ gauges, the propagators of the gauge bosons take the form,

Πµν
V V (p) = −i

p2 −m2
V + iε

[
gµν + (ξ − 1) pµpν

p2 − ξm2
V

]
, (1.2.3)

where mV is the mass of the gauge boson V . Some particular gauge choices are:

• Unitary gauge: ξ →∞ ,

• Feynman gauge: ξ → 1 ,

• Landau gauge: ξ → 0 .

Note that the unitary gauge only makes sense for massive gauge bosons wheremV > 0.

The massive gauge bosons have corresponding Goldstone bosons with masses
√
ξmV ,

and so in the unitary gauge these degrees of freedom do not propagate. Although the

particular choice of gauge parameter is arbitrary, in any meaningful calculation it is

necessary for the dependence on ξ to cancel at the end. Therefore, the calculation can

be performed in any gauge, and it is usually simplest to use the Feynman gauge, where

only the first term in Eq. (1.2.3) proportional to the metric tensor gµν contributes.

However, this means that in the Feynman gauge the Goldstone bosons must be

included as intermediate unphysical particles, although they cannot appear in the

final states. Furthermore, highly relativistic gauge bosons are dominated by their

longitudinal polarisations, which are precisely the corresponding Goldstone bosons.

This means that at very high energies, gauge boson scattering can be approximated

by Goldstone bosons—this is the Goldstone boson equivalence theorem [22].

A further subtlety arises when performing the gauge fixing for non-abelian gauge

theories. In the calculation of Green’s functions, the determinant for abelian the-

ories does not contribute, but for non-abelian theories it causes the appearance of

unphysical Faddeev-Popov ghost particles [23]. These occur as a solution to the

problem of maintaining the consistency between the Feynman diagram approach
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and the path integral formulation of quantum field theory, and to preserve unitarity.

In the Lagrangian, the ghost fields are described by the terms,

LGhost =
∑
a,b

ca
δF a

G

δθb
cb +

∑
α,β

cα
δFα
δθβ

cβ . (1.2.4)

Here, the first sum runs over the gluon indices from 1 to 8 and the second sum runs

over the electroweak gauge boson indices A, Z, + and −. The variational derivatives

represent the infinitesimal change of the gauge-fixing functions F with respect to

their corresponding gauge-transformation parameter θ. The c are the ghost particles,

which are anti-commuting scalars and must be included in Feynman diagrams along

with the Goldstone bosons unless the calculation is performed in the unitary gauge.

1.2.2 Loop Integrals and Divergences

When Standard Model calculations are performed beyond tree level, the Feynman

diagrams which describe the perturbative expansion contain loops. These are parts

of the diagrams that contain unconstrained momenta which are not specified by

the external kinematics of the process, and so these momenta must be integrated

over all possible values. They can arise when calculating higher-order corrections to

observables that appear at tree level, such as the Drell-Yan production of lepton pairs,

or they appear at the lowest order in processes that are forbidden at tree level—these

are loop-induced processes, such as a Higgs boson decaying to two photons.

A generic N -point one-loop integral contains various tensor structures and denomin-

ators involving external momenta and masses, and has the form [24],

T µ1...µP
N (p1, . . . , pN−1,m0, . . . ,mN−1) = (2πµ)4−d

iπ2

∫
ddk

kµ1 . . . kµP

D0 . . . DN−1
, (1.2.5)

where the denominator contains the propagator factors,

Dj = (k + rj)2 −m2
j + iε , rj =

j∑
i=1

pi , r0 = 0 . (1.2.6)
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k

k + r1

k + r2

p1

p2 p3

pN

Figure 1.1: General N -point function showing the configuration of external and
internal momenta flowing through the loop. All momenta are defined to be incoming,
and the arrows show the direction of the momenta.

The integral corresponds to the N -point function shown in Fig. 1.1. The pi are the

external momenta of the N -point integrals, and the ri are convenient definitions to

simplify the notation. The number of spacetime dimensions in these integrals has

been written as d ≡ 4− 2ε, as a precursor to performing dimensional regularisation.

Furthermore, µ is an unphysical mass scale which is required to maintain the correct

mass dimension for the integral.

The general tensor integrals in Eq. (1.2.5) can be reduced using the Passarino-

Veltman reduction procedure [25] to a set of four independent scalar basis integrals

containing no powers of momenta in the numerators. The one-point, two-point and

three-point scalar basis integrals are:

A0(m2
0) = (2πµ)2ε

iπ2

∫
ddk

1
k2 −m2

0 + iε
, (1.2.7)

B0(p2
1,m

2
0,m

2
1) = (2πµ)2ε

iπ2

∫
ddk

1∏
i=0

1
(k + ri)2 −m2

i + iε
, (1.2.8)

C0(p2
1, p

2
2, r

2
2,m

2
0,m

2
1,m

2
2) = (2πµ)2ε

iπ2

∫
ddk

2∏
i=0

1
(k + ri)2 −m2

i + iε
. (1.2.9)

These integrals can be evaluated in dimensional regularisation by Feynman para-

meterisation, Wick rotating into Euclidean space, and then carrying out the d-

dimensional spherical integrals. The results are:

A0(m2
0) = m2

0

(
1
ε
− γE + ln 4π − ln m

2
0

µ2 + 1
)
, (1.2.10)
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B0(p2
1,m

2
0,m

2
1) = 1

ε
− γE + ln 4π −

∫ 1

0
dx1 ln M

2
B

µ2 , (1.2.11)

C0(p2
1, p

2
2, r

2
2,m

2
0,m

2
1,m

2
2) = −Γ(3)

∫ 1

0
dx1

∫ 1−x1

0
dx2

1
2M2

C

. (1.2.12)

Here, γE is Euler’s constant, and the dummy variables x1 and x2 result from Feynman

parameterisation, where we have defined,

M2
B = (1− x1)m2

1 + x1m
2
2 + x1(x1 − 1)p2

1 , (1.2.13)

for the B0 integral, and for the C0 integral we use the definition,

M2
C = (1− x1 − x2)m2

1 + x1m
2
2 + x2m

2
3 + x1(x1 + x2 − 1)p2

1

− x1x2p
2
2 + x2(x1 + x2 − 1)r2

2 . (1.2.14)

The A0 tadpole integral and the B0 self-energy integral are ultraviolet (UV) divergent,

which is manifest by the 1/ε poles arising from dimensional regularisation, where the

limit ε→ 0 is to be taken. However, this is not just an artefact of the regularisation

procedure—another way of regularising the integrals is by cutting off the integrals

above the value of a cutoff scale Λ. The divergences would then show up as quadratic

and logarithmic terms in Λ, with the limit Λ → ∞ to be taken. In practice, the

regularisation procedure is just a convenient way of parameterising the divergences so

that calculations can be carried out. These UV-divergent contributions must vanish

in any physical observable, otherwise the calculations would be not be meaningful.

This is achieved through a process called ‘renormalisation’, which we will shortly

discuss.

Another source of divergences that arise in loop integrals are infrared (IR) divergences.

These occur when massless particles, such as photons and gluons, appear in the

loops. When these particles become very soft—which means that their momenta

become zero—their propagators diverge. However, these IR divergences cancel in

the complete calculation of any observable when considering the emission of massless

particles into the final state. Divergences from these arise when their energy becomes
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soft or they become collinear6 to a massless particle that emits them, but they cancel

with the loop divergences in any complete calculation due to the Kinoshita-Lee-

Nauenberg (KLN) theorem [26,27].

1.2.3 Renormalisation

The parameters which appear in the classical Lagrangian of the Standard Model,

such as the coupling constants and the masses of the gauge bosons, satisfy very

simple relations. At tree level, these parameters can be identified with physical

observables. Unfortunately, this identification with physical observables is destroyed

when considering higher-order corrections, which involve UV-divergent loop integrals.

Although it is still possible to relate physical observables to other physical observables

in such a way as to cancel the divergences that arise, this has the consequence of

losing an intuitive meaning for the Lagrangian parameters themselves.

A systematic approach can be taken to absorb these infinite corrections into re-

definitions of the parameters and fields in the Lagrangian, through the process of

renormalisation. In this process, the ‘bare’ parameters and fields that appear in

the Lagrangian are split into two parts. These consist of ‘renormalised’ parameters

and fields, along with corresponding ‘counterterms’. The renormalised parameters

and fields are finite, while the counterterms contain the UV-divergent contributions.

This allows the Lagrangian to be expressed as,

L0 = L+ δL , (1.2.15)

where L0 is the original bare Lagrangian, while L contains renormalised parameters

and fields and δL is the counterterm Lagrangian. For example, the bare Higgs boson

mass can be written as m2
h,0 = m2

h + δm2
h, while the bare Higgs boson field may

6Actually, the complete cancellation of collinear divergences also requires the consideration of
jets of particles in the initial state, and they can be absorbed into the momentum-scale dependence
of the parton distribution functions. The KLN theorem only ensures the cancellation of collinear
divergences in the final state.
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be expressed as h0 =
√
Zhh = (1 + δZh/2)h. This means that calculations can be

performed in terms of Feynman diagrams involving the renormalised parameters and

fields, with the counterterms being simply added through additional diagrams, thus

cancelling all the divergences that arise order-by-order in perturbation theory.

While the minimal requirement for the counterterms is to cancel the UV-divergent

quantities that appear, the exact values of the finite parts are not fixed by this

condition. The finite parts are instead fixed by choosing a set of renormalisation

conditions, which enable the calculation of the counterterms to be carried out for a

particular order in perturbation theory. A common way of defining the counterterms

is through the on-shell renormalisation scheme [28]. In this scheme, the renormalised

parameters, such as the gauge boson masses, become equal to their experimentally

measurable equivalents, since the propagators are defined such that their poles lie at

the values of the physical masses. For the Higgs boson, this results in the following

expressions for the counterterms:

δt = −T , δm2
h = Re

[
Σhh(m2

h)
]
, δZh = −Re

∂Σhh(p2)
∂p2

∣∣∣∣∣
p2=m2

h

 , (1.2.16)

where δt, δm2
h and δZh are the tadpole, mass and field counterterms respectively.

These are calculated from the Higgs tadpole diagrams T , and the Higgs self-energy

diagrams Σhh. Other counterterms for the gauge bosons, fermions, CKM mixing

matrix and electric charge in the on-shell scheme can be found in Ref. [28].

Another way of defining the counterterms is through the modified minimal subtrac-

tion (MS) scheme, where the counterterms simply contain the divergent 1/ε poles

along with the factors γE and ln 4π which appear in Eqs. (1.2.10) and (1.2.11). While

losing the equivalence between the Lagrangian parameters and the experimentally

measured quantities, this scheme can make calculations simpler since the finite parts

of the counterterms do not require computation, and is also usually used to renorm-

alise quark masses for which pole masses are difficult to measure. Furthermore, it

causes the renormalised parameters to be dependent on the unphysical scale µ at

which the renormalisation is performed.
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1.2.4 Quantum Chromodynamics

We have previously discussed how the gauge group SU(2)L × U(1)Y is broken down

to the group U(1)EM by spontaneous symmetry breaking. However, since the Higgs

doublet Φ is not charged under the gauge group SU(3)c, this remains an unbroken

symmetry of the theory. Therefore, the eight gluon fields Ga
µ remain massless and

mediate the strong interactions between the quarks, which carry colour charges.

Specifically, the quarks can have one of three different colour charges since they exist

in the triplet representation of SU(3)c. The strong interactions are described by

quantum chromodynamics, which we will now briefly discuss.

One of the features of quantum chromodynamics which distinguishes it from the other

unbroken interaction of the Standard Model, U(1)EM, is the concept of asymptotic

freedom [29,30]. This is the phenomenon that at higher energy scales, the coupling

strength becomes weaker until at infinite energy in the asymptotic limit, it vanishes.

On the other hand, the electromagnetic coupling constant αe ≡ e2/(4π) increases

with energy until it reaches a Landau pole, which signifies the breakdown of the

perturbative behaviour of the theory. The implication of this for the strong coupling

constant αs ≡ g2
s/(4π) is that the increase in coupling strength occurs at the opposite

end of the energy scale—at energies of O(200 MeV) and below. A similar breakdown

of the perturbative applicability of the theory happens, and non-perturbative effects

become important at low energies. This leads to the colour-confinement of quarks

and gluons—they can cannot be observed individually, but are instead bound into

colourless objects such as baryons and mesons.

The dependence of the coupling constant on the energy scale arises as a result

of the renormalisation of the parameters in the Lagrangian, which we described

earlier. Specifically, the requirement that the bare coupling does not depend on the

unphysical scale µ leads to a renormalisation-group (RG) evolution equation for the

renormalised coupling [31]:
dαs(µ)
d lnµ = β(αs) . (1.2.17)
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The function β(αs) is known as the β-function for quantum chromodynamics. It can

be computed by calculating the higher-order perturbative corrections that contribute

to the vertices or propagators and their resulting counterterms, and has an expansion

of the form,

β(αs) = −2αs(µ)
∑
n≥0

βn

(
αs(µ)

4π

)n+1

. (1.2.18)

The first term contains the one-loop coefficient β0, which in the MS scheme has the

value7,

β0 = 11
3 CA −

4
3TFnf , (1.2.19)

where we have used the colour-algebra definitions,

CF = N2
c − 1
2Nc

, CA = Nc , TF = 1
2 . (1.2.20)

The number of light quark flavours is denoted by nf , while the number of quark

colours is denoted by Nc. Clearly for a small number of light quark flavours, the

β-function in Eq. (1.2.18) at one loop is negative which leads to the asymptotic

freedom property, and this result holds to all orders. The solution to the RG-

evolution equation in Eq. (1.2.17) at one loop is then given in terms of the coupling

strength at another scale µ0 by,

αs(µ) = αs(µ0)
1 + β0

αs(µ0)
2π ln µ

µ0

= αs(µ0)
∑
n≥0

(
−β0

αs(µ0)
2π ln µ

µ0

)n
. (1.2.21)

When the scales µ and µ0 differ by a large amount, the logarithms that arise can be

large and make the series formally divergent. However, the running of the strong

coupling resums these large logarithms to all orders, thus giving a sensible result.

If we define Λ ≡ µ0e
−2π/(β0αs(µ0)), the strong coupling constant can alternatively be

written as,

αs(µ) = 2π
β0 ln µ

Λ
, (1.2.22)

where Λ is the O(200 MeV) scale that denotes the perturbative breakdown of

quantum chromodynamics.

7The first two β-function coefficients β0 and β1 are independent of the renormalisation scheme
used, while the higher-order coefficients are scheme dependent.
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1.3 Beyond the Standard Model

One glaring omission from the Standard Model, which we have yet to mention, is that

it contains no right-handed fields for the neutrinos. The Standard Model generates

masses for nine fermions—six quarks and three charged leptons—through the three

mass matrices which arise from the Yukawa terms after spontaneous symmetry

breaking. With no right-handed neutrinos, a Yukawa term cannot be constructed

for the neutrinos and thus they are massless. However, observations have shown that

neutrinos oscillate [32], which necessarily requires them to have masses, albeit very

small ones, which is in conflict with the Standard Model prediction. Thus, there

must exist a mass basis for the three generations of neutrinos, and they are related

to the gauge eigenstates through the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)

mixing matrix UP [33] by,

ν` =
∑
i

(UP)`i νi . (1.3.1)

Here, ν` are the neutrinos in the gauge basis and νi are the neutrinos in the mass

basis. Note that by convention, the charged leptons are defined to have aligned

gauge and mass eigenstates, so the PMNS matrix is analogous to the CKM matrix

for quarks.

The most obvious way to extend the Standard Model to include masses for the

neutrinos is to simply add three right-handed neutrino fields, which we will denote

by NRi. This allows for the construction of a Yukawa term, which after spontaneous

symmetry breaking generates masses for the neutrinos—which are known as ‘Dirac

masses’—given by MDi = yνiv/
√

2. However, for the current best-fit values for the

neutrino masses, this would require Yukawa couplings of yν ∼ O(10−12). This is not

satisfying, since it would raise the further problem of why this Yukawa coupling is

so small compared with all the other Yukawa couplings, and relates to the problem

of naturalness [34].

It is possible to extend this even further. Since the lepton doublet LL and the

conjugate Higgs doublet Φ̃ have the same weak hypercharge, a right-handed neutrino
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must have zero weak hypercharge in order for this Yukawa term to be gauge invariant.

Therefore, these right-handed neutrinos must be singlets under all gauge groups of

the Standard Model. In addition to explaining why it might be very difficult to

detect such a neutrino8, this also means that it is possible for these neutrinos to

be their own anti-particle, N c
R = NR. A further mass term—known as a ‘Majorana

mass’ term [35]—can then be constructed and added to the Lagrangian:

LMajorana =
∑
i,j

[1
2N

c
Riiγ

µ∂µNRi −
1
2(MR)ijN c

RiNRj

]
, (1.3.2)

where the first term is the kinetic term for the Majorana neutrino fields, and (MR)ij

is the Majorana mass matrix.

In principle there could be any number of right-handed neutrinos, but for every

massive left-handed neutrino there needs to be at least a corresponding right-handed

neutrino to generate its mass. Including both the Dirac and Majorana masses

together, the diagonalisation of the full mass matrix results in three light mass states

with masses mLight ' M2
D/MR and a heavy mass state for each additional right-

handed neutrino with masses mHeavy ' MR. In fact, the presence of the Majorana

mass term means that the left-handed and right-handed neutrinos do not pair up

to create a Dirac fermion—instead, two separate Majorana fermions are created for

each pair. This is the Type-I Seesaw Model [36], and provides a solution to the

problem of small neutrino masses since the masses are suppressed by the large scale

MR, while still allowing for O(1) Yukawa couplings. If the Yukawa couplings are as

small as that of the electron, O(10−5), then this would allow for a heavy neutrino to

exist close to the electroweak scale while still providing the required suppression of

the masses of the light neutrinos [37]. We will discuss seesaw models and neutrino

mixing further in later chapters.

There are many other issues with the Standard Model. It suffers from a hierarchy

problem when considering energy scales much higher than the electroweak scale [38],

8Although the right-handed neutrinos are singlets and thus their gauge eigenstates do not
couple to the Standard Model gauge bosons, their mass eigenstates do couple via their mixing with
the light neutrinos.
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and does not include an explanation of gravity [39]. The rotation curves of galaxies

imply the existence of dark matter [40], for which no viable candidate is provided

by the Standard Model. Furthermore, the amount of CP-violation in the Standard

Model is not sufficient to explain why the Universe contains far more matter than

anti-matter [41]. Many high-energy models have been proposed which can explain

such issues, normally by including some extra degrees of freedom at a high scale,

such as a heavy right-handed neutrino which we have just discussed. This is referred

to as a ‘top-down’ approach, since we start with the physics at a high scale and

derive the consequences at lower energies.

A more general way to extend the Standard Model is to take a ‘bottom-up’ approach,

by starting with the Standard Model Lagrangian and adding further terms construc-

ted entirely out of Standard Model fields. Since the Standard Model Lagrangian

contains all renormalisable and gauge-invariant terms up to a mass dimension of

four, these terms must have a higher mass dimension. This effective field theory [42]

can be written as,

LEFT = LSM +
∑
n,i

1
Λn−4 c

(i)
n O(i)

n , (1.3.3)

where Λ is the scale of new physics, which is required to ensure the full Lagrangian

still has a mass dimension of four, and describes the cutoff scale where the effective

field theory is valid up to. The operators O(i)
n have mass dimension n and are

constructed from Standard Model fields, and are multiplied by the dimensionless

Wilson coefficients c(i)
n which represent the coupling strength of each operator.

The Wilson coefficients describe the behaviour of the new physics at high energies,

and the operators represent their effects at low energies after the new physics is

integrated out. This is analogous to the Fermi theory of weak interactions [43], where

the four-fermion operators that describe weak decays appear after the higher-energy

W± boson is integrated out, and allows one to calculate that the interaction strength

GF is proportional to m−2
W . However, in the case where the physics at the higher

scale is not known, the Wilson coefficients cannot be calculated directly by matching
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onto a lower-energy theory and must be left as parameters to be determined, such

as from their contribution to experimental observables. In later chapters, we will

consider both top-down and bottom-up approaches to physics beyond the Standard

Model.

1.4 Machine Learning in Particle Physics

The data that is generated by the experiments at colliders such as the Large Hadron

Collider (LHC) [44]—as well as pseudo-data from Monte Carlo simulations—contain

many possible kinematic features which have highly non-linear correlations due to

the multitude of perturbative and non-perturbative processes involved [45]. In a

particle collision these processes consist of the initial-state partons arising from the

incoming protons, which then interact through a hard process that can be described

perturbatively. The particles produced can then decay, before undergoing non-

perturbative parton showering and hadronisation processes. Finally, the final-state

objects are measured by the various detectors in the experiment, which have a finite

resolution and produce an imperfect reconstruction of the true final state. In even a

single particle collision, these processes can result in there being hundreds of final-

state objects, each of which have a four-momentum in addition to extra information

that can be deduced such as the charge and type of the object.

Clearly with a large number final-state objects there are many possible observables

that can be extracted, so it is important to develop appropriate analysis strategies

that make the most effective use of them. Traditionally, the data-analysis techniques

used in particle physics have involved sequences of Boolean decisions followed by

statistical analyses of a smaller number of individual observables that have been

selected based on the physics being studied [46]. Importantly, there is no guarantee

that these observables are optimal and crucial information from other kinematic

features may be ignored.
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In recent years, however, machine-learning algorithms have become increasingly pop-

ular for extracting correlations in high-dimensional parameter spaces and classifying

the structure within the data. Such techniques are also often referred to as the field

of ‘multivariate analysis’, and include algorithms such as logistic regression, support

vector machines and boosted decision trees [47]. Even more recently, the increasing

power of computers has prompted a renewed interest in the study of large artificial

neural networks, which is commonly called ‘deep learning’ [48]. There are a wide

variety of structures of neural network, and they each have many applications such as

in image classification, natural language processing, and also in particle physics [49].

Machine-learning algorithms generally fall into two main categories [47]. The first

category is ‘supervised learning’, where the algorithm has the objective of predicting

a label associated to each data point. This could be a discrete label for classification

tasks, or a continuous value for regression tasks. To train the algorithm, it must

be supplied with a set of training data, which consists of pairs of inputs ~x i and

target labels ~y i. On this training data, a loss function L(~y, fθ(~x)) is calculated and

minimised in an attempt to obtain the optimal values of the parameters ~θ of the

algorithm fθ(~x). Supervised-learning techniques are used in particle physics for tasks

such as the tagging of jets based on whether they were initiated by a quark, gluon

or W± boson [50,51], or for the classification of entire events into whether they were

induced by new physics or the Standard Model [52]. An application of a regression

task that a supervised-learning approach can be used for is pileup mitigation [53].

The other main category is ‘unsupervised learning’. Here, the training data does

not have labels attached, so the purpose of the algorithm is to identify structure

within the data that is a priori unknown. Furthermore, this means that a loss

function based on the true label of each data point cannot be constructed, and so a

different optimisation objective is required. Typically, unsupervised learning is used

for clustering with algorithms such as k-means clustering, or for anomaly detection or

dimensionality reduction [47]. In terms of particle physics, one of its most promising

applications is for model-independent searches for new physics [54–56]. In this
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scenario, the algorithm only needs to be trained on background events induced by

processes in the Standard Model, with events arising from new physics then flagged

up as anomalies.

In order for a trained machine-learning algorithm to be generalisable, it is important

to avoid overfitting to the training data. This can be achieved through the use

of a cross-validation dataset to monitor its performance so that training can be

stopped when the loss on the cross-validation set beings to increase. Furthermore,

this allows the hyperparameters9 to be selected such that the algorithm has the best

performance on the cross-validation set. Additional ways to avoid overfitting include

regularisation methods such as dropout [57].

As we mentioned above, artificial neural networks are becoming increasingly import-

ant in the analysis of high-dimensional datasets that arise in particle physics and

elsewhere. In essence, these are functions that map a vector of inputs to a vector of

outputs through a series of matrix multiplications combined with non-linear activa-

tion functions. In each layer of the network there are a number of ‘nodes’ (also called

‘units’) where the activation function is applied, and which are connected to nodes

in the adjacent layers through weights and biases. Neural networks are trained using

backpropagation algorithms [58] on batches of training points for a given number of

epochs, with the loss function determined by the particular task of the network.

When a neural network consists of multiple hidden layers, it is described as a ‘deep

neural network’. These can be very computationally expensive to train since they

contain an enormous number of parameters and require very large training sets, but

are able to perform remarkably well at their desired tasks. Fully-connected neural

networks involve connections between all nodes in adjacent layers, but convolutional

neural networks are another type of neural network that can be used for image

classification, such as jets images [59], due to their translationally-invariant properties.

Another form of neural network are recurrent neural networks, which can handle

9Hyperparameters are adjustable parameters of the algorithm which are not optimised during
the minimisation of the loss function and must be chosen before the algorithm is trained.
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inputs of varying length with a sequential ordering, and thus can be applied to

natural language processing. They are also ideally suited for dealing with events or

individual jets in particle physics, where there is no fixed total number of objects,

and they have recently been applied to such cases [60, 61]. We will study neural

networks further in Chapters 5 and 6.
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Lepton-Flavour-Violating τ Decays

as Probes of New Physics

In this chapter, we perform our first investigation into physics beyond the Standard

Model by considering the capability of current and future collider experiments at

discovering new physics in lepton-flavour-violating decays of the τ leptons. These de-

cays cannot occur in the Standard Model, and so their detection would be conclusive

evidence for the existence of physics beyond the Standard Model. However, in the

current absence of their detection, estimates of their maximum allowed branching

ratios can be used to exclude regions of the parameter spaces of models of new

physics which give rise to such decays.

2.1 Motivation

The Standard Model exhibits an accidental global U(3)5 flavour symmetry group in

the absence of Yukawa interactions. This symmetry group can be expressed as,

GF ≡ SU(3)Q × SU(3)u × SU(3)d × SU(3)L × SU(3)e × U(1)5 , (2.1.1)
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where each separate SU(3) group corresponds to the representations of the fermions:

QL, uR, dR, LL and eR. The Yukawa couplings violate this global symmetry and it

is subsequently broken to a smaller symmetry [62]:

GF
Yukawa−−−−→ U(1)B × U(1)Le × U(1)Lµ × U(1)Lτ . (2.1.2)

This implies that in the Standard Model, baryon number (B) is conserved, along

with the lepton number of each individual family (Le,µ,τ ), which we refer to as lepton

flavour conservation. Therefore, to all orders in perturbation theory, no process can

exist in the Standard Model which violates this1.

However, as we mentioned in the previous chapter, the Standard Model is not

sufficient to explain all the experimental observations that have been made of nature.

For example, the neutrinos have been observed to oscillate which implies that they

have small non-zero masses, and it does not provide a satisfactory solution to the

hierarchy problem. Many models which are able to address these issues also introduce

interactions which can violate the lepton flavour symmetry. The amount of lepton

flavour violation (LFV) can be very large depending on the parameters of the model,

and arise either at tree level or at higher orders in perturbation theory.

So far, however, no observations of such LFV processes have been made. In fact, the

branching ratios (BR) of the transitions between the first two generations of leptons

are quite constrained experimentally: BR(µ→ eγ) ≤ 5.7× 10−13 at 90% confidence

level (CL) [63,64] and BR(µ∓ → e±e∓e∓) ≤ 10−12 at 90% CL [64,65]. This already

restricts large parts of the parameter spaces of such models that allow for LFV

decays. On the other hand, the outlook for transitions from the third generation

is quite different—for the τ lepton, the limit on the LFV decays is much larger at

BR(τ → ```) . 10−8 at 90% CL [64]. Consequently, large LFV couplings in models

are still allowed provided that the stringent limits between the first two generations

are obeyed.

1There is actually a small amount of B- and L-violation possible on the quantum level from
sphalerons in the Standard Model, leaving U(1)B−L as the conserved symmetry. However, the
amount is tiny and sphalerons have not currently been observed.
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There exist many models of physics beyond the Standard Model which allow for

LFV decays of the τ lepton. There are several seesaw models which are used to

introduce non-zero masses to the neutrinos, and account for their smallness through

a suppression by a high scale (hence the term seesaw). In the Type-I [36] and

Type-III [66] seesaw models, fermionic SU(2) singlets and triplets, respectively, are

added to the lepton sector, and in the Type-II Seesaw Model [67,68], a Higgs triplet

extends the scalar sector. In the Left-Right Symmetric Model (LRSM) [69–72], the

gauge group of the Standard Model is extended such that there is an equivalent right-

handed symmetry analogous to the SU(2)L symmetry of the Standard Model, and

contains phenomenological aspects of both the Type-I and Type-II seesaw models.

In these models, the heavy neutrinos or additional scalar particles interact with the

charged leptons to give rise to the LFV decays. A further model allowing for LFV

τ decays is the Minimal Supersymmetric Standard Model (MSSM) [73–75]. Non-

diagonal terms in the slepton mass matrices allow for interactions at the one-loop

level which violate the lepton flavour symmetry.

In this study, we will focus on three of the aforementioned models: the Type-II

Seesaw Model, the Left-Right Symmetric Model and the Minimal Supersymmetric

Standard Model. We will use the constraints on the three decay modes τ∓ →

µ±µ∓µ∓, τ∓ → e±µ∓µ∓ and τ∓ → e∓µ∓µ± from current and future lepton and

hadron colliders to derive limits on the parameter spaces of the models. As well as

constraining the models in the case of current limits, this will also show which areas

of the parameter space the future experiments will be sensitive to and thus could be

ruled out in the event of no discovery.

The remainder of this chapter is structured as follows: in Sec. 2.2 we will discuss

the limits on the branching ratios that are derivable from current and future collider

experiments. Then, in Secs. 2.3-2.5 we will describe each model in turn and the

corresponding limits on their parameter spaces obtainable from the limits on the

branching ratios. Finally, in Sec. 2.6 we conclude the chapter.
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2.2 Limits from Collider Experiments

The decays τ∓ → µ±µ∓µ∓, τ∓ → e±µ∓µ∓ and τ∓ → e∓µ∓µ± have been constrained

by current collider experiments. This has been possible at e+e− colliders for all three

channels, and more recently at the LHC for the τ∓ → µ±µ∓µ∓ decay, although the

B-factories at the e+e− colliders are currently able to provide the best limits due

to the cleaner nature of their collisions. The decays involving electrons have not

currently been constrained at the LHC due to the larger fake rate of electrons.

We consider the limits on all three decays from the Belle [76] and BaBar [77] experi-

ments at the KEK and PEP-II e+e− colliders, respectively, as well as limits on the

τ∓ → µ±µ∓µ∓ decay from LHCb [78] and ATLAS [79] at the LHC. The limits from

each experiment represent the maximum possible branching ratios that each decay

mode could have while still remaining undetected amongst the expected background

events for the respective process. This depends on the total integrated luminosity

of the collisions and the production cross section of the τ leptons, which together

determine the total number of τ leptons produced. Furthermore, the limits are also

affected by the selection efficiency of the events—stronger cuts are required in the

cases where a larger background rejection is needed, such as at the LHC.

Upgrades to the KEK and LHC accelerators, as well as an upgraded Belle detector

(Belle-II) and improvements to the LHCb and ATLAS detectors mean that with

future data, much stronger limits will be obtainable. Projections can be made for

these limits by scaling the integrated luminosities and production cross sections

to their expected values, and assuming that no discovery is made. Conservative

estimates for these can be made by assuming that the background scales in the same

way as the potential signal events, but more optimistic limits can be calculated by

assuming the background remains similar to current levels through better detector

performance and more sophisticated analysis techniques. Further ahead in time, a

future circular hadron (FCC-hh) or lepton (FCC-ee) collider [80] could provide even

more stringent limits on these processes.
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Experiment Current Projected
Belle 2.1× 10−8 (4.7− 10)× 10−10

BaBar 3.3× 10−8 −
FCC-ee − (5− 10)× 10−12

LHCb 4.6× 10−8 (1.5− 11)× 10−9

ATLAS 3.8× 10−7 (1.8− 8.1)× 10−9

FCC-hh − (3− 30)× 10−10

Table 2.1: Current and projected 90% CL limits on the τ∓ → µ±µ∓µ∓ branching
ratio. The current limits from the LHC experiments utilise only the 8 TeV data,
while the projected limits are based on the complete 13 TeV data sets of 3 ab−1 for
ATLAS and 50 fb−1 for the LHCb from the high-luminosity run of the LHC.

τ∓ → e±µ∓µ∓ τ∓ → e∓µ∓µ±

Experiment Current Projected Current Projected
Belle 1.7× 10−8 (3.4− 5.1)× 10−10 2.7× 10−8 (5.9− 12)× 10−10

BaBar 2.6× 10−8 − 3.2× 10−8 −
FCC-ee − (5− 10)× 10−12 − (5− 10)× 10−12

Table 2.2: Current and projected 90% CL limits on the τ∓ → e±µ∓µ∓ and τ∓ →
e∓µ∓µ± branching ratios.

In Table 2.1, we summarise the current and projected limits on the branching ratio of

τ∓ → µ±µ∓µ∓, while in Table 2.2 the current and projected limits for τ∓ → e±µ∓µ∓

and τ∓ → e∓µ∓µ± are shown. We now proceed to use these limits to explore the

parameter spaces of the models.

2.3 Type-II Seesaw Model

2.3.1 Overview of the Model

The Type-II Seesaw Model extends the scalar sector of the Standard Model and is

used to generate masses for the light neutrinos. In addition to the Standard Model
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Higgs doublet Φ, there is a further Higgs scalar triplet2 ∆ with a weak hypercharge

Y = 2,

Φ =

Φ+

Φ0

 , ∆ =

∆+
√

2 ∆++

∆0 −∆+
√

2

 . (2.3.1)

The new terms in the Lagrangian then consist of an additional kinetic term for

the triplet ∆, a potential involving the scalars ∆ and Φ, and Yukawa interactions

between ∆ and the leptons [81]. The kinetic term can be written as,

LKinetic(∆) = Tr[(Dµ∆)†(Dµ∆)] , (2.3.2)

where the covariant derivative Dµ∆ is,

Dµ∆ = ∂µ∆ + i
g

2[σiW i
µ,∆] + ig′Bµ∆ , (2.3.3)

with W i
µ and Bµ the SU(2)L and U(1)Y gauge fields, with couplings g and g′, re-

spectively. The scalar potential has the following additional terms:

V (Φ,∆) = M2
∆Tr(∆†∆) + (µ∆ΦTiσ2∆†Φ + h.c.) + λ1Φ†ΦTr(∆†∆)

+ λ2[Tr(∆†∆)]2 + λ3Tr[(∆†∆)2] + λ4Φ†∆∆†Φ . (2.3.4)

Here, λ1−4 are dimensionless quartic couplings, the trace is over the 2× 2 matrices,

M∆ is the mass scale of the Higgs triplet and µ∆ is a lepton-number-violating

parameter. Finally, there are the Yukawa interactions with the Standard Model

lepton doublet3,

LYukawa =
∑
i,j

(Y∆)ijLcLiiσ2∆LLj + h.c. , (2.3.5)

where Y∆ is a 3 × 3 complex symmetric Yukawa matrix in flavour space in the

gauge-interaction basis, and the sum runs over the flavour indices i and j.

The neutral components of the two Higgs multiplets, Φ0 and ∆0, each have a non-

zero VEV, denoted as vΦ and v∆, respectively. In the case where the mass scale of

the Higgs triplet is much larger than that of the electroweak scale, the VEV takes

2Note that terms doublet and triplet here refer to their representation under the SU(2)L gauge
group of the Standard Model.

3An equivalent term with quark doublets is forbidden by U(1)Y symmetry.
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the form,

v∆ = µ∆v
2
Φ√

2M2
∆
. (2.3.6)

Under spontaneous symmetry breaking, the triplet VEV generates Majorana masses

for the light neutrinos, Mν =
√

2Y∆v∆. This can be diagonalised by the PMNS

mixing matrix UP, defined in Eq. (1.3.1), to the diagonal mass matrix Md =

diag(m1,m2,m3),

Md = U∗PMνU
†
P . (2.3.7)

UP takes the form,

UP =


c12 c13 s12 c13 s13 e

−iδCP

−c23 s12 − s23 s13 c12 e
iδCP c23 c12 − s23 s13 s12 e

iδCP s23 c13

s23 s12 − c23 s13 c12 e
iδCP −s23 c12 − c23 s13 s12 e

iδCP c23 c13



×


1 0 0

0 eiα1 0

0 0 eiα2

 , (2.3.8)

where sij ≡ sin θij and cij ≡ cos θij with θij the neutrino oscillation parameters,

δCP is the CP-violating phase and α1,2 are the Majorana phases. This allows the

Yukawa couplings in Eq. (2.3.5) to be expressed in terms of the neutrino masses

and mixing parameters, for which best-fit values can be extracted from neutrino

oscillation data [82,83].

Furthermore, interactions between the doubly-charged Higgs field ∆++ and the

charged leptons also arise. The terms which are relevant to us are,

LYukawa(∆++) = (Y∆)eτecτ∆++ + (Y∆)µτµcτ∆++ + (Y∆)µµµcµ∆++ + h.c. . (2.3.9)

It is the off-diagonal elements in the matrix Y∆ which violate lepton flavour, and

give rise to the LFV decay processes which we are interested in. These are shown by

the Feynman diagrams in Fig 2.1 for the τ∓ → µ±µ∓µ∓ and τ∓ → e±µ∓µ∓ decay

modes. Note that the decay mode τ∓ → e∓µ∓µ± involves two separate LFV Yukawa

couplings, so it is generally suppressed by several orders of magnitude compared
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τ−

µ−

µ−

µ+

∆−−

(a)

τ−

µ−

µ−

e+

∆−−

(b)

Figure 2.1: Feynman diagrams for the decays (a) τ∓ → µ±µ∓µ∓ and (b) τ∓ →
e±µ∓µ∓ in the Type-II Seesaw Model.

with the other two modes, depending on the particular parameters. For the decay

τ∓ → µ±µ∓µ∓, the partial width at tree level is [84],

Γ(τ∓ → µ±µ∓µ∓) = m5
τ

192π3

∣∣∣∣∣(Y∆)τµ(Y∆)µµ
m2

∆±±

∣∣∣∣∣
2

. (2.3.10)

Expressing the Yukawa couplings in terms of the neutrino mass matrix, this can be

written as,

Γ(τ∓ → µ±µ∓µ∓) = m5
τ

192π3

∣∣∣∣∣(Mν)µτ (Mν)µµ
2v2

∆m
2
∆±±

∣∣∣∣∣
2

, (2.3.11)

where the doubly-charged Higgs mass m∆±± is given by,

m2
∆±± = M2

∆ − v2
∆λ3 −

λ4

2 v
2
Φ , M2

∆ = µ∆v
2
Φ√

2v∆
. (2.3.12)

Replacing (Mν)µτ with (Mν)eτ in Eq. (2.3.11) will give the rate for the τ∓ → e±µ∓µ∓

decay mode.

2.3.2 Limits on the Parameter Space

To calculate the branching ratios in the Type-II Seesaw Model, we use the program

MadGraph5_aMC@NLO [85] with a model file generated by FeynRules [86].

These perform all the computation steps from the Lagrangian of the model to the

matrix element calculation and integration over the phase space. This includes the

PMNS mixing of the neutrino oscillation parameters into the values that enter the

triplet Yukawa couplings. The output from MadGraph5_aMC@NLO is then the

partial decay width, which we divide by the total measured decay width of the τ
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Figure 2.2: Current and future branching-ratio limits in the parameter plane of
µ∆ and v∆ for the Type-II Seesaw Model. (a) Shows the limits from the decay
τ∓ → µ±µ∓µ∓, and (b) shows the limits from the decay τ∓ → e±µ∓µ∓. The solid
black lines represent constant values of the mass of the doubly-charged Higgs ∆±±.

lepton to obtain the branching ratio. For this we use the mean lifetime from the

Particle Data Group [64], (290.3± 0.5)× 10−15 s.

In Fig. 2.2 we show the current and future branching-ratio limits in the plane of

the parameters µ∆ and v∆. To calculate the branching ratios across the parameter

plane, we perform the above calculation for each pair of µ∆ and v∆ values, keeping

all other parameters fixed. The neutrino masses and oscillation parameters are held

at their best-fit values [82,83], with the lightest neutrino mass at 0.1 eV and the CP-

violating phase δCP set to zero. The solid black lines represent constant values of the

doubly-charged Higgs mass across the parameter plane. The dark green regions show

the parameter space restricted by the current limits, while the pale green regions

show the exclusions that can be obtained by projections of current experiments.

Furthermore, the pale blue regions show the restrictions from the future circular

colliders FCC-hh and FCC-ee, while the white region is the part of the parameter

space that will be allowed by the FCC-ee limit. For the projected limits we show

the lower values of the limit ranges in Figs. 2.2a and 2.2b, corresponding to the best

possible sensitivity for each experiment. All other parameter plots in this chapter

will follow the same scheme for the region colours, and will use the lower values of
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Figure 2.3: Current and future branching-ratio limits in the parameter plane of the
neutrino oscillation parameter θ12 and the CP-violating phase δCP for the Type-II
Seesaw Model. (a) Shows the limits from the decay τ∓ → µ±µ∓µ∓, and (b) shows
the limits from the decay τ∓ → e±µ∓µ∓. The dark shaded bands represent the
allowed 3σ values of θ12.

the limit ranges.

In Fig. 2.2, we show the variation across a range of small v∆ values, (10−11 − 10−9)

GeV, that can naturally explain the small neutrino masses, mν ∼ (0.01 − 0.1) eV,

with O(1) coupling. For a moderate v∆ = 10−10 GeV, and with the neutrino mass

mν ∼ 0.1 eV, the present constraints on µ∆ and the doubly-charged Higgs mass

coming from Belle are µ∆ ≥ 7.8 × 10−9 GeV and m∆±± ≥ 1.8 TeV, using the

τ∓ → µ±µ∓µ∓ decay. The future experiments Belle-II and FCC-ee could further

constrain the doubly-charged Higgs mass up to m∆±± ≥ 4.6 TeV and 14.5 TeV with

µ∆ ≥ 5.0× 10−8 GeV and 4.9× 10−7 GeV, respectively.

In Fig. 2.3, we allow for a non-zero PMNS phase δCP in the range 0 − 2π, and

investigate the effect of varying δCP along with the neutrino oscillation parameter

θ12 on the two decay processes, while fixing the other oscillation parameters to their

best-fit values and the lightest neutrino mass to m1 = 0.1 eV. The dark vertical

shaded bands show the region of the parameter space allowed by the current 3σ

limits on θ12. For the τ∓ → µ±µ∓µ∓ decay, we consider µ∆ = 1.5× 10−7 GeV and
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Figure 2.4: Current and future branching-ratio limits in the parameter plane of the
neutrino oscillation parameter θ23 and the CP-violating phase δCP for the Type-II
Seesaw Model. (a) Shows the limits from the decay τ∓ → µ±µ∓µ∓, and (b) shows
the limits from the decay τ∓ → e±µ∓µ∓. The dark shaded bands represent the
allowed 3σ values of θ23.

v∆ = 10−10 GeV, resulting in m∆±± = 8.0 TeV. In the case of τ∓ → e±µ∓µ∓, we use

an increased µ∆ = 2.5× 10−7 GeV and v∆ = 10−10 GeV, giving m∆±± = 10.3 TeV.

The Belle-II experiment could rule out δCP in the ranges 1.1 − 2.0 and 4.2 − 5.1,

while experiments at the FCC-ee could exclude all values of δCP for these choices of

µ∆ and v∆. We find similar constraints when using the θ23 − δCP contours instead,

and these are shown in Fig. 2.4.

We conclude this section by justifying our approach of only considering limits from

the LFV τ lepton decays. The current bound on the branching ratio for µ∓ →

e±e∓e∓ is BR(µ∓ → e±e∓e∓) ≤ 10−12 [65]. This tight bound imposes stronger

limits in the plane of µ∆ and v∆ than those arising from the τ lepton decays,

shown in Fig. 2.2. However, when varying the neutrino oscillation parameters and

phases within experimental bounds, it is possible to suppress the branching ratio of

µ∓ → e±e∓e∓ while leaving that of τ → `µµ essentially unchanged. We can consider

the oscillation effects by defining the ratio,

R = BR(τ∓ → µ±µ∓µ∓)
BR(µ∓ → e±e∓e∓) ∝

|(Mν)µτ (Mν)µµ|2
|(Mν)µe(Mν)ee|2

, (2.3.13)
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and varying all the oscillation parameters and phases within their allowed 3σ ranges.

For quasi-degenerate neutrino masses with an inverted-hierarchy spectrum, and

with m3 = 0.1 eV, we find that R can be as large as 106, due to cancellations in

the neutrino mass matrix Mν , which is calculated via Eq. (2.3.7). Such regions

of the parameter space suppress the branching ratio of µ∓ → e±e∓e∓ enough so

that the strongest limits on µ∆ and v∆ arise from the LFV τ lepton decays, which

can remain largely unaffected. This was discussed in detail in Ref. [87], for both

hierarchical and quasi-degenerate neutrino masses, where branching ratios of as

large as 10−8 for τ∓ → µ±µ∓µ∓ were obtained, while still being consistent with the

other bounds. Therefore, we focus on the bounds derived from the LFV τ lepton

decays, independent of other constraints, and Fig. 2.2 qualitatively demonstrates the

constraints that can be obtained in regions where the LFV τ lepton decays provide

the dominant source of all LFV decays.

2.4 Left-Right Symmetric Model

2.4.1 Overview of the Model

We now consider a more phenomenologically extensive model. The Left-Right Sym-

metric Model is constructed by extending the gauge sector of the Standard Model

to put the left and right symmetries on an equal footing—at least at the level of the

Lagrangian before any spontaneous symmetry breaking. The simplest allowed model

with left-right symmetry replaces the SU(3)c × SU(2)L × U(1)Y gauge symmetry of

the Standard Model with an SU(3)c×SU(2)L×SU(2)R×U(1)B−L gauge symmetry4.

The fermion content of the Standard Model is then extended to include right-handed

neutrinos, and their representations under the gauge symmetry are,

QL =

uL
dL

 ∈ (3,2,1, 1/3) , QR =

uR
dR

 ∈ (3,1,2, 1/3) ,

4Note that here U(1)B−L is a local symmetry of the model and not a global symmetry as it is in
the Standard Model. The generation of neutrino masses then spontaneously breaks this symmetry.
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LL =

νL
eL

 ∈ (1,2,1,−1) , LR =

NR

eR

 ∈ (1,1,2,−1) . (2.4.1)

Thus there is a quark and lepton doublet corresponding to each of the SU(2) sym-

metries, and there is a copy of each of these doublets for each generation of fermions.

The electromagnetic charge associated to each fermion field can be calculated from

Q = T3L + T3R + (B−L)/2, where T3L(R) are the third components of the SU(2)L(R)

isospin. The scalar sector consists of a bidoublet Φ and two triplets ∆L and ∆R:

Φ =

φ0
1 φ+

1

φ−2 φ0
2

 ∈ (1,2,2, 0) ,

∆L =


δ+
L√
2 δ++

L

δ0
L − δ+

L√
2

 ∈ (1,3,1, 2) , ∆R =


δ+
R√
2 δ++

R

δ0
R − δ+

R√
2

 ∈ (1,1,3, 2) . (2.4.2)

The neutral components of each of these three Higgs multiplets take non-zero VEVs.

These are vL for ∆L, vR for ∆R and diag(κ1, κ2)/
√

2 for the bidoublet Φ. At a

high scale, the right-handed triplet VEV vR spontaneously breaks the SU(2)R ×

U(1)B−L symmetry down to the U(1)Y symmetry of the Standard Model. This

generates masses for the new gauge bosons W±
R and Z ′, in addition to masses for

the right-handed neutrinos. The VEV of the bidoublet then breaks the remaining

SU(2)L × U(1)Y symmetry down to U(1)Q, similar to the Higgs mechanism in the

Standard Model. This generates masses for the gauge bosons W±
L and Z, and the

fermions of the Standard Model. For phenomenological reasons, it is necessary for

the VEV of the left-handed doublet to be very small [88], which leads to the hierarchy

vL � κ1,2 � vR.

The complete Lagrangian involves many terms and is comprehensively described in

Ref. [72]. Here, we will outline the parts which are important for the LFV decay

processes.
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Lepton Sector

In the lepton sector, the Yukawa Lagrangian takes the form,

LYukawa =
∑
i,j

[
hijLLiΦLRj + h̃ijLLiΦ̃LRj + (fL)ijLcLiiσ2∆LLLj

+ (fR)ijLcRiiσ2∆RLRj
]

+ h.c. , (2.4.3)

where the conjugate bidoublet is Φ̃ = σ2Φ∗σ2, and the sum runs over the flavour

indices. The matrices h, h̃, fL and fR are Yukawa couplings. After spontaneous

breaking of the left-right and electroweak symmetries, the following 3× 3 neutrino

mass matrices are generated:

ML =
√

2vLfL , MR =
√

2vRfR , MD = κ1h+ κ2h̃√
2

. (2.4.4)

These correspond to left-handed Majorana, right-handed Majorana and Dirac masses,

respectively. The full 6× 6 neutrino mass matrix is then,

Mν =

ML MD

MT
D MR

 , (2.4.5)

which can be diagonalised into the mass basis with the unitary matrix V ,

VTMνV =

M̃ν 0

0 M̃R

 , (2.4.6)

where M̃ν = diag(m1,m2,m3) and M̃R = diag(mN4 ,mN5 ,mN6). The mixing matrix

V can be expressed as,

V =

U V

X Y

 . (2.4.7)

The upper-left 3× 3 matrix U is approximately equal5 to the PMNS mixing matrix

UP, which only involves the left-handed neutrinos. The other entries in the matrix

arise due to the additional right-handed neutrinos. Similarly, the matrix Y is

approximately equal to the matrix YR which diagonalises the right-handed neutrino

5The differences between the mixing matrices U and UP are O(MDM
−1
R ) [89].
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mass matrix.

As was the case in the Type-II Seesaw Model, the Yukawa terms also induce LFV

interactions through the couplings with the doubly-charged Higgs. The relevant

terms in the Lagrangian are,

LYukawa(δ++) = (fL)eτecLδ++
L τL + (fL)µτµcLδ++

L τL + (fL)µµµcLδ++
L µL (2.4.8)

+ (fR)eτecRδ++
R τR + (fR)µτµcRδ++

R τR + (fR)µµµcRδ++
R µR + h.c. .

Note that if discrete parity or charge conjugation are imposed as symmetries, then

fL = fR or fL = f ∗R with a Hermitian or symmetric MD, respectively.

Scalar Sector

As we described above, the scalar sector contains the Higgs bidoublet Φ and two

triplets ∆L and ∆R. The full scalar potential has the form,

V (Φ,∆L,∆R) =

− µ2
1Tr(Φ†Φ)− µ2

2Tr(Φ†Φ̃ + Φ̃†Φ)− µ2
3Tr(∆†L∆L + ∆†R∆R)

+ λ1
[
Tr(Φ†Φ)

]2
+ λ2

[
Tr(Φ†Φ̃)

]2
+ λ2

[
Tr(Φ̃†Φ)

]2
+ λ3Tr(Φ†Φ̃)Tr(Φ̃†Φ) + λ4Tr(Φ†Φ)Tr(Φ†Φ̃ + Φ̃†Φ)

+ ρ1
[
Tr(∆†L∆L)

]2
+ ρ1

[
Tr(∆†R∆R)

]2
+ ρ3Tr(∆†L∆L)Tr(∆†R∆R)

+ ρ2Tr(∆L∆L)Tr(∆†L∆†L) + ρ2Tr(∆R∆R)Tr(∆†R∆†R)

+ ρ4Tr(∆L∆L)Tr(∆†R∆†R) + ρ4Tr(∆†L∆†L)Tr(∆R∆R)

+ α1Tr(Φ†Φ)Tr(∆†L∆L + ∆†R∆R) + α3Tr(ΦΦ†∆L∆†L + Φ†Φ∆R∆†R)

+
[
α2e

iδ2Tr(Φ†Φ̃)Tr(∆†L∆L) + α2e
iδ2Tr(Φ̃†Φ)Tr(∆†R∆R) + h.c.

]
+ β1Tr(Φ†∆†LΦ∆R + ∆†RΦ†∆LΦ) + β2Tr(Φ†∆†LΦ̃∆R + ∆†RΦ̃†∆LΦ)

+ β3Tr(Φ̃†∆†LΦ∆R + ∆†RΦ†∆LΦ̃) . (2.4.9)

The large number of terms arise due to the many possible gauge-invariant combina-

tions of the three scalar multiplets. Before spontaneous symmetry breaking, there
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are 20 degrees of freedom in these complex multiplets. Six of these degrees of freedom

give masses to the W±
R , Z ′, W± and Z gauge bosons. This leaves 14 physics Higgs

states, denoted as h, H0
1,2,3, A0

1,2, H±1 , H±2 , δ±±L , and δ±±R . The masses of these are:

m2
h ∼ (125 GeV)2 ' 2κ2

+

(
λ1 + 4κ

2
1κ

2
2

κ4
+

(2λ2 + λ3) + 4λ4
κ1κ2

κ2
+

)
,

M2
H0

1
= M2

A0
1
' α3

v2
R

2
κ2

+
κ2
−
, M2

H0
3

= M2
A0

2
' (ρ3 − 2ρ1)v

2
R

2 , M2
H0

2
' 2ρ1v

2
R ,

M2
H±1
' (ρ3 − 2ρ1)v

2
R

2 + α3
κ2
−
4 , M2

δ±±L
' (ρ3 − 2ρ1)v

2
R

2 + α3
κ2
−
2 ,

M2
H±2
' α3

v2
R

2
κ2

+
κ2
−

+ α3
κ2
−
4 , M2

δ±±R
' 2ρ2v

2
R + α3

κ2
−
2 , (2.4.10)

where κ2
± ≡ κ2

1 ± κ2
2 and κ+ ∼ 246 GeV.

Note that the scalar states H0
1 and H0

3 interact with both the up and down quark

sectors and hence mediate the ∆F = 2 flavour transitions in the neutral K and B

mesons [90,91]. To avoid the flavour-changing neutral Higgs (FCNH) constraints, the

neutral Higgs states H0
1 , H0

3 and A0
1,2 are required to be heavier than 20 TeV [90,91].

We also consider the other neutral Higgs state H0
2 to be heavy in order to be in

agreement with the heavy Higgs searches at the LHC. In the Higgs spectrum, we

consider the case where the right-handed doubly-charged Higgs boson is somewhat

lighter than the other additional Higgs states and hence significantly contributes to

the LFV processes. We consider the following two benchmark scenarios—BP1 and

BP2—with a lower and a higher symmetry-breaking scale vR, respectively:

• BP1: α3 = 18.88 , vR = 8.68 TeV ,

• BP2: α3 = 1.00 , vR = 30.00 TeV .

For both of the benchmark scenarios, we consider the right-handed mixing matrix

YR to be non-diagonal with unit entries everywhere. In order for vR to be less than

10 TeV, the FCNH constraints on the neutral Higgs bosons necessarily require α3

to be large (α3 ∼ 8). Conversely, when α3 is well within the perturbative limit,

the FCNH constraints on the neutral Higgs bosons demand a large value of the
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Figure 2.5: Feynman diagrams for the decays (a) τ∓ → µ±µ∓µ∓ and (b) τ∓ →
e±µ∓µ∓ in the LRSM.

symmetry-breaking scale vR [91]. In our subsequent analysis we consider the two

possibilities—both the large and the natural α3—and show the restrictions that can

be obtained on the heavy neutrino masses and the ρ2 parameter.

LFV Decay Amplitudes

The two doubly charged Higgs states δ±±L and δ±±R mediate the τ LFV processes at

tree level. The amplitude for the LFV process τ∓ → µ±µ∓µ∓ is proportional to the

coefficient Cτµµµ, which is defined as,

Cτµµµ = (fL)µτ (fL)µµ
M2

δ±±L

+ (fR)µτ (fR)µµ
M2

δ±±R

. (2.4.11)

Since in our case the chosen parameter Mδ±±L
is much heavier than Mδ±±R

, the

dominant contribution arises due to δ±±R :

Cτµµµ '
(fR)µτ (fR)µµ

M2
δ±±R

= (MR)µτ (MR)µµ
2v2

RM
2
δ±±R

= (Y ∗RM̃RY
†
R)µτ (Y ∗RM̃RY

†
R)µµ

2v2
R(2ρ2v2

R + α3
k2
−
2 )

. (2.4.12)

The amplitude for the LFV process τ∓ → e±µ∓µ∓ can then be obtained by replacing

the (MR)µτ element in Eq. (2.4.12) with the (MR)eτ element. The Feynman diagrams

for this process are shown in Fig. 2.5. As in the Type-II Seesaw Model, the decay

process τ∓ → e∓µ∓µ± involves two LFV Yukawa couplings and thus is suppressed.
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Figure 2.6: Current and future branching-ratio limits in the parameter plane of
the right-handed neutrino masses mN and the parameter ρ2 for the LRSM for the
benchmark scenario BP1. (a) Shows the limits from the decay τ∓ → µ±µ∓µ∓, and
(b) shows the limits from the decay τ∓ → e±µ∓µ∓. The solid black lines represent
constant values of the mass of the doubly-charged Higgs δ±±R .

2.4.2 Limits on the Parameter Space

To calculate the branching ratios for the LFV decay processes in the LRSM, we

again use the program MadGraph5_aMC@NLO with a model file generated

by FeynRules. In Fig. 2.6, corresponding to BP1, we show the branching-ratio

limits for the case where the three right-handed neutrino masses are all equal and

denoted by mN , and are varied along with the parameter ρ2. In Fig. 2.7, we show

the equivalent plots for BP2. For BP1, the current limit from Belle imposes the

constraint on the right-handed neutrino masses mN ≤ 290 GeV for the doubly-

charged Higgs mass Mδ±±R
= 420 GeV for the τ∓ → µ±µ∓µ∓ and τ∓ → e±µ∓µ∓

decays. This Mδ±±R
mass is the lower limit set by the 13 TeV ATLAS search for the

right-handed triplet [92]. For BP2, with a higher value of the symmetry-breaking

scale vR, the mass limits are much higher: mN . 10 TeV for the doubly-charged

Higgs mass Mδ±±R
= 8 TeV. For both of the scenarios, a future circular collider will

be able to probe much smaller values of mN .

In Fig. 2.8, we consider the scenario of non-degenerate right-handed neutrino masses
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Figure 2.7: Current and future branching-ratio limits in the parameter plane of
the right-handed neutrino masses mN and the parameter ρ2 for the LRSM for the
benchmark scenario BP2. (a) Shows the limits from the decay τ∓ → µ±µ∓µ∓, and
(b) shows the limits from the decay τ∓ → e±µ∓µ∓. The solid black lines represent
constant values of the mass of the doubly-charged Higgs δ±±R .

mN4,5,6 . We show the branching-ratio limits in the plane of the right-handed neutrino

masses mN4 and mN5 for the case of BP1, while fixing mN6 = 100 GeV and the

doubly-charged Higgs mass to Mδ±±R
= 4 TeV. The present stringent limit from Belle

constrains both of the mN4 and mN5 masses to be smaller than ∼ 1 TeV, while the

FCC-ee could probe these masses down to ∼ 100 GeV.

In our analysis, we considered the possibilities of both a lower and a higher symmetry-

breaking scale vR. While a lower symmetry-breaking scale and a right-handed gauge

boson with mass mWR
. (5−6) TeV is within the reach of the 13 TeV LHC, a higher

symmetry-breaking scale, such as that in BP2, along with a much heavier WR could

be probed at a 100 TeV future circular collider [93, 94]. In Refs. [95] and [94], the

impact of RG evolution of the quartic couplings on the discovery ofWR and the Higgs

states has been discussed and bounds on the quartic couplings have been derived by

analysing stability conditions. A lower symmetry-breaking scale with aWR accessible

at the 13 TeV LHC implies a larger ρ2 (for a cut-off scale 10mWR
with mWR

= 6 TeV,

then ρ2 ≥ 0.35 [94]) and hence a larger Mδ±±R
. This cannot be directly produced

at the LHC, but instead can be tested through indirect detection. Conversely, for
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Figure 2.8: Current and future branching-ratio limits in the parameter plane of the
right-handed neutrino masses mN4 and mN5 for the LRSM. (a) Shows the limits from
the decay τ∓ → µ±µ∓µ∓, and (b) shows the limits from the decay τ∓ → e±µ∓µ∓.

a larger symmetry-breaking scale with mWR
∼ (20 − 30) TeV the bounds on ρ2

are relaxed. In our discussion, we do not specify any particular mass of the other

Higgs states or the cut-off scale of the theory. Instead, we independently analyse the

implication of the branching-ratio limits for the LFV processes τ∓ → µ±µ∓µ∓ and

τ∓ → e±µ∓µ∓ on the relevant model parameter ρ2 and the doubly-charged Higgs

mass Mδ±±R
.

2.5 Minimal Supersymmetric Standard Model

2.5.1 Overview of the Model

The final model that we consider is the Minimal Supersymmetric Standard Model,

which is the simplest extension to the Standard Model that can include supersym-

metry. This is a symmetry between bosons and fermions, which is the only non-trivial

extension of the Poincaré group allowed by the Coleman-Mandula theorem [96], and

was proposed as a solution to the hierarchy problem. The bosons and fermions exist
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in supermultiplets, where they have a corresponding partner particle. If supersym-

metry is unbroken, the supersymmetric partners necessarily have the same masses

as their corresponding Standard Model particles. However, we do not observe such

partners with the same mass, thus supersymmetry must be broken to ensure their

masses are much larger. One way to break supersymmetry is to add terms to the

Lagrangian by hand. This is called ‘soft supersymmetry breaking’, and the terms are

required to be gauge invariant and protect the cancellation of quadratic singularities,

which is a feature of supersymmetry. The allowed terms are scalar mass terms,

gaugino mass terms and bilinear and trilinear couplings between the scalars.

In the MSSM, the soft supersymmetry breaking parameters in the slepton sector

are a generic source of LFV. Without assuming a specific supersymmetry-breaking

mechanism that ensures a suppression of the off-diagonal terms in the slepton mass

matrix, their presence can induce a misalignment in flavour space between the

lepton and slepton mass matrices, which cannot be rotated away. The non-diagonal

Hermitian 6 × 6 slepton mass matrix receives contributions from D, F , A and

M terms [75], where the latter two can induce mixing between different slepton

generations. In the electroweak interaction basis (ẽL, µ̃L, τ̃L, ẽR, µ̃R, τ̃R), the slepton

mass matrix has the form6 [97],

M2
˜̀ =

M2
˜̀LL M2

˜̀LR

M2 †
˜̀LR M2

˜̀RR

 , (2.5.1)

where each of the blocks M2
˜̀LL, M

2
˜̀RR, M

2
˜̀LR and M2 †

˜̀LR are 3× 3 matrices:

M2
˜̀LL ij = m2

L̃ ij +
(
m2
`i

+ (−1
2 + sin2 θW)m2

Z cos 2β
)
δij ,

M2
˜̀RR ij = m2

Ẽ ij +
(
m2
`i
− sin2 θWm

2
Z cos 2β

)
δij ,

M2
˜̀LR ij = v1A`ij − δijm`iµ tan β . (2.5.2)

In these equations the indices i, j ∈ {1, 2, 3} denote the three generations, m`i are

6L and R refer here to the slepton partners corresponding to the left- and right-handed leptonic
degrees of freedom, respectively.
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the lepton masses, θW is the weak mixing angle, mZ is the Z boson mass, µ is the

Higgsino mass term, and tan β = v2/v1 with v1 = 〈H1〉 and v2 = 〈H2〉 being the two

VEVs of the corresponding SU(2) Higgs doublets. Here, δij is the Kronecker delta

symbol. Furthermore, A`ij are the slepton trilinear couplings. The flavour-violating

terms in the LL and RR mixing matrices correspond to off-diagonal terms in the

soft masses m2
L̃ ij

and m2
Ẽ ij

, respectively.

Within the MSSM, the sneutrino mass matrix has a one-block 3× 3 form denoted

asM2
ν̃ , where in the electroweak basis (ν̃eL, ν̃µL, ν̃τL),

M2
ν̃ = M2

ν̃ LL , M2
ν̃ LL ij = m2

L̃ ij +
(1

2m
2
Z cos 2β

)
δij . (2.5.3)

To parameterise the off-diagonal entries, we introduce the dimensionless real para-

meters δABij . Written explicitly, the mixing matrices are then,

m2
L̃ =


m2
L̃1

δLL12 mL̃1
mL̃2

δLL13 mL̃1
mL̃3

δLL21 mL̃2
mL̃1

m2
L̃2

δLL23 mL̃2
mL̃3

δLL31 mL̃3
mL̃1

δLL32 mL̃3
mL̃2

m2
L̃3

 ,

m2
Ẽ =


m2
Ẽ1

δRR12 mẼ1
mẼ2

δRR13 mẼ1
mẼ3

δRR21 mẼ2
mẼ1

m2
Ẽ2

δRR23 mẼ2
mẼ3

δRR31 mẼ3
mẼ1

δRR32 mẼ3
mẼ2

m2
Ẽ3

 ,

v1A` =


meAe δLR12 mL̃1

mẼ2
δLR13 mL̃1

mẼ3

δLR21 mL̃2
mẼ1

mµAµ δLR23 mL̃2
mẼ3

δLR31 mL̃3
mẼ1

δLR32 mL̃3
mẼ2

mτAτ

 , (2.5.4)

where mL̃i
and mẼi

are the soft mass scales. We further assume that |δABij | ≤ 1, and

the hermiticity ofM2
˜̀ implies δABij = δBAji .

After rotating the sleptons and sneutrinos into their mass eigenstates,

diag{m2
˜̀1 ,m

2
˜̀2 ,m

2
˜̀3 ,m

2
˜̀4 ,m

2
˜̀5 ,m

2
˜̀6} = R

˜̀M2
˜̀R

˜̀† ,

diag{m2
ν̃1 ,m

2
ν̃2 ,m

2
ν̃3} = Rν̃M2

ν̃R
ν̃† , (2.5.5)
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Figure 2.9: Feynman diagrams for the decays (a) τ∓ → µ±µ∓µ∓ and (b) τ∓ →
e∓µ∓µ± in the MSSM.

the soft breaking terms m2
L̃ ij

, m2
Ẽ ij

and v1A`ij can induce flavour-changing neutral

current interactions, such as that between a lepton, slepton and neutralino. This is

shown by the Feynman diagrams in Fig. 2.9 for the LFV decay modes τ∓ → µ±µ∓µ∓

and τ∓ → e∓µ∓µ±, which arise at the one-loop level.

2.5.2 Limits on the Parameter Space

We consider the impact of the present and future LFV constraints on the flavour-

violating parameters δLLij and δRRij . To numerically compute the branching ratios in

the MSSM, we use the supersymmetry spectrum generator SPheno [98,99], with the

source code for the flavour observables produced by SARAH [100]. We work with

the following benchmark point for the MSSM parameters that provides a particle

spectrum in agreement with the present collider limits:

tan β = 10 , µ = −100 GeV ,

MA = 1000 GeV , M1 = 250 GeV ,

M2 = 500 GeV , M3 = 2000 GeV ,

mL̃i
= mẼj

= 1000 GeV , Aτ = 200 GeV . (2.5.6)

Here, MA is the mass of the pseudoscalar Higgs boson, M1,2,3 are the gaugino masses

and Aτ is the slepton trilinear coupling for the third generation. We do not specify

squark supersymmetry-breaking parameters, as their values are not relevant for the
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Figure 2.10: Current and future branching-ratio limits in the parameter plane of
(a) δLL23 and δRR23 for the decay τ∓ → µ±µ∓µ∓ and (b) δLL13 and δRR13 for the decay
τ∓ → e∓µ∓µ± in the MSSM.

processes we calculate. While searches for squarks and gluinos by ATLAS [101,102]

and CMS [103, 104] have pushed their respective mass limits to already rather

large values, limits for slepton masses are still fairly weak [64]. Direct slepton pair

production requires the exchange of electroweak gauge bosons and is thus strongly

suppressed compared with squark or gluino pair production at hadron colliders.

Hence, assuming LFV is realised in nature, much stronger limits on the slepton

masses can be obtained indirectly by measuring rare LFV decays.

In Figs. 2.10a and 2.10b, we show present and future constraints on the pair (δLL23 , δ
RR
23 )

from the process τ∓ → µ∓µ∓µ±, and the pair (δLL13 , δ
RR
13 ) from the process τ∓ →

e∓µ∓µ±, respectively. In analogy with the squark sector [105], we find that the δRR13

and δRR23 parameters are much less constrained than their LL counterparts. This is

because the processes are mediated by flavour-violating neutralino interactions. In

the gauge-interaction basis, the exchanged particles are the bino (B̃), wino (W̃ 0) or

Higgsino (H̃i) particles. The H̃i− `R− ˜̀
L interactions are proportional to the lepton

Yukawa coupling yl and are thus subleading, while B̃− `R/L− ˜̀
R/L and W̃ 0− `L− ˜̀

L

interactions occur with the strength of their associated gauge couplings. Therefore,

the branching ratios τ∓ → µ∓µ∓µ± and τ∓ → e∓µ∓µ± are amplified for a light



2.6 Conclusions 55

102 103 104

mL̃i ,Ẽj
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Figure 2.11: Current and future branching-ratio limits in the parameter plane of
(a) mL̃i ,Ẽj

and δLL23 for the decay τ∓ → µ±µ∓µ∓ and (b) mL̃i ,Ẽj
and δLL13 for the

decay τ∓ → e∓µ∓µ± in the MSSM. The solid black lines represent constant values
of the mass of the slepton ˜̀1.

wino-type neutralino—small M2, and large δLLij .

In Fig. 2.11, we show the LFV branching-ratio limits where the soft slepton mass

scale is allowed to vary along with a single mixing parameter. We vary the slepton

mass scale over a wide range. For slepton masses at the current lower bound from

direct searches (∼ 100 GeV), future experiments could place very strong constraints

on LFV parameters. Since the slepton masses are large when the soft slepton mass

scales mL̃i
= mẼj

are large, their contribution to LFV processes decouples and the

sensitivity to the mixing parameters is reduced.

2.6 Conclusions

In this chapter, we have discussed three models of physics beyond the Standard Model

and shown the restrictions on their parameter spaces that can be derived from the

limits on LFV decays of the τ lepton. We focussed on the Type-II Seesaw Model,

the LRSM and the MSSM and considered the decays τ∓ → µ±µ∓µ∓, τ∓ → e±µ∓µ∓

and τ∓ → e∓µ∓µ±. The limits on the LFV were calculated from current and future

lepton and hadron colliders.
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For the Type-II Seesaw Model with a small triplet VEV v∆ in the range (10−11−10−9)

GeV—which naturally explains the (0.01 − 1) eV light neutrino masses with O(1)

Yukawa coupling Y∆—the model parameter µ∆ is presently constrained as µ∆ ≥

(2×10−9−7×10−8) GeV. The future circular collider FCC-ee could provide improved

constraints on µ∆ by almost two orders of magnitude. Constraints on the CP-

violating phase δCP of the PMNS mixing matrix could be obtained by the Belle-II

experiment in regions around π/2 and 3π/2 for a quasi-degenerate neutrino spectrum

with the oscillation angles equal to their best-fit values.

For the LRSM we considered two extreme regimes, with a lower and higher value of

the symmetry-breaking scale vR, respectively. For the first benchmark point BP1,

we considered a lower vR = 8 TeV and a large α3 ∼ O(10). For BP2, we considered a

larger vR = 30 TeV with a smaller α3 ∼ O(1), which is well within the perturbative

regime. In BP1, and for a doubly-charged Higgs mass Mδ±±R
= 800 GeV, we find

that the right-handed neutrino masses can be constrained to mN ≤ 290 GeV by the

present stringent limit from Belle. The future limits from LHCb and Belle-II will

further constrain the right-handed neutrino masses down to the mN ≤ 100 GeV mass

range. Further improvements at the future circular colliders will allow for tighter

constraints on the ρ2 parameter and the doubly-charged Higgs mass Mδ±±R
to be

obtained.

Finally, for the MSSM, we explored the present and future constraints on the dimen-

sionless LFV parameters δLL13 , δLL23 (and their RR equivalents) and the soft slepton

masses from the τ∓ → µ∓µ∓µ± and τ∓ → e±µ∓µ∓ decays. We find that δLL13 and

δLL23 are at present bounded by Belle to |δLL13,23| . 0.9 for the benchmark scenario we

chose. The future constraints from existing colliders will improve the limits to ∼ 0.2,

while an FCC-ee collider could further constrain this parameter to as low as 0.03.



Chapter 3

An Electroweak Approach to the

Trilinear Higgs Self-Interaction

In our second investigation into physics beyond the Standard Model, we consider

potential modifications to the trilinear self-coupling of the Higgs boson due to new

physics, and calculate how these affect the electroweak oblique Peskin-Takeuchi para-

meters S and T . The effect is fairly small since the electroweak oblique parameters

arise at one-loop level at the lowest order, with the Higgs trilinear self-interaction

only entering at the next-to-leading two-loop order. However, since di-Higgs produc-

tion has not yet been observed—which would allow for a direct measurement of the

Higgs trilinear self-coupling—the bounds on this coupling are currently very weak.

Therefore, the constraints on the Peskin-Takeuchi parameters can allow competitive

and complementary (due to the orthogonal approach) limits to be set on the trilinear

self-coupling of the Higgs boson.

3.1 Motivation

The discovery of the Higgs boson [106, 107] has been a major success of the LHC

and confirms the underlying mechanism of spontaneous symmetry breaking in the
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Figure 3.1: Feynman diagrams contributing to the gluon fusion di-Higgs production
mode at leading order. The black square represents the trilinear self-interaction of
the Higgs boson.

electroweak sector, which we described in Chapter 1. However, although the mass

of the Higgs boson has been directly experimentally measured [16], its couplings to

the gauge bosons and heavy fermions are much more loosely constrained—they lie

approximately within 10% and 20% of their Standard Model predictions, respectively

[108]. The situation for the self-couplings of the Higgs boson is far worse [109].

An observation of di-Higgs production would allow a direct measurement of the

trilinear self-coupling of the Higgs boson to be made since it enters the process at

leading order. This is represented by the black square in Fig. 3.1, which shows the

Feynman diagrams contributing to the gluon fusion di-Higgs production mode, which

is dominated by top quarks in the loop. However, because the cross section for di-

Higgs production is very small, with a Standard Model expectation of O(10 fb), this

process has never been observed [110]. Analogously to the LFV τ lepton decays in the

previous chapter, this means that the best one can do is obtain upper limits for the

cross section of the process, which can be translated into limits on the trilinear self-

coupling. The outlook for the quartic self-coupling is even bleaker [111]. Therefore,

an important goal for current and future high-energy experiments is to probe the

Higgs self-couplings with a much higher precision, from both direct measurements

and indirect determinations. Such measurements would allow for a thorough testing

of the structure and shape of the scalar potential, and uncover any deviations from

the Standard Model.

We can parameterise a deviation from the Standard Model prediction for the Higgs

trilinear self-coupling by multiplying it by κλ. A value of κλ = 1 would correspond to
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the Standard Model result, and any deviations from this would indicate disagreement

with the Standard Model. Direct searches for di-Higgs production constrain κλ to

−14.5 ≤ κλ ≤ 19.1 [110, 112] and −8.4 ≤ κλ ≤ 13.4 [113, 114] using Run I and

Run II data, respectively. In addition, Higgs coupling measurements performed in

single Higgs production lead to the combined bound of −9.4 ≤ κλ ≤ 17.0 [115].

Clearly these bounds are very weak and allow a lot of room for improvement in

future searches. Therefore, it is reasonable to suppose that alternative approaches

might perform at least as well, and so we propose a different method for deriving

constraints on the trilinear self-coupling of the Higgs boson.

In the case of observables involving leptons and gauge bosons, the experimental

precision is currently competing with the theoretical precision. This state-of-the-art

data allows electroweak precision tests of the Standard Model to be performed. In

general, this procedure works by taking some input measurements, carrying out a

theoretical calculation to predict what should be seen for another observable, and

then comparing it to the experimental measurement.

For the theoretical prediction to have any chance of success, the calculation of the

observables has to be performed beyond tree level to include the effects of loop

diagrams. In the electroweak sector, the loops which affect gauge boson propagators

directly have by far the dominant effect. These are known as oblique corrections,

and include the effects of gauge bosons, ghosts, scalars and fermions in the loops.

In the Standard Model, the dominant oblique corrections arise from loops involving

the top and bottom quarks, and the Higgs boson.

This also provides an excellent place to look for the effects of physics beyond the

Standard Model. By making some simple assumptions about the new physics model,

the entire contribution to the oblique corrections can be parameterised by the three

Peskin-Takeuchi parameters S, T and U [116, 117]. By calculating the values of

these parameters in the new model, their value can be compared to experimental

fits to provide constraints on the model parameters.
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Therefore, we will calculate the effect of a modified trilinear self-coupling of the Higgs

boson on the Peskin-Takeuchi parameters S and T . These arise at the two-loop

level, and so will require the computation of two-loop self-energy diagrams of the

gauge bosons. From the experimental fits for the Peskin-Takeuchi parameters, we

will derive the corresponding constraints on the trilinear Higgs self-coupling. The

rest of this chapter is structured as follows: in Sec. 3.2 we will describe the basics of

electroweak precision measurements and introduce the Peskin-Takeuchi parameters.

We will then modify the Higgs potential in Sec. 3.3, and calculate the effect of this

on the Peskin-Takeuchi parameters in Sec. 3.4. The results of this calculation will

be presented in Sec. 3.5, before the chapter is concluded in Sec. 3.6.

3.2 Testing the Electroweak Sector of the Stand-

ard Model

3.2.1 Electroweak Precision Basics

The electroweak sector of the Standard Model is constructed from the gauge group

SU(2)L×U(1)Y . At tree level, only three parameters in the Lagrangian are required

to calculate all electroweak observables at energies where the quark and lepton

masses can be ignored. These are the SU(2)L gauge coupling g, the U(1)Y gauge

coupling g′ and the Higgs VEV v. Equivalently, g and g′ can be exchanged for the

weak mixing angle s ≡ sin θW and the U(1)EM charge e through the relations g = e/s

and g′ = e/c, where c ≡ cos θW. It is then possible to express any electroweak

parameters in terms of these Lagrangian parameters via simple tree-level relations.

For example, the fine-structure constant is αe ≡ e2/(4π) and the W± and Z gauge

boson masses are,

mZ = ev

2sc , mW = ev

2s , (3.2.1)
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while the Fermi constant GF can be expressed solely in terms of the Higgs VEV as,

GF = 1√
2v2

. (3.2.2)

In order to perform electroweak precision tests of the Standard Model, a set of

observables needs to be measured experimentally. These can be used to determine

the parameters in the Lagrangian by performing a best fit to the data, from which

a prediction can be made for another observable and compared to the experimental

result. Crucially, the Standard Model is over-constrained, which means that with

enough measurements, it is possible to determine every free parameter and thus

meaningful predictions are possible. If it was under-constrained, then there would

not be enough observables to determine every free parameter.

To begin with, three measurements must be used to determine e, s and v. For

example, some precisely measured observables that could be used are the electron

magnetic dipole moment ge, the muon lifetime τµ or the Z boson pole mass mPole
Z .

From the measurement of the electron magnetic dipole moment, the fine-structure

constant at zero momentum has been computed to be α̂e(0) = (137.035999139 ±

0.000000031)−1 [64]. Running this value to the MS Z boson mass mZ gives,

α̂e(mZ)−1 = 127.950± 0.017 . (3.2.3)

Following the notation used in Ref. [118], we denote further quantities derived from

these measurements via simple tree-level relations with a hat. In addition, we can

use the measured Z boson pole mass to define m̂Z = mPole
Z , and using the tree-level

relations in Eq. (3.2.2) the muon decay rate gives v̂ = 246.48 GeV. We can rearrange

Eq. (3.2.1) for the Z boson mass to obtain the relation for the weak mixing angle,

ŝ2(1− ŝ2) = πα̂e(mZ)√
2ĜF m̂2

Z

, (3.2.4)

which evaluates to ŝ2 = 0.234289. We note here that the input measurements chosen

for this tree-level analysis are arbitrary, and choosing a different set of measurements

for the input would result in different values for the derived parameters.
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Figure 3.2: Oblique corrections to the gauge boson A propagating into the gauge
boson B.

We can now perform a test of the Standard Model by making a prediction for a new

observable. Using the relation for the W± boson mass in Eq. (3.2.1), one can predict

that m̂W = 79.794 GeV. If we were to equate this to the W± boson pole mass, then

we would find that it is far outside the experimental uncertainty on the measured

value, mPole
W = (80.385± 0.015) GeV.

3.2.2 Oblique Corrections

Clearly, the tree-level analysis performed above is not sufficient to be able to make

predictions at the level of the experimental precision, and so it is necessary to compute

to higher orders in perturbation theory. Including all possible loop corrections would

be a formidable task, but a simplification can be made by noting that since the

electroweak observables come from the exchange of gauge bosons at tree level, the

dominant corrections will be from loops inside the gauge boson propagators. These

oblique corrections (also known as vacuum polarisation or self-energy corrections)

can be probed experimentally using four-fermion scattering since they do not depend

on the specific external fermions.

For a gauge boson A with incoming four-momentum p propagating via a loop into a

gauge boson B, the oblique corrections have the form,

iΠµν
AB(p) = iΠAB(p2)gµν + iΠpp

AB(p2)pµpν . (3.2.5)
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This is the only form for the result allowed by Lorentz invariance and the Ward

identity [119], and is represented diagrammatically in Fig. 3.2. The second term

will always vanish when we consider observables with light external fermions whose

masses can be neglected, since it will be contracted with the fermion current. If

we sum up all the one-particle-irreducible (1PI) insertions into the propagator for

a Z boson, then the pole mass can be written in terms of the MS mass from the

Lagrangian as,

(mPole
Z )2 = m2

Z + Re
[
ΠZZ(m2

Z)
]
. (3.2.6)

A similar relation holds for the W± boson pole mass. The imaginary parts of the

vacuum polarisation functions arise when it is kinematically possible for all particles

in a particular loop diagram contribution to the self-energy to go on-shell. By the

optical theorem, the total imaginary part is proportional to the decay width of the

gauge boson. Thus it is only the real parts of the vacuum polarisation functions

which can contribute to a physical shift in the gauge boson masses, and we will

always assume that the real part has been taken from now on.

The goal is to be able to use the measurements from some observables to make a

prediction for a new observable which can be compared to data. Similar to the

tree-level approach above, we will determine the Lagrangian parameters using the

measured values and then substitute the results into the expressions for the new

observables.

The electromagnetic charge ê2(mZ) can be extracted from the measurement of the

electron magnetic dipole moment and compared to the one-loop result for Coulomb

scattering to give the relation,

e2 = ê2(mZ)
[
1− Πγγ(m̂2

Z)
m̂2
Z

]
, (3.2.7)

where e is the MS parameter from the Lagrangian and m̂Z is equal tomPole
Z . Inverting

Eq. (3.2.6), we get the expression for the Z boson MS mass,

m2
Z = m̂2

Z

[
1− ΠZZ(m̂2

Z)
m̂2
Z

]
. (3.2.8)



64 An Electroweak Approach to the Trilinear Higgs Self-Interaction

The limit of theW± boson propagator at low energies allows us to define ĜF through,

ĜF =
√

2 e2

8s2c2m2
Z

(
1− ΠWW (0)

m2
W

)
, (3.2.9)

where all quantities on the right-hand side are MS Lagrangian parameters which

satisfy the tree-level relations. Solving Eqs. (3.2.7)–(3.2.9) and keeping only the

one-loop terms, we can obtain an expression for the weak mixing angle,

s2 = ŝ2
(

1 + ĉ2

ĉ2 − ŝ2 ΠR

)
, (3.2.10)

where we define,

ΠR ≡ −
Πγγ(m̂2

Z)
m̂2
Z

+ ΠZZ(m̂2
Z)

m̂2
Z

− ΠWW (0)
m̂2
W

. (3.2.11)

Finally, using the relation m2
W = c2m2

Z between the MS parameters, we can make a

prediction for the pole mass of the W± boson,

(mPole
W )2 = ĉ2m̂2

Z

(
1− ŝ2

ĉ2 − ŝ2 ΠR −
ΠZZ(m̂2

Z)
m̂2
Z

+ ΠWW (m̂2
W )

ĉ2m̂2
Z

)
. (3.2.12)

Using only the three input measurements, an analytic calculation of the vacuum

polarisations allows a prediction for the W± boson pole mass (and many more

observables) to be made which will have far more reasonable agreement with the

data.

The only remaining issue is to compute all the vacuum polarisations. Due to gauge

invariance, the photon is massless and so Πγγ(0) must be zero to all orders in

perturbation theory. Although there are many loop insertions possible for each

gauge boson propagator, the dominant Standard Model effects will come from the

Higgs boson and the top (and bottom, for SU(2)L invariance) quarks since the result

increases with the mass of the particle. We show the analytic calculation for the

insertion of a fermion loop into the gauge boson propagators in Appendix A. It is

worth noting that all divergences in the vacuum polarisation functions cancel when

they are combined into an observable, as well as the unphysical mass scale µ. This

is necessary for ensuring that the predictions for the measured values are finite.
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3.2.3 Peskin-Takeuchi Parameters

We have seen that the oblique corrections in the electroweak sector are a useful

testing ground for the effects of calculating to higher orders in perturbation theory,

which facilitates precise tests of Standard Model predictions. In the same way, the

oblique corrections allow for a remarkably simple method to constrain new physics

models beyond the Standard Model, as long as a few assumptions about the model

are made [120]:

1. The gauge group which describes the electroweak sector is still the Standard

Model SU(2)L × U(1)Y group, with the same gauge bosons.

2. The couplings of any new physics particles to gauge bosons dominate over their

couplings to light fermions.

3. The scale Λ at which the new physics enters is much larger than the masses of

the gauge bosons—that is, Λ� mZ .

The first two assumptions mean that the dominant effect of new physics contributions

will be through the vacuum polarisations of the gauge bosons—exactly the oblique

corrections which we introduced above. Furthermore, by redefining the fields, it

is possible to entirely constrain the effects of new physics solely by the oblique

corrections.

Since the Standard Model itself describes electroweak precision data very well, the

contributions from new physics must be small, so the Standard Model oblique

corrections can be perturbed by adding a new physics contribution as,

ΠAB(p2) = ΠSM
AB(p2) + ∆ΠAB(p2) . (3.2.13)

The third assumption above means that the new physics contribution can be Taylor

expanded in p2 as,

∆ΠAB(p2) = ∆ΠAB(0) + p2∆Π′AB(0) +O
(
m2
Z/Λ2

)
, (3.2.14)
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where the derivative of the vacuum polarisation function is defined by,

∆Π′AB(p2) ≡ d

dp2 ∆ΠAB(p2) . (3.2.15)

Neglecting terms of O(m2
Z/Λ2), the derivative ∆Π′AB(0) can be expressed as,

∆Π′AB(0) = ∆Π′AB(m2
Z)−∆Π′AB(0)
m2
Z

. (3.2.16)

Naively, there are eight independent parameters needed to describe the effects of

new physics—two quantities for each of the four vacuum polarisation functions.

However, ∆Πγγ(0) is zero by gauge invariance, and four more can be removed by the

renormalisation conditions involving the three input parameters and ΠZγ(0). This

leaves three independent quantities, and a convenient parameterisation for them is

given by [121],

S = 4c2s2

αem2
Z

(
∆ΠZZ(m2

Z)−∆ΠZZ(0)−∆Πγγ(m2
Z)

− c2 − s2

cs

[
∆ΠZγ(m2

Z)−∆ΠZγ(0)
] )

, (3.2.17)

T = 1
αe

(
∆ΠWW (0)

m2
W

− c2

m2
W

[
∆ΠZZ(0) + 2s

c
∆ΠZγ(0)

])
. (3.2.18)

U = 4s2

αe

(
∆ΠWW (m2

W )−∆ΠWW (0)
m2
W

− c2 ∆ΠZZ(m2
Z)−∆ΠZZ(0)
m2
Z

− 2cs∆ΠZγ(m2
Z)−∆ΠZγ(0)
m2
Z

− s2 ∆Πγγ(m2
Z)

m2
Z

)
. (3.2.19)

The quantities S, T and U are known as the Peskin-Takeuchi parameters. S measures

the effect of neutral-current processes at different energies, while T measures the

difference between neutral- and charged-current processes at low energies and so is

sensitive to a violation of weak isospin. In fact, T is related to the ρ parameter

from Eq. (1.1.30) by T = (ρ − 1)/αe, so T parameterises the amount of custodial

symmetry violation in a new physics model. U is usually insensitive to new physics

since it is only constrained by the W± boson mass and width, and thus S and T are

normally used for testing new physics—we will assume that U = 0 throughout.
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By construction, the Peskin-Takeuchi parameters only include the effects of new

physics and so if there is no new physics then all three parameters are zero. Equival-

ently, the parameters could be defined to include the complete vacuum polarisation

functions with Standard Model effects. In this case, the Standard Model contribution

must subsequently be subtracted, for given reference values of the masses of the top

quark and Higgs boson—which we take to be mt = 173 GeV and mh = 125 GeV,

respectively—leaving only the contributions from the new physics behind.

The Peskin-Takeuchi parameters can be measured experimentally by performing fits

of electroweak observables. The constraints on S and T can then be obtained by

fixing U = 0 in the fits. The Standard Model result (S = T = 0) is consistent

with current experimental constraints on the Peskin-Takeuchi parameters. These

are S|U=0 = 0.06 ± 0.09 and T |U=0 = 0.10 ± 0.07, as calculated by the Gfitter

Group [122]. However, this does not rule out new physics—rather, it means that the

new physics contributions must be small enough such that their predictions for S

and T remain within the confidence limits. This allows one to calculate constraints

on parameters of new physics models, by calculating the range of parameters that

result in experimentally allowed values of S and T .

Although mt and mh have now been measured very precisely, historically the Peskin-

Takeuchi parameters were used to obtain bounds on these masses. The dependence

of S and T on mt and mh, valid when mt,mh � mZ and at one-loop level, can be

written as [116],

S ' 1
12π ln

(
m2
h

(mRef
h )2

)
− 1

6π ln
(

m2
t

(mRef
t )2

)
, (3.2.20)

T ' − 3
16πc2 ln

(
m2
h

(mRef
h )2

)
+ 3

16πs2c2

(
m2
t − (mRef

t )2

m2
Z

)
, (3.2.21)

where mRef
h and mRef

t are reference values of the Higgs boson and top quark masses,

respectively.

As a simple example of a new physics model, consider an extension to the number

of generations of fermions, such that there are four generations of quarks and four
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generations of leptons. Since they would obtain their masses via Yukawa couplings

to the Higgs field, they should be accessible by experiments at the electroweak scale.

Including the fourth generation fermions (QL4, uR4, dR4, LL4, eR4, νR4), the Yukawa

terms become [123],

LYukawa = −
∑
i,j

[
(Yu)ijQLiΦ̃uRj + (Yd)ijQLiΦdRj

+ (Ye)ijLLiΦeRj + (Yν)ijLLiΦ̃νRj
]

+ h.c. , (3.2.22)

where the sum runs over the four generations and we only consider a Dirac mass for

the fourth generation of neutrinos. For simplicity, we consider diagonal CKM and

PMNS matrices, so that the only new parameters of the model are the masses mu4,

md4, mν4 and me4. Current bounds from CDF exclude mu4 below 358 GeV [124]

and md4 below 372 GeV [125]. We require mν4 > mZ/2 for the neutrino not to

contribute to the invisible width of the Z boson, and both of the fourth generation

leptons have a lower limit of 101 GeV from LEP [126].

If we consider a single fermion doublet with masses (m1,m2), where (m1,m2) ≡

(mu4,md4) for quarks and (m1,m2) ≡ (mν4,me4) for leptons, then the one-loop

contributions to the Peskin-Takeuchi parameters S and T , in the limit thatm1,m2 �

mZ , are [116],

S = Nc

6π

[
1− Y ln

(
m2

1
m2

2

)]
, (3.2.23)

T = 1
16πs2c2m2

Z

[
m2

1 +m2
2 −

2m2
1m

2
2

m2
1 −m2

2
ln
(
m2

1
m2

2

)]
, (3.2.24)

where Nc = 3(1) and Y = 1
3(−1) for quarks (leptons). For m1 = m2, T = 0 for both

quarks and leptons since there is no weak isospin violation, and T grows as the mass

splitting increases. S grows when m1 increases with respect to m2 for leptons, with

the opposite behaviour for quarks due to the differing signs of the weak hypercharge

Y . A calculation of S and T can then be used to obtain complementary constraints

on the allowed values of the fourth generation masses.
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3.3 A Modified Higgs Potential

In Chapter 1, we introduced the Higgs mechanism for spontaneous symmetry break-

ing in the electroweak sector. To make clear the distinction between Standard Model

and new physics effects, we now write the Standard Model Higgs potential in terms

of the Higgs doublet Φ as,

VSM(Φ) = µ2
SMΦ†Φ + λSM(Φ†Φ)2 . (3.3.1)

After spontaneous symmetry breaking and expanding around the VEV of the neutral

component of the Higgs doublet, this can be expressed in terms of the physical Higgs

boson h as,

VSM(h) ⊃ m2
h

2 h2 + λSMvh
3 + λSM

4 h4 , (3.3.2)

where m2
h = −2µ2

SM = 2λSMv
2. The Higgs mass has been directly experimentally

measured, with the Higgs VEV inferred from the muon lifetime. Since there are

only two independent parameters in the Higgs potential in the Standard Model, this

constrains all the other self-couplings of the Higgs boson, and its couplings with

the Goldstone bosons. However, because the self-couplings have not been directly

measured, it is reasonable to suppose that the Standard Model might not be the

full description—new physics effects could introduce extra parameters which allow

the self-couplings to vary independently of the Higgs mass and VEV. Thus, we

parameterise modifications to the Higgs self-couplings as,

VMod(h) ⊃ m2
h

2 h2 + κλλSMvh
3 + κ4

λSM

4 h4 . (3.3.3)

In general, new physics effects that modify the Higgs potential would also cause

modifications to other couplings in the Standard Model. However, for the purposes

of this study, we consider only modifications to the Higgs trilinear and quartic self-

couplings in isolation from the other Standard Model couplings. This is reasonable

if we can formulate these modifications in a gauge-invariant way. The modifications

in Eq. (3.3.3) make sense in the unitary gauge, but in the Feynman gauge—which
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contains interactions with Goldstone bosons—a more formal approach is required.

We implement the modified couplings using higher-dimensional operators that only

affect the Higgs potential [127,128],

LEFT = LSM −
∑
n≥3

c̄2nλSM

v2n−4 (Φ†Φ)n , (3.3.4)

where we have normalised the couplings with a factor of λSM ≡ m2
h/(2v2). The

modified Higgs scalar potential becomes,

V (H) = µ2Φ†Φ + λ(Φ†Φ)2 +
∑
n≥3

c̄2nλSM

v2n−4 (Φ†Φ)n , (3.3.5)

where now µ2 and λ are in general different from their corresponding Standard Model

values.

For now, consider extending the Standard Model with just the additional dimension-

6 operator O6. The minimisation conditions are shifted, and so µ2 and λ develop

different relations in terms of the physical Higgs boson mass mh and VEV v, which

remain fixed to their experimental values. These relations are,

µ2 = −λSMv
2
(

1− 3
4 c̄6

)
, λ = λSM

(
1− 3

2 c̄6

)
, (3.3.6)

where the Standard Model results are recovered in the limit c̄6 → 0. Expanding the

potential around the VEV once again, the Higgs potential becomes Eq. (3.3.3) with

the identifications,

κλ = 1 + c̄6 , κ4 = 1 + 6c̄6 . (3.3.7)

At this stage, we have a gauge-invariant correlated modification of the trilinear and

quartic Higgs self-couplings. This also introduces modifications of the couplings

between the Higgs and Goldstone bosons—the hhφ0φ0 coupling is modified by a

factor of 1 + 3c̄6 and the hhφ+φ− coupling is also modified by the same factor. All

the other three-point and four-point interactions involving the Higgs and Goldstone

bosons remain exactly as they are in the Standard Model.

This can be generalised to two separate uncorrelated modifications by also including

the dimension-8 operator from Eq. (3.3.4) with coefficient c̄8. The modified trilinear
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and quartic Higgs self-couplings become,

κλ = 1 + c̄6 + 2c̄8 , κ4 − 1 = 1 + 6c̄6 + 16c̄8 . (3.3.8)

Furthermore, the hhφ0φ0 and hhφ+φ− couplings are both modified by factors of

1 + 3c̄6 + 6c̄8. That is, the corrections to the couplings between the Higgs and

Goldstone bosons are exactly a factor of three larger than those for the trilinear

Higgs self-coupling, and so they remain correlated. Only the Higgs quartic self-

coupling is modified independently. If we include even higher-dimensional operators

(Φ†Φ)n with n ≤ nmax, we again find two different linear combinations,

κλ = 1 +
nmax∑
n=3

a2nc̄2n , κ4 = 1 +
nmax∑
n=3

b2nc̄2n . (3.3.9)

The coefficients a2n and b2n, where in general a2n 6= b2n, have to be evaluated for

the chosen nmax. We will see that it is not necessary to include operators beyond

the additional dimension-6 operator O6 since the quartic self-coupling, and hence

κ4, will be shown to not contribute to S and T at two loops. Furthermore, the

modified couplings between the Higgs and Goldstone bosons remain correlated to

the trilinear Higgs self-coupling. The calculation will therefore be performed in terms

of the single additional dimension-6 operator O6, with the result expressed in terms

of c̄6. This will then allow a direct translation of the result into a bound on the κλ

trilinear self-coupling modification. The higher-dimensional operators in Eq. (3.3.4)

also generate even higher order Higgs boson interactions O(hn) with n ≥ 5, but

since they do not contribute to the observables at the order to which we calculate,

we do not need to consider them further.

3.4 Effects on the Electroweak Oblique Paramet-

ers

We will now calculate the effect of the modified Higgs potential on the Peskin-

Takeuchi parameters S and T . Contributions to S and T involving the dimension-6
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operator O6 first appear at the two-loop level. At this order in perturbation theory,

self-energy diagrams containing both trilinear and quartic Higgs self-interactions

appear. Due to their modifications from c̄6 outlined above, these are manifest as

non-zero corrections to S and T . However, as we will see shortly, contributions

from the quartic Higgs self-interaction exactly cancel in these observables. It is also

important to note that at this order in perturbation theory, there are no vertex or box

diagrams that depend on c̄6 which contribute to observables involving light external

fermions—light enough that their Yukawa couplings can be neglected. Furthermore,

there are also no two-loop corrections to vertex or box diagrams involving both c̄6

and heavy external fermions in the electroweak observables, so the relevant two-loop

c̄6 contributions to the self-energies must be separately gauge invariant.

3.4.1 Self-energy diagrams

To evaluate the electroweak oblique parameters S and T , all two-loop self-energy

diagrams involving corrections from c̄6 need to be calculated. From the definitions

of S and T , all Standard Model contributions are subtracted and so only terms

proportional to c̄6 and c̄2
6 can remain. Working in the Feynman gauge, and discarding

all two-loop diagrams that do not contain a contribution from c̄6, there are 26

diagrams for ∆ΠZZ , 26 for ∆ΠWW , 5 for ∆ΠZγ and 5 for ∆Πγγ . An example Feynman

diagram for each of the self-energies is shown in Fig. 3.3. From Eqs. (3.2.17) and

(3.2.18), the ZZ, Zγ and γγ self-energies are required to be evaluated at both zero

and non-zero external momenta, whereas the WW self-energies are only required

with zero external momenta.

The two-loop self-energies can be reduced to linear combinations of a set of basis

integrals using the reduction algorithm from Tarasov [129], based on integration-

by-parts relations [130]. This is analogous to the Passarino-Veltman reduction

procedure for one-loop integrals. The reduction procedure is implemented in the

Mathematica package TARCER [131], which is part of the program FeynCalc
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Figure 3.3: Example Feynman diagrams for the (a) ZZ, (b) WW , (c) Zγ and
(d) γγ two-loop self-energies. The black square represents a vertex where there is a
contribution from the dimension-6 operator.

[132,133]. We generate the amplitudes for the self-energy diagrams using a model file

in FeynArts [134], before using TARCER for the integral reduction. The reduction

algorithm allows for the calculation of self-energies with non-zero external momenta

and requires a total of eight basis integrals, but this reduces to a simplified set of two

basis integrals when the external momenta are zero. A numerical implementation for

the evaluation of all the basis integrals is given by the TSIL package [135]. Following

the notation from TSIL, the eight basis integrals are,

A(x) = −C
∫
ddk

1
[k2 − x] ,

B(p, x, y) = C
∫
ddk

1
[k2 − x][(k − p)2 − y] ,

S(p, x, y, z) = −C2
∫
ddk

∫
ddq

1
[k2 − x][q2 − y][(k + q − p)2 − z] ,

I(x, y, z) = S(p, x, y, z)|p2=0 ,
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T(p, x, y, z) = − ∂

∂x
S(p, x, y, z) ,

U(p, x, y, z, u) = C2
∫
ddk

∫
ddq

1
[k2 − x][(k − p)2 − y][q2 − z][(q + k − p)2 − u] ,

V(p, x, y, z, u) = − ∂

∂y
U(p, x, y, z, u) ,

M(p, x, y, z, u, v) = −C2
∫
ddk

∫
ddq (3.4.1)

× 1
[k2 − x][q2 − y][(k − p)2 − z][(q − p)2 − u][(k − q)2 − v] ,

where C ≡ (2πµ)2ε/π2. Note that the A and B integrals are equivalent to the

tadpole and self-energy integrals in Eqs. (1.2.7) and (1.2.8), respectively, and the

correspondence between the notations for the basis integrals in TARCER, TSIL

and other approaches is given in the appendix of Ref. [135].

Upon evaluating the basis integrals, they can be split up into their divergent and

finite parts. For the A, B and S integrals these are,

A(x) = −x
ε

+ A(x) + εAε(x) +O(ε2)

B(p, x, y) = 1
ε

+B(p, x, y) + εBε(p, x, y) +O(ε2)

S(p, x, y, z) = −x+ y + z

2ε2 + 1
ε

[
A(x) + A(y) + A(z)− x+ y + z

2 + p2

4

]

+ S(p, x, y, z) + Aε(x) + Aε(y) + Aε(z) +O(ε) (3.4.2)

where A(x), Aε(x), B(p, x, y), Bε(p, x, y) and S(p, x, y, z) are finite functions defined

in Ref. [135]. The A and B integrals are one-loop basis integrals and only contain

1/ε poles. The other six basis integrals are two-loop basis integrals and can contain

1/ε2 poles in addition to 1/ε poles. For self-energy diagrams with non-zero external

momenta, only A and I are required.

3.4.2 Renormalisation

The leading-order contribution to the electroweak oblique parameters from the Stand-

ard Model (and modifications to the renormalisable couplings) begins at the one-loop
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Figure 3.4: Feynman diagrams demonstrating the cancellation of the quartic Higgs
self-coupling. (a) Shows the quartic contribution to the Higgs self-energy and (b)
shows a counterterm insertion containing the quartic Higgs self-coupling which can-
cels with the contribution arising in (c). The black square represents a vertex where
there is a contribution from the dimension-6 operator, and the black cross represents
a counterterm insertion.

level1. This means, for the calculation of these parameters at next-to-leading (two-

loop) order, no actual two-loop counterterms are needed. However, all the tree-level

parts entering into the one-loop leading-order result, such as vertices and propagators,

have a corresponding one-loop counterterm contribution in the next-to-leading-order

calculation of the oblique parameters. Since contributions of the O6 operator and

the corresponding c̄6 parameter only enter at the two-loop level, no renormalisation

condition is needed for this parameter. All the other parameters are Standard Model

parameters, and we perform the renormalisation procedure in the on-shell scheme

which we defined in Chapter 1.

As already stated, we only take c̄6-dependent corrections into account. Since the

one-loop results for S and T are independent of c̄6, in order to obtain a c̄6-dependent

contribution at the two-loop level, the one-loop counterterm insertions must depend

on c̄6. In the counterterm vertices, the only c̄6-dependent contributions originate

from the field renormalisation of the Higgs boson, but these field renormalisation con-

stants cancel together with the field renormalisation constants from the counterterm

insertions in the Higgs boson propagator. The only contributing counterterms are

1We are assuming that the only higher-dimensional operators present are O2n, and in particular,
the dimension-6 operators that give tree-level contributions to S and T are absent.
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then the Higgs mass and tadpole counterterms inserted into the Higgs and Goldstone

boson propagators.

It should be noted that the counterterm insertion into the Higgs boson propagator

contains a part that is proportional to the quartic Higgs self-coupling. It originates

from the on-shell Higgs mass counterterm, δm2
h = Re [Σhh(m2

h)], and the correspond-

ing contribution to the Higgs self-energy Σhh shown in Fig. 3.4a. The correction

due to Feynman diagrams with a counterterm insertion into the Higgs propagator,

an example of which is shown in Fig. 3.4b, cancels the corresponding quartic Higgs

self-couplings arising in the two-loop self-energy diagrams, such as in Fig. 3.4c.

Therefore, there is no contribution from the quartic Higgs self-coupling to the S and

T parameters.

3.5 Results

We have performed the calculation of the contribution from the dimension-6 operator

O6 to the electroweak oblique parameters S and T and we find that after renormal-

isation all UV divergences from the loop integrals cancel out, leaving non-zero and

finite contributions to S and T . Specifically, this means that all 1/ε2 and 1/ε poles

cancel out, and the dependence on the unphysical mass scale µ is also cancelled.

Analytic expressions for the two-loop contributions to S and T from c̄6 are given in

Appendix B, where the results are expressed in terms of the finite parts of the basis

integrals in Eq. (3.4.1), for which we use TSIL for the numerical evaluation. For

the numerical analysis, we take as input parameters [64]:

mW = 80.385 GeV , mZ = 91.1876 GeV ,

mh = 125 GeV , GF = (1.16637870× 10−5) GeV−2 . (3.5.1)

The W± and Z boson masses are the pole masses, and the electroweak scheme is

specified by the tree-level relations between the parameters [136]. We find that the
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contribution of c̄6 to S and T is,

S = −0.000138 c̄2
6 + 0.000180 c̄6 ,

T = 0.000206 c̄2
6 − 0.000324 c̄6 . (3.5.2)

As there are no contributions from the quartic Higgs self-coupling, we can use the

relation between c̄6 and κλ in Eq. (3.3.6) to write this result as,

S = −0.000138 (κ2
λ − 1) + 0.000456 (κλ − 1) ,

T = 0.000206 (κ2
λ − 1)− 0.000736 (κλ − 1) . (3.5.3)

The distinction between the contribution from two insertions of a modified Higgs

self-coupling and a single insertion is made explicit here, since a term proportional

to (κ2
λ − 1) is exactly the contribution we get from two insertions.

The path of the κλ contribution in the S-T plane is shown in Fig. 3.5. The light blue

ellipse shows the current 95% CL bound on the S and T parameters, as obtained by

the Gfitter Group [122]. Also shown in the plot are possible future bounds on these

parameters. The ellipses are constructed for U = 0 and are centred on (0, 0). From

the intersection points of the path of κλ in the S-T plane with the current ellipse,

we estimate for the 95% CL a bound of:

− 14.0 ≤ κλ ≤ 17.4 . (3.5.4)

The potential future limits are shown in Fig. 3.5. Similar bounds have also recently

been derived using the observables mW and sin θW instead of S and T [137]. The

limits of Eq. (3.5.4) can be compared to the existing bounds from searches for di-

Higgs final states and Higgs coupling measurements, which we stated in Sec. 3.1.

While current limits from single Higgs production are stronger than bounds derived

from electroweak precision measurements, they provide complementary information

and thus can be used to extract a combined limit. It is interesting to note that the

relative sensitivity of the bounds that we achieve is only possible because the path

of the modifications to the trilinear self-coupling in the S-T plane is parallel to the
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Figure 3.5: Current limits and projected sensitivities on κλ from the electroweak
oblique parameters S and T . The light blue area in the S-T plane corresponds to
the 95% CL region based on measurements at LEP and the LHC. The green and
orange areas correspond to projected LHC and ILC/GigaZ sensitivities, respectively.
The longer (shorter) thin red lines show the shift in S and T as κλ extends up to
−20 (+20). The intersection of these lines with the current limits and projected
sensitivities gives the ranges of κλ as shown in the figure.

axis of tightest experimental constraint. If this was not the case, then the obtainable

limits would be orders of magnitude higher.

3.6 Conclusions

In this chapter, we derived limits on the trilinear self-coupling of the Higgs boson

by calculating the effects of modifications to this coupling on the electroweak ob-

lique Peskin-Takeuchi parameters S and T . We found that they are comparable to

those limits obtained from direct searches and from indirect effects on single Higgs

production, thus verifying the self-consistency of the bounds. Furthermore, they
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can provide complementary information since they are derived from an independent

approach with separate uncertainties.

To carry out the calculation in a gauge-invariant way, we parameterised the modific-

ations using an effective field theory. Since we found that the contributions from the

quartic Higgs self-coupling did not contribute at the order to which we calculated,

we only had to include a single dimension-6 operator O6. This allowed the limits

on the Wilson coefficient c̄6 to be directly translated into limits on the modified

coupling κλ.

It is worth considering the implications of such a large modification to the Higgs

trilinear self-coupling on the validity of the effective field theory approach. The

effective field theory terms in Eq. (3.3.4) could instead be written as −(Φ†Φ)n/Λ2n−4,

where Λ is the scale of new physics and an O(1) Wilson coefficient is assumed. The

bounds on c̄6 could then be translated into bounds on the new physics scale via

Λ & (v/
√

2) ×
√

15.5/c̄6. This would then imply that Λ could be close to the

electroweak scale, given the allowed values of c̄6 that we find. Furthermore, the

large dimension-6 term would cause problems with the global properties of the scalar

potential, resulting in it becoming unstable. However, if new physics was to enter

at such a scale, it would no longer make sense to truncate an effective field theory

to only dimension-6 terms, and one would have to include the higher dimensional

operators regardless, which could address the issues with stability. It would also

probably be necessary to include other effects besides a modification to the Higgs

self-couplings, since it is likely that new physics that allows such a large modification

to the Higgs trilinear self-coupling would not be restricted to this modification alone.

We leave these investigations to future work, and in this study we only focused on

the effects of performing this modification in isolation, independent of a specific

model of new physics.





Chapter 4

Heavy Neutrinos from

Threshold-Resummed Gluon

Fusion

In this chapter, we perform our third investigation into physics beyond the Standard

Model by considering the production of heavy neutrinos from the gluon fusion process.

Heavy neutrinos, as we explained in Chapter 1, arise in extensions of the Standard

Model to provide a mechanism for generating small sub-eV scale masses for the light

neutrinos. These heavy neutrinos have not yet been observed, but could be produced

at colliders such as the LHC since they couple directly to the electroweak bosons via

their mixing. The conventional wisdom suggests that the charged-current Drell-Yan

process involving the W± boson should be the dominant production mode. However,

we study the impact of soft-gluon corrections to the production cross section from

gluon fusion by resumming threshold logarithms.

4.1 Motivation

The observation that neutrinos oscillate [32] implies that they have non-zero masses

and non-trivial mixings between their gauge and mass eigenstates [138,139]. Many
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models that are proposed to produce small non-zero masses for the neutrinos, such

as the various seesaw mechanisms [140–143], involve the existence of right-handed

neutrinos. This results in the generation of both heavy and light mass eigenstates

for the neutrinos, with the heavy neutrinos expected to lie at the electroweak scale

or beyond [144]. Through their mixing with the gauge eigenstates, these heavy

mass eigenstates can be produced at a collider since they interact directly with the

electroweak bosons [145].

However, no direct detection of a heavy neutrino at a collider has yet been made [146].

Clearly if such a scenario occurred, it would confirm the existence of physics beyond

the Standard Model and answer the question of why the neutrinos in the Standard

Model have non-zero masses which are far smaller than those of all the other fermions.

To help towards this goal, it is important to study the processes that can produce such

a heavy neutrino. The dominant production mode at the LHC is currently believed

to be the charged-current Drell-Yan process, with the vector boson fusion process

dominating at much higher neutrino masses. However, there has recently been

interest in the study of gluon fusion production processes for heavy neutrinos [147].

Although gluon fusion is known to dominate at very high collider energies—namely

those above ∼ 40 TeV—it has been assumed that it is not so important for LHC

phenomenology [148].

These statements rely on the assumption that the leading-order calculation for the

cross section of a heavy neutrino via gluon fusion is accurate. While the higher-order

corrections from quantum chromodynamics to the charged-current Drell-Yan and

vector boson fusion processes are fairly small [148], it is known that the leading-order

calculation for the gluon fusion production modes for the Higgs boson [149, 150],

heavy scalars [151] and heavy pseudoscalars [152,153] vastly underestimates the full

cross section. Therefore, it is reasonable to expect that higher-order corrections to

the heavy neutrino production mode, which is of a similar structure, could similarly

be large.
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Although a complete higher-order calculation would be computationally difficult

since the gluon fusion process arises at leading order at the one-loop level, we carry

out a resummation of large logarithms that arise when real gluon radiation that is

emitted into the final state is forced to be soft. It is known that for the gluon fusion

production of a Higgs boson, the resummation of these threshold logarithms captures

the dominant contribution to the higher-order cross section [154]. Therefore, it is

reasonable to suppose that such a result may hold for the production of a heavy

neutrino via gluon fusion, and we will carry out this computation.

The remainder of this chapter is structured as follows: in Sec. 4.2, we will introduce

the various production modes of a heavy neutrino and show explicitly the calculation

of the partonic cross section for a heavy neutrino via the Drell-Yan process. We

will further define the hadronic cross section and show how higher-order corrections

to the Drell-Yan process are computed. In Sec. 4.3, we will describe the threshold

resummation framework and define the computational setup that we use to calculate

the resummed cross section for gluon fusion. In Sec. 4.4 we will present the results

and a comparison of the various production modes, before concluding in Sec. 4.5.

4.2 Production of Heavy Neutrinos

4.2.1 Heavy Neutrino Model

We consider the existence of right-handed neutrinos, NRi, which are singlets under

the Standard Model gauge groups. Following the formalism in Ref. [155], we write

the gauge eigenstates of the neutrinos as1 (νL1, νL2, νL3, N
c
R1, . . . , N

c
Rn), where there

are n right-handed neutrinos. This basis can then be rotated into the mass basis by, νLi
N c
Rj

 =

U3×3 V3×n

Xn×3 Yn×n


 νm

N c
m′

 , (4.2.1)

1Note that the neutrinos νL1,2,3 are equivalent to the alternative notation νe,µ,τ .
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where the diagonalising matrix is equivalent to the matrix V from Eq. (2.4.7), which

was defined for n = 3. This allows the gauge eigenstates ν` to be written explicitly

in the mass basis as,

ν` =
3∑

m=1
U`mνm +

n∑
m′=1

V`m′N
c
m′ . (4.2.2)

This means that the mass eigenstates of the heavy neutrinos, N c
m, interact with the

electroweak bosons through their mixing with the gauge eigenstates ν`, for which

electroweak interaction terms in the Standard Model exist. Since NRi are singlets

under the Standard Model gauge groups, these are the only couplings that exist

between the Standard Model particles and the heavy neutrinos, and so the couplings

are suppressed by the ‘active-heavy’ mixing matrix V`m′ . For simplicity we only

consider the lightest heavy neutrino state, which we will now denote as N , with a

mass of mN . Current constraints on the mixing from electroweak precision data are

|V`N | . 10−2 − 10−1 [144,156], for a heavy neutrino at the electroweak scale.

We can now write the electroweak interaction Lagrangian for the neutrino sector as,

LNeutrino =− g√
2
W+
µ

τ∑
`=e

3∑
m=1

νm U∗`m γµPL`
− − g√

2
W+
µ

τ∑
`=e

N c V ∗`N γµPL`
−

− g

2 cos θW
Zµ

τ∑
`=e

3∑
m=1

νm U∗`m γµPLν` −
g

2 cos θW
Zµ

τ∑
`=e

N c V ∗`N γµPLν`

− gmN

2mW

h
τ∑
`=e

N c V ∗`NPLν` + h.c. . (4.2.3)

The final term involving the Higgs boson h results from the Yukawa interactions,

which also generate the Dirac masses for the neutrinos. This interaction term only

exists due to the presence of the right-handed neutrino states, and would not exist

in the Standard Model alone. From this Lagrangian, the Feynman rules for the

interactions involving N can be extracted, and they are all proportional to the

active-heavy mixing V`N .

4.2.2 Drell-Yan Production

We will now consider the production of a heavy neutrino. It can be produced at

tree level via its interactions with the gauge bosons W± and Z. A resonant W±∗
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Figure 4.1: Feynman diagrams for the production of a heavy neutrino N via (a)
CC DY, (b) NC DY and (c) VBF at leading order.

boson can be produced which decays to the heavy neutrino N and charged lepton

`± through the charged-current (CC) Drell-Yan (DY) process [157]. Alternatively,

the resonance can be a Z∗ boson which decays to the heavy neutrino N and light

neutrino ν`, and this is known as the neutral-current (NC) Drell-Yan process. These

two processes can be expressed as,

CC DY : qq′ → W±∗ → N`± , q, q′ ∈ {u, c, d, s, b} , (4.2.4)

NC DY : qq → Z∗ → N
(−)
ν` , q ∈ {u, c, d, s, b} . (4.2.5)

A further process which can generate a heavy neutrino is the vector boson fusion

(VBF) process [158] initiated by a photon,

VBF : qγ
W±γ→N`±−→ N`± q′ , q, q′ ∈ {u, c, d, s, b} . (4.2.6)

All three partonic-level processes are shown by the Feynman diagrams in Fig. 4.1

at leading order (LO). There are also additional diagrams for the VBF process

with different topologies. As seen in Fig. 4.1c, the VBF process is driven by the

W±γ → N`± subprocess which receives longitudinal W± boson enhancements for

mN � mW [159].
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Drell-Yan Production at Leading Order

For the CC DY process, we will now calculate the cross section. At the partonic

level, the matrix element is constructed from the Feynman rules by,

M(qq′ →W+∗ → N`+) =

v(pq′)
(
−i g√

2
γµV ∗qq′PL

)
u(pq)×

−igµν
ŝ−m2

W + imWΓW

× u(pN)
(
−i g√

2
γνV ∗`NPL

)
v(p`) , (4.2.7)

where u and v are Dirac spinors, Vqq′ is the CKM mixing between the quarks q and q′,

and ΓW is the decay width of the W+ boson. Furthermore, p are the four-momenta

of the incoming and outgoing particles, and ŝ ≡ (pq +pq′)2 is the total centre-of-mass

energy squared. The propagator for the W+ boson is written in the Feynman gauge,

and includes the decay width since the W+ is unstable—this leads to a Breit-Wigner

resonance distribution in the cross section [160]. However, the choice of gauge is

unimportant since the propagator is contracted with two incoming fermions which

can be assumed to be massless, so the gauge-dependent pµpν contribution from the

propagator in Eq. (1.2.3) vanishes.

Carrying out the computation in the centre-of-mass frame, the four-momenta of the

particles can be expressed as,

pq =
√
ŝ

2 (1, 0, 0, 1) , pq′ =
√
ŝ

2 (1, 0, 0, −1) ,

p` = (E`, |~p`| sin θ` cosφ`, |~p`| sin θ` sinφ`, |~p`| cos θ`) ,

pN = (EN , −|~p`| sin θ` cosφ`, −|~p`| sin θ` sinφ`, −|~p`| cos θ`) , (4.2.8)

where θ` and φ` are the polar and azimuthal angles, respectively, of the charged

lepton `± with respect to incoming quark q. The kinematic setup for the incoming

and outgoing particles is shown in Fig. 4.2. From the definition of ŝ, it is clear that

Eq = Eq′ =
√
ŝ/2. Assuming that mN � m`, we can derive the relations,

EN =
√
ŝ

2 (1 + rN) , E` =
√
ŝ

2 (1− rN) , |~p`| =
√
ŝ

2 (1− rN) , (4.2.9)
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Figure 4.2: Kinematic setup for the incoming and outgoing particles in the CC
DY process.

where rN ≡ m2
N/ŝ. The calculation can then proceed by making use of states of

definite helicity [161]. These are eigenstates of the helicity operator, which projects

the spin of a particle along its direction of propagation. A right-handed helicity

state has its spin parallel to its direction of propagation, while for a left-handed

helicity state they are anti-parallel. The W+ boson only couples to left-handed

chiral spinors and left-handed chiral anti-spinors. These correspond to left-handed

(helicity) particles and right-handed anti-particles, respectively. The q, q′ and `+

are assumed to be massless, so this forces their helicity states to be qL, q′R and

`+
R, respectively, where the subscript denotes the helicity. The N is massive so its

helicity and chiral states do not coincide with each other, and thus we need to

consider both the NL and NR helicity states2. This leads to two possible matrix

elements: M(qLq′R → W+∗ → NL`
+
R) andM(qLq′R → W+∗ → NR`

+
R).

The four-component Dirac spinors can then be written in terms of two-component

helicity eigenstates as,

uL(pq) =
√

2Eq

χL(ẑ)

0

 , vR(pq′) = −
√

2Eq′

χL(−ẑ)

0

 ,

2Note that since we are considering the mass eigenstates of the heavy neutrino, these can have
both left-handed and right-handed chiral states. On the other hand, the gauge eigenstates only
exist in right-handed chiral states, by construction.



88 Heavy Neutrinos from Threshold-Resummed Gluon Fusion

vR(p`) = −
√

2E`

χL(p̂`)

0

 , (4.2.10)

uR(pN) =


√
EN − |~p`| χR(−p̂`)√
EN + |~p`| χR(−p̂`)

 , uL(pN) =


√
EN + |~p`| χL(−p̂`)√
EN − |~p`| χL(−p̂`)

 ,

where ẑ is the axis of the incoming quark q and p̂` is the axis of the charged lepton.

The relevant helicity eigenstates are,

χL(ẑ) =

0

1

 , χL(−ẑ) =

−1

0

 , χL(p̂`) =

− sin θ`
2

cos θ`
2

 ,

χL(−p̂`) =

cos θ`
2

sin θ`
2

 , χR(−p̂`) =

 sin θ`
2

− cos θ`
2

 , (4.2.11)

and we have used the azimuthal symmetry to set φ` = 0. The Dirac spinors can

then be inserted into Eq. (4.2.7) for the two helicity combinations and contracted

with the Dirac matrices to get the amplitudes,

M(qLq′R → W+∗ → NL`
+
R) = −ig

2

2 V
∗
qq′V

∗
`N (1− cos θ`)

ŝ
√

1− rN
ŝ−m2

W + imWΓW
,

M(qLq′R → W+∗ → NR`
+
R) = −ig

2

2 V
∗
qq′V

∗
`N sin θ`

ŝ
√

(1− rN)rN
ŝ−m2

W + imWΓW
. (4.2.12)

The dependence on θ` can be understood from the conservation of spin along the

axis ẑ. When θ` = 0, both processes are forbidden as this does not conserve spin.

The LR → LR process is maximal when θ` = π and the LR → RR process is

maximal when θ` = ±π/2. Furthermore, in the massless limit rN → 0, then only

the LR → LR process contributes—this is expected because the interaction with

the W+ boson forces N into a left-handed chiral state, which means that it is also

forced into a left-handed helicity state if it is massless.

The full partonic cross section is calculated by squaring the matrix elements, aver-

aging over the initial-state degrees of freedom, summing over the final-state degrees

of freedom, and integrating over the phase space. In general, for the scattering of



4.2 Production of Heavy Neutrinos 89

massless particles A and B into n final-state particles, this is given by [119],

σ̂(A+B → 1+ . . .+n) = 1
2ŝ

1
(2sA + 1)(2sB + 1)NA

c N
B
c

∑
d.o.f.

∫
|M|2 dPSn . (4.2.13)

Here, 2sA + 1 and NA
c are the number of spin states and colour states, respectively,

of particle A, with the quantities for particle B defined analogously. The sum over

the degrees of freedom simply consists of adding the squares of the helicity matrix

elements. The n-body differential phase space is,

dPSn = (2π)4δ(4)(P − p1 − . . .− pn)
n∏
k=1

d3pk
(2π)3 2Ek

, (4.2.14)

where P is the total outgoing four-momentum. The phase space accounts for all the

possible kinematically-allowed unique configurations that can be produced by the

system. If there are more allowed configurations for a system to have, then it has a

larger phase-space volume and a correspondingly higher probability of occurring.

For the CC DY process, there are two outgoing particles, and the incoming quarks

each have two spin states and three colour states. With one massive particle in the

final state, the two-body differential phase space takes the form,

dPS2 = 1
32π2 (1− rN) d cos θ` dφ` . (4.2.15)

Inserting this into Eq. (4.2.13) and performing the sum over the helicity matrix

elements we get,

σ̂(qq′ → W+∗ → N`+) = G2
F
m4
W |Vqq′|2|V`N |2

36π
ŝ(1− rN)2(2 + rN)

(ŝ−m2
W )2 + (ΓWmW )2 . (4.2.16)

For the NC DY process, the calculation proceeds very similarly, with the main

difference arising because the Z boson also couples to right-handed chiral states.

Since the light (anti-)neutrino ν` (ν`) can only exist in the left-handed (right-handed)

helicity state, there are four possible helicity matrix elements to consider. After

calculating these, the partonic cross section is,

σ̂(qq → Z∗ → Nν`) = G2
F
m4
Z |V`N |2(cq2V + cq2A )

72π
ŝ(1− rN)2(2 + rN)

(ŝ−m2
Z)2 + (ΓZmZ)2 , (4.2.17)
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where the vector and axial-vector couplings of the Z boson are,

cqV = T q3 − 2Qq sin2 θW , cqA = T q3 . (4.2.18)

Here, Qq is the charge and T q3 is the third component of weak isospin of the quark q.

Hadronic Cross Section

At a hadron collider such as the LHC, the incoming particles are protons, which

consist of strongly-interacting quarks and gluons. The quarks that contribute to the

quantum numbers of the proton are the ‘valence quarks’—for a proton these are two

up quarks and one down quark—along with a ‘sea’ of pairs of quarks and anti-quarks,

and gluons that carry the strong force. In a collision between two protons, a hard

interaction takes place between a parton from each of the protons. These partons

carry fractions ξ1 and ξ2 of the total longitudinal momentum of their parent protons.

The probability density for each of these partons to carry such fractions of momentum

is given by the parton distribution functions (PDFs) fi/p(ξ1, µf) and fj/p(ξ2, µf)

where parton 1 is type i and parton 2 is type j. These are process independent and

universal—this is important, because it allows independent predictions to be made

for hadronic cross sections. Furthermore, µf is the factorisation scale, which can

be understood as representing the boundary between the high-scale perturbative

interactions and the low-scale non-perturbative physics. The PDFs are evolved to

this scale through DGLAP evolution [162–164] from a scale at which they have been

extracted through fits to experimental data.

An inclusive scattering process consists of pp → V + X, where p are the colliding

protons, V is a colour-singlet final state and X are any other final-state products

produced in the collision. To calculate the cross section for this process, we can

make use of the factorisation theorem [165], which allows the cross section to be
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written as a convolution between the PDFs and the partonic cross section as,

σ(pp→ V +X) =
1

1 + δij

∑
i,j

∫ 1

τ0
dξ1

∫ 1

τ0
ξ1

dξ2
[
fi/p(ξ1, µf )fj/p(ξ2, µf ) + (i↔ j)

]
σ̂(ij → V ) . (4.2.19)

The sum is over all parton types i and j for which the partonic process ij → V is

possible. We have used the definitions,

ŝ = ξ1ξ2s ≡ τs , τ0 = ŝmin

s
, (4.2.20)

where s is the hadronic centre-of-mass energy squared, ŝ is the partonic centre-of-

mass energy squared and ŝmin is the kinematic threshold below which the process

ij → V is kinematically forbidden. For the case of Drell-Yan production of a

heavy neutrino, the threshold is ŝmin = m2
N . The term (i ↔ j) is added because

the assignment of each parton type to a particular proton was arbitrary and the

process where the parton assignments are reversed is equally likely. The Kronecker

delta symbol δij is used as a symmetry factor because the reverse assignment is not

required when the parton types are identical. It can also sometimes be useful to use

the definition τ ≡ ξ1ξ2 to replace one of the ξ integrals with an integral over τ , so

that Eq. (4.2.19) becomes,

σ(pp→ V +X) =
1

1 + δij

∑
i,j

∫ 1

τ0
dτ
∫ 1

τ

dξ

ξ

[
fi/p(ξ, µf )fj/p(τ/ξ, µf ) + (i↔ j)

]
σ̂(ij → V ) . (4.2.21)

Since the PDFs are only known numerically, their convolution with the partonic cross

sections must be carried out numerically as well. This can be performed using a

Monte Carlo integration tool, such as the CUBA libraries [166]. Here, the integrals

over ξ1 and ξ2 (or τ and ξ) are shifted and scaled such that they run from 0 to

1. This allows the integration to be carried out by randomly sampling a value for

each integration variable, from which the corresponding integrand can be calculated,

with appropriate Jacobian factors to account for the scaling. The average of this

integrand over many samples of the integration variables is then the value of the
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integral. Furthermore, this method allows cuts on the phase space of the final-state

particles to be included by leaving the partonic cross sections unintegrated over

the cos θ` variable—these correspond to the differential cross sections dσ̂/d cos θ`.

The integration over cos θ` is then combined with the integration over the PDFs

into a three-dimensional Monte Carlo integration. The partonic four-momenta

corresponding to a particular phase-space point can then be boosted into the lab

frame with a Lorentz factor β = (ξ1 − ξ2)/(ξ1 + ξ2), and if it falls outside the region

allowed by the cuts, the value for this integrand is set to zero.

Drell-Yan Production at Next-to-Leading Order

The previous calculation only included the leading-order contribution to the Drell-

Yan process. Since the initial state at the partonic level includes quarks which interact

via the strong force, higher-order corrections from quantum chromodynamics will

modify the total cross section. These arise from virtual loops involving gluons,

real emissions of gluons into the final state and gluon-induced processes with quarks

emitted into the final state. Importantly, since only the initial state contains strongly-

interacting particles—with the new physics arising solely in the final state—the next-

to-leading-order (NLO) corrections will essentially factor out and the calculation will

be equivalent to that for the Standard Model Drell-Yan production of lepton pairs.

The squared matrix element and phase space for the NLO corrections to an n-body

process can be written schematically as,

∣∣∣MNLO
∣∣∣2 dPS =

∣∣∣MLO +MV
∣∣∣2 dPSn +

∣∣∣MRE
∣∣∣2 dPSn+1

=
∣∣∣MLO

∣∣∣2 dPSn + 2Re
[
MLO ∗MV

]
dPSn

+
∣∣∣MRE

∣∣∣2 dPSn+1 +O(α2
s) . (4.2.22)

Note that the real emission of an extra particle into the final state involves an

(n + 1)-body phase-space calculation. The virtual and real emission contributions
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are also both IR divergent. However, due to the KLN theorem which we mentioned

in Chapter 1, these divergences necessarily cancel, as we shall shortly see.

To compute the NLO corrections and allow a systematic treatment of the IR diver-

gences, we can use the phase-space slicing method [167, 168]. In this method, the

(n + 1)-body phase space for the real emission contribution is sliced into soft and

collinear regions with the small dimensionless parameters δS and δC. A region of the

phase space is soft if the partonic real emission with energy Ej has,

Ej <

√
ŝ

2 δS . (4.2.23)

Similarly, a region of the phase space is collinear if,

ŝik, |t̂ik| < δCŝ , (4.2.24)

where we have used the definitions,

ŝik ≡ (pi + pk)2 , t̂ik ≡ (pi − pk)2 , (4.2.25)

for any partonic four-momenta pi or pk in the initial or final states. The dependence

on the dimensionless parameters δS and δC cancels, provided δC � δS � 1. This

slicing then defines four regions of the (n+ 1)-body phase space: soft non-collinear

(S), soft-collinear (SC), hard-collinear (HC) and hard non-collinear (HNC) regions.

The total hadronic cross section for the CC DY heavy neutrino production can then

be expressed as a sum from each of these four regions, as well as the leading-order

and virtual contributions:

σNLO(pp→ N`± +X) = σLO + σV + σS + σSC + σHC + σHNC . (4.2.26)

Note that we have also included the conjugate process with the charged lepton `−,

which is produced for the conjugate assignment of initial-state quarks, since both

processes contribute to the CC DY rate. The partonic cross sections for these two

processes are equal. It is implicit here that the leading-order and virtual corrections

involve the integration of the partonic cross sections over a two-body phase space,
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while the other terms a priori involve a three-body phase space. However, when

the real emission is soft, the leading-order process remains unaffected by the extra

emission and the phase space of its particles are unchanged due to factorisation [167].

Therefore, the real-emission matrix element in the soft limit can be written as a

product of the leading-order matrix element and an extra factor, with an integration

over a two-body phase space. Furthermore, since the IR divergences arise due to soft

and collinear emissions, the hard non-collinear region is finite and its cross section

can be evaluated numerically with Monte Carlo integration.

To address the IR divergences, the virtual, soft and soft-collinear corrections are

computed in d = 4− 2ε dimensions. The IR divergences then arise explicitly as 1/ε2

and 1/ε poles, similar to the behaviour for UV divergences we have seen in previous

chapters. The virtual corrections to the partonic cross section take the form [168],

σ̂V = σ̂LOαs(µr)
2π CFCε(ŝ)

(
AV

2
ε2

+ AV
1
ε

+ AV
0

)
, (4.2.27)

where,

AV
2 = −2 , AV

1 = −3 , AV
0 = −8 + 2π2

3 ,

CF = 4
3 , Cε(ŝ) =

(
4πµ2

r

ŝ

)ε Γ(1− ε)
Γ(1− 2ε) . (4.2.28)

Here, µr is the renormalisation scale at which UV divergences are renormalised.

Because the incoming fermions are massless, the O(αs) virtual corrections to the

electroweak vertex factorise [169] such that they are proportional to the leading-order

cross section.

Similarly, the soft corrections are,

σ̂S = σ̂LOαs(µr)
2π CFCε(ŝ)

(
AS

2
ε2

+ AS
1
ε

+ AS
0

)
, (4.2.29)

where,

AS
2 = 2 , AS

1 = −4 ln δS , AS
0 = 4 ln2 δS , (4.2.30)
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and the soft-collinear corrections can be written as,

σ̂SC = σ̂LOαs(µr)
2π CFCε(ŝ)

(
2ASC

1
ε

+ 2ASC
0

)
, (4.2.31)

where,

ASC
1 = 2 ln δS + 3

2 , ASC
0 =

(
2 ln δS + 3

2

)
ln
(
ŝ

µ2
f

)
. (4.2.32)

Clearly, the sum of these three contributions is finite since the explicit poles cancel

out due to the relations,

AV
2 + AS

2 = 0 , AV
1 + AS

1 + ASC
1 = 0 . (4.2.33)

The treatment of the hard-collinear corrections is more subtle. Since the PDFs

already contain a resummation of hard-collinear splittings, the O(αs) contribution to

these should be subtracted. This involves a redefinition of the PDFs, and the explicit

expressions for the redefinitions can be found in the appendix of Ref. [168]. The

calculation of the hard-collinear hadronic cross section is then simply a convolution

of the redefined PDFs with the leading-order partonic cross section.

The complete expression for the NLO hadronic cross section for CC DY heavy

neutrino production is therefore,

σNLO(pp→ N`± +X) = σHC + σHNC (4.2.34)

+ 1
1 + δij

∑
i,j

∫ 1

τ0
dξ1

∫ 1

τ0
ξ1

dξ2
[
fi/p(ξ1, µf )fj/p(ξ2, µf )σ̂(2)(ij → N`±) + (i↔ j)

]
,

where the finite two-body contributions are,

σ̂(2) = σ̂LO + σ̂V + σ̂S + σ̂SC

= σ̂LO
[
1 + αs(µr)

2π CF
(
AV

0 + AS
0 + 2ASC

0

)]
, (4.2.35)

and the limit ε→ 0 has been taken, which results in Cε(ŝ)→ 1. The calculation for

the NC DY process can be performed analogously, where the processes with both

ν` and ν` in the final state are included. The results of these computations will

be shown later, when we compare with the rates for gluon fusion. We additionally
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Figure 4.3: Feynman diagrams for the production of a heavy neutrino N from GF
via an intermediate (a) h∗ and (b) Z∗ at leading order.

define the K-factor for the NLO corrections as,

KNLO ≡ σNLO

σLO . (4.2.36)

4.2.3 Gluon Fusion Production

The CC DY, NC DY and VBF processes allow for the production of a heavy neutrino

at tree level. However, it is also possible for a heavy neutrino to be produced by the

gluon fusion (GF) process involving an intermediate Z or Higgs boson [147,170,171]:

gg → Z∗/h∗ → N
(−)
ν` . (4.2.37)

This process is shown by the Feynman diagrams in Fig. 4.3. It arises at the one-

loop level from a quark loop, which couples to the intermediate Z∗/h∗ particle.

The two contributions add incoherently due to the (anti-)symmetric nature of the

(Z)h coupling [148,170], which means that their partonic cross sections contribute

independently, and they are given by [147,170],

σ̂Z(Q) = G2
F
α2
s(µr)|V`N |2
16(4π)3 m2

N(1− rN)2|FZ(Q2)|2 , (4.2.38)

σ̂h(Q) = G2
F
α2
s(µr)|V`N |2
16(4π)3

m2
NQ

4(1− rN)2

(Q2 −m2
h)2 |Fh(Q2)|2 , (4.2.39)

where Q is the hard process scale—the total centre-of-mass energy of the outgoing

final state. At leading order Q = ŝ, but we will shortly see that this can be changed

by soft-gluon corrections. For quarks with third component of weak isospin T q3 , the
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Z/h one-loop form factors are,

FZ(Q2) =
∑
q

2T q3 [1− 2rqf(rq)] , (4.2.40)

Fh(Q2) =
∑
q

2rq [2 + (1− 4rq)f(rq)] , (4.2.41)

where,

f(r) =


2
(
sin−1 1

2
√
r

)2
, r > 1

4 ,

−1
2

[
ln
(

1+
√

1−4r
1−
√

1−4r

)
− iπ

]2
, r ≤ 1

4 ,
(4.2.42)

and we have used the definitions rN ≡ m2
N/Q

2 and rq ≡ m2
q/Q

2 in these equations.

When the Z∗ form factor is summed over the full constituents of each SU((2)L

quark doublet, such as the top and bottom quarks, the first term cancels and thus

the total contribution is proportional to rq. Specifically, the coupling becomes a

pseudoscalar-like coupling proportional to the Yukawa coupling, in accordance with

the Goldstone boson equivalence theorem, and in the high-energy (large-Q) limit,

the two partonic cross sections become identical. Furthermore, there is no pole in the

Z∗ process because the Z boson cannot be produced on-shell in the collision between

two massless spin-1 vector bosons due to the Landau-Yang theorem [172,173]. On

the other hand, it is possible for a Higgs boson to be produced on-shell—this is

exactly the GF production mode which is the dominant contribution to Higgs boson

production at the LHC [174].

Indeed, the correspondence between the axial-vector and pseudoscalar couplings is

more general. For a massive, colourless vector boson V with four-momentum q and

mass mV produced in the loop process gg → V ∗, the contraction between the current

and propagator can be written in the most general form as,

ΓµΠµν '
(
gV γ

µ + gAγ
µγ5

)(
gµν −

qµqν
m2
V

)
, (4.2.43)

where the propagator has been written in the unitary gauge. The contribution of

the vector current gV γµ vanishes due to Furry’s theorem [118], which states that

matrix elements involving an odd number of vector currents vanishes. Furthermore,



98 Heavy Neutrinos from Threshold-Resummed Gluon Fusion

the contribution of the transverse polarisations gµν vanishes due to the Landau-Yang

theorem. Therefore, the result reduces to,

ΓµΠµν ' gAγ
µγ5 qµqν

m2
V

. (4.2.44)

The quark propagators in the triangle loop can be decomposed by using spinor-

completeness relations, and from the Dirac equation we get,

ΓµΠµν ' γ52mq
qν
m2
V

. (4.2.45)

Therefore, the contribution reduces to a pseudoscalar coupling proportional to the

quark mass mq.

The hadronic cross sections for the GF process can be computed at leading-order

analogously to the Drell-Yan process using Eq. (4.2.19), and the Z∗/h∗ contributions

should be added together. We will now extend these cross sections to include

additional contributions from soft-gluon radiation.

4.3 Soft-gluon Corrections

Computing higher-order corrections to the GF process is difficult since at leading

order it is already a one-loop process and involves two powers of the strong-coupling

constant αs. However, it is possible to use the framework of threshold resummation

to resum large logarithms which arise when gluon radiation becomes soft. Although

not a complete higher-order calculation, the resummation of the threshold logar-

ithms up to next-to-next-to-next-to-leading-logarithmic (N3LL) accuracy captures

the dominant contributions to the inclusive cross section of Higgs boson production

via GF up to next-to-next-to-leading-order (N2LO) accuracy [154]. Therefore, it

is reasonable to assume that such a result would still hold for the production of a

heavy neutrino, and hence it is still a useful calculation for estimating the full effect

of perturbative corrections to the cross section.
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4.3.1 Threshold Logarithms

To describe how threshold logarithms arise, we first clarify the notation that we use

for the scales involved in the process pp→ V +X. The PDFs give the probability

densities that the two hard partons carry longitudinal momentum fractions ξ1 and

ξ2 of their parent proton momenta, respectively. We define the hard scattering

scale Q =
√
p2
V to be the total centre-of-mass energy of the outgoing state V . The

partonic scale is defined to be
√
ŝ =

√
ξ1ξ2s, where s = (P1 + P2)2 is the square

of the hadronic centre-of-mass energy. The kinematic threshold for the process to

be kinematically allowed is τ0 = Q2
min/s. Crucially for the discussion of threshold

logarithms is the relation Q2 = zŝ where z ≤ 1, and therefore τ = Q2/s = ξ1ξ2z is

the hard threshold.

The reason why the partonic scale and hard scale are not equal, which they were

when we considered the kinematics of the leading-order Drell-Yan process, is because

when the initial state or intermediate partons radiate gluons, these carry a fraction

of the momentum away. The fraction of momentum of the partons that the gluons

can carry is (1 − z), which leaves a fraction z of the momentum left to go into

the hard process. Specifically, this means that the energy of the radiated gluons is

Eg '
√
ŝ(1−z), which generates logarithms of the form ln(1−z) in the perturbative

expansion of the cross section. Clearly, in the limit z → 1, which corresponds to

the region of phase space where the gluons are forced to be soft, these logarithms

can become large which would suggest that that they should spoil the perturbative

expansion of the cross section if this region is phenomenologically realised.

One region of the phase space where the gluons are forced to be soft is in the limit

τ → 1, where the hadronic centre-of-mass energy almost entirely goes into the

final state V . However, this requires the parton distribution functions to both give

momentum fractions close to ξ1, ξ2 → 1. In this limit, the PDFs take very small

numerical values and this region of phase space has a negligible contribution3. On

3This is the reason why final states with invariant masses of O(10 TeV) have such negligible
cross sections in LHC collisions at 14 TeV.
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the other hand, this sharply-falling behaviour of the PDFs dynamically enhances

the contribution at the partonic threshold where Q2/ŝ→ 1. This corresponds to the

soft-gluon limit where z → 1. Therefore, this ‘dynamical threshold enhancement’

effect [175] can cause the threshold logarithms to contribute significantly. Hence

it is necessary to resum the logarithms to prevent the perturbative behaviour of

the cross section from being destroyed, and this is possible since the threshold

logarithms factorise and thus can be resummed to all orders in αs ln(1 − z) via

exponentiation [176–178].

4.3.2 Threshold Resummation Formalism

We will now describe the formalism that we employ to resum threshold logarithms

for the GF production of heavy neutrinos. An important result that we make use

of is that the emissions of soft gluons off the fermions in the quark loop leave the

structure of the loop unchanged due to soft factorisation. Hence the soft-gluon

corrections to gg → Z∗, where the Z∗ coupling reduces to that of a pseudoscalar

coupling via Eq. (4.2.45), can be approximated by the soft-gluon corrections to the

production of a pseudoscalar. This allows us to perform the threshold resummation

for the gg → Z∗ subprocess in an approach that is consistent with the gg → h∗

subprocess, and was not observed in previous approaches to the resummation of

gg → Z∗.

To account for the soft-gluon radiation, we modify Eq. (4.2.21) to give the fixed-order

(FO) hadronic cross section,

σFO(pp→ V +X) =
1

1 + δij

∑
i,j,β

∫ 1

τ0
dτ
∫ 1

τ

dξ

ξ

∫ 1

τ/ξ

dz

z

[
fi/p(ξ, µf )fj/p(τ/(zξ), µf ) + (i↔ j)

]

×∆β FO
ij (z) σ̂β(ij → V ) , (4.3.1)

where β ∈ {Z, h}. The soft-coefficient function ∆ accounts for the soft-gluon radi-

ation, and due to soft factorisation, the entire process involves a convolution with
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the leading-order partonic cross section σ̂. The partonic cross sections are given in

Eqs. (4.2.39) and (4.2.38). The soft-coefficient function explicitly has the form,

∆β FO
ij (z) = δ(1− z) +O(αs) . (4.3.2)

At leading order—where there is no soft-gluon radiation—the delta function enforces

z = 1 and the result reduces to the leading-order hadronic cross section from

Eq. (4.2.21). The higher-order terms in the soft-coefficient function contain threshold

logarithms, ln(1−z), and should be resummed to all orders to maintain perturbative

convergence. The most divergent logarithmic terms at each order of the perturbative

expansion are denoted as the leading-logarithmic (LL) terms, with the second-most

divergent referred to as the next-to-leading-logarithmic terms (NLL). An all-orders

resummation at NkLL accuracy resums the k + 1 most divergent logarithmic terms

at each order of the perturbative expansion.

We perform this resummation by using the Soft-Collinear Effective Theory (SCET)

framework [179–181]. This allows Eq. (4.3.1) to be factorised directly in momentum

space [182, 183] by segmenting and regularising divergent regions of phase space

with hard and soft scales, µh and µs. The requirement for physical observables

to be independent of the choice of scales implies that factorised components can

be independently RG evolved and matched, using exponentiation [176, 177]. Thus,

numerically large quantities are replaced with perturbative ones regulated by µh and

µs and with RG-evolution coefficients that run µh and µs to µf and Q.

The resummation procedure that we employ simply reduces to replacing the fixed-

order soft-coefficient function in Eq. (4.3.1) with a resummed version,

σFO → σres : ∆β FO
ij (z)→ ∆β res

ij (z) , (4.3.3)

which can then be calculated using the SCET framework. In the case of GF produc-

tion of a heavy neutrino, the resummed version of the soft-coefficient function takes
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the form [175,184],

∆β res
gg (z) = |Cβ(Q2, µ2

h)|2 U(Q2, µ2
α, µ

2
h, µ

2
s, µ

2
f )

×
√
z z−η

(1− z)1−2η s̃Higgs

(
ln Q

2(1− z)2

µ2
sz

+ ∂η, µs

)
e−2γEη

Γ(2η) . (4.3.4)

This result contains several distinct pieces, which we shall now discuss.

The hard function Cβ is process dependent and accounts for virtual corrections

to the hard process. This is the main part of the soft-coefficient function which

depends on the process, and thus the main differences between the scalar (β = h)

and pseudoscalar (β = Z) mediators is accounted for by it. For β = h, the function

is given by the two-step SCET matching coefficients Ct and CS of Ref. [184], with

Ch(Q2, µ2
h) ≡ Ct(m2

t , µ
2
t )CS(−Q2, µ2

h) , (4.3.5)

where,

CX(Q2, µ2) =
∞∑
n=0

C
(n)
X (Q2, µ2)

(
αs(µ)

4π

)n
, (4.3.6)

and X ∈ {t, S}. The product of Ct and CS—which can be expanded individually

as power series in (αs/4π)—is equivalent to a one-step SCET matching procedure

when setting µt = µh [185]. For β = Z, the one-step matching hard function can

also be expanded as a power series. In the notation of Refs. [186] and [187], this is,

CZ(Q2, µ2
h) ≡ CA eff

g (Q2, µ2
h)

=
∞∑
n=0

CA eff
g,n (Q2, µ2

h)
(
αs(µh)

4π

)n
. (4.3.7)

It is important to note that the ln(µ2
h/m

2
t ) term that appears in CA eff

g,2 of Ref. [186]

should be replaced with ln(Q2/m2
t ) in order to preserve the scale independence of

the total cross section, which is a physical observable [187]. With this modification,

both Ch and CZ satisfy the evolution equation,

d

d lnµCβ(Q2, µ2) =
[
ΓACusp ln

(
Q2

µ2

)
+ γS + γt

]
Cβ(Q2, µ2) , (4.3.8)

for anomalous dimensions ΓACusp, γS and γt as given in Refs. [175] and [184].
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The evolution function U accounts for the RG running between the various scales,

and is given by,

U(Q2, µ2
α, µ

2
h, µ

2
s, µ

2
f ) = α2

s(µs)
α2
s(µf )

[
β(αs(µs))/α2

s(µs)
β(αs(µα))/α2

s(µα)

]2 (
Q2

µ2
h

)−2aΓ(µ2
h,µ

2
s)

×
∣∣∣e4S(µ2

h,µ
2
s)−2a

γS
(µ2
h,µ

2
s)+4a

γB
(µ2
s,µ

2
f )
∣∣∣ , (4.3.9)

where µα = µt for h∗ mediators, and µα = µh for Z∗ mediators. This differing scale

choice is the only other difference between the soft-coefficient function for scalar

and pseudoscalar mediators aside from the hard function. We have also used the

definitions,

S(µ2
1, µ

2
2) = −

∫ αs(µ2)

αs(µ1)
dα

ΓACusp(α)
β(α)

∫ α

αs(µ1)

dα′

β(α′) ,

aΓ(µ2
1, µ

2
2) = −

∫ αs(µ2)

αs(µ1)
dα

ΓACusp(α)
β(α) , (4.3.10)

with similar definitions for aγS and aγB .

The soft-scalar function s̃Higgs describes soft radiation off incoming gluons and hence

is universal for both scalars and pseudoscalars. The derivatives in s̃Higgs are regular

partial derivatives that act to the right, before η ≡ 2aΓ(µ2
s, µ

2
f ) is evaluated numeric-

ally. This is valid for the region η > 0, but can be extended to negative values using

analytic continuation, which involves a series of subtraction terms, and is described

in Appendix C. Furthermore, we include an additional factor of
√
z in Eq. (4.3.4)

with respect to Refs. [175] and [184], which accounts for power corrections that are

manifest in the alternative Mellin-space resummation formalisation [175,184].

Definitions and explicit expressions of the quantities in Eqs. (4.3.4)–(4.3.9) up to

O(α2
s) are presented in Refs. [175] and [184]. The mappings between NkLL accuracy

and the required ingredients can be found in Refs. [175] and [188], where the power

counting is such that at NkLL accuracy terms up to O(αk−1
s ) accuracy are included,

with the large logarithm ln(1− z) counted as O(1/αs). At N3LL, one needs Cβ at

two loops for both pseudoscalars [186] and scalars [184,189], as well as s̃Higgs at two
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loops [175, 184, 190]. Furthermore, the anomalous dimension ΓACusp and β-function

coefficients are required at four loops [175], while the anomalous dimensions γS and

γB are needed at three loops [184]. Note that while the results of Refs. [184,186,189]

are derived in the heavy top limit, O(Q2/m2
t ) corrections to inclusive scalar and

pseudoscalar cross sections are known to be O(1−10%) [151,191], even for Q2 � m2
t ,

justifying their use in our calculation.

4.3.3 Computational Setup

Using the methodology presented in the previous sections, we can now compute

the NLO hadronic cross sections for the CC DY and NC DY processes, as well as

the threshold-resummed hadronic cross section up to N3LL for the GF process. We

implement these using a custom code written in the Fortran [192] programming

language, and perform Monte Carlo integration using the CUBA [166] libraries. The

PDF sets and extraction of αs(µ) are evaluated using the LHAPDF6 libraries [193].

We use the following Standard Model inputs [15]:

mZ = 91.1876 GeV , αe(mZ)−1 = 127.940 , GF = (1.17456× 10−5) GeV−2 ,

mb = 0 GeV , mt = 173.2 GeV , mh = 125.7 GeV . (4.3.11)

For the Drell-Yan processes, we use the NNPDF 3.0 QED NLO PDF set [194,195]

with no phase-space cuts applied. We also cross-check these calculations against an

implementation in MadGraph5_aMC@NLO [85] with a model file generated by

FeynRules [86], following a similar methodology to Ref. [148]. Furthermore, we

also use MadGraph5_aMC@NLO to calculate the NLO hadronic cross section for

the VBF process, using the same PDF set, and with the scale choices and regulating

VBF phase-space cuts identical to those in Ref. [148].

For the GF process, we use the NNPDF 3.0 NNLO+NNLL PDF set [196] to best

match the logarithmic accuracy. Although the uncertainties in the PDF set are
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sizeable, the use of a fixed-order PDF set would double-count the initial-state gluons.

The calculation of the leading-order GF cross section is checked against Refs. [147]

and [148], while we check the soft-coefficient function against Refs. [187,188,197].

To minimise the numerical impact of missing perturbative corrections, we follow

Refs. [175] and [184] and choose the scale scheme,

µr, µf , µt, µh = Q , µs = Q(1− τ)
1 + 7τ , (4.3.12)

for both the leading-order and resummed GF calculations. For GF, we report the

scale dependence arising from simultaneously varying µf , µr, and µs up and down

by factors of two. For the CC DY, NC DY and VBF processes, we quantify scale

dependence by simultaneously varying µf and µr up and down by factors of two.

While the µs dependence itself is numerically small, we vary it jointly with µf for the

GF process to ensure that the subtraction terms required for numerical evaluation

lead sufficiently to numerical convergence [175,184]. Missing fixed-order terms that

would otherwise stabilise µf represents the largest source of uncertainty. Indeed,

we find other scale uncertainties to be relatively small due to our high logarithmic

accuracy.

4.4 Results

We present the cross sections for heavy neutrino production by factoring out the

active-heavy mixing matrix V`N , which always appears in cross sections as |V`N |2.

This result holds to all orders in αs [148,168] since the higher-order quantum chromo-

dynamics corrections do not modify the vertex where the heavy neutrino is produced.

This means that the cross sections we present are model independent across all low-

scale seesaw models that result in the production of a heavy neutrino, with all

model-dependent information encoded in V`N .

In Fig. 4.4 we show the cross sections for the production of a heavy neutrino as

a function of the heavy neutrino mass mN at a collider centre-of-mass energy of
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Figure 4.4: Cross sections for the production of a heavy neutrino N as a function
of the heavy neutrino mass mN , divided by the active-heavy mixing |V`N |2. The CC
DY at NLO, VBF at NLO, and GF at LO and N3LL production modes are shown.
The lower panel shows the K-factors for the resummed GF production modes. The
thickness of each curve shows the uncertainty from scale dependence.

√
s = 14 TeV, divided by the active-heavy mixing |V`N |2. The processes shown are

CC DY at NLO and VBF at NLO, and GF at LO and N3LL. Each curve has a

thickness which represents the uncertainty due to the scale dependence, except for

GF at LO where we omit the scale uncertainty. The lower panel shows the K-factors

for the resummed GF cross section, which we define as,

KNkLL ≡ σNkLL

σLO , (4.4.1)

where k represents the order of the logarithmic accuracy. For mN = 150−1000 GeV,

the cross sections cover the ranges:

CC DY (NLO) : 3.5− 5400 fb ,

GF (LO) : 0.73− 110 fb ,

GF (N3LL) : 1.9− 280 fb ,
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VBF (NLO) : 4.4− 37 fb . (4.4.2)

For the resummed GF production mode, the K-factors and associated scale uncer-

tainties cover the ranges:

GF (NLL) : K = 1.00− 1.06 , δσ/σ = ±25− 27% ,

GF (N2LL) : K = 2.59− 2.66 , δσ/σ = ±6− 9% ,

GF (N3LL) : K = 3.07− 3.14 , δσ/σ = ±8− 13% . (4.4.3)

These K-factors can be compared with the DY (VBF) K-factors of KNLO
DY (VBF) =

1.15−1.25 (0.98−1.06) and uncertainties of (δσ/σ)DY (VBF) = ±1−5 (5−11)% [148].

It is clear that over the entire range of heavy neutrino masses, the GF N2LL and N3LL

cross sections are several factors larger than the corresponding LO rate. Furthermore,

they are approximately flat across the entire range of mN . At NLL, we find that

Cβ, s̃Higgs ∼ 1 with the main contribution arising from the evolution of αs(µ) and

its associated scale uncertainty, which results in the K-factor being close to 1. We

further find that σN3LL/σN2LL ∼ 1.1 − 1.2, which indicates the convergence of the

perturbative series. It is important to note that choosing a different set of scales

in Eq. (4.3.12) could reduce the size of the K-factors, but also increase them as

well. However, our choice of scales was driven by a desire to minimise missing FO

corrections.

The large residual scale uncertainty at N3LL arises due to missing FO contributions

which are not contained in the resummation of threshold logarithms. This includes

hard initial-state radiation which is not accounted for by the DGLAP-evolution of

the PDFs, and is likely to be positive definite [154] and thus increase the overall

rate. Including a matching to FO contributions would stabilise the dependence on

µf and µr. However, the sizes of our corrections are consistent with those for the

production of heavy scalars and pseudoscalars [149–153,187,198,199].

We find for mN & 300 GeV that the heavy neutrino production GF rate is now

comparable to the CC DY and NC DY (not shown for clarity) rates. When ba-
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Figure 4.5: Cross sections for the production of a heavy neutrino N as a function of
the collider centre-of-mass energy

√
s for heavy neutrino masses mN = 500 GeV and

mN = 1 TeV, divided by the active-heavy mixing |V`N |2. The combined CC DY at
NLO and VBF at NLO, and NC DY at NLO and GF at N3LL production modes are
shown. The lower panels show the K-factors for the resummed GF production modes
for both heavy neutrino masses. The thickness of each curve shows the uncertainty
from scale dependence.

sic fiducial cuts are applied on the charged lepton in the CC processes the com-

bined GF + NC DY rate is slightly larger than the combined VBF + CC DY channel.

These combinations make sense because GF is a non-interfering O(α2
s) correction to

the NC DY process, while VBF is a non-interfering O(αe) correction to the CC DY

process. For mN . 600 GeV, which correspond to masses that are most relevant for

LHC phenomenology due to mixing suppression [155,159], the GF channel is several

factors larger than the VBF mechanism, indicating its potential importance at the

LHC and its upgrades and successors.

The applicability to the upgrades and successors of the LHC is shown by Fig. 4.5
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√
s 14 TeV 100 TeV

mN 300 GeV 500 GeV 300 GeV 1 TeV
σ/|V`N |2 [fb] σ [fb] K σ [fb] K σ [fb] K σ [fb] K

GF LO 65.4 − 13.5 − 2.84×103 − 154 −
GF NLL 65.9 +14%

−26% 1.01 13.7 +17%
−27% 1.01 2.83 +2%

−18% × 103 1.00 154 +8%
−21% 1.00

GF N2LL 170 <1%
−7% 2.61 34.9 <1%

−8% 2.59 6.83 +2%
−13% × 103 2.40 351 <1%

−8% 2.28
GF N3LL 202 +5%

−11% 3.09 41.3 +3%
−9% 3.06 7.88 +13%

−16% × 103 2.77 401 +8%
−11% 2.60

Table 4.1: Cross sections for the production of a heavy neutrino N via GF for
representative values of the heavy neutrino mass mN and collider energy

√
s, divided

by the active-heavy mixing |V`N |2. Also shown are the scale dependence (%) and
K-factors.

where we plot the combined CC DY at NLO and VBF at NLO, and NC DY at NLO

and GF at N3LL production modes as a function of the centre-of-mass energy
√
s

of the collider, for heavy neutrino masses mN = 500 GeV and mN = 1 TeV. The

relative scale uncertainties for the combined processes are added in quadrature. For
√
s = 7− 100 TeV, the resummed K-factors cover the ranges:

GF (NLL) : K = 1.0− 1.2 , δσ/σ = ±19− 29% ,

GF (N2LL) : K = 2.3− 3.0 , δσ/σ = ±6− 11% ,

GF (N3LL) : K = 1.0− 1.2 , δσ/σ = ±8− 14% . (4.4.4)

The drop in theK-factors with increasing
√
s is likely due to an increasing importance

of hard initial-state radiation as the collider energy becomes larger. We observe that

for mN = 500− 1000 GeV, the total inclusive production rate of N (−)
ν` overtakes the

inclusive N`± production rate at
√
s & 15 − 30 TeV. For

√
s = 33 (100) TeV, this

difference is a factor of 1− 1.6 (2.5− 2.7) and is driven by the GF rate, for which

the luminosity grows much faster than the qq′ (DY) and qq (VBF) luminosities with

increasing collider energies. While not shown, we find for mN = 500 − 1000 GeV

that the GF rate individually exceeds the CC DY rate for
√
s & 20− 25 TeV. Our

results for the resummed and LO GF cross sections are summarised numerically in

Table 4.1 for representative values of the heavy neutrino mass and collider energy.
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4.5 Conclusions

In this chapter, we calculated the inclusive cross section for the threshold-resummed

GF production of a heavy neutrino up to N3LL accuracy. By treating the gg → Z∗

subprocess as a pseudoscalar, we have computed the soft-gluon corrections to the

GF production mode for the first time. We found that the K-factors can be large,

with enhancements to the GF production cross section of approximately a factor

of three, and that GF dominates over the CC DY and VBF production modes at

collider energies of
√
s & 20− 25 TeV. Therefore, at a future collider the GF process

would be the most important channel. Including additional FO corrections would

likely enhance the rate even further. Although the actual cross section is heavily

dependent on the value of the active-heavy mixing V`N , this affects all channels

equally so the conclusions about the relative importance of the GF channel remain

valid.

These results are important because the discovery of heavy neutrinos would solve one

of the unexplained phenomena of the Standard Model—specifically, the mechanism

that allows the neutrinos of the Standard Model to have small non-zero masses.

Many low-scale seesaw models predict the existence of a heavy neutrino beyond the

electroweak scale as a solution to this problem, and through the mixing between

their gauge and mass eigenstates, these heavy neutrinos couple directly to the

electroweak bosons such that they could be produced at a collider. Therefore,

studying the various production mechanisms and making predictions for their cross

sections provides useful information for the ongoing and future searches for heavy

neutrinos at such colliders.



Chapter 5

Adversarial Autoencoders for

Robust New Physics Searches

We now consider an application of machine learning to the search for physics beyond

the Standard Model. Autoencoders are a type of neural network that can be used

for model-independent searches for new physics because after training them only on

background events, they can detect new signal events by flagging them up as anom-

alies. Therefore they could be trained directly on experimental data, which would

avoid sensitivity to theoretical uncertainties. This would then leave the experimental

uncertainties as the final source of uncertainties affecting the classification. We pro-

pose a method of combining the autoencoder with an adversarial neural network to

remove its sensitivity to the smearing of final-state objects which are a major source

of experimental uncertainty. Although we apply it to tt̄ events generated with a

Monte Carlo event generator as a proof-of-concept, the same method could be used

directly on data.

5.1 Motivation

The use of machine-learning techniques to aid with the search for new physics is

becoming increasingly popular [49, 200–202]. These techniques and models are able
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to analyse large quantities of data to disentangle the slight differences between signal

and background events which can be hidden amongst the high dimensionality of

the data. Machine-learning algorithms are able to analyse multiple observables

simultaneously to find a region in this multi-dimensional parameter space that shows

a relative enhancement of signal over background.

Using a supervised-learning approach, it is necessary to use training data where each

event has been appropriately labelled as either signal or background. This requires

the generation of pseudo-data for both the signal and background using Monte Carlo

event generators [203–205], where it is already known which physics model was used

to generate any particular event. However, these samples are plagued by theoretical

uncertainties such as the dependence on the factorisation and renormalisation scales,

and so the classification algorithm will be affected by these same uncertainties.

Recently, it has been proposed that adversarial networks can be used to reduced the

sensitivity of classification methods to some of these theoretical uncertainties [206].

In any case, there is no guarantee that features that the algorithm learns would be

replicated in an actual experiment, and it may simply learn artefacts of the particular

choice of event generator.

One approach to overcome the deficiencies arising from training on pseudo-data is

to train directly on experimental data. While this is not affected by theoretical

uncertainties, it is necessary to ensure that the signal and background samples are

sufficiently pure in order to use a supervised-learning technique. However, obtaining

such training samples is impossible because if one was to already know whether

a particular event came from the signal or background, then there would be no

need for the machine-learning algorithm in the first place. The way to overcome

this bottleneck is not to train on signal events at all, but to identify the kinematic

features of background samples and design a method that flags up events that do

not possess the same features—these would then be classified as signal events.

Autoencoders are a type of neural network that can be used for this purpose [55,56,

207,208]. These are fully-connected neural networks that contain a hidden layer with
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a fewer number of nodes than there are inputs to the network. The network maps

the set of inputs to this latent-compressed layer, and then decodes this compressed

representation back into a set of outputs of the same size as the input. The loss

function measures the squared difference between the inputs and outputs, and thus

the optimisation objective of the network is to reconstruct the inputs as closely as

possible. In order to do so, the autoencoder must learn an efficient mapping of the

input to the latent-compressed layer which performs well across all training samples.

After training an autoencoder on background samples, it is expected that applying

the autoencoder to signal samples will result in a higher value of the loss function.

This is because the efficient mapping that the autoencoder learns has only been

optimised to work well for background events, and it is likely that signal events will

not be reconstructed as effectively since their kinematic features will be different.

Therefore, by applying a threshold on the loss function, it is possible to use the

autoencoder as an unsupervised classifier, with events that have a value of the loss

above the chosen threshold predicted to be signal events.

The autoencoder can then be used to train directly on experimental data, acting as

an anomaly—or novelty—detector. Since this avoids all theoretical uncertainties, the

final remaining source of uncertainties affecting the classifier are then experimental

uncertainties from the reconstruction of the final-state objects. Analogously to how

an adversarial neural network can reduce the sensitivity of supervised classification

methods to the theoretical uncertainties, we propose the combination of such a

network with an unsupervised autoencoder to reduce its sensitivity to experimental

uncertainties. As a proof-of-concept, we generate the data using a Monte Carlo event

generator, and simulate experimental uncertainties by smearing the jets and missing

energy in the events.

The rest of this chapter is structured as follows: in Sec. 5.2 we will describe how

the events are generated and analysed, and the smearing procedure that we apply

to simulate the experimental uncertainties. In Sec. 5.3, we will first use a super-

vised classifier and combine this with an adversarial neural network to remove the
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sensitivity to the smearing. We will then extend this approach to an unsupervised

autoencoder in Sec. 5.4, and consider its application to other new physics models

and the effects of an impure training sample. Finally, we conclude the chapter in

Sec. 5.5.

5.2 Analysis Setup and Smearing Procedure

We use MadGraph5_aMC@NLO [85] to generate the events for the study, fol-

lowed by Pythia 8.2 [205] for the parton showering and hadronisation of the events.

The background events consist of pp→ tt̄ at a centre-of-mass energy of 14 TeV, with

one top quark forced to decay leptonically—the other is forced to decay hadronically.

The signal events are generated from a heavy Z ′ boson [209] via pp→ Z ′ → tt̄, also

with semileptonic decays of the top quarks. As a benchmark for this study, we select

the Z ′ mass to be 2 TeV with a width of 89.6 GeV. A transverse momentum cut of

pT > 500 GeV is applied directly to the top quarks at the generator level, for both

signal and background events.

Following the concept of reconstructing highly boosted top quarks with fat jets

[210,211], the hadrons and non-isolated leptons from the event are initially clustered

into jets using the Cambridge-Aachen algorithm [212] with a radius of R = 1. The

constituents of the two hardest fat jets1 are then reclustered into jets using the

kT algorithm with R = 0.2, implemented in FastJet [213]. Jets are required to

have pT > 30 GeV and are b-tagged through their association to a final-state B

meson. Isolated leptons are required to have pT > 10 GeV. Events are selected which

have a scalar-summed visible (everything except neutrinos) transverse momentum

of HT > 1 TeV, and which have at least one b jet inside one fat jet, and at least one

b jet and two light jets inside the other fat jet. Furthermore, we require at least one

isolated lepton in the events.

1These are the fat jets with the highest pT , and are chosen to capture the two top quarks from
the hard process.
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Figure 5.1: Effect of smearing on the distributions of (a) the pT of the hardest b jet,
(b) the pT of the hardest light jet, (c) the missing energy and (d) the invariant mass
of the jets and lepton, compared with the unsmeared background and the signal
samples.

The observables that we consider for the analysis are the four-momenta of each of the

two b jets, two light jets and isolated lepton, as well as the total missing energy /ET

in the event (21 observables in total). To represent possible systematic uncertainties

that can arise in detectors from jet energy scales, we apply a smearing procedure

to both the jets and the missing energy in the events. For the jets and leptons,

we use a smearing based on Refs. [214] and [215] where the three-momenta of each

object is smeared with a Gaussian, and the mass held fixed. In our case, we take

the extremities of this Gaussian so that the smearing is either applied upwards or
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downwards for all objects, with the relative width of the smearing envelope being

larger for smaller pT values. Similarly, we apply a shift to the missing energy based

on Ref. [216], where the width of the shift is proportional to
√
HT , and we also

use the two extremities of the envelope. We fix the direction of the missing-energy

smearing to always be the same as that of the jets and leptons—if they are smeared

upwards then we also smear the missing energy upwards, and vice versa. For the

purposes of this study, we increase the size of the Gaussian smearing envelope by

a further factor of three, to be conservative on the systematic uncertainties and

highlight the ability of our setup to correct for it.

We apply the smearing to the background sample such that two extra datasets are

created for smearing in the upwards and downwards directions, in addition to the

unsmeared central background sample. No smearing is applied to the signal sample.

The three background samples are each generated from statistically independent

generator samples, and after all cuts we select 100,000 events from each of the four

samples, with 20% of these retained for testing. This gives a total of 320,000 training

events, and 80,000 events for testing.

In Fig. 5.1 we show the effect of smearing on the pT of the hardest b jet and

light jet, the missing energy in the event, and the invariant mass of the jets and

lepton, compared with the equivalent distributions for the signal events. Clearly

the smearing of the background has the potential to make it either easier or harder

for a classifier to discriminate between signal and background, depending on which

direction the smearing shifts the background distribution. This can be seen from the

amount of overlap that exists between the distributions of the background samples

and the signal sample—if there is a larger overlap in their distributions, then a

classifier would be more likely to recognise a signal event as having resulted from the

background than it would if there was a smaller overlap. In the later sections, we

will attempt to reduce the sensitivity of both supervised and unsupervised classifiers

to this smearing.
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5.3 Decorrelated Smearing with Supervised Ad-

versarial Classifier

To set a benchmark for the signal-to-background separation, we first train a simple

neural network as a classifier to discriminate signal events from background events.

We expect this supervised-learning approach to perform better than the unsupervised

approach which we perform later.

The network consists of two hidden layers each with 20 nodes, with ReLu activations2,

and a final layer with a single sigmoid output. We use a binary cross-entropy loss

function since there are two possible classes—signal or background. A class weighting

in the loss function is used to account for the higher frequency of background

events in the training data—the contribution to the loss of the signal events is

therefore weighted higher. The network is trained using the Adam optimiser [217]

for 500 epochs with a learning rate of 0.01 and a batch size of 500. The network is

implemented in Keras [218] with a TensorFlow [219] backend, and we use these

throughout the rest of this study.

The results are shown by the distributions of the classifier outputs and the cor-

responding receiver-operating-characteristic (ROC) curves in Fig. 5.2. These are

obtained by testing the network on each of the three background test sets separately,

and performing a classification against the central signal sample for each one. Also

shown are the corresponding area-under-curve (AUC) scores for each ROC curve as

well as the AUC score for all the background test samples combined. The network

performance is strongly dependent on the direction that the sample has been smeared

in. This can be understood from the distributions of the observables in Fig. 5.1,

where there is a larger overlap between the background which has been smeared

upwards and the signal distribution—conversely, there is a smaller overlap between

the downwards-smeared background and the signal distribution.

2The ReLu, or rectified linear unit, is defined by g(x) = max(0, x).
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Figure 5.2: (a) Supervised neural network classifier output and (b) ROC curves for
a classifier trained to classify signal and background events. The three background
distributions result from the three different directions of smearing.

We now extend this classifier with an adversarial neural network which is designed

to discriminate the smearing class that the background sample came from, based

upon the output of the classifier. The aim for such an extension to the classifier is

to attempt to remove such a large dependence of its performance on the smearing

of the background [206,220]. The adversary and classifier are forced to take part in

a zero-sum game—the classifier must learn to make its prediction without using any

information derived from the smearing, in order to make it as hard as possible for

the adversary to be able to discriminate the background samples. This is achieved

by the two networks having opposite optimisation objectives, so that the classifier

is penalised when the adversary performs better.

The adversarial neural network consists of two hidden layers, each with 20 nodes

and ReLu activation functions, and takes the output of the classifier as an input.

The output of the adversary has three nodes (one for each smearing class) with a

softmax activation function and a categorical cross-entropy loss. The network is

then trained as follows:

1. The classifier is trained for three epochs using the Adam optimiser with a
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learning rate of 0.01 and a batch size of 500. A class weighting is applied to

account for the higher frequency of background events in the training data.

2. The adversary is trained on background events for three epochs using mini-

batch gradient descent with a learning rate of 0.01 and a batch size of 500.

3. The classifier is trained for one epoch with mini-batch gradient descent with a

batch size of 500 and with a total loss function,

Ltot = LClassifier − αLAdversary . (5.3.1)

Furthermore, two class weightings are applied: one to account for the higher

frequency of background events that the classifier is trained on, and one to

account for the fact that the signal events are unsmeared, resulting in a higher

frequency of unsmeared events that the adversary is trained on.

4. The adversary is trained on background events for one epoch using mini-batch

gradient descent with a batch size of 500.

5. Steps 3 and 4 are repeated until they have been performed a total of 1000

times, with the learning rate decaying every 100 epochs to a factor of 0.75 of

its previous value, starting from an initial value of 0.01.

The weight factor α in Eq. (5.3.1) determines the relative importance of the two

optimisation objectives. If it is set to zero, then the adversary has no effect on the

training of the classifier. If it is too large, however, the performance of the classifier

is severely affected. We find a value of 100 works well for our setup. Furthermore,

there is another approach to training the adversarial network, where one updates

the weights of both networks simultaneously. However, we find the approach of

alternating the training—where the classifier is trained with the adversary weights

frozen, and vice versa—to be more stable.

In Fig. 5.3, we show the performance of the adversarial classifier through the classifier

output and ROC curves. The adversary has clearly had the effect of shaping the
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Figure 5.3: (a) Supervised neural network classifier output and (b) ROC curves
for an adversarial classifier trained to classify signal and background events, with
sensitivity to the smearing removed. The three background distributions result from
the three different directions of smearing.

classifier outputs such that their dependence on the background smearing has been

almost entirely removed. Thus, the ROC curves and AUC scores become very close

together since the classification performance is now barely affected by the smearing.

5.4 Extension to Unsupervised Autoencoder

5.4.1 Adversarial Autoencoder

As we have already described, autoencoders are a type of neural network which

can be used in an unsupervised manner as anomaly detectors to search for new

physics since they only need to be trained on the background. To this aim, we

consider an autoencoder constructed from three hidden layers with 10, 3 and 10

nodes respectively, each with sigmoid activation functions. After the hidden layers,

there is a linear output layer3 with the same dimension as the number of inputs,

3A linear output layer is equivalent to no activation function having been applied to the node.
Specifically, the activation function is g(x) = x.
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Figure 5.4: (a) Autoencoder loss and (b) ROC curves for an autoencoder trained
only on background events. The three background distributions result from the three
different directions of smearing.

which correspond to the 21 observables. The loss is the mean squared error between

the inputs and outputs—namely, the autoencoder has the goal of reconstructing the

inputs as well as possible, having encoded the information into the latent-compressed

layer.

We train the autoencoder on the three background samples using the Adam optimiser

with a learning rate of 0.01 for 500 epochs, and the results are shown in Fig. 5.4.

Since the autoencoder is trained only on the background events, it learns how to

reconstruct background events better than the signal events, and so the distribution

of the losses for the signal events in Fig. 5.4a is at higher values. The ROC curves

in Fig. 5.4b are obtained by performing a cut on the loss function and labelling all

events above the cut as signal events, and all events below the cut as background

events, and then scanning this threshold across all values. This is similar to how the

ROC curves are calculated from the output of the supervised classifier, where the

threshold is varied between 0 and 1 instead.

As we saw for the classifier, the smearing of the background has an effect on how

well the autoencoder can be used to classify events, with the events which have been

smeared upwards being mislabelled as signal events more often. It is important to
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Figure 5.5: Architecture of the adversarial autoencoder. The loss function of the
autoencoder is used as an input to the adversary for it to discriminate the smeared
background samples.

note that the overall classification performance of the autoencoder is much worse than

for the dedicated supervised classifier in Sec. 5.3. However, this is not surprising—the

autoencoder is only ever trained on background events, and only sees the signal events

during testing. Thus, to distinguish between signal and background it learns the

intrinsic kinematic features of the background only. Furthermore, the optimisation

objective of the classifier is for it to achieve a strong classification performance—that

is not the case for the autoencoder, which simply has the objective of reconstructing

the input events well.

We now combine the autoencoder with an adversarial network to improve the reli-

ability and robustness of this unsupervised-learning approach. To achieve the aim

of the autoencoder being able to make its predictions independent of the smearing

of the background, we use the autoencoder loss as an input to the adversary. Since

a threshold on the autoencoder loss is used to perform the classification between

signal and background, it is completely analogous to the output of the dedicated

classifier used above, on which a cut is placed to classify the events. This input is

then followed by two hidden layers each with 20 nodes and ReLu activation func-

tions, with three softmax output nodes and a categorical cross entropy loss. This
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architecture is illustrated by the diagram in Fig. 5.5. The training proceeds similarly

to the adversarial classifier, but with only background events in the training sample:

1. The autoencoder is trained for three epochs using the Adam optimiser with a

learning rate of 0.01 and a batch size of 500.

2. The adversary is trained for three epochs using mini-batch gradient descent

with a learning rate of 0.01 and a batch size of 500.

3. The autoencoder is trained for one epoch with mini-batch gradient descent

with a batch size of 500 and with a total loss function,

Ltot = LAutoencoder − αLAdversary . (5.4.1)

4. The adversary is trained for one epoch using mini-batch gradient descent with

a batch size of 500.

5. Steps 3 and 4 are repeated until they have been performed a total of 1500

times, with the learning rate decaying every 100 epochs to a factor of 0.75 of

its previous value, starting from an initial value of 0.01.

We find this procedure to provide stable and numerically reliable results. Again,

the relative weighting between the autoencoder and the adversary is set to α = 100.

The performance of the adversarially-trained autoencoder is shown in Fig. 5.6. The

background distributions shown in Fig. 5.6a have been shaped such that they are

independent of the direction of smearing, which results in the ROC curves in Fig. 5.6b

becoming almost identical. This shows that the classification method has become

independent of uncertainties inherent to the reconstruction of the final-state objects

of LHC events.

In addition, we observe that our setup also has the ability to interpolate to smaller

amounts of smearing—although we have trained using background data which has

been systematically smeared by a very large amount, we find that if it is subsequently
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Figure 5.6: (a) Autoencoder loss and (b) ROC curves for an adversarial autoencoder
trained only on background events, with sensitivity to the smearing removed. The
three background distributions result from the three different directions of smearing.

tested on samples which have been smeared by a much smaller amount, then the

output of the adversarially-trained autoencoder (and also for the classifier in the

previous section) is still insensitive to the smearing.

We will now briefly recap what we have achieved by combining an autoencoder with

an adversarial neural network. We started with three sets of background events—one

which had been smeared upwards, one which had been smeared downwards, and one

which had not been smeared at all. This smearing corresponded to the extremities

of a Gaussian envelope, and was applied to jets, leptons and the missing energy in

each event accordingly. Furthermore, we also had a set of signal events which had

not been smeared. The smearing had the effect of shifting the kinematic features

of the background such that the events which had been smeared upwards appeared

more like signal events, and the ones which had been smeared downwards appeared

less like signal events. This can be seen from the distributions in Fig. 5.1.

We then trained an autoencoder on all the background events for the purpose of

using it to detect signal events, which have a higher expected reconstruction loss. In

Fig. 5.4b, the ROC curves are the result of testing the classification performance of

the autoencoder for the signal separately against each background, and as expected,
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the autoencoder had a harder time discriminating the signal events against back-

ground events which had been smeared upwards. We then combined this with an

adversarial neural network, which had the objective of recognising which direction

each background sample had been smeared in based upon the loss of the autoen-

coder. The autoencoder and adversary were trained using a combined loss function,

which penalised the autoencoder for outputting reconstruction losses from which the

adversary could discriminate the samples. The result of this is that the autoencoder

has learnt to reconstruct events without using any information derived from the

smearing, which can be seen from the fact that the ROC curves in Fig. 5.6b have

converged.

5.4.2 Further Applications

Thus far, the analysis has been carried out on training sets consisting of pure

background events. Realistically, data may not actually look like this because if

new physics exists, then it would also form part of that same data. However, since

the Standard Model already explains many observations well, then the constraints

on new physics are such that is reasonable to assume that most events would still

be background events, with only a small fraction of the data actually consisting of

signal events.

To begin accounting for this, we therefore need to include in the training data

a small fraction of signal events. The smearing procedure that is applied to the

background events would also then indiscriminately apply to the signal events in the

same way. Thus, we inject into the three background sets appropriately smeared

signal events. By training on these newly contaminated sets we can investigate

how sensitive the performance of the adversarial autoencoder is to an increase in

signal corruption in the training set. In Fig. 5.7, we show these results. The band

represents the difference between the upper and lower AUC scores, which shows how

well the adversary desensitises the autoencoder from the smearing, and the central
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Figure 5.7: Effect of contaminating the training sample with an increasing fraction
of signal events. The central line shows the overall AUC score, and the band
represents the difference between the upper and lower AUC scores.

line is the overall AUC score. All model hyperparameters of the network setup are

left unchanged during the training, with only the relative fraction of corruption

changing, defined as a percentage of the total training set. From the plot it is clear

that injecting signal events during training has little effect on the overall performance

until the fraction of corruption becomes unrealistically large, showing the potential

applicability of the method to real data.

Since the performance is not drastically affected by a corruption of the training

data, we can proceed with a training sample consisting purely of background events.

One of the advantages of the autoencoder only needing to be trained on background

events is that it can then be tested for signal events arising from any model. Here,

we test our adversarially-trained autoencoder on a variety of new physics models.

The models used are:

• Two further Z ′ cases with widths of 10 GeV and 200 GeV. In both cases the

masses are held at 2 TeV.
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Signal Overall AUC Upper-Lower Difference Cross Section Limit [pb]
Z ′Γ=10 GeV 0.662 0.009 0.0101
Z ′Γ=89.6 GeV 0.656 0.009 0.0098
Z ′Γ=200 GeV 0.650 0.009 0.0105
Scalar 0.654 0.010 0.0104
Octet 0.659 0.010 0.0102

Table 5.1: Result of training the adversarial autoencoder only on background events
and testing it on the original Z ′ case and four other signals. Shown are the overall
AUC score, the different between the largest and smallest AUC scores, and the cross
section limits.

• A scalar colour-octet [221], with a mass of 2 TeV and the scalar and axial

parameters fixed to ensure the width is ∼ 89.6 GeV.

• A scalar colour-singlet with a mass of 2 TeV and a width of 89.6 GeV.

Table 5.1 shows the results of testing the adversarially-trained autoencoder on the

new signals. In each case the adversary is able to perform well, with the difference

between the upper and lower AUC scores showing that the new signals do not

hinder the ability of adversary to desensitise the autoencoder to the smearing. This

behaviour is of course expected, since the same background samples are used to test

against each new signal.

We also show estimates of the potential limits on the cross sections that can be ob-

tained using the classification performance of the autoencoder. These are calculated

by finding the points on the ROC curves that maximise S/
√
B, then comparing

them to the background cross section and assuming an integrated luminosity of

100 fb−1. We then require that S/
√
B > 2 to set a 95% confidence limit. The limits

we find are insensitive to the nature of the resonance (with respect to the quantum

numbers of the resonance), and they are comparable to the limits found by ATLAS

in Ref. [222].
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5.5 Conclusions

In this chapter, we proposed a new method for reducing the sensitivity of an un-

supervised autoencoder—which can be used as an anomaly detector to search for

new physics—to experimental uncertainties. This involved combining the autoen-

coder with an adversarial neural network which had the objective of discriminating

the direction that a particular background event had been smeared in, so that the

autoencoder learnt to reconstruct the background in a way which was unaffected

by this smearing. In order to do this, we used the loss of the autoencoder as the

input to the adversarial neural network. The reason for this is that since the loss of

the autoencoder is used to discriminate signal from background, it is this particular

quantity which needs to be made insensitive to the smearing.

We applied the procedure to resonance searches in semileptonic tt̄ events, and showed

that the performance is barely affected when the background is corrupted by a small

amount of signal. Furthermore, we showed that it also performs equally as well

on other signals, which is expected since the autoencoder only needs to learn the

kinematic features of the background.

The ideal scenario for the usage of machine-learning techniques is when they can

be applied directly on experimental data, without the requirement to train them

on pseudo-data generated by Monte Carlo methods, which have inherent theoretical

uncertainties. The experimental data alone would be sufficient to be to identify

anomalous signal events, which could be isolated and studied further. In this ideal

scenario, residual uncertainties due to the imperfect reconstruction of final-state

objects remains. Although our method to reduce the sensitivity to these uncertainties

was applied on pseudo-data, it may be possible to apply the same procedure on

experimental data by also smearing the final-state objects upwards and downwards,

and using an adversarially-trained autoencoder to detect anomalous events in the

data in a robust way.



Chapter 6

Solving Differential Equations

with Neural Networks

In our final investigation, we consider a more unconventional use for neural networks.

Neural networks are uniquely suited to solving optimisation problems, and many

physics problems can be cast as an optimisation task. Specifically, differential

equations—which arise in many areas of physics—can be written in the style of

a loss function, with the minimisation of this loss providing the solution to the

differential equation. This allows a neural network to be used for solving differential

equations, and in this chapter we develop a new approach for doing so. We then

use this method to solve the differential equations that arise in the calculation of

cosmological phase transitions, which can be used to study the scalar sector of the

Standard Model and beyond.

6.1 Motivation

Neural networks are designed to perform an optimisation procedure, with the loss

function providing a measure of the performance of the optimisation. Common

loss functions used in machine-learning problems are the mean squared error for
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regression tasks and categorical cross entropy for classification. Through algorithms

based on backpropagation [58], the parameters in the network are updated so that

the loss function on the training examples is minimised.

If a physics problem can be written in the form F(~x) = 0, then an approximation

to its solution can be calculated by minimising F2. Moreover, this encourages one

to make the identification between F2 and the loss function of a neural network. In

this scenario, the solution to the problem F(~x) = 0 could then be approximated by

a neural network, with appropriate inputs and outputs determined by the particular

problem being solved. This utility of a neural network can be expected from the

universal approximation theorem [223, 224], which states that an artificial neural

network containing a single hidden layer can approximate any arbitrarily complex

function, provided it has enough nodes.

A general type of problem that arises in many areas of physics and which can be cast

in this form is the solution of differential equations. For large classes of differential

equations, analytic solutions cannot be found, and so numerical or approximative

methods are required to solve them. Standard methods to solve differential equations

numerically include the Runge-Kutta method, linear multi-step methods, finite-

element and finite-volume methods, and spectral methods [225].

One such case where differential equations arise is in the calculation of tunnelling

rates for cosmological phase transitions. These are non-perturbative processes that

occur in quantum field theory where a scalar field can transition from a metastable

vacuum state into a global vacuum state via the propagation of a bubble. This

is of importance to determining whether a model of physics beyond the Standard

Model can allow for a strong first-order phase transition during the early Universe,

which is one of the necessary conditions to explain the abundance of matter over

anti-matter [226,227]. Such a process could lead to a stochastic gravitational wave

signal which could be measured at future gravitational wave experiments [228,229].

Thus the reliable and precise calculations of tunnelling rates is important.
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Therefore, we propose a new method for using neural networks to solve differential

equations, which can then be applied to the calculation of tunnelling rates. In

contrast to previous approaches where the neural network is part of a full trial

solution which is fixed to satisfy the boundary conditions [230–235], our approach

includes the boundary conditions as additional terms in the loss function instead.

This means that the output of the neural network alone solves the differential

equation, which improves the flexibility and applicability of the method.

The remainder of this chapter is structured as follows: in Sec. 6.2 we will describe the

design of the neural network and its loss function, and the procedure that we use to

optimise it. We will then apply this to various simple cases of differential equations

in Sec. 6.3, before using it for the calculation of cosmological phase transitions in

Sec. 6.4. Finally, the chapter is concluded in Sec. 6.5.

6.2 Design of the Network and Optimisation Pro-

cedure

We consider an artificial feedforward neural network (NN) with n inputs and m

outputs. For a single hidden layer with k units, the outputs of the network, Nm, can

be written compactly as,

Nm(~x, {w,~b}) =
∑
k,n

wfmkg(whknxn + bhk) + bfm , (6.2.1)

where the activation function g : Rk 7→ Rk is applied element-wise to each unit, and

h and f denote the hidden and final layers, respectively. In this work, we use a single

neural network with m outputs to predict the solutions to m coupled differential

equations—for the case of one differential equation, we use m = 1. Similarly, we use

a single neural network with n inputs to predict the solution to a partial differential

equation in n variables.
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A set of m coupled jth order differential equations can be expressed in the general

form,

Fm(~x, φm(~x),∇φm(~x), . . . ,∇jφm(~x)) = 0 , (6.2.2)

with boundary or initial conditions imposed on the solutions φm(~x). Writing the

differential equations in such a way allows us to easily convert the problem of finding

a solution into an optimisation one. An approximate solution φ̂m(~x) is one which

approximately minimises the square of the left-hand side of Eq. (6.2.2), and thus

the analogy can be made to the loss function of a neural network. In previous

approaches [230–233], φ̂m(~x) is a trial solution composed of two parts: one which

satisfies the boundary conditions, and one which is a function of the output of a

neural network and vanishes at the boundaries. However, this requires one to choose

a special form of the trial solution which is dependent on the boundary conditions.

Furthermore, for some configurations of boundary conditions, finding such a trial

solution is a very complex task, such as in the case of phase transitions. Instead,

we identify the trial solution with the network output, φ̂m(~x) ≡ Nm(~x, {w,~b}), and

include the boundary conditions as extra terms in the loss function. If the domain

is discretised into a finite number of training points ~x i, then approximations to the

solutions, φ̂m(~x), can be obtained by finding the set of weights and biases, {w,~b},

such that the neural network loss function is minimised on the training points. For

imax training examples, the full loss function that we use is,

L({w,~b}) = 1
imax

∑
i,m

F̂m(~x i, φ̂m(~x i), . . . ,∇jφ̂m(~x i))2

+
∑
BC

(∇pφ̂m(~xb)−K(~xb))2 , (6.2.3)

where the second term1 represents the sum of the squares of the boundary conditions,

defined at the boundaries ~xb. These can be Dirichlet or Neumann, or they can be

initial conditions if defined only at the initial part of the domain.

1Here, p represents the order of derivative for which the boundary condition is defined, and K
is a function on the boundary. For example, for the condition d

dxφ(0) = 1 the second term would

be
(
d
dx φ̂(0)− 1

)2
.
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The problem is then to minimise L({w,~b}) by optimising the weights and biases

in the network, for a given choice of network setup. To calculate the loss, it is

necessary to compute the derivatives of the network output with respect to its input.

Since each part of the network, including the activation functions, are differentiable,

the derivatives can be obtained analytically. Ref. [233] outlines how to calculate

these derivatives. The optimisation can then proceed via backpropagation by further

calculating the derivatives of the loss itself with respect to the network parameters.

We use the Keras framework [218] with a TensorFlow [219] backend to implement

the network and perform the optimisation of the loss function. In addition, we also

cross check these results with a custom implementation written using the NumPy

[236] and Autograd [237] packages.

As with any neural network, the choice of hyperparameters will have an effect on

the performance. For our setup, the important hyperparameters are the number of

hidden layers, the number of units in each hidden layer, the number of training points

~x i (corresponding to the number of anchors in the discretisation of the domain of the

differential equation), the activation function in each hidden layer, the optimisation

algorithm, the learning rate, and the number of epochs the network is trained for.

Furthermore, a choice must be made for the size of the domain that contains the

points that the network is trained on, but this will usually be determined by the

problem being solved.

In all the examples, we use the Adam optimiser [217] with learning rate reduction on

plateau (when the loss plateaus, the learning rate is reduced) and an initial learning

rate of 0.01. We find that the network is not susceptible to overfitting—the training

points are chosen exactly from the domain that one is trying to find the solution on,

and are not subject to statistical fluctuations. Thus, finding a solution for which the

loss at every training point is zero would not limit the generalisation of the solution

to other points within the domain. Therefore, we use a large number of epochs such

that the training loss becomes very small. For all examples we use a conservative

number of 50,000 epochs. Furthermore, we use batches consisting of the entire set of
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training points so that each update of the network parameters includes every point

in addition to the boundary conditions. We also find that, in general, a single hidden

layer with a small number of units—O(10)—is sufficient to obtain very accurate

solutions.

In order to assess and improve the stability and performance in certain cases, there are

some additional technical methods which we employ beyond the basic setup. Firstly,

the differentiability of the network solution allows us to calculate the differential

contribution, F̂ , to the loss across the entire training domain. This shows the degree

of accuracy to which each part of the network solution satisfies the differential

equation, and can be used for assessing the performance in cases where the analytic

solution is not known. Secondly, for coupled differential equations with initial

conditions, we find that the stability of the solution can be improved by iteratively

training on increasing domain sizes—that is, a solution is found on a smaller domain,

before keeping the trained network parameters and training again on a larger domain.

Finally, for the calculation of phase transitions, we employ a two-step training where

initially the boundaries are chosen to be the true and false vacua, before the precise

boundary conditions are used in the second training. This prevents the network

from finding the trivial solution where the field is always in the false vacuum.

6.3 Application to Simple Examples

6.3.1 Ordinary Differential Equation Examples

To show how well the method can solve ordinary differential equations (ODEs), we

apply it to both a first and a second order ODE, which have known analytic solutions.

The equations we study are,

dφ

dx
+
(
x+ 1 + 3x2

1 + x+ x3

)
φ− x3 − 2x− x2 1 + 3x2

1 + x+ x3 = 0 , (6.3.1)



6.3 Application to Simple Examples 135

0

1

2

3

4

φ̂
(x

)

First Order ODE Analytic Solution

First Order ODE NN Solution

Second Order ODE Analytic Solution

Second Order ODE NN Solution

−1

0

1

[φ̂
−
φ

]×
10

4

First Order ODE Difference

Second Order ODE Difference

0 0.5 1.0 1.5 2.0
x

−2

−1

0

1

F̂
×

10
3

First Order ODE Differential Loss

Second Order ODE Differential Loss

Figure 6.1: The upper panel shows the solutions to the first and second order
ODEs of Eqs. (6.3.1) and (6.3.2), with boundary conditions as outlined in the text.
The middle panel shows the numerical difference between the analytic solution and
the NN predicted solution for both cases. The lower panel shows the differential
contribution F̂ to the loss across the entire domain.

with the boundary condition φ(0) = 1 in the domain x ∈ [0, 2] and,

d2φ

dx2 + 1
5
dφ

dx
+ φ+ 1

5e
−x5 cosx = 0 , (6.3.2)

with boundary conditions φ(0) = 0 and d
dx
φ(0) = 1 in the domain x ∈ [0, 2].

As a simple neural network structure, we choose a single hidden layer of 10 units

with sigmoid activation functions, and we discretise the domain into 100 training

examples. It is then just a case of passing the differential equations and boundary

conditions to the loss function, as described in Eq. (6.2.3), and proceeding with the

optimisation.

Fig. 6.1 shows the results of the neural network output, compared to the analytic

solutions of Eqs. (6.3.1) and (6.3.2). The middle panel of Fig. 6.1 shows the absolute
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numerical difference between the numerical and analytic solutions. This difference

can be reduced further by increasing the number of epochs, the number of points in

the discretisation of the domain, or the number of units in the hidden layer. Thus,

the neural network provides handles to consistently improve the numerical accuracy

one aims to achieve. The lower panel of Fig. 6.1 shows the differential contribution

to the loss function from each training example. As we will describe shortly, if the

solution is not analytically known, this provides a measure to assess whether the

found solution is the correct one or if a numerical instability led the network to settle

in a local minimum for the loss.

6.3.2 Coupled Differential Equation Example

When discussing the calculation of cosmological phase transitions, we will study the

solution of coupled non-linear differential equations, for which no closed analytic

form is known. Here, we will first show that such solutions can be obtained with our

approach, for a case where analytic solutions are already known. We consider,

dφ1

dx
− cosx− φ2

1 − φ2 + 1 + x2 + sin2 x = 0 ,
dφ2

dx
− 2x+ (1 + x2) sin x− φ1φ2 = 0 , (6.3.3)

with boundary conditions,

φ1(0) = 0 , φ2(0) = 1 . (6.3.4)

If the boundary conditions are defined at one edge of the domain, such as at x = 0,

it requires an increasingly elaborate network to maintain numerical stability for the

solution over a large domain where x� 1. This is due to small numerical instabilities

during backpropagation because of the complexity of the loss hypersurface. If such

numerical instabilities lead the network to choose a path that is in close proximity to

the true solution, the NN can settle on a local minimum with a small value for the

loss function. To solve this problem, we propose to incrementally extend the domain
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Figure 6.2: The upper panel shows the solutions for the functions φ1 and φ2 to the
coupled differential equation of Eq. (6.3.3). The middle panel displays the numerical
difference between the analytic solution and the NN predicted solution for φ1. The
lower panel shows the differential contribution F̂ to the loss across the entire domain,
from the equation for φ1. The three NN curves in each panel correspond to the first,
second and third iteration steps in the training of the network.

on which a solution should be found, by partitioning the training examples and

increasing the number of partitions the NN is trained on in each step. If the weights

the NN has learned in the previous step are then retained before training for the

next step—such that the network only has to learn the function on the part of the

domain that was incrementally increased—we find that one can achieve numerical

stability for an arbitrarily large domain.

We show this mechanism in Fig. 6.2, where we have partitioned the full domain

containing 100 training examples into three regions each of size 1. The network

structure again consists of a single hidden layer of 10 units with sigmoid activation

functions, and with two units in the final layer, since there are two coupled equations.
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The upper panel shows the solutions for φ1 and φ2 for each iterative step. While the

first iteration only allows a solution to be found on a smaller domain—here from 0

to 1—subsequent steps, and in particular the third step, allow an accurate solution

to be found over the entire domain. Again, the differential F̂ proves to be a good

indicator of whether the calculated solution is satisfying the differential equation

over the entire domain—this can be seen from the lower panel of Fig. 6.2.

6.3.3 Partial Differential Equation Example

While we do not study partial differential equations (PDEs) in the later physics

examples of calculating phase transitions, we showcase here the flexibility of our

NN method. With the same network architecture as used for the solution of the

ordinary differential equations (except for an extra input unit for each additional

variable), we can apply our approach to the solution of partial differential equations.

The precise solution of such equations is a widespread problem in physics, such as

in mechanics, thermodynamics and quantum field theory. As an example, we choose

the second order partial differential equation,

∇2φ− e−x(x− 2 + y3 + 6y) = 0 , (6.3.5)

with boundary conditions,

φ(0, y) = y3 , φ(1, y) = (1 + y3)e−1 ,

φ(x, 0) = xe−x , φ(x, 1) = e−x(x+ 1) , (6.3.6)

for which an exact analytic solution is known. In Fig. 6.3 we show the difference

between the numerical solution as predicted by the NN and the analytic solution

over the domain (x, y) ∈ [0, 1] × [0, 1]. The 100 training examples were chosen

from an evenly spaced 10 × 10 grid. As the value of φ(x, y) is of O(1) for most of

the domain, the relative and absolute accuracies are similar, so we only show the

absolute accuracy here. Across the entire domain, we find a numerical solution with
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Figure 6.3: Numerical difference between the analytic solution and the NN pre-
dicted solution of Eq. (6.3.5), with boundary conditions as given in Eq. (6.3.6), over
the domain (x, y) ∈ [0, 1]× [0, 1].

very good absolute and relative accuracy for this second order partial differential

equation. However with a deeper NN, such as the addition of a second hidden layer

with 10 tanh units, we find that the accuracy improves by an order of magnitude

further. Deeper and wider networks result in even better accuracies.

6.4 Application to the Calculation of Phase Trans-

itions

As we discussed in Chapter 1, the observed abundance of matter over antimatter

in the Universe [227,238] is an unsolved problem in physics. Furthermore, the need

for a dynamical generation of this baryon asymmetry is dictated by inflation—the

entropy production occurring in the reheating phase of inflation would have washed

out any asymmetry already present at the beginning of the Universe’s evolution

[239]. A model of baryogenesis was proposed by Sakharov in 1967 [226], and must
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be accommodated by any fundamental theory capable of addressing the baryon

asymmetry problem. This is commonly translated into three necessary conditions:

baryon number violation, C- and CP-violation, and loss of thermal equilibrium.

While the first condition can be satisfied in the Standard Model by sphalerons, the

second2 and third conditions require it to be extended [240–242]. Departure from

thermal equilibrium can be obtained during a strong first-order phase transition,

which is usually accompanied by a sudden change of symmetry [243]. Within the

Standard Model, this could have occurred during the spontaneous symmetry breaking

of the electroweak gauge symmetry, when the Universe had the temperature T ∼ 100

GeV [244, 245]. In order to assess whether this might have been the case and to

further test its possibility in extensions of the Standard Model, it is important to

discuss the conditions for scalar-field phase transitions at finite temperature.

Quantum fluctuations allow the transition between two vacua of the potential V (~φ),

where ~φ(x) is an m-dimensional real scalar field. When these vacua are not degener-

ate, the false vacuum ~φF—which corresponds to a local minimum—becomes unstable

under barrier penetration, and can decay into the true vacuum ~φT of the potential.

The tunnelling process converts a homogeneous region of false vacuum into one of

approximate true vacuum—a bubble. Far from this region the false vacuum persists

undisturbed [246]. The four-dimensional Euclidean action for this process has the

form,

S4(~φ) =
∫
dτd3x

[1
2

(
d~φ

dτ

)2
+ 1

2(∇~φ)2 + V (~φ)
]
. (6.4.1)

The extension to the description of the tunnelling action at finite temperatures

follows from the equivalence between the quantum statistics of bosons (fermions) at

T 6= 0 and Euclidean quantum field theory, periodic (anti-periodic) in the Euclidean

time τ with period T−1. In the calculation of S4(~φ), the integration over τ can be

replaced by multiplication by T−1 [247], leaving the three-dimensional Euclidean

2There is an insufficient amount of CP-violation in the Standard Model to explain baryogenesis.
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action,

S3(~φ) =
∫
d3x

[1
2(∇~φ)2 + V (~φ, T )

]
, (6.4.2)

with the relation S4(~φ) = T−1S3(~φ). Suggested by the symmetry of the physical

problem, we assume ~φ(~x) to be invariant under three-dimensional Euclidean rotations

[248], and define ρ ≡
√
~x2. The bubble configuration ~φb(ρ) is then the solution to

the Euler-Lagrange equation of motion,

d2~φ

dρ2 + 2
ρ

d~φ

dρ
= ∇V , (6.4.3)

where the gradient of the potential is with respect to the field ~φ. Furthermore, the

boundary conditions are,

d

dρ
~φ(0) = 0 , lim

ρ→∞
~φ(ρ) = ~φF. (6.4.4)

The bubble configuration thus minimises the action in Eq. (6.4.2). The probability

per unit time and unit volume for the metastable vacuum to decay is given by,

Γ
V

= Ae−B/T . (6.4.5)

This is maximised by the bounce,

B = S3(~φb)− S3(~φF) , (6.4.6)

where S3(~φF) is the action evaluated at the stationary configuration ~φF. A complete

expression for the factor A in Eq. (6.4.5) would require sophisticated computations

of differential operator determinants [239]. Instead, an estimate can be obtained

from dimensional analysis, which gives A ' T 4 [249].

Dedicated methods for calculating the nucleation rate, by finding a solution for

the bubble profile ~φb to the non-linear coupled differential equations of Eq. (6.4.3),

exist and have been implemented in publicly available codes such as CosmoTrans-

itions [250] and BubbleProfiler [251]. For the single-field case, both Cosmo-

Transitions and BubbleProfiler use variants of the overshooting and under-

shooting method. In the multiple-field case, BubbleProfiler applies the Newton-
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Kantorovich method [252], which is described in Ref. [253]. CosmoTransitions

instead uses a method that splits the equation of motion into both parallel and

perpendicular components along a test path through field space. The path is then

varied until a configuration is found that simultaneously solves both directions of

the equations of motion. A further code to calculate the tunnelling rates is given in

Ref. [254]. An approach using neural networks to directly learn bounce actions from

potentials was described in Ref. [255]. Recently, a novel approximative approach

for single [256] and multiple fields [257] was proposed, and a new method based on

exact analytic solutions of piecewise linear potentials is outlined in Ref. [258]. Older

numerical approaches to calculating bubble profiles and tunnelling rates include

Refs. [259–262].

6.4.1 Phase Transition with a Single Scalar Field

As a first application of our method to the computation of cosmological phase

transitions, we consider the case of a single scalar field. In this scenario, Eq. (6.4.3)

then has a straightforward classical analogy—it describes the motion of a particle

with a coordinate φ(ρ) subject to the inverted potential −V (φ) and to a peculiar-

looking damping force which decreases with time. The problem then reduces to

finding the initial position φ0, in the vicinity of φT, such that the particle stops at

φF as ρ→∞.

The existence of a solution for this case was proven in Ref. [246]. Starting either too

close or too far from φT would result in the solution missing the final configuration

φF, due to overshooting and undershooting, respectively. The continuity of φ(ρ)

thus implies that there must exist an intermediate initial position φ0 which solves

the boundary conditions in Eq. (6.4.4). The solution presents two limiting profiles,

determined by the ratio of ∆ ≡ V (φF) − V (φT) to the height of the potential

barrier V (φbar). If this ratio is & 1, which corresponds to the thick-wall case, the

particle will overshoot unless its initial energy is similar to V (φF). Conversely, if this
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ratio is small, corresponding to the thin-wall case, in order to avoid undershooting

the particle must wait close to φT until the time ρ ' R, when the damping force

has become negligible. The value of R can be determined exactly in the thin-wall

limit [246] using,

R = 2σ
∆ , (6.4.7)

where the surface tension σ is given by,

σ = lim
∆→0

∫ φT

φF
dφ
√

2[V (φ)− V (φF)] . (6.4.8)

We test our method on the potential [251],

V (φ) = λ

8 (φ2 − a2)2 + ε

2a(φ− a) , (6.4.9)

and set λ = a = 1. Two distinct and non-degenerate minima exist for 0 < ε . 0.3,

with the upper bound representing the thick-wall limit and smaller values of ε

representing progressively thinner cases. A plot of the potential is shown in Fig. 6.4,

for the values ε = 0.01 and ε = 0.3 which we consider as our thin-wall and thick-wall
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cases, respectively.

For the boundary conditions in Eq. (6.4.4), it is clearly not possible to implement an

infinite domain for the training of a neural network, and the divergence in the second

term of Eq. (6.4.3) prevents the equation from being evaluated at ρ = 0. Therefore,

a training domain ρ ∈ [ρmin, ρmax] must be chosen. Since the solution approaches the

boundaries exponentially, it can be safely assumed that the numerical uncertainties

induced by these choices can be neglected, provided that ρmin is sufficiently small

and ρmax is sufficiently large. To help in choosing this domain, the identification of ε

in Eq. (6.4.9) with ∆ in Eq. (6.4.7) can be made, and the bubble radius R calculated.

We then use ρmax = 5R for the thick-wall case, and ρmax = 2R for the thin-wall case

(since Eq. (6.4.7) underestimates the true radius for thick-wall cases). Furthermore,

we use ρmin = 0.01 for both cases. Although these choices may seem arbitrary, we

find that the solution converges provided that the transition point is contained well

inside the domain, and the result remains stable even if larger domains are used.

The boundary conditions then have the form,

d

dρ
φ(ρmin) = 0 , φ(ρmax) = φF . (6.4.10)

Our NN method can then be applied to find the bubble profile by solving the Euler-

Lagrange equation in Eq. (6.4.3). In this context, the NN method corresponds to an

approach where the neural network attempts to apply the minimum-action principle

to the Euclidean action of Eq. (6.4.2). The test-field configuration, defined by the

output layer of the neural network, is then adjusted using backpropagation until

the classical trajectory is found. We discretise the domain into 500 training points

and choose a network with a single hidden layer. For the thick-wall case, we use 10

hidden units with a sigmoid activation function, which we also used in the earlier

simple examples. However, for the thin-wall case, we find that a single tanh unit is

sufficient to achieve very good performance since the solution itself closely resembles

a tanh function. To prevent the network from finding the trivial solution where

the field remains in the false vacuum forever, we first train the network with the
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Figure 6.5: The upper panel shows the bubble profile for the thick-wall potential
(ε = 0.3) in Eq. (6.4.9) for one scalar field, as obtained by our NN method, Bubble-
Profiler and CosmoTransitions. The middle panel displays the numerical
difference between the NN predicted solution and the solutions from the other two
codes. The lower panel shows the differential contribution F̂ to the loss.

boundary condition at ρmin modified to φ(ρmin) = φT so that the network finds a

solution in the vicinity of the correct solution, since the starting point is close to the

true vacuum, before training again with the correct boundary conditions. We use

this two-step training for all phase transition calculations.

Our results for the thick-wall and thin-wall cases are shown in Figs. 6.5 and 6.6,

respectively, together with the CosmoTransitions and BubbleProfiler solu-

tions. While all three methods agree very well for the thick-wall case, there is a

disagreement in CosmoTransitions compared with BubbleProfiler and the

NN approach in the thin-wall case. The dotted vertical line indicates where the

bubble radius should be according to Eq. (6.4.7). Both BubbleProfiler and NN

find a solution that matches the analytic calculation for the bubble radius. Cosmo-
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Figure 6.6: The upper panel shows the bubble profile for the thin-wall poten-
tial (ε = 0.01) in Eq. (6.4.9) for one scalar field, as obtained by our NN method,
BubbleProfiler and CosmoTransitions. The middle panel displays the nu-
merical difference between the NN predicted solution and the solutions from the
other two codes. The lower panel shows the differential contribution F̂ to the loss.
The dotted vertical line shows the analytic location of the bubble radius.

Transitions instead finds a solution with a smaller bubble radius, and therefore a

smaller action and a larger tunnelling rate.

For thin-wall cases, numerical stability is difficult to achieve. It is possible for an

approximate solution to be found, which transitions at a much earlier ρ than it should,

since a translated solution also approximately solves the differential equation [254].

For our method, F̂ can be monitored during the course of the training. During the

early stages of the training where the solution does not yet have the correct transition

point, F̂ will be sharply distributed in the region of the incorrect transition. As the

training proceeds and the solution converges, the function will flatten out until an

accurate solution is found across the entire domain.
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We have shown that the NN achieved very good stability for the thin-wall case using

a single tanh function. We also explored the idea of using an adaptive distribution of

training examples, such that more examples are distributed close to the region where

the transition of the NN solution happens, and this distribution is then modified

over the course of the training. A larger contribution to the loss in this region will

be amplified by having more training examples, which can speed up learning. We

found that the results can be improved by using this procedure, and this is an idea

which could be investigated further in future work.

6.4.2 Phase Transition with Two Scalar Fields

To investigate how well the NN approach can solve the differential equation of

Eq. (6.4.3) for multiple fields, we consider a potential for two scalar fields [250],

V (φ1, φ2) = (φ2
1 + φ2

2)
[9
5(φ1 − 1)2 + 1

5(φ2 − 1)2 − δ
]
, (6.4.11)

which has a local minimum at φ1 = φ2 = 0 and a global minimum near φ1 ' φ2 ∼ 1.

We focus again on the thick- and thin-wall cases, setting δ = 0.4 for the former and

δ = 0.02 for the latter. For the thick-wall potential, we solve the coupled equations

in Eq. (6.4.3) with the boundary conditions,

d

dρ
φ1(ρmin) = 0 , φ1(ρmax) = 0 ,

d

dρ
φ2(ρmin) = 0 , φ2(ρmax) = 0 , (6.4.12)

in the training domain ρ ∈ [0.01, 6] with 500 training points. Again, the NN is built

with 10 units in a single hidden layer with a sigmoid activation function. Since there

are two fields, the NN has two units in the final layer.

The two components φ1 and φ2 of the bubble solution, and the associated path

through field space, are shown in Figs. 6.7 and 6.8, respectively. Once more, Bubble-

Profiler and the NN predictions agree very well, both for the one-dimensional

profiles for φ1 and φ2, and for the path in the φ1-φ2 plane. CosmoTransitions
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Figure 6.7: The upper panel shows the bubble profiles for the thick-wall potential
in Eq. (6.4.11) for two scalar fields, as obtained by our NN method, BubblePro-
filer and CosmoTransitions. The middle panel displays the numerical difference
between the NN predicted solutions and the solutions from the other two codes. The
lower panel shows the differential contribution F̂ to the loss from φ1 and φ2.

shows a slightly different shape for the solutions of φ1(ρ) and even more so for

φ2(ρ), resulting in a slightly modified escape path in Fig. 6.8. The behaviour and

small numerical value of the differential contribution F̂ to the loss suggests that the

NN has converged to a correct solution for the profiles. Since it also agrees very

closely with the result from BubbleProfiler, we conclude that in this case the

BubbleProfiler result is correct. Note also that our NN solution has found initial

positions for the fields which agree with those from BubbleProfiler. In thick-wall

cases, these can differ significantly from the true vacuum φT—these initial positions

have been independently found by the network during optimisation and have not

been used as an input during training.
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Figure 6.8: Calculated solutions for the tunnelling path obtained by our NN
method, BubbleProfiler and CosmoTransitions. The paths range from the
local minimum to the exit point of the tunnelling barrier. Also shown are the
contours of the potential, where the global minimum is denoted by the black dot
and the local minimum by the black cross.

For the thin-wall potential we find that the performance can be significantly improved

if a deeper network is used. BubbleProfiler instead does not find a solution at

all, while the NN agrees very well with the path found by CosmoTransitions.

Since there is not a solution from all three codes, we do not show the plot here.

Thus, we have shown examples where CosmoTransitions or BubbleProfiler

fail to provide a correct result, while the NN approach can cope well with both the

thick-wall and the thin-wall cases.

6.4.3 Scalar-Singlet-Extended Standard Model

As a final example, we study a scenario of phenomenological interest—the extension

of the Standard Model Higgs sector by a single scalar field [263, 264]. Despite its

simplicity, the scalar-singlet-extended Standard Model could potentially provide
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solutions to puzzles such as the existence of dark matter [265,266] and baryogenesis

[267, 268], where a crucial requirement is a strong electroweak phase transition, as

we discussed previously. The tree-level potential has the form,

V (0)(h, s) = µ2

2 h
2 + λ

4h
4 + µ2

s

2 s
2 + λs

4 s
4 + λm

4 s2h2 , (6.4.13)

where h denotes the Higgs field and s the additional Z2-symmetric3 scalar field.

Furthermore, we have the relation µ2 = −λv2
EW, where vEW is the electroweak VEV

at zero temperature. It is possible to consider a scenario in which the potential

barrier separating the symmetric and broken phases is generated already at tree

level [269]. In this scenario, to study the evolution of the parameters with T , it

is enough to include only the high-temperature expansion of the one-loop thermal

potential, which results in thermal corrections to the mass parameters [260] of the

form,

V (1)(h, s, T ) =
(1

2chh
2 + 1

2css
2
)
T 2 , (6.4.14)

where,

ch = 1
48

[
9g2 + 3g′2 + 2(6h2

t + 12λ+ λm)
]
, cs = 1

12(2λm + 3λs) , (6.4.15)

with g and g′ being the SU(2)L and U(1)Y gauge couplings, respectively, and ht

is the Yukawa coupling of the top quark. We then consider Eq. (6.4.3) with the

potential,

V (h, s, T ) = V (0)(h, s) + V (1)(h, s, T ) . (6.4.16)

At high temperatures, the thermal contribution in Eq. (6.4.14) dominates, and the

global minimum is the electroweak- and Z2-symmetric configuration (h = 0, s = 0).

The behaviour as T decreases is determined by the choice of parameters. These

are constrained to the parameter region in which the potential develops a strong

tree-level barrier at the critical temperature TC [269]. In particular, at T > TC after

Z2-symmetry breaking, s acquires a non-zero VEV, 〈s〉 = w, along the 〈h〉 = 0

3This condition could also be relaxed, since in models with no Z2-symmetry the most general
renormalisable potential would have three more parameters [263,269].
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Figure 6.9: The upper panel shows the bubble profiles for the scalar-singlet-
extended Standard Model potential in Eq. (6.4.16), as obtained by our NN method,
BubbleProfiler and CosmoTransitions. The middle panel displays the nu-
merical difference between the NN predicted solutions and the solutions from the
other two codes. The lower panel shows the differential contribution F̂ to the loss
from h and s.

direction. This configuration constitutes a global minimum for the potential. At

T = TC a second degenerate minimum appears at the symmetry-breaking VEV4

〈h〉 = v and at the restored Z2-symmetric VEV, 〈s〉 = 0. Finally, at T < TC the

electroweak minimum (v, 0) represents the only energetically favourable configuration.

The nucleation temperature TN at which the phase transition from ~φF = (0, w) to
~φT = (v, 0) occurs is found from the requirement S3(TN)/TN ∼ 140 [240,270].

As an example parameter configuration, we consider TC = 110 GeV, λm = 1.5 and

λs = 0.65, as used in Ref. [251], and a temperature of T = 85 GeV, which is the

nucleation temperature that BubbleProfiler finds. We thus solve Eq. (6.4.3)

4Note that the VEVs w and v are themselves dependent on the temperature, with vEW the
zero-temperature limit of v.
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with the boundary conditions,

d

dρ
h(ρmin) = 0 , h(ρmax) = 0 ,

d

dρ
s(ρmin) = 0 , s(ρmax) = w . (6.4.17)

We use a neural network with 10 units in a single hidden layer with a sigmoid

activation function, on a training domain of ρ ∈ [0.01, 50] with 500 training points.

To avoid large numerical values in the loss function, we scale all mass parameters in

the potential by vEW. Our result, along with the comparison to CosmoTransitions

and BubbleProfiler, is shown in Fig. 6.9. We find very good agreement between

all three methods to calculate the bubble profiles h(ρ) and s(ρ), and the small values

of F̂ across the domain show that good convergence has been achieved.

6.5 Conclusions

In this chapter, we built upon the capabilities of neural networks for solving op-

timisation problems by using them to find solutions to differential equations. Our

method extended upon existing approaches—where the neural network is included

as part of a full trial solution—by providing the information about the boundary con-

ditions as extra terms to the loss function, so that the output of the neural network

alone is the solution to the differential equation. Furthermore, we showed that the

differential contribution F̂ to the loss can be used as a test for the performance of

the method. The calculation of this quantity is possible because the neural network

simply consists of a series of matrix multiplications with activation functions applied,

and so the solution is fully analytic and thus is differentiable.

We applied this approach to finding differentiable solutions to ordinary, coupled

and partial differential equations, for which analytic solutions are known. Various

network architectures have been studied, and even relatively small networks showed a

very good performance. We further proposed that in regions of numerical stability, it
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can be useful to iteratively extend the domain to find stable solutions over arbitrarily

large domains. We also found that for solutions that vary quickly over a small part

of the domain, it can be numerically beneficial to self-adaptively distribute more

training points in such regions.

To show the applicability of this method to a task of direct phenomenological interest,

we used it to calculate the tunnelling profiles arising in cosmological phase transitions

and compared them to those obtained by CosmoTransitions and BubblePro-

filer. We have presented explicit examples where the neural network finds correct

solutions, while either CosmoTransitions or BubbleProfiler fail. We find an

optimised neural network to be very flexible and reliable, and is able to converge

to solutions for all the examples tested with an accuracy that is competitive with

the dedicated programs for calculating the profiles. However, further work—such as

in developing an approach to choosing the domain sizes for phase transitions in a

more robust way—would be required to develop a fully automated tool using this

approach.

Another idea which is made possible by our new approach to using neural networks

for solving differential equations is that the boundary conditions could themselves

be included as additional inputs to the network. The term in the loss function

that involves the boundary conditions would then obtain its values from these

inputs. This would allow a differential equation to be solved for multiple values of

the boundary conditions simultaneously, with the solution for fixed values of the

boundary conditions recovered by taking a slice along the full solution. We leave

the exploration of this idea to future work. Furthermore, as the entire method

could be extended beyond the calculation of differential equations, we envisage it

to be applicable to a wide range of problems in perturbative and non-perturbative

quantum field theory.





Chapter 7

Summary and Outlook

In this thesis, we have performed several investigations into physics beyond the

Standard Model, with a general focus on improving the precision of searches for

this new physics. Since the Standard Model has been so successful and explains

many observations very well, it has proven to be extremely difficult to know exactly

where to look for any new physics. However, with multiple unexplained phenomena,

clearly the Standard Model is not the complete answer and there has to be something

else that lies beyond it. There are a multitude of techniques, both theoretical and

experimental, that can be applied to help with this search, and we explored some of

them in this thesis.

In Chapter 2 we derived new limits on the parameter spaces of specific extensions of

the Standard Model by considering lepton-flavour-violating decays of τ leptons, which

are currently weakly constrained, but which can be constrained further at future

colliders to obtain more precise limits. Then in Chapter 3 we used electroweak

precision measurements to calculate new bounds on the trilinear self-coupling of

the Higgs boson, which we found to be comparable and complementary to the

existing limits. In Chapter 4 we improved the precision of the calculation of the

cross section for the production of a heavy neutrino via gluon fusion by resumming

threshold logarithms, and found that its rate is increased by approximately a factor of
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three compared with the leading-order calculation. We considered machine-learning

techniques in Chapter 5, where we improved the robustness of an autoencoder used

for unsupervised searches for new physics by combining it with an adversarial neural

network. Finally, in Chapter 6 we developed a new approach to using neural networks

for solving differential equations, and we showed it could be applied to the case of

cosmological phase transitions with a performance that is competitive with dedicated

methods.

There is still a long way to go in the search for an absolute theory of nature that

could explain everything we observe in the Universe, and this thesis makes a small

contribution along the grand path towards doing so. With rapidly improving machine-

learning techniques and advances in computational power, it may be that the best

chance physicists have of making the next significant step is from applying these to

the vast quantities of data that colliders such as the LHC produce. The adversarial

autoencoder we developed in Chapter 5, which can perform model-independent

searches for new physics without being sensitive to the experimental uncertainties,

is an example of such an approach. If these techniques can reveal even a small hint

of where the new physics lies, the advanced theoretical and experimental analysis

methods built up over many decades could then be deployed to hone in on and find

the true theory of physics beyond the Standard Model.



Appendix A

One-Loop Calculation of Gauge

Boson Vacuum Polarisations

In this appendix we describe the calculation for the insertion of a fermion loop into

the electroweak gauge boson propagators. The Feynman diagram for this process is

shown in Fig. A.1.

The fermion loop inside the diagram in Fig. A.1 is the part we calculate, so we will

remove the external gauge boson polarisations. This amplitude is then denoted by

iΠµν
AB(p). It is convenient to break down the calculation by considering the fermion

currents to be left- or right-handed. Since the electroweak gauge bosons couple

to left- or right-handed fermions differently, this makes it easier to build up the

A B
p, µ p, ν

k,m1

k + p,m2

Figure A.1: Feynman diagram for the insertion of a fermion loop into the gauge
boson propagators.
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full vacuum polarisation functions. The relation between the LL, RR, LR and RL

currents is,

iΠµν
LL(p) = iΠµν

RR(p) , iΠµν
LR(p) = iΠµν

RL(p) , (A.1)

which means that there are only two independent loop diagrams to calculate. The

first one is the LL contribution, and using the Feynman rules, this is given by,

iΠµν
LL(p) = −e2µ4−d

∫ ddk

(2π)dTr
[
(iγµ)PL

i(/k +m1)
k2 −m2

1
(iγν)PL

i(/k + /p+m2)
(k + p)2 −m2

2

]
. (A.2)

We can combine the denominators using the Feynman parameterisation,

1
[k2 −m2

1][(k + p)2 −m2
2] =

∫ 1

0
dx

1
(l2 −∆)2 , (A.3)

where,

l = k + xp , ∆ = xm2
2 + (1− x)m2

1 − x(1− x)p2 . (A.4)

Performing a Wick rotation and using the results for the standard scalar integrals

in dimensional regularisation, we get,

iΠµν
LL(p) = ie2µ4−d

(4π)d/2
∫ 1

0
dx

Γ(2− d
2)

∆2−d/2

[(
2xm2

2 + 2(1− x)m2
1

− 4x(1− x)p2
)
gµν + x(1− x)pµpν

]
. (A.5)

The term proportional to pµpν is dropped because it vanishes when it is contracted

with light external fermion currents. Writing the number of dimensions as d ≡

4− 2ε, where ε� 1, we can use the expansion of the gamma function to make the

replacement,

µ4−d

(4π)d/2
Γ(2− d

2)
∆2−d/2 →

1
(4π)2

[
1
ε
− γE + ln 4π + ln µ

2

∆

]
, (A.6)

where γE is Euler’s constant. After stripping off the igµν factor, the vacuum polar-

isation function then becomes,

ΠLL(p2) = e2

(4π)2

∫ 1

0
dx

[
1
ε
− γE + ln 4π + ln µ

2

∆

] [
2xm2

2

+ 2(1− x)m2
1 − 4x(1− x)p2

]
. (A.7)
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If we separate the divergent part from the finite part, we get,

ΠLL(p2) = e2

(4π)2

[
m2

1 +m2
2 − 2

3p
2

ε

+
∫ 1

0
dx[2∆− 2x(1− x)p2] ln 4πe−γEµ2

∆

]
. (A.8)

For iΠµν
LR(p) the calculation is the same except that one of the PL operators is

replaced by PR. The result is,

ΠLR(p2) = − e2

(4π)2m1m2

[
2
ε

+ 2
∫ 1

0
dx ln 4πe−γEµ2

∆

]
. (A.9)

For two vector currents, the result is the sum of all four combinations of the left-

and right-handed currents,

ΠV V (p2) = ΠLL(p2) + ΠRR(p2) + ΠLR(p2) + ΠRL(p2) . (A.10)

Using Eq. (A.1) and plugging in the results from from Eqs. (A.8) and (A.9), we

obtain,

ΠV V (p2) = e2

4π2

[
m2

1 +m2
2 − 2m1m2 − 2

3p
2

2ε +
∫ 1

0
dx[xm2

2 + (1− x)m2
1

−m1m2 − 2x(1− x)p2] ln 4πe−γEµ2

∆

]
. (A.11)

We now have everything we need to assemble the analytic expressions of the vacuum

polarisation functions of all the electroweak gauge bosons. They can be written

entirely in terms of V V and LL currents, and for the insertion of a single doublet of

top and bottom quarks they are [118],

Πγγ(p2) = Nc

∑
i=t,b

(Qi)2ΠV V (∆ii) , (A.12)

ΠZγ(p2) = 1
sc
Nc

∑
i=t,b

[
T i3Q

i1
2ΠV V (∆ii)− s2(Qi)2ΠV V (∆ii)

]
, (A.13)

ΠWW (p2) = |Vtb|2
1
s2Nc

1
2ΠLL(∆tb) , (A.14)

ΠZZ(p2) = 1
s2c2Nc

∑
i=t,b

[
(T i3)2ΠLL(∆ii)− 2s2(T i3Qi1

2ΠV V (∆ii)



160 One-Loop Calculation of Gauge Boson Vacuum Polarisations

+ s4(Qi)2ΠV V (∆ii)
]
, (A.15)

where ∆ij represents ∆ with m1 = mi and m2 = mj.



Appendix B

Analytic Expressions for c̄6

Contributions to S and T

In this appendix, we present the analytic results for the c̄6 contributions to S and

T in terms of the finite parts of the basis integrals, which then require numerical

evaluation. The notation for the basis integrals follows that used by TSIL [135].

For the self-energy integrals B, S, T , U , and M , the first argument is the square of

the external four-momentum. The results are:

S = αec̄6
1024π2s2m2

Wm
4
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Appendix C

Analytic Continuation in SCET

In this appendix, we discuss the source of the subtraction terms required to analytic-

ally continue the integral over the soft-coefficient function ∆β res
gg (z) to negative values

of η ≡ 2aΓ(µ2
s, µ

2
f), which is needed for numerical evaluation. The soft coefficient

function is given in Eq. (4.3.4), while the complete integral is given in Eq. (4.3.1)

with the FO coefficient function replaced by the resummed version.

The integral—which involves a product of PDFs, resummed soft-coefficient function,

and partonic cross sections—converges when integrated over z from τ/ξ to 1 even

though the integrand itself diverges in the threshold region z → 1. However, this

convergence requires that η > 0, as we shall shortly show. The soft-scalar function

s̃Higgs involves powers of the operator ln[Q2(1−z)2/(µ2
sz)]+∂η which act on a function

of η. We will first consider the terms in the soft-coefficient function which involve

the zeroth power of this operator. Up to NLL accuracy, the soft-scalar function is

only required at tree level and is just the identity and so there are no derivatives in

η at this order. Here, the integral over z of the PDFs, soft-coefficient function and

partonic cross section can be written as,

∫ 1

τ/ξ
dzfg/p(τ/(zξ), µf )σ̂(z) z−η−

1
2

(1− z)1−2η
e−2γEη

Γ(2η) ≡
∫ 1

τ/ξ
dz

g(z)
(1− z)1−2η , (C.1)

where only the terms involving z or η have been included. The function g(z) is finite

as z → 1. For simplicity, consider the change of variables z = 1− ω, and write the
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integral from 0 to 1 rather than τ/ξ to 1. This does not affect our argument, but

the non-zero lower limit can be included again with an additional term. The integral

that we wish to study is therefore,

I =
∫ 1

0
dω

g(ω)
ω1−2η . (C.2)

The divergence in the integrand now occurs in the limit ω → 0. The integral itself is

divergent when η < 0, which can be seen from setting g(ω) = 1 and simply carrying

out the integration.

For η > 0, we can write the integral as,

I =
∫ 1

0
dω
g(ω)− g(0) + g(0)

ω1−2η

=
∫ 1

0
dω
g(ω)− g(0)

ω1−2η +
∫ 1

0
dω

g(0)
ω1−2η . (C.3)

We can evaluate the second integral, using the assumption that η > 0, to obtain,

I =
∫ 1

0
dω
g(ω)− g(0)

ω1−2η + g(0)
2η . (C.4)

This is an equivalent expression to the integral that we started with, which was valid

for η > 0. We now wish to extend the range of validity—or analytically continue the

integral—down into negative values of η. To do so, we must determine for which

values of η the new expression for I in Eq. (C.4) is valid. The second term is clearly

valid for any value of η. It may seem that η = 0 would cause a problem, but in our

case we have g(0) ∼ 1/Γ(2η) = 2η/Γ(1+2η) so the factors of 2η cancel and therefore

the second term is valid ∀η. For the first term involving the integral, which we will

denote as I1, we can Taylor expand g(ω) around 0 to get,

I1 =
∫ 1

0
dω

(g(0) + g′(0)ω + g′′(0)
2! ω2 + . . .)− g(0)

ω1−2η

=
∫ 1

0
dω
g′(0)ω + g′′(0)

2! ω2 + . . .

ω1−2η

=
∫ 1

0
dω

(
g′(0)ω2η + g′′(0)

2! ω1+2η + . . .

)
. (C.5)

The first term in this integral now converges for η > −0.5, with the other terms having
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larger validity ranges, and therefore the entire expression in Eq. (C.4) converges for

η > −0.5. By including the addition and subtraction terms, we have been able to

extend the range of validity of the integral.

Now, we would like to extend the range of validity even further. To do this, we must

address the term that caused the expression to not be valid below η = −0.5—this

was the term that was linear in ω in the Taylor expansion. We can apply the same

method that we used previously to add and subtract this term from the integral, to

get,

I =
∫ 1

0
dω
g(ω)− g(0)− g′(0)ω + g′(0)ω

ω1−2η + g(0)
2η

=
∫ 1

0
dω
g(ω)− g(0)− g′(0)ω

ω1−2η +
∫ 1

0
dω
g′(0)ω
ω1−2η + g(0)

2η

=
∫ 1

0
dω
g(ω)− g(0)− g′(0)ω

ω1−2η +
∫ 1

0
dωg′(0)ω2η + g(0)

2η

=
∫ 1

0
dω
g(ω)− g(0)− g′(0)ω

ω1−2η + g′(0)
1 + 2η + g(0)

2η . (C.6)

We can ask the same question again: for what range of η is this expression valid?

The last two terms are valid ∀η. The only issue would be at η = −0.5, but we can

similarly regulate this by pulling an extra factor of 1 + 2η out of the Γ-function. For

the integral term, which we denote as I1 again, we can Taylor expand to get,

I1 =
∫ 1

0
dω

(g(0) + g′(0)ω + g′′(0)
2! ω2 + . . .)− g(0)− g′(0)ω
ω1−2η

=
∫ 1

0
dω

g′′(0)
2! ω2 + . . .

ω1−2η

=
∫ 1

0
dω
g′′(0)

2! ω1+2η + . . . . (C.7)

This integral converges for η > −1, which means that the expression for I in Eq. (C.6)

is also valid for η > −1. The process can then be repeated in the same manner: to

extend the expression further into negative values of η by incremental amounts of

0.5, we must add and subtract in each step an additional term involving an extra

power of ω from the Taylor expansion.

We will now convert back to the variable z = 1− ω with integration limits from τ/ξ
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to 1. We can write the integral in Eq. (C.1) as,

∫ 1

τ
ξ

dz
g(z)

(1− z)1−2η =
∫ 1

τ
ξ

dz
g(z)− g(1)
(1− z)1−2η + g(1)

2η − g(1)
∫ τ

ξ

0
dz

1
(1− z)1−2η

=
∫ 1

τ
ξ

dz
g(z)− g(1)
(1− z)1−2η + g(1)

2η + g(1)
((1− τ

ξ
)2η

2η − 1
2η

)

=
∫ 1

τ
ξ

dz
g(z)− g(1)
(1− z)1−2η +

(
1− τ

ξ

)
g(1)
2η

1
(1− τ

ξ
)1−2η , (C.8)

which is valid for η > −0.5. These are the entire set of addition and subtraction

terms required to analytically continue the NLL result down to η = −0.5.

Beyond NLL, the soft-scalar function s̃Higgs contains higher powers of the operator

ln[Q2(1−z)2/(µ2
sz)]+∂η. In the region η > 0, these terms can simply be computed by

calculating the action of multiple derivatives of ∂η on the function e−2γEη/Γ(2η). The

only complication arises when applying the aforementioned analytic continuation

procedure to extend into negative values of η. The terms involving the action of

the derivative ∂η, and the logarithmic term ln[Q2/(µ2
sz)], can be absorbed into the

function g(z) since they are finite in the limit z → 1. However, the logarithmic term

ln(1− z) diverges in this limit and so we must consider integrals of the form,

∫ 1

τ/ξ
dz
g(z) lnn(1− z)

(1− z)1−2η . (C.9)

Analogously to the earlier procedure, and in terms of an integral over ω from 0 to 1

for simplicity of notation, we can analytically continue the integral down to η = −0.5

using the result,

∫ 1

0
dω
g(ω) lnn ω
ω1−2η =

[∫ 1

0
dω

(g(ω)− g(0)) lnn ω
ω1−2η

]
+ (−1)nn! g(0)

(2η)n+1 . (C.10)

Transforming this expression into an integral over z from τ/ξ to 1 then gives the

exact form of the addition and subtraction terms required to analytically continue

the full NkLL result so that it is valid in the region η > −0.5. One can in principle

extend this further by considering the additional terms in the Taylor expansion of

g(z), although this is difficult in practice, especially since the derivatives of g(z)

involve derivatives of the PDFs.
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