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Abstract

This thesis proposes three novel personalisation models to improve travelers ex-

periences of using constraint-based Travel Recommender Systems (TRSs). Specifi-

cally, the three models are (i) personalisation of a recommended travel plan based

on user-dependent constraints; (ii) maximisation of a function to represent users

satisfaction levels; and (iii) maximisation of user satisfaction levels derived from a

model of conflicts that users frequently experience when travelling as a group.

The first model proposed, Item Constraints Data Model (ICDM) is designed to

tackle the limitations of existing models, i.e. their inability to generate a recom-

mended travel plan based on a variety of constraint types. Our proposed ICDM aims

to overcome this by generating customised travel plans based on specific individual

user-constraint considerations.

Moreover, our ICDM is able to handle specific constraints defined over particular

time periods (e.g., a traveler who wishes to visit outdoor attractions in the after-

noons). Another benefit of this approach is that it permits the use of general-purpose

optimisation algorithms to generate recommended travel plans. We have conducted

an ICDM validation study based on public datasets to compare our ICDMs perfor-

mance against other models. Our ICDM returned good results on these public data

sets when based on a general-purpose optimisation algorithm: Ant Colony Optimi-

sation (ACO). It also performed satisfactorily on a dataset that we assembled from

online sources.

The second model we propose, the Happiness Model (HM), maximises users
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satisfaction levels on a tour based on their likes and dislikes. This is relevant because

existing models are limited by their propensity to maximise the benefits gained by

visiting particular Points Of Interest (POIs) while ignoring other important factors

such as connections and waiting times. The main aim of our HM is to simulate a

users feelings during their travel experience by maximising the main factors affecting

their travel-satisfaction levels. Specifically, the HM optimises travellers journeys not

only based on their particular preferences but also considering their effort spent for

gaining access to their preferences, which is then reflected their overall happiness

level. The validation results demonstrated that the HM model can be used to

maximise user satisfaction and represents an abstract model that is able to handle

any factor likely to affect user satisfaction.

Third, we have addressed the Group Tourist Trip Design Problem (GTTDP),

which involves determining a satisfactory trip plan for a group of tourists visiting

several POIs. Our proposed, Group Tour Trip Recommender Model (GTTRM) is

designed to solve the GTTDP by maximising the group members respective satis-

faction levels and reducing the potential for conflict among group members. The

novelty of the GTTRM lies in the fact that it solves the GTTDP by deciding on

the optimum way to divide up a particular group into a number of sub-groups for

specific parts of the trip. Existing models are limited in this respect because they are

only able to split up a group at the start of the trip and build recommendations for

each group member separately. The results of the GTTRM show that it is effective

at maximising individuals satisfaction levels within a group-travel context.

In summary, this thesis introduces the three novel models mentioned above to

facilitate the building of travel recommendations based on TRSs. Specifically, we

show that by considering TRSs as an optimisation problem, we are able to provide

highly accurate travel recommendations and overcome the limitations of existing

approaches.
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Glossary

In below list, number of words have been used in the thesis, and we clarify the main

meaning we have used it this thesis.

Word Meaning

Node, POI, or item A place can be visited by travelers

Constraint It is a condition

Satisfaction or happiness Represents how much a user is a pleasure about

the activity doing

Personalization Reducing options to match the user’s likes

Traveler, user, or tourism Person is going to move from the city which he/she

lives into another city

Group A group of users

Tour trip, route, Path, or

plan

A set of POIs which are placed in order (Holiday

package)

Top-k Recommendation RSs recommend a list of k items

Package Recommenda-

tion

RSs recommend a set of items

Sequence Recommenda-

tion

RSs recommend a set of items in order

Plan Recommendation RSs recommend a set of items to visit them based

on the recommended time

RSs Domain Areas of applications of RSs
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Static data Is a type of data in ICDM where the data does not

change when the time changes

Dynamic data Is a type of data in ICDM where the data change

from time to another

Dynamic Constraints Constraints that are be customized for different

users (each user can create own constraints)

Trip Constraints It is a condition which is a located to control the

trip

Connection Constraints It is a condition which is a located to control the

traveling between POIs

Item Constraints It is a condition which is a located to choose POIs

Based Constraints All trip must be satisfied

Extra Constraints Based on user preferences (maybe HC or SC)

Hard Constraints or

Must

must be satisfied (maybe BC or EC)

Soft Constraints or Pre-

ferring

Represent the user’s satisfaction

Waiting time or Wasting

time

Represents the time that the user is do nothing

Visiting time Represents the total time to visit a POI

Connection time Represents the total time taking by moving from

a POI to another

Start Point Represents the location which the trip start from

End Point Represents the location which the trip end to

Start Time The time should the traveller start

End Time The time where the traveller should back to the

End point

Trip length or Tmax Represents the total time must the trip not exceed
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User Constraints, User

requirement, or User

wishes

Represents the constraints from the users (always

Extra Constraints see Chapter 3)

POIs Data Represents the POIs information to match it with

the BC and EC

Connections Data Represents the traveling from POI to another in-

formation to match it with Constraints

Activity Represents the visiting

Connection Represents the moving from a POI to another

Group constraints Represents the aggregation of the users’ con-

straints

Group Preferences Represents the aggregation of the users rating

Group profile Representing aggregation the group preferences

and constraints

Splitting a Group Divides the group into subgroup for sometimes to

all

Time Windows Representing the opening/closing time for a POI

User’s Preferences Representing the users likes and dislikes (rating for

different items)
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Chapter 1

Introduction

In this chapter, we present an overview of the research presented in this thesis.

We present the background information first and then discuss the motivations for

developing trip personalization1 models. Next, we state the research objectives of

this thesis and discuss the research questions. Moving on, we present a summary of

the research findings and discuss their importance. Finally, we briefly outline the

structure of the rest of the thesis.

1.1 Background

In this age of information overload, consumers face a multitude of choices: what to

buy, what to wear, what to watch, where to go, and even whom to date. Thus, it

seems evident that some may not have sufficient time or knowledge to be able to

assess all the relevant information thoroughly in order to make optimal choices [48].

For example, in terms of travel, consumers face the problem of deciding which tourist

destinations to visit when they visit a country or area [49], as well as dealing with the

problem of planning a trip1 to a destination they are visiting for the first time [22].

Tourists1 tend to plan trips based on information gathered via digital sources

e.g., travel websites, maps, and travel blogs [14, 22], or traditional sources such as

books, friends, magazines. In a more formal terminology, tourists travelling to a des-

1See Glossary for definitions of italicized words
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tination have many options for choosing which Points Of Interest (POIs)1 to visit

and in which order they will visit them. This presents a challenge because several

constraints1 must also be considered e.g., weather conditions, opening and closing

times for certain POIs, time available for sightseeing, etc. [14, 48, 49, 63]. When

all of these considerations are taken into account, planning a trip that matches a

consumer’s preferences can become a very complicated and time-consuming endeav-

our [8, 14, 20].

1.1.1 Recommender Systems

Recommender Systems (RSs) support users by guiding them to personalised choices

usually based on a large number of options derived from decision-support sys-

tems [20, 42]. Travel Recommender Systems (TRSs) make the planning process

more straightforward [48], and aim to match user’s needs with the characteristics

of their trip [20,48]. In practice, most TRSs are designed to recommend city-based

attractions [48].

When making decisions about a trip, travellers often consider factors such as

time, cost, transportation, weather constraints, etc. TRSs should support (1) sched-

ule planning; (2) the ability of users to change their input constraints; and (3)

the ability to adjust the recommended results based on their own personal require-

ments1 [36].

The main challenges in TRSs research have been identified as: (1) consumption

capability [8,63], (2) trip personalisation [8,63] (3) POI’s availability [115]; (4) travel

time [115]; and (5) diversity of POIs [115]. In addition, the biggest universal problem

facing all TRSs is the limited availability of data, such as user ratings, trip plans,

trip budgets, constraints, etc.

In addition to the scarcity of data, the sparsity of data also presents a challenge

in that only a few travelers may have rated certain POIs. As [111] mentions, it

becomes difficult to learn from such sparse data. Similarly, [14] emphasises that a

critical aspect in all TRSs is having rich enough data on users and POIs. In addi-

tion, most TRS-based systems only focus on well-known attractions [36, 63], which

reduces recommendation effectiveness [36]. After all, most TRSs fail to achieve com-
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prehensive trip plan personalisation [36] because they mostly rely solely on popular

POIs, having no set trip plan, and their limitations in terms of allowing users to

change their requirements [36]. A comprehensive discussion of existing systems and

their limitations will follow in Chapter 2.

Group Recommender Systems (GRSs) are RSs that produce recommendations

for a group of users (rather than a single user). GRS’s complexities stem from

(1) their intricate and interdependent processes, which include aggregating different

users preferences1; (2) processing group members opinions in order to create a single,

unified profile or producing recommendations for each member of the group and

combining these; (3) dealing with various users roles; and (4) presenting the final

recommendations.

In a basic scenario, each group is comprised of individual users, and each user has

their own unique constraints and preferences. The challenge for GRSs is producing

recommendations by taking into account ways to reduce conflicts among users’ and

maximise users’ satisfaction levels.

1.1.2 Tourist Trip Design Problem

The Tourist Trip Design Problem (TTDP), which involves creating a trip plan for

tourists interested in visiting multiple POIs, is defined in [107]. The TTDP is based

on tourists having different preferences for POIs they wish to visit and limited time

for sightseeing; each POI having a set of attributes (e.g., category, location, child-

friendly, admission cost, etc.), and each trip allocating a limited time for sightseeing;

therefore, a TTDP solution should maximise the total score achieved when visiting

a specific POI (where each POI has different scores); the system not only chooses

POIs but also selects the best route(s) between selected POIs.

The TTDP approaches TRSs as an optimisation problem where the TTDP’s

solutions should respect traveller’s constraints and POI’s characteristics [49]. The

main objective of TTDP is to maximise tourist satisfaction1 level by enabling them

to visit high-scoring POIs while taking user’s constraints into account.
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1.1.3 Research Motivations

In terms of employment, the UK’s fastest growing business sector since 2010 has

been the tourism industry; in 2010, the tourism sector accounted for around 9.9% of

the UK’s total GDP [1]. In addition, tourism has both direct and indirect impacts

on the UK’s economy, as well as induced economic effects [68]. The direct contribu-

tion of the UK’s tourism industry to the economy is in supporting service industries

such as the hotel industry and encouraging improvements in accommodation facil-

ties, the restaurant sector, transportation links, etc.). The indirect contributions

of the tourism industry to the country’s economy is in supporting private tourism

investment spending while the induced contribution of tourism benefits economic

sectors such as the leisure industry and retail [68].

The economic benefits of enhancing the tourism industry’s performance has mo-

tivated computer scientists to develop new tourism-industry specific tools to provide

personalised recommendations that suggest recommendations based on users’ own

unique constraints and preferences. For these reasons, a number of notable studies

have addressed this research area from a range of different academic disciplines [24].

Other motivations for researching personalisation models include:

• Providing automated tour trip plans.

• Increasing users’ trust in RSs.

• Improving the quality of recommendations for travellers.

• Reducing running costs by reducing search-related processing.

1.2 Research Objective

This thesis’ wider motivation is to maximise tourists’ satisfaction1 with their trip

by developing models to personalise users’ trips. While past studies have focused

on creating algorithms or predictions to maximise tourists’ satisfaction with their

trip, accomplishing this aim by designing a dynamic model to handle different types

of constraints represents a gap in the literature. Therefore, the aim of the present
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study is to develop efficient RSs techniques to support users in building their trips

while maximising their satisfaction levels.

• Existing models are unable to handle arbitrary users’ constraints. The types

of constraints existing models handle are hard-encoded into them instead of

being user-customisable variables. Thus, developing a data model which can

customise users’ constraints related to gathering data on the time users have

available is the first objective (see Chapter 3 and 4).

• Customising key trip factors (i.e. visiting times1, connection times1, and wait-

ing times1) is the second objective (see Chapter 5 and 7).

• Developing an algorithm for a group of travellers which maximises the users’

satisfaction1 levels and minimises the conflicts among the individual group

members (see Chapter 6).

Research Questions This thesis explores the following Research Questions

(RQ):

• RQ1: How can user constraints be formally modelled in order to customise

constraints1 for each traveller?

• RQ2: How can trip modelling be based on various types of activities and how

can modelling these activities affect the trip? (Note: this offers an alternative

to existing POI-centred TRSs. Here, instead of optimising selections over set

of places to be visited, we optimise over the time spent).

• RQ3: How can the different constraints within a group of travellers be mod-

elled and how can we maximise group members’ satisfaction1 levels? (Note:

splitting the group into sup-groups by taking a decision when building the

recommendations improves the group users’ individual satisfaction levels).

1.3 Summary of Contributions

This thesis makes three major contributions to the field of Recommender

Systems in terms of the relevance of personalised recommendations based on user
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constraints and preferences. These are:

• Development of The Item Constraints Data Model (ICDM) which deals with

different types of constraints to recommend trip plans based on user’s con-

straints1.

• The development of the Happiness Model (HM) to maximise user’s satisfac-

tion1 levels.

• Development of The Group Tour Trip Recommender Model (GTTRM) which

is an algorithm designed to maximise the individual satisfaction levels among

a group1 and reduce the conflicts among group members.

Several other minor contributions have been made by this thesis:

• Collecting a real-world dataset (Durham Dataset), which has unique charac-

teristic such as price, child friendly POIs etc., for travellers (see Appendix

A).

• Developing the Flexible Travel Recommender Model (FTRM) which is an ab-

stract model for the Orienteering Problem (OP) (see Chapter 4).

• Investigating the main factors affecting traveller’s satisfaction levels, which

also affect user’s happiness ratings (see Chapter 5).

• Developing the The Constraints Data Model (CDM), which was extended from

the ICDM to deal with different user constraints1 within a group of travellers

(see Chapter 6).

• Developing the Generalized Multi-Objective Orienteering Problem (GMOOP),

which is a model converting multi-objective optimisation into a single objective

model (see Chapter 7).

These contributions will be further discussed in Chapters 3 to 7.
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1.4 Research Importance

Perhaps the most important aspect of this thesis is improving trip personalisa-

tion based on user’s constraints. The greatest impact of increasing personalisation

performance is maximising users’ happiness1 levels. Indeed, tourism studies and

happiness research have caught the attention of various researchers from different

disciplines [33].

Specifically, it is important to utilise technological solutions to both maintain

and improve the tourism sector. Indeed, because each traveller is subject to different

types of constraints and preferences, identifying an optimal trip plan in TRSs means

that the search space grows exponentially as the number of options increase. This

also means that the search space is too large to carry out an exhaustive search within

an acceptable timescale [24].

The key findings of this thesis are

• Using the ICDM, it is feasible to handle different types of user constraints1

(see Chapter 3 and 4).

• The proposed Happiness Model, is an abstract model that can deal with all

the factors related to user’s satisfaction1 on a particular trip (see Chapter 5

and 7).

• Our Group Tour Trip Recommender Model can be applied to reduce the con-

flicts among group members and maximise users’ satisfaction levels by splitting

the group into sup-groups.

1.5 Thesis Structure

This thesis is organised into eight chapters and contains research undertaken at the

University of Durham between October 2016 - September 2019.

• Chapter 2 provides an overview of the RSs and presents relevant studies.

The different RSs models, types, and techniques are also discussed. Previous

research into TRSs and GRSs is also presented.
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• Chapter 3 introduces the ICDM, and the data and constraint types that are

used in the model. It explains in detail the ICDM’s mechanism of operation,

which is then employed to implement various existing models.

• Chapter 4 presents the Flexible Travel Recommender Model (FTRM) which

is a general model for the OP extended from the ICDM. We present com-

prehensive experiments on the different models (the OP and its extension).

Moreover, a real-world dataset (Durham Dataset) is used, and various scenar-

ios are examined to explore the ICDM’s features. Finally, the general- pur-

pose algorithm, Ant Colony Optimization, is developed to build recommended

plans.

• Chapter 5 introduces the HM, which is a novel model to maximise travellers’

satisfaction1 by building the most enjoyable trip possible. Next, an evaluation

of the HM based on public datasets is provided, and the different impacts of

changing particular preferences on a trip are explained.

• Chapter 6 proposes the Group Tour Trip Design Problem (GTTDP) which

defines the problem of a group of travellers who are interested in visiting

multiple POIs. The GTTRM is introduced to solve the GTTDP based on

real-world dataset (Durham Dataset), and different groups of travellers’ data

are described in the chapter.

• Chapter 7 presents the Generalized Multi-Objective Orienteering Problem

(GMOOP), which is a model to solve multi-objective optimisation by convert-

ing it into a single objective. A comparison between the results of the existing

models and the GMOOP is provided.

• Chapter 8 concludes the main context of this thesis and summarises its con-

tributions. The limitations and future work of the research are discussed.
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Chapter 2

Background and Literature

Review

This chapter presents the background and a critical literature review of the relevant

research on Recommender Systems (RSs). It reviews the problems and algorithms

in the state-of-the-art works and discusses the various types of limitations and mod-

els that are employed in Travel Recommender Systems (TRSs) research. In detail,

Section 2.1 defines RSs, and highlights the importance of RSs for users and busi-

nesses. Furthermore, it also describes the approaches to processing and producing

recommendations.

Section 2.2 presents the main RSs models and reviews the existing works on these

models. Additionally, it compares these models and details the drawbacks of each

one in turn. Section 2.3 defines TRSs and outlines their importance. In addition,

it compares TRSs with other RS applications. Section 2.4 illustrates the main

types of TRS recommendations (in terms of their types of outputs) and compares

TRS recommendations types. Section 2.5 analyses and summarises the different

techniques that have been used in RSs in general and in TRSs specifically. Section

2.8 presents a review of Group1 Recommender Systems (GRSs) and addresses the

research gaps relevant to the existing proposed recommendation solutions.

1See Glossary for definitions of italicized words

10
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2.1 Recommender Systems

Recommender Systems (RSs) are defined as systems that support users by guiding

them to personalized items based on a huge number of options derived from decision-

support systems [20,42]. Another definition by [35] defines RSs as a means to collect

user preference1 information for a group of items in order to provide consumers with

recommendations and predictions.

RSs are becoming ever more diverse because of their ability to exploit different

types of input data such as user ratings, item attributes, user specifications, and

domain knowledge to produce recommendations [4]. In addition, RSs represent a

web-based technology that proactively provides suggestions for items of interest to

users based on their browsing behavior or explicitly-stated preferences [85]. In an-

other definition, RSs collect data on users preferences for a set of items such as

movies, songs, books, and travel destinations. This data can be captured either

explicitly, for instance, via collecting users ratings, or implicitly, such as via mon-

itoring user behavior: visiting a particular place (physical or online) or buying a

particular item.

In addition, Bobadilla et al. have mentioned that an RSs can also employ user

demographic data such as age, gender, or nationality. Further, social media infor-

mation such as Twitter followers and those followed, Instagram pages and Facebook

posts are also commonly used. On top of this, the Internet of Things (IoT) has

also attracted searches by providing the use of information such as GPS locations

and RFID chips [17]. Hence, Aggarwal mentions that the goals of RS are predicting

problems for which relevant items are recommended and producing top-K 1 items

for users [4].

2.1.1 The Importance of RSs

In recent years, public awareness of RSs has grown exponentially [4]. Nowadays,

numerous online retail companies have applied RS-based applications [43], and such

systems play important roles in the information and e-commerce ecosystem [40].

RSs have also drawn significant interest from industry. For example, Amazon has
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used Collaborative Filtering (a type of RSs which will be explained in the next

section in more detail) for a decade to recommend products to their customers [40].

In addition, Netflix has evaluated the importance of recommendation techniques

for its movie rental service worth $1M as part of the well-known Netflix Prize in

2009 [40]. Naturally, people also rely on recommendations from their friends and

experts in making their decisions and exploring new material [40].

2.1.2 The Processing of RSs

In general, we can categorize RSs processing approach into three steps: (1) Data

processing, (2) Algorithm processing, and (3) Output processing. Figure 2.1 presents

an overview of systems processes upon which RSs are based.

Input Output

Process

Figure 2.1: Overview of systems processes

First, input processing in RSs is divided into (1) explicit and (2) implicit. In the

former, data is entered by the user to clarify the preferences while the latter involves

RSs collecting data about the user whilst the user using the system. There is a large

volume of published studies on RSs that focus on Data Processing.

Second, algorithm processing can be defined as the procedures used to produce

recommendations. For instance, where a user enters their preferences1, the algorithm

processing should use these preferences to produce recommendations.

Third, output processing presents how RSs provide recommendations where many

forms of recommendations are available, such as k-top, package1, sequence1, and

plan1. Furthermore, explaining these recommendations is also included as a part of

this processing.
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2.2 Recommender Systems Models

The basic RS models are divided into five main categories: (1) Collaborative Filter-

ing (CF), (2) Content-Based (CB), (3) Knowledge-Based (KB), (4) Hybrid-Based

(HB), and (5) Demographic Filter (DF). First, CF uses the synergic power of items

rated by numerous users to provide recommendations [4]. Second, Bobadilla et al.

define the CB approach as providing recommendations based on a users past choices

or by analyzing certain content such as text, images, and sound to identify simi-

larities [17]. Third, in the case of knowledge-based recommender systems, these

are based on user requirements explicitly rather than the previous history of the

users [4]. In addition, the hybrid-based approach produces recommendations by

combing more than one recommender system to take advantage of the strengths of

certain methods and avoid the weaknesses of others. Finally, the DF approach col-

lects users characteristics to produce recommendations [4]. The following sections

will explore these RS models in more detail.

2.2.1 Collaborative Filtering

As CF utilises similarity in user actions, ratings, and behavior to produce recom-

mendations, Bobadilla et al. commented that this method is based on the historical

processing of human decisions [17]. However, CF makes predictions ratings for items

which are not consumed by the user. Equally, Schafer et al. define CF as collect-

ing data and using filtering techniques based on users previous opinions of items

or the history of their previous purchases [89]. In addition, Ekstrand et al. ac-

knowledge that CF is a popular RS algorithm which is based on the predictions and

recommendations or behavior of other users in a particular system [40].

Furthermore, Hernando et al. confirm that RS based on CF can be classified

into two types based on algorithms used to predict users tastes: (1) those based on

memory, and (2) those based on models [16,58].

Memory-based collaborative filtering involves finding similar users similar to a

target user in a system to predict their ratings for items they have not yet rated [3].

Memory-based methods are also called neighborhood-based collaborative filtering
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algorithms [4] because they focus on neighboring users. In addition, Bobadilla et al.

confirm that the most extensively-used algorithm in CF is the K-Nearest Neighbours

(kNN) [17]. kNN is executed in three steps: (1) identifying the user’s neighbors,

(2) combining the users’ ratings for items which have not yet been rated by the

user, and (3) predicting the top-k recommendations [17]. Equation (2.2.1) shows

the mathematical calculation used to find similarity between users u and v where

rvi denotes the user v rating for item i, and r̂v presents the average rating for user

v.

Wuv =

|N |∑
i=1

(rui − r̂u) (rvi − r̂v)√
(rui − r̂u)2

√
(rvi − r̂v)2

(2.2.1)

In systems that use vast amounts of data, scalable algorithms are needed to

cope with such quantities of information. Likewise, model-based methods are based

on traditional machine learning. Model-based approaches operate in two phases:

a learning phase and a prediction phase [4]. Such models can predict the ratings

of items for users very quickly when the learning phase has been completed [58].

Hernando et al. claim that such models provide better prediction accuracy [58].

Bobadilla et al. mention the most extensive models which have been used for this

purpose, including Bayesian classifiers, neural networks, fuzzy systems, genetic al-

gorithms, latent features, and matrix factorization [17].

2.2.2 Content-Based

CB uses items attributes to which users have linked in the past to provide recom-

mendations [43]. In other words, CB uses the content of items rated by users to

recommend them to other users [82]. For example, if a user had watched a fiction

movie in the past, the CB method might recommend other recent fiction movies the

user has not yet seen [17]. In addition, Bobadilla et al. declare that in CB, text,

images, and sound can be analyzed to provide recommendations [17]. Felfernig et

al. emphasize CBs strength is that because historical data is available, CB does not

require any additional information [43].
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2.2.3 Knowledge-Based

KB provides recommendations based on inference algorithms that analyze the cor-

relations between users preferences1 and items [26]. KB is based on ontologically

based technology which is a powerful tool for intelligent inference [26]. In addition,

Ricci et al. mention that KB provides recommendations by matching certain items

with users needs [87]. However, each RSs method has its own strengths and weak-

nesses, and the KB approach is applicable to applications where the items needed

are very rare, or new items of the same type as other items are different, such as

when purchasing a car, for example. However, clearly, a 2010 Vauxhall Corsa does

not share the same attributes as a 2019 Vauxhall Corsa, for instance. Another ex-

ample is buying a house, which is a very rare action: each person will have different

requirements.

2.2.4 Demographic Filtering

DF involves using demographic information to detect the type of users interested

in certain items [83]. Table 2.1 shows information on the gender, age, education,

etc. of users that rated the Superbad and The Dark Knight movies. From the

information in Table 2.1, DF should be able to predict which type of user likes a

particular movie. In other words, the RSs are able to produce recommendations

for users based on the demographic information which is collected, and DF is used

when new users signed to the RSs.

Table 2.1: An example of demographic information of users who rated movies with

the rating

Users Gender Age
Post
code Eduction Employed Superbad

The
Dark

Knight

Sam M 22 DH1 Undergradaute Full Time 4 1

Mikel M 25 DH1 Postgraduate Part Time 5 4

Sarah F 29 DH1 Postgraduate Part Time 3 2

Tom M 27 DH1 Undergradaute Full Time 4 5
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2.2.5 Hybrid Approaches

Hybrid Approaches (HA) combine different RS models or algorithms to produce bet-

ter accuracy and avoid the drawbacks of individual RSs methods [25,26]. Moreover,

Ekstrand et al. find that HA outperforms individual algorithms in some applica-

tions [40]. In addition, Burke mentions several combinations of methods that have

been used including Weighted, Switching, Mixed, Feature-combining, Cascading,

Feature-augmenting, and Meta-level [25]. Furthermore, Ekstrand et al. emphasize

that HA has proven to be a powerful technique in the Netflix Prize; the winner

combined 100 separate algorithms [40]. The two most-combined RS models are CF

and CB, and one technique used in HA involves switching from an RS model to

another based on the demands of the current situation.

In conclusion, we need to consider which RS models are the most powerful. CF

and CB have been the most-studied models over the past decade [82]. CF suffers

from the sparsity problem while CB suffers from a failure to recommend particular

items because a user did not rate any items using a specific keyword. In addition,

the kind of data that is available will determine which RS model is chosen. For

example, if insufficient details about specific items were given, it would be difficult

to use CB as it relies on item content.

2.3 Travel Recommender Systems

Travel Recommender Systems (TRSs) are RSs designed and built for traveling ac-

tivities such as selecting accommodation, restaurants, or POIs. The main aim of

TRSs is to make the planning process more straightforward [48], and match user’s

needs with the characteristics of their trip [20,48].

However, TRSs face four critical challenges. First, the availability of travel

data is much scarcer than other traditional items such as movies. Second, TRSs

handle a range of different items they should recommend to users that satisfy their

requirements such as POIs and restaurants, and there is a complicated relationship

between these items; for example, after having lunch in a restaurant, users may

like to go to a POI where they can walk in open space, such as park. Third, user
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preferences1 in TRSs are a challenge because of the extent to which ratings are

available. Fourth, in TRSs, items can depreciate over time and this may occur more

quickly than traditional items for a recommendation; also some items in TRSs are

related to particular seasons such as skiing in winter months [71]. Moreover, in some

situations where multiple criteria are taken into account (e.g. ratings, cost, time,

and group satisfaction), TRSs are time-critical and budget-critical. In addition,

users usually have constraints on POIs or budgets, and so TRSs should consider

these constraints.

2.3.1 The Importance of TRSs

TRSs play an essential role for users, governments, and businesses. As we discuss

the types of TRSs in the next section based on type, we now need to highlight the

importance of TRSs.

Importance for Users

TRSs offer user the following benefits:

• Time-efficiency.

• Providing users with their preferred items with great accuracy.

• More easily allowing changes to plans based on user requirements1.

Importance for Governments

TRSs offer governments the following benefits:

• Increasing the number of tourists visiting their country.

• Effective analysis of users’ preferences and requirements.

• Enabling a diverse range of tourists to visit the country.
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Importance for Businesses

TRSs offer businesses the following benefits:

• Increasing profit margins.

• Increasing user/customer satisfaction1.

• Better understanding of users wants and preferences.

2.3.2 Comparison between TRSs with other domains

TRSs offer several unique attributes that other RS domains do not. Table 2.2

illustrates the essential characteristics of TRSs compared with several different ap-

plications. First, the cost of undertaking these activities varies: watching movies or

listening to music is not usually expensive because users can benefit from a standard

membership with some providers such as Netflix, and watching the news or reading

the news is mostly free. However, the cost of exercise classes may be more expen-

sive than movies and music because exercise recommendations tend to operate over

several weeks, and travel activities are more costly still compared to these previous

activities. Second, some RS domains1 contain different types of items; for example,

when booking trips, travelers will need to select accommodation, POIs, and din-

ing options. Another example: in Exercise RSs, users might need to select specific

activities in order to achieve their goals such as exercise classes, diet options, and

sleep periods. However, in other domains, most of the recommendations consist of

the same item types. Third, some activities are carried by more than one user, such

as watching a movie with the family and listening to music in the gym. Table 2.2

shows that most of the RS domains are applicable for groups of users except exercise,

which generally needs to be personalized to only a single user. Fourth, most of these

activities take from 30 minutes to three hours, except the TRSs and Exercise RSs,

which might take days or weeks. Fifth, most of the activities are undertaken daily

or weekly except the TRSs where most travelers take one holiday each year. Sixth,

while user satisfaction is an essential factor in all RS domains, TRSs are critical for

producing user satisfaction because usually, users take a trip with a long working
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term. In other words, users are waiting for their holiday to begin so they can rest

and have fun; in this case, users know they will have to wait another year for their

next holiday.

Table 2.2: Comparing the TRSs and other domains

Domain Price Multi-items Group
Time

consuming Repeats
User

satisfaction1

TRSs $$$$ • • • Yearly Critical

Movie RSs $ • Daily Important

Music RSs $ • Daily Important

News RSs • Daily Important

Exercise RSs $$$ • • Weekly Important

2.4 Recommender Systems Types

As RSs are used in a diverse range of applications, RSs are designed to personal-

ize1 the specific options available; therefore, RS outputs are grouped under four

categories: (1) Top-k recommendation, (2) Package recommendation, (3) Sequence

recommendations, and (4) Plan recommendations.

2.4.1 Top-k Recommendation

Most RSs are built to produce top-k items, and these types of recommendations

use different techniques (see Section 2.5). Top-k recommendations are suitable for

some domains such as movie [69] and music [116] recommendations. This type

of recommendation is mainly concerned with identifying the top-k items that a

particular user may like.

Figure 2.2 shows an example of a movie top-k recommendation procedure. The

top part of Figure 2.2 shows five movies with each users rating represented in stars.

The user who rated these movies has not watched all of them, so the movies: Incep-

tion and The Departed are shown as question mark to show there is no information

about if the user likes these movies or not. Next, the middle of the figure shows
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the main part of the RS (the RSs engine), which aims to predict the ratings of

the unknown items. Then, the RS engine orders the items based on the score, and

produces a top-k recommendation, which is shown at the bottom of the figure.

March 19, 2020



2.4. Recommender Systems Types 21

Avengers:	
Infinity	War Fight Club Inception The Matrix The Departed

?
?
?
?
?

?
?
?
?
?

RS	Engine

Avengers:	
Infinity	War

Inception

The Matrix

Fight Club

The Departed

Figure 2.2: Example of a movie top-k recommendation processing to produce rec-

ommendations
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2.4.2 Package Recommendation

Most RSs produce lists of single recommended items rather than composite rec-

ommendations, which are called package recommendations (as mentioned above, in

many situations, package recommendations are used in applications such as health-

care planning, travel planning, and course recommendations for students). In ad-

dition, generating package recommendations is a challenge because sometimes the

recommended package is comprised of different types of items. For example, in

healthcare planning, the package may include medication, food items, and blood

samples at different times, and in travel packages, people travel as groups or cou-

ples. Also, they do not usually visit just one POI, but are likely to visit many.

In TRSs, it is important that the system recommends a package rather than

individually recommended items. In TRSs, the recommended package may consist

of different types of items such as accommodation, POIs, transportation, and food

or restaurant options. Not only packages consist of different items, but also each of

these items is subject to certain constraints such as opening times, availability or

suitability for different seasons. In addition, another challenge for package recom-

mendations is that different types of items in a package must consider item order,

and some items should not appear more than once in a particular package. For

example, if we consider a package that represents one day’s travel, it should not

feature more than one accommodation option although it should feature more than

one POI.

More recently, certain researchers have tended to support package recommenda-

tions without appearing to consider item constraints. For example, [6, 9, 23, 38, 67,

109] have produced package recommendations although these papers did not con-

sider recommendations for groups. Also, in [38, 67, 109], these papers only focus on

recommending packages featuring the same types of items.

In [71], the authors designed a model called Tourist-Area-Season Topic (TAST).

This represents different packages and tourists, and the authors proposed a cocktail

approach to producing recommendations. However, the shortcoming of this work is

that the dataset relied solely on data from travel agents and dealt with packages

only, whereas, in fact, many POIs are not usually considered by travel agents, such as
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parks for instance. In addition, not all packages from travel agents are personalized

to suit users, so RSs should produce packages consisting of individual, personalized

items for users.

In [60], Interdonato et al. presented a framework that produces recommendation

packages based on individual users and ignores user constraints. Therefore, the most

important aspect of travel is that many people choose to travel with others and not

alone.

In [110], Xie et al. set out their design for CompRec-Trip, an RS that generates

package recommendations for travel planning. The advantages of this approach

are that it considers both time and financial cost when producing recommendation

packages. However, the shortcomings of this research are that (1) it considers only

one type of item such as POIs, although, in fact, travel packages consist of different

items such as hotels, POIs, and restaurants, etc., (2) the proposed system is only

suitable for individual users, (3) considering constraints such as cost is not enough

because users and items are also subject to constraints such as opening times.

In [109], Xie et al. proposed a recommender system to produce package recom-

mendations that consider cost although it does not consider groups.

2.4.3 Sequence Recommendation

While sequence recommendations are similar to package recommendations, the order

of items is critical in sequence recommendations. Even though some researchers have

used different names such as plan or routes, these RSs share the same characteristics

of sequence recommendations, which are providing a set of items in a specific order.

The most unique and important element of this approach is ordering items in a way

that satisfies the user(s). In the tourist domain, based on photos taken by travelers,

researchers have built sequence recommender systems for such users, such as in [63].

2.4.4 Plan Recommendation

When items should be consumed between time windows or at a specific time, we

need to compare Plan Recommendations (PRs) with other RSs. PRs are considered
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as combinatorial optimization problems and lacking in data, varieties of taste, large

numbers of options; in addition, many other limitations mean that using PRs to

solve such problems is a complicated process. For example, a trip plan has a start

time and end time, and between these times, the RS chooses items based on different

techniques. The related work on PRs is divided into (1) Planner algorithms such

as [49], and (2)Planner prototypes such as [104]. The algorithm approach focuses

on improving algorithms and running times. The prototype approach deals with

planner systems altogether from data collection to building the plan for users.

A few papers consider the constraints from both the user’s perspective and the

item-based perspective. In [51, 59, 100], they propose a TRS that considers both

time and cost constraints but ignores other important constraints. [50], Ge et al.

propose a cost-aware RS which combines cost preferences and user interest. This

system is based on a latent factor model that connects a set of variables to a set

of latent variables. However, considering finance and time constraints alone does

not increase the quality of personalized recommendations. In [59], the researchers

propose an algorithm based on the knapsack problem to produce travel package

recommendations that consider both time and cost.

However, in [41, 53, 63, 115], the authors consider other constraints such as dis-

tance, users’ interest, and seasons.

In [115], Zhang et al. formulate a TRS to provide package recommendations

that maximize user satisfaction while considering various constraints. This study

considers specific constraints such as (1) total traveling time, (2) each POI’s opening

times, (3) travel time between POIs, and (4) the different categories of POIs in

a package. This study aimed to identify an optimal solution to provide package

recommendations that maximize user happiness. In this work, the authors did not

consider groups of users, user constraints, or POI constraints such as room size.

Moreover, Fang et al. proposed a novel framework called the Package-Attraction-

based Trip Recommender (PATR) to recommend trip packages with multiple con-

straints [41]. This method considers time, financial cost, and user’s interest.

In [63], Jiang et al. designed a TRS that recommends travel packages considering

cost, time, and season. The proposed method was based on multi-source social media
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which used photos as the dataset. Also, Gionis et al. developed a framework that

provides travel package recommendations considering budget, distance, and time

constraints [53].

2.4.5 Comparing Between the Recommendations Types

Table 2.3 presents the main differences between the RS types. Firstly, each type of

RS is applicable to specific domains1. For example, Top-k is applicable to movie

and music RSs. Secondly, all types of RSs produce more than one item as a rec-

ommendation, whereas the Top-k produces only one item. In other words, the item

consumed in Top-k is must be only a single item, wherein in other types, the con-

sumption of items is more than a single item together. Third, as the last three types

of RSs (Package, Sequence, and Plan) produce more than one item, these items may

consist of different types. For example, meal-specific RSs might recommend the

specific ingredients, cooking utensils, and equipment needed to cook a certain meal.

Fourth, in Sequence and Plan recommendations, the order is important where other

items are not required to be consumed in order. Finally, in Plan Recommendations,

each item is allocated to a specific time or between specific time windows in which

the item must be consumed. For instance, Travel RSs produce recommended plans

where each item in the plan should be visited at an allocated time.

Table 2.3: Comparison between the recommendations types

Features Top-k Package Sequence Plan

Domain Movie, Music Trip, Meals Healthcare Travel

Items No 1 1 < 1 < 1 <

Items Type 1 1 ≤ 1 ≤ 1 ≤

Items’ Order • •

Time •
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2.5 Recommender Systems Techniques

Combinatorial optimization problem [104], several data mining algorithms [73], and

automatic clustering [78] are some of the techniques that are used to build RSs.

Specifically, we have classified RS techniques into RSs based on previous data and

RSs not based on previous data.

2.5.1 Recommendations Based on Previous Data

Most RSs produce recommendations based on user’s historical data. In other words,

the data on users’ consumption or item properties are needed to analyze these data,

and RSs calculate the probability that users might like or dislike unconsumed or

unrated items. Thus, CF and CB are classified as based on user’s historical data.

A variety of data have been used to produce recommendations such as those based

on images [63, 111], check-in data [113, 115], and tourism companies, etc. , [57].

In addition, many different techniques and frameworks based on data-mining have

been proposed to build recommendations [17].

Despite using different dataset or methods, TRSs are unique and different from

most RS domains because: (1) most of the datasets are very sparse, (2) most of

the time, people travel as groups, and so TRSs should consider this as Group Rec-

ommender Systems (GRSs), (3) trip budget and time limitations, (4) a variety of

user’s requirements and preferences, (5) attraction constraints, (6) travel seasons,

(7) travelers visit multi-attractions in a single visit, and (8) a trip composed of a set

of attractions such as hotels, transportation, cities, and streets.

2.5.2 Recommendations not Based on Previous Data

The previous data does not support RSs to produce recommendations because, in

some situations, old data is non-essential and not part of processing recommenda-

tions. Namely, some domains in RSs do not rely on consuming user data but rather,

are based on user’s requirements or specifications.

In addition, this approach is applied in applications where the items required are

very rare, or new items of the same type as other items are different, such as when
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purchasing a car. However, as mentioned above, a 2010 Vauxhall Corsa does not

share the same attributes as a 2017 Vauxhall Corsa, for instance. Another example

is buying a house, which is a rarely undertaken action, and each person has different

requirements.

Important to realize that KB is classified in this approach because KB does not

require any historical data. As an illustration, TRSs are unique comparing to RSs

because of the reasons mentioned in the previous section (see Section 2.5.1).

Table 2.4 shows the main differences between the different RS techniques. First,

data is captured Explicitly (E) and Implicitly (I) in the methods based on histor-

ical data, and the techniques which are not based on historical data use explicitly

captured information. Secondly, if the methods are using historical data, these data

need to be analysed to produce recommendations. Third, the first type of RS tech-

niques must be provided with enough data to produce recommendations, whereas

the second type of methods request only basic information to provide recommenda-

tions. Fourth, the former RS techniques are designed to analyse the data, whereas

the latter are more dynamic because they are designed to customize the data based

on the user’s requirements. Finally, the first type of methods suffer from several

limitations, such as cold-start users, sparse data, etc.

The next section will explain other problems similar to those affecting TRSs,

and explain why the solutions to these similar problems are inadequate for solving

TRSs.

Table 2.4: Comparison between the RSs techniques

Features Based on Previous Data Not Based on Previous Data

Captured Data E & I E

Analysing User data •

Amount of Data Enough Basic

Dynamic •

Drawbacks •
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2.6 Similar Models to TRSs

This section provides an overview of the other models that are similar to TRSs.

2.6.1 Tourist Trip Design Problem

The Tourist Trip Design Problem (TTDP), a trip plan for tourists interested in

visiting multiple POIs, has been defined by [107], and TTDP represents the TRSs.

TTDP is based on tourists having different POIs to visit and limited time for sight-

seeing; each POI has a set of attributes (e.g., category, location, child-friendly,

admission cost, etc.), and each trip has a limited time for sightseeing; therefore,

the TTDP should maximize the total score generated when visiting a specific POI

(where each POI has different scores).

Moreover, this system not only chooses POIs but also selects the best route(s)

between selected POIs. The solutions provided by TTDP should respect traveler’s

constraints and POI’s characteristics [49]. The main objective of TTDP is to max-

imize tourist satisfaction1 by allowing them to visit high-scoring POIs while taking

the user’s constraints into account.

Most of the following models partly solve the TTDP where we have introduced

an abstract model (see Chapter 3 & 4).

2.6.2 Travelling Salesman Problem

T he Travelling Salesman Problem (TSP) relates to finding the shortest route for a

salesman to visit all the cities on a list. TSP is similar to TTDP in finding an efficient

route, although it has several differences such as not all POIs need to be visited. The

extension of TSP is the TSP-with-profits, which is a generalization of the TSP, and

it is not necessary to visit all cities which are associated with a benefit of each path.

The goal of TSP-with-profits is to maximize the profits and minimize travel costs.

However, the TSP-with-profits has similarities to TTDP in terms of finding a route

with benefits, although there are many differences, which make TSP-with-profits a

special case of TTDP such as considering POI’s opening/closing times.
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2.6.3 Knapsack Problem

T he Knapsack problem (KP) relates to choosing items associated weight and value,

in a bag subject to a size limitation; the aim of KP is to maximize the value of the

selected items. In other words, KP selects from a set of items, which have specific

values and weights, in a bag under a specified maximum weight. In addition. 0-1

KP is an extra restriction on KP which takes the whole item or not; 0-1 KP should

consider all parts of the item and not allow an item to be divided. The 0-1 KP is

an extension of KP and is very close to TTDP because POIs cannot be divided into

parts (i.e. when choosing POIs). However, the differences between KP and TTDP

are that TTDP does not consider the path between items while KP has a single

constraint (weight).

2.6.4 Vehicle Routing Problem

T he Vehicle Routing Problem (VRP) relates to the distribution of goods from ware-

houses to final users, and it determines the optimal routes which be followed by a

fleet of vehicles [102]. The VRP is similar to TSP in terms of visiting all nodes

where the VRP delivers goods to all users.

2.6.5 Comparing between the TRSs and other Problems

Table 2.5 shows a comparison between TRSs and other models. First, all models

are similar to the TRSs in terms of the start point and endpoint except the KP

is not required to be in order or feature different locations. Second, the KP and

Orienteering Problem (OP) [103] are similar to the TRSs in choosing some selected

nodes whereas the TSP and VRP must use all nodes. Third, each node has a value

(representing the rating or preference in TRSs), and the TSP and VRP do not

consider any value for nodes. Fourth, the KP does not consider any values for the

edges where all other problems consider values for edges (representing the distance

or cost). Finally, the TRSs has a unique feature, which are the constraints required

to personalize recommendations.

Because the most recent contributions to the TTDP are based on OP, we briefly
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explain the OP’s mathematical model in the next section. As the OP represents a

special case of TTDP, some extensions of OP are implemented to tackle its draw-

backs.

Table 2.5: Comparison between the TRSs and other problems

Features TRSs (TTDP) TSP KP VRP OP

Start1/End Points1 • • • •

Selecting Nodes • • •

Node Value • • •

Edge Value1 • • • •

Dynamic Constraints1 •

2.7 Orienteering Problem Family and Models

The Orienteering Problem (OP) is a combination of selected nodes to determine a

path between selected nodes, and the aim is to maximize the total score achieved

by visiting selected nodes under the limited time budget [54]. Accordingly, the OP

is based on an aggregation between two problems: KP and TSP [105].

Recent studies on the TTDP were based on the OP and its extension because

the OP is a special case of the TTDP where the travelers start from a point and

end at another/the same point within the limited time allocated for sightseeing.

We now list the main extensions of the OP. Several OP-extension variants have

been proposed, such as Team OP (TOP), TOP with Time Windows1 (TOPTW),

and Time-Dependent OP (TDOP). The goal of TOP is finding P paths which are

limited to Tmax
1 and maximizing the total selected score from the paths. Each path

is represented as a day trip, which means that TOP can build a plan for many days

rather than only a single day as in OP. [49] classify the OP and its extension in

TTDP into a single tour and multiple tour models.
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2.7.1 Orienteering Problem

The OP is formulated as follows: Let G = (V,E) be directed weighted graph where

V = {1, ..., |V |} be a set of nodes where each n ∈ V representing a Point of Interest

(POI) in a city, and E be a set of edges between these nodes (POIs). A cost of

traveling between two nodes n, u ∈ V denotes dE(n, u) and the profit of visiting a

node n be Sn . Given a starting node s and terminal node t, and let the s = 1 and

t = |V |. There is a time limitation Tmax. The aim of the OP is to find a path from

s to t within Tmax and maximizing the total collected profit from visited nodes. For

every path from s to t, if the path-visit node is u after n the variable xnu is equal

to 1 and 0 otherwise.

Max

|V |−1∑
n=2

|V |∑
u=2

Sn ×Xnu (2.7.2)

|V |∑
u=2

X1u =

|V |−1∑
n=1

Xn|V | = 1 (2.7.3)

|V |−1∑
n=1

Xnr =

|V |∑
u=2

xru ≤ 1 (2.7.4)

∀r = 2, ..., |V | − 1

|V |−1∑
n=1

|V |∑
u=2

dE(n, u)×Xnu ≤ Tmax (2.7.5)

2 ≤ In ≤ |V | (2.7.6)

∀n = 2, ..., |V |

In − Iu + 1 ≤ (|V | − 1)× (1−Xnu) (2.7.7)

∀n, u = 2, ..., |V |

Xnu ∈ {0, 1} (2.7.8)

∀n, u = 1, ..., |V |

The objective function is provided in Equation (2.7.2), and the aim is to maximise

the total collected score. Equation (2.7.3) represents a constraint to ensure the path

starts from s and ends at t. Equation(2.7.4) is a constraint to ensure that the path is

connected and each vertex is visited once at most. Equation (2.7.5) ensures that the
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total travelling time falls under the time budget Tmax. Equation (2.7.6), In denotes

the position of POI n in the path, and the combination of Equations (2.7.6) (2.7.7)

prevents subtours.

2.7.2 Team OP

The TOP is formulated as follows: Xnup denotes decision variables which are = 1

if, in path P a visit to node n occurs after visit to node u and is = 0 otherwise. Inp

denotes the position of POI n in path P . The objective function is Equation (2.7.9)

and it aims to maximize the total collected score. Equation (2.7.10) is a constraint

to ensure the path starts from s and ends at t. Equation(2.7.11) is a constraint

to ensure that the path is connected and each vertex is visited once at most. The

Equation (2.7.12) ensure that each path p is connected. Equation (2.7.13) ensures

that the total travelling time is under the time budget Tmax for each path p. The

combination of Equations (2.7.14) (2.7.15) prevent subtours.

Max

|P |∑
p=1

|V |−1∑
n=2

Sn × Ynp (2.7.9)

|P |∑
p=1

|V |∑
u=2

X1up =

|P |∑
p=1

|V |−1∑
n=1

Xn|V |p = |P | (2.7.10)

|P |∑
p=1

Yrp ≤ 1 (2.7.11)

∀r = 2, ..., |V | − 1

|V |−1∑
n=1

Xnrp =

|V |∑
u=2

Xrup = Yrp (2.7.12)

∀r = 2, ..., |V | − 1,∀p = 1, ..., |P |
|V |−1∑
n=1

|V |∑
u=2

dE(n, u)×Xnup ≤ Tmax (2.7.13)

∀p = 1, ..., |P |

2 ≤ Inp ≤ |V |,∀n = 2, ..., |V | (2.7.14)

∀p = 1, ..., |P |
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Inp − Iup + 1 ≤ (|V | − 1)× (1−Xnup) (2.7.15)

∀n, u = 2, ..., |V |,∀p = 1, ..., |P |

Xnup, Ynp ∈ {0, 1} (2.7.16)

∀n, u = 1, ..., |V |,∀p = 1, ..., |P |

2.7.3 TOP with Time Windows

The next equations illustrate the formulation of TOPTW, and each node n is as-

signed a time window [On, Cn]. The main difference between TOP and OPTW is

that time window allows a POI to be visited only during the specified time window.

Xnu = 1 if visit node n then visit node u and otherwise Xnu = 0. Ynp = 1 of the

node n is visited in path p; M is a large constant. The objective function in Equa-

tion (2.7.17), and the aim maximizes the total collected score. Equation (2.7.18)

is a constraint to ensure the path starts from s and ends at t. Equations (2.7.19)

and (2.7.20) are constraints to ensure that the path is connected and the timeline of

each path p. Equation (2.7.21) ensures that every node is visited once at most, and

Equation (2.7.22) ensures that the total travelling time falls under the time budget

Tmax for each path p. The combination of Equations (2.7.23) and (2.7.24) ensures

that the visiting time falls within the specified time window.

Max

|P |∑
p=1

|V |−1∑
n=2

Sn × Ynp (2.7.17)

|P |∑
p=1

|V |∑
u=2

X1up =

|P |∑
p=1

|V |−1∑
n=1

Xn|V |p = |P | (2.7.18)

|V |−1∑
n=1

Xnrp =

|V |∑
u=2

Xrup = Yrp (2.7.19)

∀r = 2, ..., |V | − 1;∀p = 1, ...|P |

snp + tnu = sup ≤M × (1−Xnup) (2.7.20)

∀n, u = 1, ..., |V |;∀p = 1, ..., |P |
|P |∑
p=1

Yrp ≤ 1 (2.7.21)
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∀r = 2, ..., |V | − 1

|V |−1∑
n=1

|V |∑
u=2

dE(n, u)×Xnup ≤ Tmax (2.7.22)

∀p = 1, ..., |P |

On ≤ snp (2.7.23)

∀n = 1, ..., |V |; ∀p = 1, ..., |P |

snp ≤ Cn (2.7.24)

∀n = 1, ..., |V |; ∀p = 1, ..., |P |

Xnup, Ynp ∈ {0, 1} (2.7.25)

∀n, u = 1, ..., |V |;∀p = 1, ..., |P |

2.7.4 The limitations of the OP

The limitation of the OP is that the OP does not solve the TTDP in all aspects,

and the OP is a special case of TTDP. For example, in terms of choosing POIs and

paths between POIs, the OP solves this aspect of the TTDP, but it fails to do so in

other aspects of trip design such as considering visiting times, opening and closing

times, etc. In addition, the OP is designed based on an optimization problem where

the TRSs should be built to support personalization.

2.8 Group Recommender Systems

This section aims to provide an overview of Group Recommender Systems (GRSs)

because most people travel as a group. In addition, GRSs deals with diverse users

who may not share similar preferences [7, 52]. In some domains, users participate

in certain activities together as groups [52, 61]. However, the need for GRSs has

become imperative [35,61], and GRSs are required to process many varied scenarios

such as producing recommendations for TV programs for friends or choosing the

best restaurant for colleagues [52]. In addition, Salam et al. mention that the job of

GRSs is to recommend items to a group where these items reflect the preferences1 of
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the group as one, and these items should be reasonable and acceptable to all group

members [10,40,88]. In addition, it is likely in groups of users, that individual users

have a range of preferences that result in conflicting needs, and also, it might be

commonplace that a group has some users who are less easy to satisfy [88].

The main limitations of the existing works are the techniques that have been

used to split groups, which are based on clustering algorithms. However, we have

designed an algorithm based on Ant Colony Optimization to take the decision on

splitting the group during the recommendation-building stage (see Chapter 6).

The biggest challenge in GRSs is building a group profile1 to provide recommen-

dations suitable for all group members. Different approaches have been designed

to deal with GRSs. The GRS approach consists of aggregation methods which are

classified (for more details see Chapter 6)

2.9 Conclusion

In this chapter, we have presented a detailed background on and a comprehensive re-

view of RSs. The chapter has provided an analysis of the limitations and drawbacks

of existing works, which can be summarized in terms of four areas:

• Building recommendations based on data.

TRSs suffer from a lack of data and sparse data; most studies are based on

data where the personalization accuracy does not achieve satisfactory results.

• Customizing tour trip based on flexible constraints.

RSs are based on personalization where each user can customize their con-

straints. Thus, because the OP is designed based on the optimization problem,

flexibility in changing constraints and personalisation is not supported.

• Maximizing and maintaining travelers’ satisfaction level.

The existing works do not optimize traveler’s journeys based on their effort

spent on gaining access to their preferences, such as wasting time and traveling

time between POIs.
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• Minimising the conflicts between group members and maximizing

the individual satisfaction level for group members.

The existing study proposed spitting the group into subgroups based on clus-

tering algorithms.

In this thesis, we have developed three main models in Recommender Systems.

Table 2.6 shows the main limitation on the related works comparing the proposed

models. In next chapters, we will discuss the limitation of each related works in the

related chapters (ICDM in Chapter 3, HM in Chapter 5, and GTTRM in Chapter

6).

Table 2.6: The drawing an analogy between related works to the proposed models

Proposed model
Related
study Limitations of related study

Item Constraints
Data Model [21,74,92]

• Inflexibility on constraints

• Limitation on personalization

• Limitation on constraints on different times

Happiness Model [90,96,106]

• Limitation on wasting time

• Less considering efficiency in consuming time

• Limitation on personalising connections

Group Tourist
Trip Design

Problem
[62,75]

• Limitation on different users’ constraints

• Limitation on splitting the group

From the analysis above, we can conclude that the most appropriate RS-based

model for our current work is Knowledge-Based. In addition, the most relevant OP-

based models to our current work are: (1) the TOP is relevant to the ICDM (Chapter

3), (2) the TOPTW is relevant to the HM (Chapter 5), and (3) the MCMTOPTW

is relevant to the GTTRM (Chapter 6).
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Item Constraints Data Model

This chapter presents the Item Constraints Data Model (ICDM); a novel approach

that is able to build personalized1 tour trip1 based on different types of constraints1.

We developed the ICDM to tackle the limitations of existing works. The novelty of

our ICDM: (1) is its ability to customize and handle large number constraints, (2)

its ability to set up constraints at specific times, and (3) its ability to reduce the

search space dimension.

3.1 Introduction

When visiting a specific destination, travelers face the problem of deciding which

particular POIs to visit [49]. Similarly, tourists have to deal with the problem

of planning a trip when they travel to a new destination for the first time [22].

Tourists plan their trip based on the information available on digital sources (e.g.,

travel websites, maps, travel blogs, etc., [14,22] or traditional sources such as books,

friends, and magazines). In other words, tourists who travel to a new destination

have many options in terms of which POIs to visit, which ones they should visit first,

and in which order should they visit them. These interdependent tasks represent a

challenge because several different combinations of constraints need to be considered

[14, 48, 49, 63] (e.g., weather conditions, opening/closing times, time available for

1See Glossary for definitions of italicized words
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sightseeing, etc.). An additional constraint is when tourists are interested in visiting

all the attractions in large cities such as London, Paris, or Barcelona within a limited

timeframe [104]. However, the limitations concerning time and budget tend to be

the constraints that tourists consider the most when selecting the most attractive

places to visit [104]. Finally, processing such plans in order to accurately match

tourist’s preferences is a very complicated and time-consuming process [8, 14,20].

Therefore, to solve the problems described above, we have built a system that can

handle user’s constraints and preferences1, and provides an e-tourism-service-based,

whole-trip planning solution [64]. Over the past decade, advanced digital applica-

tions [64] and personalized electronic tourist guides [104] have supported travelers

by building trip recommendations1. Under these circumstances, Recommender Sys-

tems (RSs) represent an effective solution because RSs reduce the complexity of the

information that must be searched for via the Internet [64]. The main advantage

of RSs is personalizing recommendations to match user’s needs [64]. RSs support

users by guiding users to customized items consisting of a huge number of options

which are based on decision-support systems [20,42].

Travel Recommender Systems (TRSs) make the planning processing more straight-

forward [48]; TRS’s aim is to match specific user’s needs1 with the specific character-

istics of a particular trip [20,48]. In particular, most TRSs focus on only well-known

attractions [36, 63], which reduces recommendation effectiveness [36]. However, the

most widely used technique in TRSs is based on traveler’s previous data, and the

most pressing problem facing TRSs is the sparsity of such data. For example, [111]

mentions that it is difficult to learn effectively from sparse data. However, [14] em-

phasizes that a critical aspect of designing TRSs is having rich enough data on users

and POIs. After all, most TRSs do not use an entirely personalized trip because

only popular POIs have been considered, only a list of POIs rather than a plan

is recommended, no flexibility in changing requirements is defined, and satisfying

user’s requirements is not completely achieved [36].

We have classified the constraints1 involved in building TRSs into three cate-

gories: (1) Item Constraints, (2) Connection Constraints, and (3) Trip Constraints.

First, Item Constraints are defined as conditions that apply to an item (or items),
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and this type of constraint is based either on user preferences or item requirements

(e.g., fee price is an example of an Item Constraint based on user preferences, and

time window 1 is an example of an Item Constraint based on item requirement).

Second, Connections Constraints represent how users can move from one POI to

another based on connection limitations such as transportation time. Third, Trip

Constraints are defined as conditions applied on the whole trip such as trip budget

or trip length.

3.2 Related work

The Tourist Trip Design Problem (TTDP), which is a trip plan for tourists who wish

to visit multiple POIs, has been defined by [107]. The TTDP has been partially

solved by several models (e.g. the Orienteering Problem, the Team Orienteering

Problem, the Orienteering Problem with Time Window, etc.). Here, we mainly

analyse the existing approaches that solve TTDP and compare the current works.

3.2.1 (Team) Orienteering Problem

The Orienteering Problem (OP) which is a combination of selected nodes to deter-

mine a path between selected nodes, and the OP aim to maximize the total score

collected by visiting the selected nodes within a specified time budget, is considered

to be a particular case of TTDP [54]. Accordingly, the OP which was introduced

in [103], is based on an aggregation of two problems: the knapsack problem’ and

the travelling salesman problem [105]. Indeed, the OP is NP-hard while optimal

solutions could be feasible with a small number of nodes [49]. However, [99] formu-

lates the OP as an integer programming problem, which is a decision problem with

a maximization or minimization objective.

The Team OP (TOP), introduced by [31], is an extension of the OP. The TOP’s

aim is to consider p paths, where each path represents a day trip when the TOP

is limited by Tmax
1 and maximizes the total collected scores. Moreover, the main

difference between the OP and TOP is only that the TOP deals with multi-day trips

whereas the OP only deals with one-day trips. Indeed, at first glance, the TOP is
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like the OP by repeating the algorithm p times; however, it does not always produce

true outcomes. Because different node orders affect the total collected scores, the

TOP is more challenging than the OP. To put it differently, to optimize p paths, it

must put into account that each path should go into a set of POIs where are near

to each other because of ignoring selecting a set of POIs in a direction, leads to the

non-optimal traveling time between POIs.

Several studies have proposed algorithms to solve the OP and TOP [21, 74, 92].

However, the limitations of the OP and TOP are that they do not fulfill basic tour

trip plan conditions such as opening/closing times. The OP is designed to cover only

time budget (Trip Length) constraints, even though other constraints must also be

considered, such as time windows for example. Also, the TOP is designed to take

into account another important constraint: multi-day tour trips.

3.2.2 (Team) Orienteering Problem with Time Window

The OP with Time Window (OPTW) and TOP with Time Window (TOPTW) have

been designed to consider the time window (opening/closing times) represented by

[Oi, Ci] for each node i, and nodes can visit them during the Time Window (TW).

The main challenges in OP and TOP are handling (1) time budgets and (2) multi-

day trips. Besides these challenges, the OPTW and TOPTW are more difficult to

optimize because of the limitations in the availability of nodes at specified times.

The OPTW and TOPTW have solved the main drawback of the OP and TOP.

However, designing a tour trip plan should consider more constraints to customize

plans based on user’s needs (e.g., weather conditions, traffic jams, or financial bud-

gets). Any one of these aspects could represent constraints that should be taken

into account for some particular users but not others.

3.2.3 Other extensions of the OP

Many researchers have introduced other models that are extensions of the OP. Every

extended model adds a new constraint that previous models do not consider in their

routing design.
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Traditionally, the travel time between the two locations is mostly affected by

the level of traffic congestion (or its absence). The Time-Dependent OP (TDOP)

is designed to consider congestion levels which might affect the travel time between

two POIs. Besides, the TDOP with Time Windows (TDOPTW) is introduced

to combine the OP with two additional constraints: Time Dependent and Time

Windows. The TDOPTW considers some restrictions that are applicable to the

TTDP by maximizing the tourist’s satisfaction. Another model introduced in [106]

deals with multiple paths, and this model, which is called Time Dependent Team

OP with Time Windows (TDTOPTW), is based on TDOPTW.

As each extension model of the OP considers a new constraint or combines two

individual constraints, the need arises to design a general model that can customize a

tour trip based on the specific types of constraints that are relevant to each particular

user.

3.3 Item Constraints Data Model

The Item Constraints Data Model (ICDM) is designed to tackle the limitations

encountered in existing studies. Specifically, the ICDM is designed to deal with data

and constraints, and match user’s requirements and preferences on their tour trip.

Firstly, we have classified data into two types (1) static data and (2) dynamic data,

to match item data with users constraints (Section 3.3.1). Static data represents

data values that remain constant over time while dynamic data represents data

values that do change from one time to another.

We have classified such constraints into Hard Constraints (HC) and Soft Con-

straints (SC) (Section 3.3.2). A mathematical model of ICDM is described in Section

3.3.3. Finally, we illustrate the features of our ICDM and provide some examples of

how the model deals with data and constraints.

3.3.1 Data in ICDM

Our ICDM deals with multiple layers of data such as opening/closing times, weather

conditions, entrance fees, etc. To build a general model that is able to personalize
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tour trips for users, we have defined static and dynamic data.

In static data, the values remain unchanged over time. In other words, these

data have only one value that remains constant over time. For example, the British

Museum’s entrance fee is free at all times, so this data value does not change if

travelers visit the museum on different days. Second, dynamic data does vary over

time. For example, the opening/closing times for the British Museum are different

from one day to another, so the data values vary over time. Figure 3.1 presents the

two types of data in real-life examples: weather conditions, opening/closing times

(Time Windows), and location. Location represents a static data value because it

remains constant with time, whereas opening/closing times and weather conditions

(heavy rain, clear, or sunny) represent dynamic data values as they vary over time.

Time 

Location

Opening/Closing

Weather condition

Heavy rain

Opening time
Location data

Sunny weather
Clear weather

Figure 3.1: Presenting different types of data on the timeline

Dynamic data can be modelled in the ICDM based on any division of time, such

as second, minute, or hour.

3.3.2 Constraints in ICDM

We have formalized constraints into HC and SC based on the user’s priority level.

Topaloglu et al. have divided constraints into HC and SC for solving the nurse

scheduling problem, and they define them as “The hard constraints must be satisfied

at all costs, whereas the soft constraints may be violated to generate a workable

solution” [101]. We have designed our ICDM based on these types of constraints. All

HCs have to be satisfied whereas each SC has a value which represents the percentage

of the user’s satisfaction level for each POI. Then, based on their preferences, a user

can choose a constraint to be either HC or SC. For example, a user can assign

weather conditions to be either HC or SC according to their preference. If the user
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prefers to visit some POIs under clear weather conditions, then the user will consider

weather conditions as HC. On the other hand, if the user accepts to visit some POIs

regardless of the weather condition, then the user will consider weather conditions

as a SC.

3.3.3 Mathematical model

We define the ICDM as follows: u is denoted as a user who might have n con-

straints (HC and/or SC). HC is a set of hard constraints, hcm ∈ HC, where m =

1, 2, . . . , |HC|, SC is a set of soft constraints, scv ∈ SC, where v = 1, 2, . . . , |SC|.

The constrains are defined according to the following equations:

HCpti =

|HC|∏
m=1

hcmpti (3.3.1)

SCpti = Aggregation methods (see Table 3.1) (3.3.2)

|SC|∑
v=1

Wv = 1 (3.3.3)

Equation (3.3.1) shows how all the HCs are calculated, which is represented by

HCpti, in item i on day p at time t. All HCs must be satisfied together. If one of

the HCs is not satisfied, then this will make the total value zero. In contrast, a SC

indicates a specific level of satisfaction and meeting it is optional.

Equation (3.3.2) computes user’s degree of satisfaction based on their SCs, which

is represented SCpti, in item i on day p at time t. The closer the result of Equation

(3.3.2) is to one (1), the higher the satisfaction level is in relation to more constraints.

Wv in Equation (3.3.3) represents the weight of the SC #v, where the total equals

one (1). The next equation aggregates these two equations into a single value.

Spti = HCpti × SCpti (3.3.4)

To calculate the value that represents the degree of satisfaction for user u in each

item i on day p at time t based on user’s constraints.

The main idea of the model is to embed a variety of user-specific constraints into

a single value which is Spti, by aggregating the two Equations (3.3.1) and (3.3.2).
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Table 3.1: Aggregation methods for SC

Method Name Description Equation

Sum
Calculate the sum of
all elements in SC

|SofCon|∑
v=1

Wv × scvpti

Least Misery
Take the minimum value
of SC Min(scvpti)

Most Pleasure
Take the maximum value
of SC Max(scvpti)

Multiplicative Multiplies each SC value
|SofCon|∏
v=1

Wv × scvpti

All the constraints the user would like to be considered will be absorbed into Spti,

reducing the dimensionality of the data by aggregating all constraints’ values into

a single value that represents all constraints. Also, the ICDM model will reduce

searching time because the number of constraints required to match with the trip is

reduced.

3.3.4 Integration of Data and Constraints into ICDM

Data in the ICDM is presented in two types and four forms. First, the static data

isn’t affected by time; they can be presented in one form (see Table 3.2), and Features

are presented as the attributes of items. Secondly, the dynamic data can be presented

in three forms: (1) items and times based on a feature, (2) items and features based

on a moment (can be any part of the time, examples are seconds, minutes, and

hours), and (3) features and time based on an item. Table 3.3 shows an example

where each item has a value for Feature 1 at a specific time, so we have x tables,

based on the number of features. The second form presents the items and features

based on a specific time; for each time we might have different values for each feature,

and Table 3.4 shows an example for items and features based on T1, and we need

to have p tables for each time. The third form is presented such that each item

has some features and has different values at different times. Table 3.5 shows an

example for features and time for Item1 where we need n tables for each item.

To explain the ICDM using an example, a user is planning to visit a city that has

three POIs (I = {i1, i2, i3}), and each POI has four features: (1) entrance fee (f1),
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Features Item1 Item2 . . . Itemn

F1 v11 v12 . . . v1n

F2 v21 v22 . . . v2n
...

...
...

...
...

Fx vx1 vx2 . . . vxn

Table 3.2: Data representation in form 1

Time Item1 Item2 . . . Itemn

T1 Vf1t1i1 Vf1t1i2 . . . Vf1t1in

T2 Vf1t2i1 Vf1t2i2 . . . Vf1t2in
...

...
... . . .

...

Tp Vf1tpi1 Vf1tpi2 . . . Vf1tpin

Table 3.3: Data representation for F1

Features Item1 Item2 . . . Itemn

F1 Vf1t1i1 Vf1t1i2 . . . Vf1t1in

F2 Vf2t1i1 Vf2t1i2 . . . Vf2t1in
...

...
... . . .

...

Fx Vfxt1i1 Vfxt1i2 . . . Vfxt1in

Table 3.4: Data representation for T1

Time F1 F2 . . . Fx

T1 Vf1t1i1 Vf2t1i1 . . . Vfxt1i1

T2 Vf1t2i1 Vf2t2i1 . . . Vfxt2i1
...

...
... . . .

...

Tp Vf1tpi1 Vf2tpi1 . . . Vfxtpi1

Table 3.5: Data representation for Item1

(2) opening/closing time (f2), (3) weather condition (f3), and (4) rating for each POI

(f4), and the user has one day (P{p1}) (six hours) for sighting (T = {t1, t2, . . . , t|T |}

the six hours could be divided into minutes based on the user’s preferences). Figure

3.2 shows the ICDM data in the example where Vf1t1i1 represents the value of f1 in

i1 at time t1.
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Figure 3.2: An Example of Data in ICDM

In addition, the user has two constraints: (1) a SC on the entrance fee that is

visiting any POI with free entrance, and (2) a HC on weather conditions which is

visiting an outdoors POI when it is not raining. Traditionally, opening/closing time

is a base constraint that must be considered (we will illustrate the Base Constraints

in Section 3.4), and rating (preferences) for each POI is considered. In order to

apply these constraints into the ICDM, we use the Equations 3.3.1 and 3.3.2. In our
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example, HC = {hc1, hc2} and SC = {sc1, sc2} where the HC has two constraints

and the SC has two constraints. Figures 3.3 and 3.4 present the HC and SC.

hc2
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i3

t1
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p
1t1i1

hc2
p
1t1i2

hc2
p
1t1i3

...

...

...
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t|T |
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p
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hc1
p
1t|T |i2

hc1
p
1t|T |i3

|HC|

Figure 3.3: An Example of HC in ICDM

Figures 3.5 and 3.6 highlight the cells which will be consider in the Equations

(3.3.1) and (3.3.2). Figure 3.7 illustrates the results of the aggregation of the HC’s

elements. Figure 3.8 shows the results of the aggregation of SC’s elements. Finally,

Figure 3.9 shows the final data presentation in the ICDM as will be explained in the

next section.
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Figure 3.4: An Example of SC in ICDM

h

3.3.5 The OP Model constraints with ICDM

The ICDM has some powerful features. Firstly, the ICDM reduces the search space

and helps optimization algorithms to become faster. Secondly, the ICDM can help

optimization algorithms to choose the most appropriate items for users.

Reduction of the search space

The main feature of the ICDM is that it reduces search space by aggregating different

constraints into a single value. The aggregation in Equation (3.3.4) shows how the
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Figure 3.5: An Example of the Equation (3.3.1) in ICDM

HC and SC are combined into a single value, which is represented by Spti. Figures

3.5 and 3.6 show how the ICDM aggregates constraints and data into a single value

as shown in Figure 3.9.

Figure 3.9 shows an example of the final data representation after applying all

the HCs and SCs. As shown in Figure 3.9, we have reduced the searching space

from |HC|+ |SC| tables into one table, and we have retained the information about

all the values in the final data representation.
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Figure 3.6: An Example of the Equation (3.3.2) in ICDM

Supporting optimization algorithms in taking decision

Not only does the ICDM reduce the search space but it also supports the algorithms

to choose items. The ICDM represents the data in a form that gives indicators to

optimization algorithms as to the most appropriate items for users. In other words,

each value of Spti provides the optimization algorithms with an indicator on which

POIs are highly recommended.
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HC i1 i2 i3

t1 HCp1t1i1 HCp1t1i2 HCp1t1i3

...
...

...
...

t|T | HCp1t|T |i1 HCp1t|T |i2 HCp1t|T |i3

Figure 3.7: An Example of the finalization of HC in ICDM

SC i1 i2 i3

t1 SCp1t1i1 SCp1t1i2 SCp1t1i3

...
...

...
...

t|T | SCp1t|T |i1 SCp1t|T |i2 SCp1t|T |i3

Figure 3.8: An Example of the finalization of SC in ICDM

3.4 Using ICDM to describe other models

As the ICDM is a general model that can solve TTDP, we show how the ICDM

is able to handle the OP, TOP, OPTW, and TOPTW. However, the ICDM is not

limited to solving these models only, it can go beyond that.

Before explaining how the ICDM handles the models, we classify the constraints
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ICDM i1 i2 i3
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Figure 3.9: An example of final data representation from ICDM

for a particular trip into three categories: (1) Trip Constraints, (2) Connection

Constraints, and (3) Item Constraints. First, Trip Constraints are defined as all

conditions that could be applied generally to the whole trip such as budget. These

could be all conditions that are implemented in a specific category rather than a

whole trip. An example of a Trip Constraint in a category is accepting to visit

any POI under the parks category, only if it is free’. Connection constraints are

defined over conditions when the user is moving from one POI to another. They

are based on connection limitations such as transportation time or budget. Finally,

Item Constraints are defined over conditions applied to a POI, such as distance from

the start point.

In addition, all these three constraints exist in two types: Base Constraints (BC)

and Extra Constraints (EC). BCs are defined when all conditions must be applied

to a trip plan to make the trip plan applicable (valid). For example, any trip plan

must have at least one POI to visit. In contrast, ECs are defined as any constraint

that does not affect a trip plan’s applicability if it is removed (e.g. children-friendly

POI, fee less than £10 ).

The importance of the ECs is that they enable the ability to personalize con-

straints for different travelers. Table 3.6 shows a comparison between the ICDM
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with other models. It is clear that none of the models in Table 3.6 support (this

symbol − represents not supporting) any EC in all three types of constraints ex-

cept the ICDM, which supports the EC in Item Constraints; further, none of these

models support ECs in Trip Constraints and Connection Constraints.

Instead, the ICDM can support algorithms to customize trips for travelers based

on their constraints. For example, users, who travel to a coastal city would like to

consider weather conditions when visiting outdoor POIs. In addition, the OP and

TOP models do not support the BC in Item Constraints because one of the default

constraints is not applied (opening/closing time). However, the ICDM can deal with

Multi-Time Window (MTW), that is multiple opening/closing intervals over a single

day. For example, a POI is open from the morning until the afternoon, then open

from 4:00 PM until 9:00 PM. Furthermore, the TOP, TOPTW, and ICDM support

multi-day trips’ shown with on (M) in Table 3.6 in column BC in Trip Constraints.

Table 3.6: Comparing between tourist trip planning models based on different con-

straints

Model
abbreviation

Trip
Constraints

Connection
Constraints

Item
Constraints

BC EC BC EC BC EC

OP • - • - - -

OPTW • - • - • -

TOP M - • - - -

TOPTW M - • - • -

ICDM M - • • MTW •

3.4.1 Comparison Between Constraints

Table 3.7 shows the main differences between the various types of constraints of

the ICDM. Firstly, the HCs and BCs must be satisfied, and the BC also must be

applied to all plans which means the BC usually corresponds to the most impor-

tant constraints to be satisfied, such as opening/closing times. Secondly, the SC
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represents the satisfaction level. Unlike the BC, the HC, SC, and EC are created

based on user’s choices. To sum up, the BC and EC represent the two categories

of the constraints; the former represents natural limitations and the latter user’s

preferences, respectively. In addition, the BC accepts only HCs, whereas the EC

can accept either HCs or SCs.

Table 3.7: Comparison between HC, SC, BC, and EC

Feature HC SC BC EC

Must satisfied • •

Must apply in all plans •

Satisfaction level •

Based on user preferences • • •

3.4.2 Implement Popular Models with ICDM

The ICDM can personalize and produce trip tours based on user’s constraints. In

addition, the main feature of the ICDM is its capacity to be generalized to implement

existing models and solve their problems in a uniform manner.

To understand how the ICDM implements other models, in Table 3.6, we identify

the constraints in these models. All models in Table 3.6 have common constraints

which are: (1) start/end point for each trip and (2) each day in the trip has certain

times for sightseeing (Tmax). Table 3.8 shows different types constraints that are

applied in the ICDM. First, all models have one SC which is Score (S) while the

Equation (3.3.2) is applied, with Wv = 1 for Score. Moreover, the OPTW and

TOPTW have one HC which is Time Window (TW), which is described in Equation

(3.3.1). However, the OP and TOP do not have any HCs (i.e. no constraints such

as opening/closing times are considered), and we put the HC(i, p, t) values into

Equation (3.3.4) all equal to 1 (for all i, p, and t) because there are no HCs (in these

models) to implement.
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Table 3.8: Apply other models in ICDM

Model abbreviation HC SC

OP - S

OPTW TW S

TOP - S

TOPTW TW S

3.5 Conclusion

We have designed and developed a novel model Item Constraints Data Model (ICDM)

that can manage n item constraints. The ICDM has been designed to reduce multi-

data dimensionality into a 2-D data structure. Another critical point is that the

ICDM has been designed to support and solve the Tourist Trip Design Problem

(TTDP), which is a trip plan for tourists who are attracted to visiting multiple

POIs, as defined in [107]. In the next chapter, we discuss the experiments per-

formed on the ICDM and their results.

The ICDM’s contribution lies in: (1) its ability to personalise constraints that

are applicable to each POI, (2) its ability to place constraints into two categories

based on their importance level, (3) its ability to place various constraints at any

specific time interval, and (4) its ability to deal with constraints whose values are

time-dependent.
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Chapter 4

Flexible Travel Recommender

Model

4.1 Introduction

Following the introduction of the ICDM (in Chapter 3), we then introduce the

Flexible Travel Recommender Model (FTRM) by generalizing the OP. Furthermore,

we have developed an algorithm based on the Ant Colony Optimization (ACO) that

achieves comparable outcomes to the state-of-the-art algorithms. As a result, this

chapter illustrates a novel approach that can deal with different type of constraints1

and customize user’s trips according to their specific wishes1.

In detail, the FTRM is built on top of the ICDM whereas the ICDM deals

with different types of constraints. Figure 4.1 shows the interactions between the

FTRM and ICDM. First, the ICDM formalises the data and constraints into an

understandable formula suitable for general-purpose algorithms before the FTRM

builds a tour trip based on the ICDMs output (ICDM formula).

1See Glossary for definitions of italicized words
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FTRM Algorithm

Flexible Travel Recommender Model (FTRM)

Item Constraints Data Model (ICDM)

POIs DataUser Constraints Connections Data

G

A B C

D E

H

A Representing user's constraints in 3-D table. (see
Chapter 3)

B Representing POIs' data in 3-D table. (see Chapter 3)

C Representing Connections data in 3-D table. (see
Chapter 5)

G Representing Equation 3.3.4 which aggregates the HC
and SC. (see Chapter 3)

H Representing the final data representation of the
ICDM. (see Chapter 3)

D Representing HC constraints in 3-D table. (see Chapter
3)

E Representing SC constraints in 3-D table. (see Chapter
3)

F Representing the FTRM algorithm. (see Chapter 4)

F

Figure 4.1: An overview of the interaction between the FTRM and ICDM

4.2 Flexible Travel Recommender Model

The Flexible Travel Recommender Model is a generalization model for the OP where

travelers can personalize their tour trip based on their constraints and preferences1.

The constraints can be defined as a condition on the trip, whereas preferences rep-

resent how much the user likes these POIs. The main difference between the FTRM

and the OP and their extensions, such as OP, TOP, OPTW, TOPTW, etc., is to
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customise constraints based on the user’s preferences.

4.2.1 Problem description and formulation

The FTRM can be defined as follows. Let G = (V,E) be a undirected weighted

graph where i ∈ V and i = 1, ..., |V | be a set of nodes represent a Point of Interests

(POIs) in a city, and E be a set of edges between these nodes. A cost of travelling

between two nodes i, j ∈ V denotes Dij and the profit of visiting a node i be Si.

For each trip, M denotes a set of trip days where d ∈ M and d = 1, ..., |M |, and

each day of the trip has some periods of time denotes t ∈ d where t = 1, ..., |d| . The

starting node is s and the terminal node is e where s = 1 and e = |V |. In addition,

STi denotes the staying time in the node i where the time limitation is Tmax.

Max

|M |∑
d=1

|V |∑
i=1

|V |∑
j=2

((∑|d|
t=1Xdtij

ST

)
× Sdti

)
(4.2.1)

|V |∑
j=2

Xd11j = 1;∀d = 1, . . . , |M | (4.2.2)

|V |−1∑
i=1

 |d|∏
t=2

Xdti|V |

 = 1;∀d = 1, . . . , |M | (4.2.3)

|M |∑
d=1

|V |∑
i=1

 |d|∏
t=1

Xdtir

 ≤ 1;∀r = 1, . . . , |V | (4.2.4)

Equation (4.2.1) presents the objective function of FTRM where Xdtij denotes the

decision variable on day d at time t from node i to node j, and Sdti presents the

result of Equation (3.3.4) in Chapter 3. Equation (4.2.2) ensures the start node is

the first node in V on each day of the trip, and Equation (4.2.3) ensures the last

node of each day of the trip is the last node in V . Equation (4.2.4) ensures that

each node is visited only once.

|M |∑
d=1

(
tx=n+Drh+STh∏

t=n

Xdtrh

)
=

|M |∑
d=1

(
tx+Dhm∏
t=tx+1

Xdthm

)
≤ 1, (4.2.5)

∀h = 2, . . . , |V | − 1;∀d = 1, . . . , |M |;∀n ∈ 1, . . . , |d− 3|;∀r,m = 1, . . . , |V |
|V |−1∑
i=1

|V |∑
j=2

((∑|d|
t=1Xdtij∑|d|
t=1Xdtij

)
× (Dij + STi)

)
≤ Tmax (4.2.6)
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∀d = 1, . . . , |M |

Xdtij ∈ {0, 1} (4.2.7)

∀i, j = 1, . . . , |V |;∀d = 1, . . . , |M |; t = 1, . . . , |d|

Equation (4.2.5) is a constraint that ensures that the path is connected. For

example, Figure 4.2 shows how Equation (4.2.5) works, where d = 1, n = 1, r = 1,

h = 5, m = |V |, D15 = 2, D5|V | = 3, and ST5 = 4. Also, X1115 = 1, X1215 =

1, X1315 = 1, X1415 = 1, X1515 = 1, and X1615 = 1 represent the transfer time from

the start point (node #1) to node #5 and the visiting time for node #5. Moreover,

X175|V | = 1, X185|V | = 1, and X195|V | = 1 represent the transferring time from node

#5 to the end point (node #|V |). Equation (4.2.6) prevents the total time in each

trip day exceeding Tmax.

Node #5

total time in the trip day 

Node #1 Node #|V|

The total visiting time

Figure 4.2: Overview of Equation (4.2.5) how it works

4.2.2 Solution approaches

To solve the FTRM, the ICDM has been designed (see Section 3.3 in Chapter 3).

Also, an algorithm has been developed, which is the Ant Colony Optimization (see

Section 4.3).

4.2.3 Benchmark instances

We have selected the most popular public datasets that are available for the OP,

TOP, OPTW, and TOPTW models. Table 4.1 shows all datasets that have been

employed in the experiments.
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Firstly, The OP datasets have about 89 different scenarios (instances), and these

instances are grouped into two groups based on the authors. The first group is based

on [103], and the second group is based on [30].

Secondly, The TOP datasets have around 330 different scenarios, and the datasets

(Dataset1 toDataset3, Dataset5, andDataset6) are based on the OP’s datasets with

adding more than one day trip.

Thirdly, The OPTW and TOPTW datasets about 105 different scenarios. The

first three datasets are based on one of the vehicle routing problems with time

windows datasets.

Table 4.1: List of each problem and all datasets

Problem Dataset Name Reference
Number of
instances

Number of
items |V |

OP

Dataset1 (Tsiligirides 1)

[103]

18 32

Dataset2 (Tsiligirides 2) 11 21

Dataset3 (Tsiligirides 3) 20 33

Dataset4 (Chao 1993)
[30]

26 66

Dataset5 (Chao 1996) 14 64

TOP

Dataset1 (Chao 32)

[31]

3 × 18 32

Dataset2 (Chao 21) 3 × 11 21

Dataset3 (Chao 33) 3 × 20 33

Dataset4 (Chao 100) 3 × 20 100

Dataset5 (Chao 66) 3 × 26 66

Dataset6 (Chao 64) 3 × 14 64

Dataset7 (Chao 102) 3 × 20 102

OPTW &
TOPTW

Dataset1 (c∗10,r∗10, and cr∗10)

[106]

29 100

Dataset2 (c10,r10, and cr10) 29 50

Dataset3 (c20, r20, and cr20) 27 100

Dataset4 (pr01 - pr10) 10 48 to 288

Dataset5 (pr11 - pr20) 10 48 to 288
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4.3 Ant Colony Optimization

Many algorithms have been proposed (e.g. the Heuristic Algorithm, Greedy Algo-

rithm, Genetic Algorithm, Local Search, Branch-and-cut algorithm, Particle Swarm

Optimization, Simulated Annealing, Branch-and-price algorithm) to solve the mod-

els (see Table 4.1). This is because the OP has been admitted an approximation

scheme [8] because the running time for the OP overgrows as the underlying graph

grows.

Swarm Intelligence algorithms are successful approaches for complex problems

[91]. Swarm intelligence (SI) is an artificial intelligence (AI) method which is de-

signed based on intelligent multi-agent systems by observing the behaviour of social

insects [15]. Examples of the multi-agent systems in social insects are ants, termites,

bees, and wasps. Swarm Intelligence algorithms include Genetic Algorithms (GA),

Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Differen-

tial Evolution (DE), Artificial Bee Colony (ABC), and Cuckoo Search Algorithm

(CSA) [2]. The most feature of SI algorithms is self-organized where is no need for

a central control [15].

The most successful SI algorithms are ACO and PSO [15,91], and [28] emphasis

that the number of publications in ACO is at least five times more than the other

SI algorithms, which indicates that the ACO has been attracted the researchers’

attention in different disciplines.

The Ant Colony Optimization (ACO), introduced by Dorigo et al. [39], is an

algorithm inspired by the life of ants. The main concept of the ACO is based on

multiple agents that represent real-life ants where these agents communicate with

each other via the pheromones they produce. To explain, ants produce pheromones

to lead other ants to a food source where a higher concentration of the pheromone

indicates a significant food source.

We have chosen the ACO algorithm because the ACO is unaffected by problem

instance, problem size, and degree of constraint [70]. Moreover, the advantage of

ACO over other techniques is that robustness and flexibility [15]. Also, the ACO

technique has been tested and provides better running-time results compared to

other algorithms [95]. Moreover, ACO approaches have been widely implemented
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to solve a range of different problems such as the Traveling Salesman Problem [72],

Scheduling [32], Digital Image Processing [94], Clustering [108], Routing Algorithm

[86], and so on.

We have adjusted the ACO to solve the FTRM; Figure 4.3 shows a flowchart

of the ACO’s processes. We divide the ACO algorithm into three steps. First,

the ACO’s Initial parameters are listed based on Table 4.2. Second, the ACO is

controlled by adjudicating the loops based on the initial step. The third and most

important step is where the ACO releases the ants to find the best route.

Figure 4.3: Overview of the ACO flowchart

Start

Initial parameters Yes

No

i < iterations?

No

Yesant_k < Ant_No?

End

Yesd < Days? Initial start and end
point in Route[ant_k] Yes

No

Route[ant_k] <
T_max? Calculate all probability

Choose the best
candidate node

Step 1

Step 3 

Select the best route
for day d

Step 2 

Update local
pheromones

Update pheromones

Select the best route

We have conducted experiments to determine the iteration number for the ACO.

Important to realize that running time is a critical factor especially when the prob-

lem is NP-hard. Figure 4.4 shows the average running time for different iteration

numbers where is the minimum running time is 18 milliseconds, and the maximum

is 41286 milliseconds. We have chosen ten times for the iteration parameter.
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Figure 4.4: The average running time for different iteration numbers
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Here, Alpha and Beta values represent the importance of the score and rate of

score to distance (see Equation (4.3.9)). In addition, choosing the optimal value for

the Alpha and Beta values are critical because the performance of the algorithm

is based on these values. Therefore, we have used the tuning method that derives

the parameters from zero to until reaching the ultimate gain. We have conducted

several different experiments (each scenario in each dataset has been processed over

200 times for different values for the Alpha and Beta) to determine the ACO’s best

performance across all the datasets. Figures 4.5 and 4.6 present the total score (the

score has been normalized where 1 presents the highest total scores for all datasets)

of all datasets in all scenarios for different values of Alpha and Beta. We have chosen

the optimal value for Alpha and Beta to perform better in all datasets where it is

clearly the performance of the algorithm over all datasets is the best: Beta = 5 and

Alpha (all values are shown in dark red in Figure 4.5 and 4.6). In other words, any

value of Alpha and Beta in the dark red section will achieve the same results over

all the datasets.

Figure 4.5: Overview of the ACO’s performance based on different values of Alpha

and Beta
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Figure 4.6: Overview of the ACO’s performance based on different values of Alpha

and Beta

Table 4.2: Initial parameters for the ACO in the first step

Parameter Initial Value Description

α 4
The value of Alpha presents the
importance of Tau

β 2
The value of Beta presents the
importance of Eta

ρ 0.1 The value of pheromone evaporation

Ant No 200 Number of ants

Iterations 10 Number of iteration

NodeSize Number of nodes

Tmax Total sighting time

ηi,j
Based on
Equation (4.3.8)

The Eta presents the rate score(j) to
distance(i,j)

τi,j Allocate 1000 value
The Tau presents the Pheromones level
from i to j

δi,j Allocate 0 value
The Delta presents the maximum total
path scores use i to j

The fitness function of ACO is the Equation 4.2.1, and the ACO features two
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steps to update the pheromone trail because the two update steps is helping Ants to

find better route in faster time. The first update is called update local pheromones in

step two (see Figure 4.3); after releasing an ant, it checks that the ant finds a better

score for the path found, so the Equation (4.3.10) shows the update for delta for

all nodes that been allocated into the better path. After that, the Tau is updated

based on Equation (4.3.11). The second update is after all ants have been released,

and the update is based on Equation (4.3.12).

ηi,j =
Score(j)

Distance(i, j)
(4.3.8)

Pi,j =
(τi,j)

α (ηi,j)
β

Σ
(

(τi,j)
α (ηi,j)

β
) (4.3.9)

δi,j = Max(δi,j, Antk(i, j)) (4.3.10)

τi,j = (1− ρ)× τi,j + δi,j (4.3.11)

τi,j = ρ× τi,j + (1− ρ)× δi,j (4.3.12)

4.4 Experimental results

We have conducted two experiments (on existing models and features of the ICDM),

and the primary purposes of the investigations are to (1) illustrate the ICDMs ability

to solve other models, and (2) provide a wide range of situations for the ICDM to

handle.

We performed all our experiments on a laptop computer equipped with an Intel

Core i5 (1.6GHz) processor with 8 GB RAM, running on macOS (Version 10.14.3).

4.4.1 Applying ICDM to solve existing models

We present computational results illustrating how the ICDM solved the OP, OPTW,

TOP, and TOPTW datasets (see the list of all datasets we tested in Table 4.1). We

used the Ant Colony Optimization that we developed (see Section 4.3).
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OP benchmark instances

We have applied the OP to our model to test the ICDMs ability to provide solutions.

Figures 4.7 and 4.8 show the results of the Dataset1 and Dataset2 where we present

the gap between our results and the state-of-the-art using the red-colored scale. In

addition, Figures 4.10 to 4.13 show the results of Dataset3 compared to Dataset5.

Figures 4.7 to 4.13 present our results compared to the state of the art. Each

figure represents a dataset where each dataset features different scenarios (a scenario

represents a user plan to travel to a city, which represents different POIs, with their

own constraints and preferences where each scenario represents a different user and

possible different cities), which are labeled above the box. The values inside the

boxes represent the total score, which is generated by the user visiting different

POIs, where the boxes are assigned a different colour depending on the gap between

the result and the state of the art (each figure shows in the right side of the figure

a scale which represents the different colours based on the gap between our results

and the existing state-of-the-art works).

5 10 15 20 25 30 35 40 46

50 55 60 65 70 73 75 80 85

10 15 45 65 90 110 135 155 175

190 205 225 240 260 265 270 275 280
0.00%
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0.02%

0.03%

0.04%

0.05%

0.06%

0.07%

0.08%

0.09%

Figure 4.7: The results of Dataset1 for the OP

Figure 4.7 shows the results of Dataset1 where in most of the scenarios, we

achieved results comparable with the state-of-the-art (green boxes). The results of

these two scenarios that failed to reach a comparable level with the state-of-the-art

only failed by 0.02% (red boxes).
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Figure 4.8: The results of Dataset2 for the OP

Figure 4.8 shows the varied performance for Dataset2 where the worst-case result

was 0.08% and 54% of the scenarios achieved an optimal solution (green boxes).

However, each dataset featured a different number of POIs and different scenarios,

and some of these datasets featured POIs closer together. The results in Dataset2

are less satisfactory than the results of Dataset1 because: (1) there are 34% fewer

POIs, and (2) the Start/End point location is different.

First, Dataset1 provides more options for the algorithm to choose (Dataset1

provides more POIs than Dataset2). Second, Figure 4.9 shows the locations of

POIs for both Dataset1 and Dataset2 where the red points and the black points

represent the start/end points for Dataset1 and Dataset2. The main difference

between the datasets is the location of the start/end points: in Dataset1 these are

at the centre of the map while in Dataset2, these are the bottom of the map. For

these reasons, the Dataset2 performs more poorly than Dataset1. The main effect

of the start/end location is selecting nodes (POIs) where the algorithm might not

choose the best POIs in the city because the start point might be far from these

nodes which have high scores.
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Figure 4.9: Comparing the OP’s Datasets1 and Dataset2

15 20 25 30 35 40 45 50 55 60

65 70 75 80 85 90 95 100 105 110

170 190 260 320 380 430 470 520 550 580

600 640 670 700 730 760 790 790 800 800
Better

0.00%

0.02%

0.03%

0.04%

0.05%

0.06%

0.07%

0.08%

0.09%

Figure 4.10: The results of Dataset3 for the OP
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Figure 4.10 shows that about 65% of the scenarios perform at the same level

as the state-of-the-art works for Dataset3. In addition, our algorithm performed

better (collecting more scores than the existing works e.g. compared to [74]) than

the existing works in the two scenarios (in blue). Finally, Dataset3 performs better

than Dataset1 and Dataset2 because (1) the POIs are closer to each other, and (2)

the trip length is longer.

5 10 15 20 25 30 35 40 45 50 55 60 65

70 75 80 85 90 95 100 105 110 115 120 125 130

10 40 120 205 290 400 465 575 650 730 820 915 980

1070 1140 1200 1265 1340 1395 1455 1515 1560 1590 1625 1665 1675

0.00% 0.01%

Figure 4.11: The results of Dataset4 for the OP

Figure 4.11 shows that about 84% of the scenarios perform at the same level

as the state of the art works for Dataset4. However, 16% of our scenarios perform

to within a 0.01% gap between those of state-of-the-art works. The performance of

Dataset4 is better than the other the OPs datasets because (1) the POI locations are

organised in lines (as seen in Figure 4.12), and (2) the start/end points are located

in the centre of the map.
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Figure 4.12: Presenting the POIs’ location of OP’s Dataset4
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Figure 4.13: The results of Dataset5 for the OP
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Figure 4.13 shows that about 42% of scenarios perform to the same level as

the state of the art for Dataset5. In addition, other scenarios vary in performance

behind the state of the art from 0.01% to 0.05%. However, the performance of the

Dataset5 is poorer than other datasets performance because of the location of the

start/end points and the locations of POIs. Figure 4.14 shows the location of the

POIs for Dataset5 where the start point is located at the top and the end point is

located at the bottom.
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Figure 4.14: Presenting the POIs’ location of OP’s Dataset5

The results of the OP showed that the performance of the ACO based on the
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ICDM is very competitive; pleasingly, we even achieved some better results than

the state of the art (see Figure 4.10). The main challenge in Dataset1, Dataset2,

and Dataset3 is that some nodes with high scores are in the opposite direction of

the optimal route. The model is limited to looking forward (looking for all nodes

together) for the best direction. For example, the model might choose to go south

from the start point where is the optimal route is north of the start point. In

addition, the challenges in Dataset4 and Dataset5 is that the distance between

every two nodes (where are next to each other) is fixed. In other words, the distance

between any node with its neighbours is the same distance. Moreover, the Dataset5

has an extra challenge comparing with the Dataset4 where are the start/end points

located in a different location (start point is located in the north of the city, and

the end point is located in the south of the city) see Figure 4.14.

TOP benchmark instances

Also, we have applied the TOP to our model to present the novelty of our ICDM

in solving a number of models using a single algorithm. Figures 4.15 to 4.18 show

the results for the Dataset1 to Dataset3 (see the results of Dataset4 to Dataset7 in

Appendix B).

Each figure below represents a dataset where each dataset has different scenarios

labeled next to the box while the values inside the boxes represent the total score,

which is collected by visiting different POIs, where the boxes are coloured depending

on the gap between the result and the state of the art (each figure provides a scale

on the right-hand side that represents the different colours based on the gap between

our results and the existing works).
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Figure 4.15: The results of Dataset1 for the TOP

Figure 4.15 shows 58% of our scenarios perform at the same level as the existing

work while 4% of our scenarios achieve better results (in blue) (building a tour which

collects more scores than the existing works). Also, some of the scenarios perform

less well than the existing works (the red section of the scale).
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Figure 4.16: The results of Dataset2 for the TOP

Figure 4.16 shows 72% of our scenarios perform at the same level as the existing

work while 3% of our scenarios achieve better results (in blue) (building a tour

which collects more scores than the existing works). However, some of our scenarios
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perform less well than the existing works (the red section of the scale).

Figure 4.17 shows how the POI locations are distributed differently in Dataset1

and Dataset2. In addition, the location of start/end points mainly affects the results

as the start/end points in Dataset1 are located in the middle of the map while the

start/end points in Dataset2 are located at the bottom of the map. Also, the number

of POIs in each dataset affected the performance of the algorithm (Dataset1 has 32

POIs and Dataset2 has 21 POIs). The performance of Dataset2 is slightly better

than Dataset1 because Dataset2 features fewer options (fewer POIs to visit).
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Figure 4.17: Comparing the TOP’s Datasets1 and Dataset2
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Figure 4.18: The results of Dataset3 for the TOP

Figure 4.18 shows that 46% of our scenarios perform comparably with the ex-

isting work. However, some of our scenarios perform more poorly than the existing

work (the red parts of the scale). Dataset3 performs most poorly because this

dataset features a higher number of options than the other datasets.

The results show that the ACO, which is based on the ICDMs performance,

provides good results, and it even performs better than the state of the art in

Dataset1 and Dataset2. The main challenge in TOP datasets is that choosing a set

of POIs for each day with maximizing the total collected scores. The ICDM with

ACO performs acceptably where the model is limited to have the future of looking

for selecting a set of POIs together for each day.

Analysis of the OP and TOP results

The results (shown in the OP and TOP section) were comparable with those of the

state-of-the-art results in most instances except for a small number of instances in

the TOP. In addition, we show that the results in blue (that refer to our results)

outperform the existing state-of-the-art models results.
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OPTW and TOPTW benchmark instances

Furthermore, we have tested the OPTW and TOPTW on our model and the results

are shown in Figures 4.19 to 4.23.

Each figure below represents a dataset where each dataset features different

scenarios that are labelled above the boxes, and each scenario has four different

trip lengths labelled on the left side of the boxes (d= number of days). In addition,

the values inside the boxes represent the total scores, which are generated by users

visiting different POIs. Here, the boxes are coloured according to the gap between

the result and the state of the art (each figure shows in the right side of the figure

a scale which represents the different colours based on the gap between our results

and the existing state-of-the-art works).
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Figure 4.19: The results of Dataset1 for the OPTW and TOPTW

Figure 4.19 shows that the singularity of the Dataset1 affects the performance

of our model. Our model achieves good results in some scenarios while in other

scenarios it has difficulties in identifying an optimal tour.
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Figure 4.20: The results of Dataset2 for the OPTW and TOPTW

Figure 4.20 shows that our model performs well in Dataset2 where the gap
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between our model and the state of the art is better than Dataset1.
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Figure 4.21: The results of Dataset3 for the OPTW and TOPTW
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Figure 4.21 shows our models performance in five scenarios compared to the

existing works (in green). In scenario c205 (a three-day trip), the results in blue

show where we achieved better results than the existing works. In general, Dataset3

has less singularity, which allows our algorithm to produce good results.
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Figure 4.22: The results of Dataset4 for the OPTW and TOPTW

Figure 4.22 shows that our algorithm has not been able to consider waiting time,

which led to two scenarios that could not be solved (Pr01 and Pr07) because no

POI that is open is available at the beginning of the trip time (other models have

modelled waiting procedures). In other scenarios in the same dataset, our model is

able to produce a tour trip.
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Figure 4.23: The results of Dataset5 for the OPTW and TOPTW
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Figure 4.23 shows that our algorithm outperforms the existing works in six sce-

narios (in blue). Furthermore, our model produces good results in most of the other

scenarios in the dataset.

Analysis of the OPTW and TOPTW results

It is important to note that the results of the OPTW and TOPTW differ in per-

formance compared to the state-of-the-art models. The main two reasons for this

are: (1) our model has been tested based on a general-purpose algorithm, and (2)

the dataset is made in such a way where some algorithms produce misleading near-

optimal results.

In Dataset1, scenarios c101, c106, and r101 perform the least well. First, our

model could not identify a solution for scenario c101 because all the POIs were

closed (by moving from the starting point at the starting time to any POI). Second,

scenarios c106 and r101 only feature a few POIs that are available at times when

other POIs will need to be visited later (the model must calculate waiting times

between POIs to able to visit other POIs). In addition, the performance of Dataset2

compared to Dataset1 is worse because the number of POIs in Dataset2 is double

the number of POIs in Dataset1. Also, Dataset2 still suffers from the same problem

as Dataset1 (in scenarios (c101 and r101)).

The performance of Dataset3 is better than that of Dataset1 and Dataset2 be-

cause the opening/closing times for POIs are more homogenous and similar whereas

in Dataset1 and Dataset2, opening times are less homogenous and dissimilar. In

addition, we produce a better result than the existing works and five results which

are similar to the state of the art.

The performance of Dataset5 is better than Dataset4 where scenarios Pr01 and

Pr07 could not be solved because all the POIs are closed (by moving from a starting

point at a starting time to any POI). In addition, Dataset5 provides six results

that are better than the existing works. The main reason for this performance of

Dataset5 is that opening/closing times are similar and there is no need to model

waiting times between POIs.

In the final analysis, the challenge in Dataset1 to Dataset5 is that the optimal
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route is hidden where it is very difficult for general algorithms to find it. For example,

to find the optimal route in Dataset1, the algorithm should wait for some time until

the first POI of the optimal route is open, so it seems that it is wasting time.

However, it is only a way to find the optimal route. Our model is limited to find

such these challenges in the dataset because in the actual life most POIs are open

at similar times rather than opening POIs after each other in the timeline.

4.4.2 Applications of ICDM’s features

Now we have demonstrated that our ICDM can solve many models, we present

the ICDM’s other characteristics. Certainly, detailed traveler data such as start-

ing/ending times, POIs with particular attributes, etc., are lacking in availability.

We have generated several scenarios (instances) based on real-world data (see Ap-

pendix A) that represent particular travelers’ situations. Table 4.3 shows these

instances along with these instance’s conditions. The main aim of presenting these

different instances is to cover the ICDM’s features where other models are limited

to solve it.

We have simulated five different scenarios to express the overall ability of our

ICDM to customize each trip based on each instance. First, we have simulated that

a family (consisting of two parents and three young children 5, 3, and 1.5 years old)

plan to travel to Durham, the UK in the Easter holiday (April). In addition, the

family consider one HC: that POIs must be suitable for children, and one SC: high

priority for POIs that provide a baby-care room.

Second, we simulated some colleagues who are visiting Durham, the UK for

business purposes in March; they would like to take a tour of the city in their free

time. In addition, this group only stipulates one HC: weather conditions must not

include rain.

Third, a young couple who wish to marry in the summer holiday and take their

honeymoon in Durham, UK. This couple has two HCs: (1) weather conditions must

not be heavy rain, and (2) they wish to only visit POIs with free entry because of

their limited budget.

Fourth, a retired couple that plan to spend the Christmas holiday with their son
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who lives in Durham, UK. This couple wishes to tour the city when the weather

conditions do not feature heavy rain (the HC), and their ability to pay max 10£ for

each POI.

Finally, five students who plan to visit their friend studying as a postgraduate at

Durham University in the half-term holiday (October). This group has one HC: all

recommended POIs must have wheelchair access (e.g. parks and open-door POIs),

and the four SCs shown in Table 4.3.

Therefore, these five scenarios cover the ICDM’s main features such as customis-

ing constraints based on each traveler, the ability to customize constraints based on

time (in the fifth scenario), and the ability to combine HCs and SCs. Broadly speak-

ing, existing models would not be able to generate a valid tour based on the above

scenarios (see Section 4.4.2) due to the fixed constraints and the fixed algorithms

they employ. In other words, the existing studies have built their model based on

fixed constraints which will be applied to all travellers where the personalization is

not apply based on different constraints. For example, travelling in different sea-

sons or weather condition should be considered where the user can explicitly apply

his/her constraints.

In addition, we show different scenarios based on the assumption that all trav-

ellers have the same preferences. The main idea of setting up experiments based

on travellers having the same preferences is to show how much impact the different

constraints have.

March 19, 2020



4.4. Experimental results 84

Table 4.3: The scenarios description

No
Travellers
category Constraints

1 Family
• Must all recommended POIs suitable for children

• Preferring to visit places which provide a baby-care room

2 Colleagues
• Must all be outdoor POIs in good weather conditions
(not raining)

3 Young couple

• Must all be outdoor POIs in acceptable weather conditions
(not heavy rain)

• Must all be POIs with free entry.

4 Retired couple

• Must all be outdoor POIs in acceptable weather conditions
(not heavy rain)

• Must all be POIs that cost less than 11£

5 Students

• Preferring all outdoor POIs in acceptable weather
conditions (not heavy rain)

• Must all POIs have wheel access

• Preferring all recommended POIs are free

• Preferring to visit open door POIs afternoon

• Preferring all POIs have free parking

Table 4.4: The results of the real-world dataset

Experiment No Tour trip

1 10 76 47 70 14 7 44 54 85 55 77 10

2 10 81 70 44 77 47 14 7 85 2 23 76 74 72 10

3 10 2 47 77 72 85 74 11 70 7 55 81 54 10

4 10 47 74 81 5 85 70 7 11 2 55 77 72 10

5 10 79 70 14 7 76 54 55 44 40 2 72 10

Table 4.4 provides experimental data on the ICDMs features where the recom-

mended tour is presented for each scenario. Table 4.4 shows the results of different

scenarios where the recommended tour is presented by the number of POIs. Also,

the start/end point is represented by POI #10, which shows the first POI and the

last POIs in all recommended tours. The analysis examining the impact of the
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constraints on a tour in the case that travelers have the same preferences has a

significant impact because almost every scenario requires a different tour.

Table 4.5: Analysing the result of the first experiment

Constraint
76 47 70 14 7 44 54 85 55 77

Name Type

Children friendly HC X X X X X X X X X X

Baby-Care room SC X X X X X X X X X X

Table 4.5 shows that all recommended POIs have satisfied all constraints.

Table 4.6: Analysing the result of the second experiment

Constraint
81 70 44 77 47 14 7 85 2 23 76 74 72

Name Type

No raining HC • • • • • • • • X X • • •

Table 4.6 shows that all recommended POIs are indoor (labelled as •) and two

POIs (#2 and #23, which are outdoor) have satisfied the weather constraints

Table 4.7: Analysing the result of the third experiment

Constraint
2 47 77 72 85 74 11 70 7 55 81 54

Name Type

No heavy raining HC X • • • • • • • • • • •

Fee free HC X X X X X X X X X X X X

Table 4.7 shows that all POIs that are recommended, are indoor (labelled as •),

and one POI (which is #2, outdoor) have satisfied the weather constraints at these

two POIs visiting times. In addition, all POIs have satisfied the fee constraint.
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Table 4.8: Analysing the result of the fourth experiment

Constraint
47 74 81 5 85 70 7 11 2 55 77 72

Name Type

No heavy raining HC • • • • • • • • X • • •

Fee less than 11£ HC X X X X X X X X X X X X

Table 4.8 shows that all POIs that are recommended are indoor (labelled as •),

and one POI (which is #2, outdoor) have satisfied the weather constraints at these

two POIs visiting times. In addition, all POIs have satisfied the fee constraint.

Table 4.9: Analysing the result of the fifth experiment

Constraint
79 70 14 7 76 54 55 44 40 2 72

Name Type

No heavy raining SC • • • • • • • • X X •

Wheel access HC X X X X X X X X X X X

Fee free SC X X X X X X X

Open door afternoon SC • • • • • • • • X X •

Free parking SC X X X X

Table 4.9 shows that all the SCs have been satisfied by the different POIs. In

addition, all POIs have satisfied the HC (wheelchair access).

The results show that our model can efficiently handle all the various constraints

presented the scenarios above. Also, another benefit of our model is that it can

successfully build plan recommendations for different seasons and different months

of the year

4.5 Conclusion

The present study is designed to determine the effect of the limitations of the OP and

its extensions in customizing tour trips based on different constraints. In general,

the FTRM has been designed to represent a generalized model of the OP, and the
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FTRM has been built on the ICDM. The FTRM can solve many of the OP extensions

such as the OP, TOP, OPTW, and TOPTW. One of the more significant findings is

that while user preferences are essential for building a tour trip, considering different

constraints is also important to enable the personalization of a tour trip. The results

of this chapter indicate that only various constraints with the same preferences have

made the recommended tour trips are vast.

The chapter makes a significant contribution to the field of Recommender Sys-

tems; specifically, because the FTRM can deal with many models related to the OP

extensions and provide comparable results to the state-of-the-art models.
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Chapter 5

Happiness Model

In this chapter, we introduce the Happiness Model (HM), which is a novel approach

that can build personalised1 tour trips1 based on a measure of travelers’ satisfaction,

defined as a function of time and maximised over the duration of the trip. The HM

addresses the limitations of existing approaches by considering different types of

activities travellers may wish to do during a trip (such as visiting POIs, travelling

between POIs, and reducing wasted time) to recommend the most appropriate tour

routing for them. The HMs results based on tests run on publicly available datasets

are reasonable in terms of the number and the values of visited POIs, and, moreover,

reflect individual preferences on how time should be spent. Most characteristically,

shorter tours are recommended to travellers who wish to spend less time travelling

between POIs.

The main difference between the HM and existing models is that the HM is time-

centric rather than POI-centric and builds recommended tours by maximising user

satisfaction over the set of moments throughout a given trip. Here, we implemented

the HM in conjunction with the ICDM model, introduced in Chapter 3 as a data

model that reduces data dimensionality and the size of the search space.

1See Glossary for definitions of italicized words
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5.1 Introduction

In recent years, governments, industry, and tourism studies in academia have all

increasingly turned towards happiness research in search of solutions to the problems

they face [33]. Travellers take holidays to increase their happiness1 level, and indeed,

a recent study emphasis that people benefit from vacation in terms of happiness [80].

From the perspective of Recommender Systems (RSs), we introduce the Happiness

Model (HM), which represents a time function designed to handle user’s preference

to build the most suitable tour trip to match their preferences. The HM handles

different trip decision factors based on user’s preferences.

The HM is designed to fill the gaps other models fail to consider. Mainly, the

current works optimize tour trips based on POIs and their constraints1. However,

choosing a connection (Path) between POIs and considering the time available (be-

tween Start1/End1 times) for the trip are also essential factors that must be taken

into account when building tour trips. We define Happiness(t) as a function of time

that represents the state of pleasure for the user at a specific moment (t). Uniquely,

we have classified all aspects of a trip into (1) Activity, (2) Connection, and (3)

Waiting. The first represents the users visiting a POI; the second represents the

connection (i.e. the action of moving from a POI to another POI); the third rep-

resents the entire durations of time that travellers wait for the next activity or the

difference in the duration between the actual plan (Recommended Plan) and the

preferred trip length (Tmax).

The importance of HM is concentrated in maximizing travelers’ happiness by

choosing their preferred POIs, selecting satisfying connections, and managing wait-

ing times. To illustrate the problem that the HM solves, we provide an example

of two groups of travelers (Group A and B) who are visiting the city shown on

the map in Figure 5.1. Group A prefers natural, open places such as zoos, parks,

mountains, etc. In contrast, group B prefers modern places such as shopping malls,

street markets, and museums. Indeed, both groups have various preferences1, and

thus, they will each require different trip plans to suit these preferences.
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Figure 5.1: The city map with several POIs and specific start/end points

In addition, not only does each group prefer different types of POIs, but also

each group has different travel preferences in moving from one POI to another. For

example, group B prefers to walk (Connection Type) between POIs through the city

so they can see more of the traditional places and street markets. However, group

A prefers to travel by car so they can visit more natural POIs such as wildlife parks

and rivers. Figure 5.1 shows a map of the city the two groups will visit along with

several POIs and the costs of the connections between the various POIs.

5.1.1 Overview of HM

This section presents an overview of the HM and shows how it has been designed

to tackle some of the limitations of existing works. First, as we classify the various
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actions involved in trips (e.g. activity, connection, and waiting), time is the main

component of the HM because the HM can maximise the total collected scores from

the three trip actions. To explain, in each moment, the HM considers if the users

are currently engaged in an activity, in transfer between them, or waiting. Next,

the HM calculates the total scores from different actions.

Figure 5.2 shows an example of how the HM handles the different actions involved

in a trip. In the example, the POI #13 and #25 has multiple scores, the selected

path from Start Point1 to POI #13, from POI #13 to POI #25, and from POI

#25 to End Point1 have multiple scores, and the waiting time is represented as a

yellow diamond where the users have more time for activities, although the RSs

recommend a plan with less than the total time available (Tmax). In addition, the

value of each action is multiplied by the time it takes to complete (e.g. transferring

from POI #13 to POI #25 takes 19 minutes (19 minutes × Score13,25) ).

All Trip Time

Start point End point

POI #13 POI #25

Waiting Time

Figure 5.2: An example of HM calculation

In summary, the Happiness Model represents a new approach to modelling trav-

eler’s satisfaction level. In addition, our novel model solves the limitations of the

existing models, as the existing models do not consider connection’s values and

waiting time. In particular, the HM optimizes tour trips based on the three cate-

gories of actions mentioned above. However, while the existing models optimize tour

trips based on collecting scores from different POIs, the OP is NP-hard problem,

the HM is designed to optimise different types of trip activities, which leads to the

complicated nature of the HM.
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5.2 Review of Previous Work

As travelers have different preferences and requirements for their trips, personaliz-

ing and recommending a tour trip is essential because fulfilling traveler’s preferences

increases their happiness level. Within the context of optimizing the traveler’s op-

tions, designing and optimizing the most appropriate objective functions is highly

applicable to solving the problems travellers face.

In the literature, many methods and approaches have been proposed for Travel

Recommender Systems (TRSs) (for example, the Tour Trip Design Problem (TTDP)).

However, previous studies have proposed solving the TTDP based on selecting POIs

although they fail to address other important factors. For example, the previous

studies do not consider traveler’s preference in terms of traveling from one POI to

another, and consuming all available trip time. In other words, all existing models

build routes based only on the collected scores from visited nodes. In the final anal-

ysis, because all existing works are focused on only POI values, the existing models

have significant limitations to modelling satisfaction, whereas the HM has been de-

signed to evaluate each moment of the trip by considering different trip actions. In

addition, the HM is designed based on time, using an algorithm to optimize each

moment’s activity rather than an aggregated collection of items.

As most RSs are based on data mining techniques, they are not able to provide

a better-personalized tour than recommending tours based optimization techniques

alone. However, while all the previous models have dealt with the TTDP, their

solutions are subject to several important limitations in regards to fulfilling traveler’s

requirements1 such handling waiting time, budget constraints, and/or easy routes.

A special case of the TTDP is the OP, which is classified as an NP-hard problem. In

addition, changing particular constraints within a model will change the performance

of its algorithms and lead to the model being unable to solve the OP. Thus, we have

introduced the Happiness Model to overcome the limitations of the existing models.

March 19, 2020



5.2. Review of Previous Work 93

5.2.1 Happiness Model

To the best of our knowledge, all previous models focus only visited POI’s total

scores, and this represents their most serious drawback. Table 5.1 shows the main

differences between the HM and other models. First, the HM and the MOOP provide

multi-values (MV) for each node. However, the HM is designed to have multi-values

for the different components of any trip, such as POIs, travel options, and time

waste. In addition, the MCTOPMTW considers multi-attributes to have multi-

constraints (MC) where the trip does not exceed each number of these attributes.

Secondly, the MOOP deals with discrete categories as each category offers different

benefits and the aim is to maximize the total benefits of the different categories.

In addition, the MCTOPMTW supports tags where each POI has multiple tags

(attributes).

On the contrary, first, the HM can deal with both categories and attributes as

it takes advantage of both types of models. Second, our novel approach considers

multi-values (MV) between each node while other models consider only distance. In

other words, transferring between POIs involves various values such as time, length

of journey, and price, etc. Third, the HM aggregates these values into a single value

that represents traveler’s satisfaction level. Fourth, travelers, with reservations (e.g.,

flights, hotels, or trains) will prefer to consume all the time allocated for a particular

trip. Thus, the HM has been designed to consider the time waste as an essential

factor likely to affect traveler’s level of satisfaction.

Table 5.1: Comparison between Happiness model and previous works

Features HM MOOP MCTOPMTW

Multi-score • • MC

Categorising POIs ? • •

Personalising Connections MV ∗ ∗

Considering Wasting Time •

March 19, 2020



5.3. Happiness Model (HM) 94

5.2.2 Multi-objective Orienteering Problem (MOOP) and

Happiness Model

When making a travel-related decision, travelers take into account multiple objec-

tives and constraints. [24] shows that higher-quality personalization results lead to

travellers being more convinced to take a particular trip. In other words, when

travelers feel the recommended tour trip closely matches their preferences, their

trust level in the recommender system is increased. As the time factor becomes

ever more important in traveler’s busy lives (i.e.travelers often book hotels, flights,

tours, and party tickets which should be coordinated at the time of booking), there

is a need for a model that can handle all of these factors to build a robust trip plan

recommendation.

While the main limitation of the MOOP is in its lack of support for personalisa-

tion (i.e. it does not consider waiting time), the HM is designed to consider time as a

critical factor when building a tour trip. Besides, the HM considers other necessary

decision-making parameters (i.e. multi-value for POIs and connections) for a tour

trip whereas the MOOP considers only multi-value POIs. In essence, the HM is

developed to cover the majority of tourists’ decision-making parameters classifying

the parameters into (1) Activities, (2) Connections, and (3) Waiting Time. The HM

encompasses the existing models by considering all three of these key constraints.

5.3 Happiness Model (HM)

We have designed the Happiness Model (HM) to handle traveler’s preferences in

order to maximise user’s satisfaction1 level. First, we present the mathematical

model, and next, we show a combination of the HM and the ICDM (see Chapter 3).

Finally, the discussion section summarises the importance of the HM to its current

applications within the tourism industry.
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5.3.1 The Mathematical Model

The HM can be defined as follows. Let G = (V,E) be a directed weighted graph

where i ∈ I and i = 1, ..., |I| are a set of nodes representing a Point of Interest

(POI) in a city, and each node has multiple values for different attributes. Also,

k ∈ K; k = 1, ..., |K| is a set of attributes for each node. Let E be a set of edges

between these nodes (POIs), and each edge has multiple values (e.g. price, travel

time, comfort level). Let r ∈ R; r = 1, ..., |R| be a set of multiple values for each

edge. A travel time between two nodes i, j ∈ I denotes TTij, and STi denotes the

time spent at the i node. Given a starting node s and terminal node t, and let the

s = 1 and t = |I|. The trip length may be a day or longer, so p ∈ P ; p = {1, ..., |P |}

is a set of trip days. In addition, each trip has a start time and end time where

t ∈ p; let t = 1, ..., |p| be a set of moments in the trip p day. The time limitation for

each day of the trip is represented by Tmax, and Smax is the maximum value for all

actions (we have a user one scale for all activities from 0 to 1).

Also, let Xpti be an activity decision variable, which is equal 1 when the user

stays at the i node on p day at t time, otherwise it is equal to 0. Let Yptij be a

connection decision variable equal to 1 when the user moves from the i to j nodes

on p day at t time, otherwise it is equal to 0. Let Zpt be a waiting decision variable

that is equal 1 when the user is waiting on p day at t time, otherwise it is equal

to 0. In addition, let Spti be the score value of activities at i node on p day at t

time. Also, let Cptijr be the value of a connection from i to j nodes based on the r

attribute on p day at t time. In addition, let Wpt be the value of the waiting time

on p day at t time.

The equations below describe the HM in relation to the constraints. Equation

(5.3.1) is the objective function, which maximizes the total points from the three

different actions: (1) activity, (2) connection, and (3) waiting; the equation has

three main functions which are f1(a), f2(c), and f3(w), and each of these functions

represent one of the main actions (activity, connection, and waiting). The HM has

a value of between 0 and 1 where 1 represents the highest level of user satisfaction

in the tour trip.
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Max

(
f1(a) + f2(c) + f3(w)

Tmax × Smax × |P |

)
(5.3.1)

The three functions f1(a), f2(c), and f3(w) are shown in Equations (5.3.2),

(5.3.3), and (5.3.4). The f1(a) illustrates the happiness level for an activity. It

adopts a value of between 0 and 1 by dividing the value by (Tmax × Smax × |P |).

f1(a) =

|P |∑
p=1

|p|∑
t=1

|I|∑
i=1

Xpti × Spti (5.3.2)

f2(c) represents the happiness level for the connection activity. It adopts values

between 0 and 1 by dividing the value by (Tmax × Smax × |P |).

f2(c) =

|P |∑
p=1

|p|∑
t=1

|I|∑
i=1

|I|∑
j=1

Yptij × |R|∑
r=1

Cptijr

 (5.3.3)

The f3(w) represents the happiness level for waiting time, again dividing the

value by (Tmax × Smax × |P |).

f3(w) =

|P |∑
p=1

|p|∑
t=1

(Zpt ×Wpt) (5.3.4)

Equation (5.3.5) is a constraint that allows only one action at the same time. In

addition, Equation (5.3.6) ensures that the trip on each p day starts from s, which

is the start point. Also, Equation (5.3.7) ensures that on each p day, the trip ends

at the e POI that is the end point.

|I|∑
i=1

Xpti +

 |I|∑
i=1

|I|∑
j=1

Yptij

+ Zpt = 1;∀t = 1, . . . , |p|;∀p = 1, . . . , |P | (5.3.5)

|I|∑
j=1

Yp11j = 1;∀p = 1, . . . , |P | (5.3.6)

|I|−1∑
i=1


|p|∑
t=1

Ypti|I|

TTi|I|

 = 1;∀p = 1, . . . , |P | (5.3.7)

Equation (5.3.8) is a constraint to ensure the tour trip is connected, and it ensures

the connection time (travelling time) and visiting times are equal to data which
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represent by TTi,j and STi. Also, Equation (5.3.8) is equal to the Equations (2.7.4)

and (2.7.5) in the OP model.

t1=n+TTs,r∑
t=n

Y t
p,s,r ×

t2=t1+STr∑
t=t1+1

X t
p,r

TTs,r + STr
=

t3=t2+TTr,m∑
t=t2+1

Y t
p,r,m

TTr,m
≤ 1 (5.3.8)

∀n ∈ {1, . . . , |p− 3|}; ∀p = 1, . . . , |P |;m ∈ I;∀s,m = 1, . . . , |I|;∀r = 2, . . . , |I − 1|

5.3.2 Overview of HM with ICDM

This section presents how we coupled the ICDM (see Chapter 3) with the HM.

Briefly, the ICDM is designed to deal with multi-item constraints. However, the

HM is designed to consider a multi-value for POIs and multi-values for connections.

Figure 5.3 shows an overview of the HM, and how the HM and ICDM work together.

Figure 5.3 can be classified into three parts: (1) data, (2) the ICDM, and (3) the

HM.

Firstly, the ICDM deals with User Constraints, POIs Data, and Connections

Data. The user constraints are defined as conditions on some or all POIs based

on user constraints such as location, entrance fee, or weather conditions. These

user constraints are illustrated as a 3D table (labeled A in Figure 5.3). The main

three dimensions of the user constraints are (1) each constraint provides a value

on an item at a specific moment; (2) at each moment, each constraint provides a

value on some items; and (3) each item provides some constraints on every moment.

The POI’s data represents the information about the POIs such as opening/closing

times, location or category. The POI data is shown in a 3D table (labeled B in

Figure 5.3). Besides, connections data represents the travelers moving from one

POI to another (labeled C in Figure 5.3). As the ICDM is designed to consider

the congestion level, which is represented as layers of p tables, where each table

represents the time consumed by moving from one POI to another POI at Tp time.

Second, the main part of the ICDM is the constraints (classified into HC and

SC; see Chapter 3): (1) HC (labelled D in the Figure 5.3) and (2) SC (labelled E

in Figure 5.3). Equation (3.3.4) (labeled G in Figure 5.3) is the aggregate of all

constraints values in a single value (Spti). The main output of the ICDM is a matrix
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that reduces the search space (labeled H in Figure 5.3).

Third, the HM is designed to handle user constraints by using the ICDM and

considering multi-values for connections (labeled F in Figure 5.3). The graph below

shows the complexity of the connection data when multi-values are used. The graph

below (Figure 5.4) shows |R| tables based on the number of multi-values in the

connections, and all these tables represent only one moment, such as t1 where it

needs to be a p number of aggregated tables to represent the whole multi-value

problem. Finally, we have developed an algorithm to solve the HM problem (labeled

I in Figure 5.3).
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Item Constraints Data Model (ICDM)

Happiness Model (HM)

POIs DataUser Constraints

Connection Data (mult-value)

Connections Data

G

ICDM Algorithm

HM Algorithm

A B C

D E

F

H

J

I

A Representing user's constraints in 3-D table. (see
Chapter 3)

B Representing POIs' data in 3-D table. (see Chapter 3)

C Representing Connections data in 3-D table. (see
Chapter 5)

G Representing Equation 3.3.4 which aggregates the HC and SC. (see Chapter 3)

H Representing the final data representation of the ICDM. (see Chapter 3)

I Representing the algorithm that will be used in the HM. (see Chapter 5)

J Representing the algorithm that will be used in the ICDM. (see Chapter 3)

D Representing HC constraints in 3-D table. (see Chapter
3)

E Representing SC constraints in 3-D table. (see Chapter
3)

F Representing the Connections data with multi-
value. (see Chapter 5)

Figure 5.3: An overview of building the HM with ICDM
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Figure 5.4: An overview of multi-value connections

5.4 Experiments

We have conducted a number of experiments to determine the capabilities of the HM.

First, we used the HM on some of the existing datasets (see Table 5.2) to measure

the impact of the use of the HM modelling on building a tour trip. Furthermore,

we developed an Ant Colony Optimization (ACO) algorithm to produce comparable

results with the existing models.

We selected these datasets based on the availability of public data. Specifically,

we selected the OPTW & TOPTW datasets to conduct the HM experiment because
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these datasets provide several relevant features (e.g., visiting times, time windows,

etc.).

Table 5.2: List of all datasets have been used in the experiments

Problem
Dataset
Name Reference

Number of
Scenarios

Number of
items |I|

OPTW &
TOPTW

Dataset1
[106]

10 48 to 288

Dataset2 10 48 to 288

5.4.1 An Ant Colony Optimization

As we have disused Ant Colony Optimization (ACO) in Chapter 4 Section 4.3.

Briefly, we have adjusted to solve the HM, and Figure 5.5 shows the flowchart of

the ACO. Based on the setting in Section 4.3.

We have conducted several experiments to determine the best value for the ACO

parameters. ACO’s initial parameters are listed based on Table 5.3, and Figures 5.8

and 5.7 show the different values based on different parameters values

Start

Initial parameters Yes

No

i < iterations?

No

Yesant_k < Ant_No?

End

Yesd < Days? Initial start and end
point in Route[ant_k] Yes

No

Route[ant_k] <
T_max? Calculate all probability

Choose the best
candidate node

Step 1

Step 3 

Select the best route
for day d

Step 2 

Update local
pheromones

Update pheromones

Select the best route

Figure 5.5: Overview of the ACO flowchart

We have conducted experiments to determine the iteration number for the ACO.

Important to realize that running time is a critical factor especially when the prob-

lem is NP-hard. Figure 5.6 shows the average running time for different iteration

numbers where is the minimum running time is 1541 milliseconds, and the maximum

is 59875 milliseconds. We have chosen ten times for the iteration parameter.
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Figure 5.6: The average running time for different iteration numbers

Alpha and Beta represent the importance of score and rate of score to distance

(see Equation (5.4.10)). In addition, choosing the optimal value for the Alpha and

Beta is critical because the performance of the algorithm is based on these values.

Consequently, we have used the tuning method, which calculates the parameters

from zero to until it reaches the ultimate gain. We have conducted several different

experiments (each scenario in each dataset has been conducted over 200 times for

different values for the Alpha and Beta) to find the ACO’s best performance across

all the datasets. Figures 5.7 and 5.8 present the total scores (which have been

normalised in which 1 represents the highest total scores for all the datasets) of all

the datasets in all scenarios for different values of Alpha and Beta.

As shown in Figures 5.7 and 5.8, only some of the results have achieved the top

scores whereas other results vary; there is not a point here which shows the Alpha

and Beta make the algorithm perform at the same level (each new value for Alpha

and Beta give different results). We have chosen the optimal value for Alpha and

Beta which appears many times (e.g. Alpha = 1 and Beta = 13, Alpha = 15 and

Beta = 8, etc.) to perform better in all datasets (all values are shown in dark red in

5.7 and 5.8 that have achieved the top results). In other words, any value of Alpha

and Beta in dark red will provide the same results over all the datasets.
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Figure 5.7: Overview of the ACOs performance based on different values of Alpha

and Beta

Figure 5.8: Overview of the ACOs performance based on different values of Alpha

and Beta
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Table 5.3: Initial parameters for ACO in the first step

Parameter Initial Value Description

α 15 Alpha represents the importance of Tau

β 8 Beta represents the importance of Eta

ρ 0.1 The value of pheromone evaporation

Ant No 200 Number of ants

Iterations 10 Number of iteration

NodeSize Number of nodes

ηij Equation (5.4.9) Eta represents the rate of score to distance

τi,j Allocate 1000 value representing the Pheromones level from i to j

δi,j Allocate 0 value representing the maximum total path use i to j

In the ACO, two steps are used to update the pheromones to improve the effec-

tiveness of the algorithm. The first update is called update local pheromones and

this happens in step two (see Figure 5.5); after releasing an ant, it checks if the

ant can find a better score for the path found (see Equation (5.4.11)). The second

update is after all ants have been released (see Equation (5.4.13)).

Equation (5.4.9) calculates the rate of Activity value (Si) to distance (TTij) and

Connection value (Cij) to distance (TTij). The value of Eta represents how the POI

is preferred to the user. In addition, Equation (5.4.10) represents the probability

calculation for the POI i to j. Equation (5.4.11) shows that function that find the

max total score collected by Antx, and Equation (5.4.12) represents the local update

(the first update). Also, Equation (5.4.13) represents the global update (the second

update).

ηij =
Si
TTij

+
Cij
TTij

(5.4.9)

Pi,j =
(τi,j)

α (ηij)
β

Σ
(

(τi,j)
α (ηij)

β
) (5.4.10)

δi,j = Max(δi,j, Antx(i, j)) (5.4.11)

τi,j = (1− ρ)× τi,j + δi,j (5.4.12)
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τi,j = ρ× τi,j + (1− ρ)× δi,j (5.4.13)

5.5 Results

We provide the results achieved by the HM based on the experiments. In addition,

the discussion section explains the challenges and the peculiarities of the existing

datasets.

5.5.1 The HM benchmark instances

This section compares the results of the HM with the TOPTW results on Dataset1

and Dataset2 (more information is provided in Table 5.2). In general, the results

clarify the effect of the HM on building a tour trip by customizing the tour based

on users preferences. In other words, the outputs of the HM show that the HM can

indeed achieve a greater level of personalization in tour trips because the HM con-

siders and optimizes other factors of tour trips such as wasted time and connections.

In addition, the values of the scores (activities), connections, and waiting times have

been normalized between 0 to 1 where 1 represents the highest value.

Table 5.4 shows the eight different experiments we have conducted on the HM.

First, we have used the values for the activities based on the public datasets values,

and then generated different values for the connections and waiting times in these

experiments. These experiments cover different scenarios to highlight the benefits

the HM provides.

Experiments E1 to E4 have been conducted on Dataset1, and Tables 5.5 to 5.8

show the results of each experiment. In each experiment, the scenario code and the

total number of POIs in the recommended tour are shown. In addition, the main

three actions of the trip are shown, and we present the total amount of time for each

action and the total scores for each specific action.
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Table 5.4: Comparing between different experiments

Experiment Connection Score Waiting Score Dataset

E1 1 0 Dataset1

E2 1 0.5 Dataset1

E3 Random 0 Dataset1

E4
Random

2
0 Dataset1

E5 1 0 Dataset2

E6 1 0.5 Dataset2

E7 Random 0 Dataset2

E8
Random

2
0 Dataset2

Table 5.5: The result of the E1 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr02 227 125 384 384 389 0 19

Pr03 197 93 368 368 435 0 17

Pr04 223 120 382 382 395 0 19

Pr05 389 245 351 351 260 0 24

Pr06 304 145 371 371 325 0 24

Pr08 252 120 417 417 331 0 18

Pr09 222 120 464 464 314 0 20

Pr10 276 160 403 403 321 0 25

Table 5.5 shows the results of E1 based on the settings in Table 5.4. Each row in

the table represents a different scenario where the total scores of each action differ

from one scenario to another (except the total waiting-time scores where the value

of each waiting moment is equal to zero (based on Table 5.4)). In addition, we

normalise all scores for all types of actions between 0 to 1 (the total score is the

summation of each moment where the total score of any action will not exceed the

total of moments in the activity).
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Table 5.6: The result of the E2 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr02 227 125 384 384 389 194 19

Pr03 197 93 368 368 435 217 17

Pr04 223 120 382 382 395 197 19

Pr05 389 245 351 351 260 130 24

Pr06 304 145 371 371 325 162 24

Pr08 252 120 417 417 331 166 18

Pr09 222 120 464 464 314 157 20

Pr10 276 160 403 403 321 160 25

Table 5.6 shows the result of E2. Here, the main difference between E1 and E2

is that the waiting-time score produces different values. However, the results of E1

and E2 are the same except for the total waiting-time score. The main reason why

these results are similar is that we have modelled the HM without including waiting

time in between POIs. In other words, the HM has only two options (choosing a

POI or moving from one POI to another) where no option is considered for waiting

at any time between POIs.
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Table 5.7: The result of the E3 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr02 227 125 413 214 360 0 19

Pr03 222 110 436 255 342 0 18

Pr04 220 117 396 292 384 0 18

Pr05 376 234 365 281 259 0 23

Pr06 298 141 468 294 234 0 23

Pr08 283 139 454 246 263 0 20

Pr09 268 150 415 295 317 0 23

Pr10 254 145 374 252 372 0 23

Table 5.7 shows the results of E3. Here, the total time of actions is different from

E1 and E2 (see Table C.3 in Appendix C which shows the tour in E3 differs from

E1 and E2).

Table 5.8: The result of the E4 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr02 249 146 414 110 337 0 21

Pr03 197 93 443 110 360 0 17

Pr04 220 117 366 145 414 0 18

Pr05 376 234 367 108 257 0 23

Pr06 270 128 393 135 337 0 21

Pr08 252 120 446 133 302 0 18

Pr09 248 130 420 123 332 0 22

Pr10 254 145 457 143 289 0 23

Table 5.8 shows the results of E4 which is very similar to E3 except that the

connections scores are divided in half. The results of E4 show that the travellers
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preferences affect the building of the tour. However, Experiments E5 to E8 have been

conducted on Dataset2, and Tables 5.9 to 5.12 show the results of each experiment.

Table 5.9: The result of the E5 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr11 205 87 394 394 401 0 19

Pr12 82 41 201 201 717 0 7

Pr13 273 130 347 347 380 0 22

Pr14 309 173 259 259 432 0 24

Pr15 429 273 327 327 244 0 30

Pr16 324 162 345 345 331 0 26

Pr17 231 102 379 379 390 0 18

Pr18 287 141 350 350 363 0 21

Pr19 288 151 351 351 361 0 25

Pr20 324 184 313 313 363 0 29

Table 5.9 shows the results of E5 based on the settings in Table 5.4. Each row

in the table represents a different scenario where the total scores differ from one

scenario to another. In addition, we normalised all the scores for all types of actions

between 0 to 1.
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Table 5.10: The result of the E6 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr11 205 87 394 394 401 200 19

Pr12 82 41 201 201 717 359 7

Pr13 273 130 347 347 380 190 22

Pr14 309 173 259 259 432 216 24

Pr15 429 273 327 327 244 122 30

Pr16 324 162 345 345 331 166 26

Pr17 231 102 379 379 390 195 18

Pr18 287 141 350 350 363 182 21

Pr19 288 151 351 351 361 180 25

Pr20 324 184 313 313 363 182 29

Table 5.10 shows the results of E6, and, as we explained in E2, the main difference

between E1 and E2 is that the waiting-time score has different values. However, the

results of E5 and E6 are the same except for the total waiting-time score.
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Table 5.11: The result of the E7 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr11 182 79 395 200 423 0 17

Pr12 51 26 268 169 681 0 5

Pr13 266 127 341 209 393 0 21

Pr14 292 160 340 241 368 0 23

Pr15 406 259 315 183 279 0 28

Pr16 298 141 377 227 325 0 23

Pr17 237 103 364 236 399 0 19

Pr18 290 144 330 216 380 0 22

Pr19 306 164 343 209 351 0 26

Pr20 324 184 351 205 325 0 29

Table 5.11 shows the results of E7 where the connections scores are random

between 0 to 1. The main observation in this result is that the number of POIs is

less than the number of POIs in E5 and E6. We can characterise this as a more

comfortable trip style in which fewer POIs are recommended for travellers who wish

to have a more relaxed trip.
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Table 5.12: The result of the E8 on the HM

Scenario Activity Connection Waiting Number

Code
Time

(Minutes)
Total
Scores

Time
(Minutes)

Total
Scores

Time
(Minutes)

Total
Scores of POIs

Pr11 195 81 355 94 450 0 18

Pr12 51 26 221 70 728 0 5

Pr13 266 127 371 113 363 0 21

Pr14 309 173 312 78 379 0 24

Pr15 397 251 331 112 272 0 27

Pr16 308 148 382 110 310 0 25

Pr17 231 102 401 111 368 0 18

Pr18 283 139 293 81 424 0 20

Pr19 306 164 363 96 331 0 26

Pr20 328 184 329 81 343 0 30

Table 5.12 shows the results of E8, which is very similar to E7 except that the

connections scores are divided in half, and the results are different where the total

of waiting time in E8 is more than in E7.

As shown above, the HM has a significant impact on building tour trips based

on user preferences because the HM considers all components of the tour trip (i.e.

activities, connections, and waiting times). The next section will discuss the impact

of the HM on building a tour trip.

5.5.2 Discussion

This section discusses the results of the HM and states the findings. In general,

as we do not provide a waiting option for travellers between POIs, so changing the

weight of waiting-time might not change the results.

In experiments E2 and E6, we have assigned a value of 0.5 to each waiting

moment. However, because the algorithm does not consider taking an option to

wait, the results are dependant on the activity and connection values. The paths

of E2 and E6 are the same as in E1 and E5 because the main differences is the
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waiting-time value.

Tables 5.13 and 5.14 show a comparison between different preference values for

waiting time: in E1 and E5 the waiting time is equal to 0 while in E2 and E6 the

waiting time is equal to 0.5. The main finding of these comparisons is the different

waiting-time values do not affect the recommended tour. The main reason for this

is that we do not assume the travellers would like to have the option of waiting

between activities. In other words, we do not factor in waiting times for travellers

between POIs. However, the total waiting-time values differ when the waiting-time

preferences vary. To sum up, we assume that travellers do not prefer to wait between

POIs and the results of different waiting-time preferences do not affect the tour trip.

Table 5.13: Comparing the results of all scenarios in E1 and E2

Experiment
Scenario

Code
Activity Connection Waiting Number

of POIs
Time
(M) Score

Time
(M) Score

Time
(M) Score

E1
Pr02

227 125 384 384 389 0 19

E2 227 125 384 384 389 194 19

E1
Pr03

197 93 368 368 435 0 17

E2 197 93 368 368 435 217 17

E1
Pr04

223 120 382 382 395 0 19

E2 223 120 382 382 395 197 19

E1
Pr05

389 245 351 351 260 0 24

E2 389 245 351 351 260 130 24

E1
Pr06

304 145 371 371 325 0 24

E2 304 145 371 371 325 162 24

E1
Pr08

252 120 417 417 331 0 18

E2 252 120 417 417 331 166 18

E1
Pr09

222 120 464 464 314 0 20

E2 222 120 464 464 314 157 20

E1
Pr10

276 160 403 403 321 0 25

E2 276 160 403 403 321 160 25
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Table 5.14: Comparing the results of all scenarios in E5 and E6

Experiment
Scenario

Code
Activity Connection Waiting Number

of POIs
Time
(M) Score

Time
(M) Score

Time
(M) Score

E5
Pr11

205 87 394 394 401 0 19

E6 205 87 394 394 401 200 19

E5
Pr12

82 41 201 201 717 0 7

E6 82 41 201 201 717 359 7

E5
Pr13

273 130 347 347 380 0 22

E6 273 130 347 347 380 190 22

E5
Pr14

309 173 259 259 432 0 24

E6 309 173 259 259 432 216 24

E5
Pr15

429 273 327 327 244 0 30

E6 429 273 327 327 244 122 30

E5
Pr16

324 162 345 345 331 0 26

E6 324 162 345 345 331 166 26

E5
Pr17

231 102 379 379 390 0 18

E6 231 102 379 379 390 195 18

E5
Pr18

287 141 350 350 363 0 21

E6 287 141 350 350 363 182 21

E5
Pr19

288 151 351 351 361 0 25

E6 288 151 351 351 361 180 25

E5
Pr20

324 184 313 313 363 0 29

E6 324 184 313 313 363 182 29

Table 5.15 compares the results of different experiments. First, E1 features at

least 50% more POIs in the recommended tour results because all the connections

values (the edges between POIs) are equal to 1 (representing the highest satisfaction

level). The second finding is that E3 and E4 perform better than E1 in terms of

reducing waiting time. The main reason that E1 performs less effectively than E3

and E4 is that it involves choosing the longest path between POIs because users
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prefer a long journey (moving between POIs). In addition, E4 produces a tour that

features a longer total connection time by at least 50% because a short connection

period is selected that allows the model able to select more POIs.

Another point is that the HM aims to personalize tour trips based on user pref-

erences and the results show that the HM successfully achieves this aim. Figure 5.9

shows the difference between the HM and the TOPTW based on the same dataset

(Datasets2) and the same algorithm.

Figure 5.9 shows four tours based on different experiments (E5, E7, E8, and

TOPTW). The main difference between these experiments is the different prefer-

ences for the connections scores and waiting-time scores. First of all, there are no

inherently good or bad results here (E5, E7, E8, and TOPTW) because all of these

tours are based on specific user preferences (where one user may like a particular

tour whereas another user may dislike the same tour). Broadly, we refer to the main

purpose of RSs (i.e. personalisation) in which the HM helps travellers to personalise

their tours based on their specific preferences.
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Table 5.15: Comparing the results of all experiments

Scenario
Code Experiment

Activity Connection Waiting Number
of POIs

Time
(M) Score

Time
(M) Score

Time
(M) Score

Pr02

E1 227 125 384 384 389 0 19

E3 227 125 413 214 360 0 19

E4 249 146 414 110 337 0 21

Pr03

E1 197 93 368 368 435 0 17

E3 222 110 436 255 342 0 18

E4 197 93 443 110 360 0 17

Pr04

E1 223 120 382 382 395 0 19

E3 220 117 396 292 384 0 18

E4 220 117 366 145 414 0 18

Pr05

E1 389 245 351 351 260 0 24

E3 376 234 365 281 259 0 23

E4 376 234 367 108 257 0 23

Pr06

E1 304 145 371 371 325 0 24

E3 298 141 468 294 234 0 23

E4 270 128 393 135 337 0 21

Pr08

E1 252 120 417 417 331 0 18

E3 283 139 454 246 263 0 20

E4 252 120 446 133 302 0 18

Pr09

E1 222 120 464 464 314 0 20

E3 268 150 415 295 317 0 23

E4 248 130 420 123 332 0 22

Pr10

E1 276 160 403 403 321 0 25

E3 254 145 374 252 372 0 23

E4 254 145 457 143 289 0 23

March 19, 2020



5.5. Results 117

Table 5.16: Comparing the results of scenario Pr12 in E5, E7, and E8

Experiment Scenario Activity Connection Waiting Number

Code
Time
(M) Score

Time
(M) Score

Time
(M) Score of POIs

E5 Pr12 82 41 201 201 717 0 7

E7 Pr12 51 26 268 169 681 0 5

E8 Pr12 51 26 221 70 728 0 5

TOPTW Pr12 66 39 320 0 614 0 6

Table 5.16 shows a comparison between the results of experiments E5, E7, E8,

and TOPTW. The main observation here is the number of POIs in each tour: E5

generated seven POIs whereas E7 and E8 generated five POIs. In addition, the total

connection time in E5 is less than all the other results by at least 10%.

Table 5.17: Comparing the results of scenario Pr12 in E5, E7, and E8

Experiment Scenario Code Path

E5 Pr12 0 27 19 17 79 14 32 65 0

E7 Pr12 0 6 52 4 35 87 0

E8 Pr12 0 6 52 21 32 33 0

TOPTW Pr12 0 6 52 21 32 41 95 0

Table 5.17 shows the recommended tour for different experiments. The most

noteworthy finding here is that the results of E5 differ from those of the other

experiments on almost all of the recommended POIs. However, E7, E8, and TOPTW

feature some common POIs where E8, and TOPTW are similar to each other (almost

66% similarity).

Figure 5.9 shows that E5 recommended the shortest total distance between nodes

comparing to other experiments. In conclusion, our HM can more successfully per-

sonalize tour trips based on user’s preferences compared to the existing models in a

wider variety of ways, some of which can be considered to be highly intuitive.
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Figure 5.9: Comparing the HM path with TOPTW path based on Pr12 on

Datasets2

5.6 Conclusion

This chapter has presented our HM that is designed to personalise recommended

tours based on user’s preferences. Furthermore, our results show that the HM places

a greater emphasis on personalizing tour trips much more effectively and intuitively

than the existing models.

To the best of our knowledge, the HM is the first dynamic model to successfully
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customize tour trips based on tour trip’s specific components:(Activity, Connection,

and Waiting Time).
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Chapter 6

Group Tourist Trip Design

Problem

This chapter investigates the problems related to Group Recommendation Systems

(GRSs). We have introduced the Group Tourist Trip Design Problem (GTTDP),

which deals with the problem of a group of travellers going to the same destination

although they might have different preferences and constraints. Also, we propose

the Group Tour Trip Recommender Model (GTTRM), which has been designed to

maximize the satisfaction1 level among a group of travellers.

In addition, we have also developed an algorithm based on Ant Colony Opti-

mization, for GTTRM. The proposed algorithm is used to decide how to split the

group into subgroups (see Section 6.4).

6.1 Introduction

While the previous chapters have dealt with tour trips for individuals, this chapter

deals with tour trips based on a group of travelers. Generally, people travel in groups

as couples, families or friends, so when recommendations for two or more people are

needed, GRSs are applicable and useful. Nowadays, due to the increased access to

cheap and efficient transport systems, the number of people traveling internation-

1See Glossary for definitions of italicized words
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Table 6.1: List of features have been used in GTTDP

Abbreviation Full Form Meaning

M Multi-day Building tour trip for more than a day

SRF
Social Relationship
Factor

Extra values for a user of the group when two
users visit the same place at the same time

SV Score Value Each POI has a value

CV Connection Value Moving from a POI to another has a value

WV Waiting time Value When the time of tour trip is less than Tmax

SG Splitting Group Divide the group of tour into subgroups

IC Item Constraints Dynamic constraints on items (POIs)

TW Time Windows Opening/closing time

MC Multi-Constraint
Limited number of type of category not
exceed

UC User Constraints
Considering difference constraints from
member of the group

ally is ever increasing. However, this presents certain difficulties for inexperienced

travelers planning international trips1 [112]. Borras et al. mention that a wealth of

information is available on the internet for tourists concerning travel destinations,

points of interest (POI), activities, and events, and these tend to be unpersonalized

and overwhelming when booking a group trip tour [20].

The need for GRS has become imperative [35, 61], and GRS are required to

process many varied scenarios such as recommendations for suitable TV programs

for friends to watch together or choosing the most suitable restaurant for colleagues

[52]. By comparison, personalized recommendation techniques provide customized

information based on the user’s specific desires1 or limitations1 [20]. Aside from

this, Xie et al. posit that travelers are interested in recommended POIs customized

by time limitations, budget limitations [110], and distance limitations . Yoon et

al. explained that travelers face a tricky decision when faced with many possible

places to visit and also that those who wish to visit places, which are of interest,

have limited time available (Tmax) [112]. In addition, Xie et al. point out that to

choose a trip tour independently and set budget, a package of POIs should not only

be compatible, but should also apply user’s wishes (e.g. visiting POIs within 10 km
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of their hotel and including no more than three museums and not more than two

parks) [110]. Finally, Salam et al. mention that the job of GRSs is to recommend

items to a group that reflect the preferences of the group as one, and these items

should be reasonable and acceptable to all group members [10,40,88].

6.1.1 GRSs Classifications

A universal classification of GRS has not yet been agreed. For instance, Bok et al.

posit that recent GRSs schemes should be divided into collaborative filtering-based

recommendation schemes and social-based recommendation schemes [18] while Guo

et al. propose that GRS methods should be classified into recommendation aggrega-

tion and preference aggregation [55]. In addition, Ghazarian and Nematbakhsh add

that the majority of GRS strategies are divided into individual rating aggregation

and the aggregation of individual recommendations [52]. In the present study, the

GRSs approaches are divided into (1) aggregation approaches and (2) optimization

approaches. The former improves the quality of recommendations for a group of

users by enhancing or modifying algorithms to fit into GRSs such as optimization

algorithms (see section 6.2).

6.1.2 Problems of GRSs

As some trip activities are to be carried out by users together as groups [52, 61],

new issues have arisen in GRSs. For example, specific differences such as aggregate

users’ profile1, users’ roles, and limitations have become influential. Furthermore,

GRSs can recommend tour trips to a group based on matching all group member’s

constraints and preferences. In addition, GRSs deal with diverse users who may not

share similar preferences [7, 52]. Equally important, Ghazarian and Nematbakhsh

emphasize that the challenges facing GRS fall into four areas: collecting information

about users’ preferences, generating recommendations, explaining recommendations,

and helping the group to reach a final decision [40, 52]. For instance Salam et al.

mention that it is unreasonable to provide recommendations to a group where all

members have consistent choices or similar preferences because it operates as a
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single-user scenario. On the contrary, groups of users are likely to have a range of

preferences that result in conflicting needs, and also, particular groups are likely to

consist of users who are less easy to satisfy than others [27,88].

6.1.3 Group Tourist Trip Design Problem

Uniquely, Traveller Recommender Systems (TRSs) recommend sequences of differ-

ent items such as POIs, meals, or accommodation. The role of GRS for travelers is

dealing with different tourists in a group to maximize their satisfaction levels, and

reduce the member’s conflicts constraints and preferences. In addition, the chal-

lenges that generating group travel recommendations represent for GRSs as “group

decisions are more complex” [35, 84]. In addition, because GRS issues affect this

process, it is considerably more complicated.

The Tourist Trip Design Problem (TTDP), a trip plan for a tourist interested in

visiting multiple POIs, has been defined by [107]. The TTDP is based on a tourist

wishing to visit different POIs with limited time (Time Windows) for sightseeing;

each POI has a set of attributes (e.g., category, location, child-friendly, admission

cost, etc.), and each trip provides a limited time (Tmax) for sightseeing. Therefore,

the TTDP should maximize the total score gained when visiting a specific POI

(with each POI having different scores); the system not only chooses POIs but

also selects the best route(s) between selected POIs. The TTDP’s solutions should

respect traveler’s constraints and POI’s characteristics [49]. The main objective

of the TTDP is to maximize tourist’s satisfaction level by allowing them to visit

high-scoring POIs while taking the user’s constraints into account.

The Group Tourist Trip Design Problem (GTTDP) is an extension of the TTDP;

the main difference between them is that the GTTDP deals with a group of trav-

ellers, and the main challenge of GTTDP is how to deal with conflict constraints or

preferences.
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6.1.4 Group Tour Trip Recommender Model

Group Tour Trip Recommender Model (GTTRM) is designed to solve conflicts

among travelers using several different strategies and algorithms (see Section 6.3).

The primary approach has been implemented is splitting the group into a subgroup

for part of the trip time to maximize the satisfaction level in the case that a complex

conflict appears.

The GTTRM is a novel model that can decide if it is possible to divide the group

into subgroups to maximize satisfaction levels based on measuring the similarities

among the group members. In addition, the GTTRM calculates where and when

should the group be divided.

6.2 Related work

The biggest challenge for GRSs is building a recommender system for a group that is

suitable for all group members. A range of different approaches have been adopted

to deal with the GRSs as detailed next.

The GRSs approaches consist of aggregation methods classified into three cat-

egories: (1) individual preferences aggregation; (2) individual rating aggregation;

and (3) individual recommendations aggregation [62]. First, individual preferences

aggregation combines all group members’ preferences into a group preference; this

is sometimes called the construction of group preference models [62]. Crucially, one

of the main problems the GRSs must solve is how to adapt users’ preferences to

the group’s preferences as a whole [75]. In this method, the users’ preferences are

aggregated into a group preference (the group model G). Then, for each candidate

item, the G model is used to predict the ratings. Second, individual rating aggrega-

tion combines the ratings of each item from each group member. Third, by applying

individual RSs for each member of the group, the recommendations for the group

are then aggregated.

However, before discussing the aggregation methods themselves, it is necessary

to examine the different techniques they adopt. For instance, Masthoff mentions 11

aggregation strategies, which have been widely used in GRSs, and these are applied
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to different types of aggregations [75]. Table 6.2 shows the aggregation strategies

with explanations on how each one works. Most of the previous works use one of

the aggregation strategies shown in Table 6.2, however, sometimes, there are small

variations from this [75].

Table 6.2: Common aggregation techniques are used in GRSs

Strategy How it works

Plurality Voting The item with a higher number of votes is chosen

Average Averages of individual ratings

Multiplicative Multiplies of individual ratings

Borda Count

Ordering each user’s preferences and assigning a value
for each item. The lowest rated item is awarded 0, and
the next one is 1, and so on and so forth

Copeland Rule
Count how many times an item beats other items, and
minus for when it loses

Approval Voting Count how many times it has been rated

Least Misery Take users’ minimum rating

Most Pleasure Take users’ maximum rating

Average without Misery
Average of users’ ratings with the exception any rate
below a certain threshold

Fairness Top items from all users are selected

Most respected person Using the most-respected user’s rating

6.2.1 Recommendation aggregation

Individual recommendations aggregation combines individual recommendation lists

into group recommendations using various different methods. In [10,37], Christensen

and Schiaffino implemented six different aggregation techniques for the GRSs. One

of these techniques involves merging individual recommendations [37]. This tech-

nique is based on the generation of recommendations for individuals; it is easy to

implement because it is an extension of existing RSs. Also, Baltrunas et al. discuss

four different rank aggregation methods; (i) Spearman footrule which is a method to

minimise the average distance between individual ranking items, (ii) Borda count,

(iii) Average, and (iv) Least Misery [10]. Next, in terms of the most performed
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technique, Masthoff conducted experiments to discover which strategy is best [75].

The researcher found that users cared about increasing fairness and decreasing mis-

ery. However, Masthoff clarified that the multiplicative strategy created the highest

satisfaction levels among users.

6.2.2 Preference aggregation

In [5, 11, 19, 37, 44–46, 66, 76, 88, 93, 114], aggregation strategies are used to build a

common profile based on the aggregation of individual preferences. In other words,

each user has preferences (or likes) such as parks, museums, Indian food, e.g., so this

method aggregates these preferences to create a common group preference. Users

can choose one or more preferences, and it is possible that some users may choose the

same preferences. Then, the aggregation function generates a group preference that

represents the whole group. [114], Yu et al. propose a strategy to generate group

preference by measuring users’ preference for TV viewing. The proposed strategy

is based on total distance minimization to calculate the distance between users’

preferences. Each user is able to like and unlike particular preferences, so when a user

likes a particular preference, this is assigned a value of 1 and when it is unliked, it is

assigned a value of -1. In addition, when the state of a user’s preference is unknown,

the preference is assigned a value of 0. In [66], Kim et al. proposed a GRS that

increases the effectiveness of group recommendations and increases group member’s

satisfaction. This system applies a CF model and builds a group preference that

aggregates group members’ preferences to produce a candidate recommendation set.

If a user is a member of the group and has read a particular book, it is assigned

1. Next, the group rating for each item is formed. The following process finds the

similarity between group profiles using the nearest-neighbour algorithm.

6.2.3 Rating aggregation

In [7, 13, 37, 47, 65, 79, 81, 84, 97], Average and Least Misery are the most popular

aggregation functions that have been proposed in recommendations or rating ag-

gregations [7]. However, in [7], a consensus function is proposed that consists of
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relevance and disagreement functions. The relevance function aggregates all group

members’ ratings using the Average and Least Misery strategies, whereas the dis-

agreement functions are calculated based on how much the whole group has liked

or unliked a particular item. In other words, the consensus function calculates if an

item is worthy of recommendation to a group by calculating its relevance and the

disagreement among a group’s users. In [13], Berkovsky and Freyne propose a food

recommender model that aims to uncover which data aggregation strategy is most

appropriate for a group of family members. Four strategies are applied; two are

static, and two are based on the user’s interactions with the content. The first is a

uniform model where each user has the same weight. The second, a heuristic model,

is role-based, using an applicant’s weight = 0.5, their partner’s weight = 0.3, and a

child’s weight = 0.1. The third is a role-based model that, for each user, calculates a

specific weight based on their activities which represents how many ratings have been

observed from this user. In [47], Gartrell et al. proposed a framework for a group

recommender system that analyses different group characteristics. This framework

is designed to predict group preferences by implementing a group-consensus func-

tion. Their association rules have been designed to discover interesting relationships

or patterns between items or users in a dataset.

6.2.4 Optimization of GRSs

To the best of the author’s knowledge, only these papers [8, 98] have solved the

GRSs based on the optimizations approach. All of these papers developed their

model based on the OP. Because the challenges in solving the problem for individual

tourists remain partially unsolved, a few researchers have proposed models for this

problem for a group of travelers.

Solving the GRSs as optimization problem is an effective approach because (1)

the GRSs for travellers includes the problem of the TRSs, which is data problem

(for more information see Chapter 2), and (2) personalisation is required for various

users’ tastes. The OP is the closest model to solving TTDP, and the OP is a special

case of TTDP because the OP is based on base constraints.

The authors in [8] formulate the OP very similarly to the MOOP (in Chapter

March 19, 2020



6.3. Group Tour Trip Recommender Model 128

5), and each k score from POIs represents the users(Uk) scores. In addition, they

have applied three aggregation techniques (Sum, Least Misery, Average). Moreover,

the authors in [98] have designed the MCMTOPTW based on the Multi-Constraint

TOPTW (MCTOPTW). The MCMTOPTW considers the social relationship factor,

which, when some users visit a POI at the same time together, an extra value will

be added based on this factor.

The existing models neglect some important factors to build group tour trip: (1)

constraints from different users, (2) multi-values for POIs, (3) connection values, (4)

waiting time values and (5) aggregations for constraints and preferences. The GT-

TRM has been designed to tackle these issues. Section 6.3 illustrates the GTTRM

in more detail.

6.3 Group Tour Trip Recommender Model

This section illustrates the Group Tour Trip Recommender Model (GTTRM), which

is a model that can solve the problem of the GTTDP. First, it makes a comparison

between the GTTRM and existing models. Second, the overview of the GTTRM

shows how it is built on other models. Third, a constraint model has been developed

based on the ICDM (see Chapter 3). Fourth, the mathematical model is designed

for the GTTRM.

6.3.1 Introduction

Existing models are subject to several limitations such as dealing with different

constraints from the group members. The GTTRM is introduced to tackle these

limitations. Table 6.1 shows all the features considered in the GTTDP. In addition,

Table 6.3 shows the main differences between the GTTRM and the MCMTOPTW.

First, the GTTRM and the MCMTOPTW provide features such as M, SRF, and

SG.

Second, these models feature slight differences in SV, IC, and TW. The SV

in the GTTRM considers multi-score values (MSV) whereas the MCMTOPTW

consider only a single score value for each POI form each user in the group. The
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MCMTOPTW considers only entrance fees (F) whereas the GTTRM builds on the

top of ICDM, which deals with dynamic constraints on items. Also, in the TW, the

GTTRM deals with Multi-Time Windows (MTW) for each POI.

Third, the GTTRM overcomes the MCMTOPTW by considering the features

of the HM (see Chapter 5) which are SV, CV, and WV, and also aggregates user

constraints (UC) where is each user of the group might have different constraints

from another member of the group.

Table 6.3: Comparison between the GTTRM with the MCMTOPTW

Problem M SRF SV CV WV SG IC TW MC UC

GTTRM • • MSV • • • • MTW •

MCMTOPTW • • • • F • •

6.3.2 Overview of the GTTRM

This section reviews the GERM, and presents the components of the model. Based

on the ICDM (see Chapter 3), we have implemented the ICDM into the activity and

connection constraints. Mainly, the ICDM has been developed, which is called the

Constraints Data Model (CDM), to handle constraints and references from a group

of users. In particular, the CDM is composed of (1) the Activity Constraints Data

Model (ACDM) and (2) the Connection Constraints Data Model (CCDM). Section

6.3.3 illustrates the CDM in detail.

The GTTRM provides two aggregations methods: (1) Group Aggregation (GA)

and (2) User Aggregation (UA). First, the GA is a method for aggregating all user

constraints and preferences into a group profile. Second, the UA is a method where

the algorithm takes part in building recommended tours. Mainly, the GTTRM Al-

gorithm decides to aggregate some users together to maximize the users’ satisfaction

and reduce the conflict among the group members. Figure 6.1 provides an overview

of the GA and Figure 6.2 provides an overview of the UA.

Table 6.4 illustrates the main differences between the aggregation methods in the

GTTRM. First, the GA does not support making sub-routes for the group because
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Figure 6.1: Overview of the group aggregation for the GTTRM
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Figure 6.2: Overview of the user aggregation for the GTTRM

the aim of the method is aggregating all group members into one file. However, the

UA aims to maximize the satisfaction level for each user in the group by considering

other options, such as making sub-routes. Second, the GA produces one file for

the group based on one of the aggregation’s techniques (see Table 6.2) whereas

the UA deals with users in the group where every user is treated as an individual

by considering other users in the group in calculating the probability. Third, the

GA reduces the search space by merging all users’ preferences and constraints into

one profile. Finally, the UA is able to produce better results by maximizing user

satisfaction because it recommends options based on each user’s preferences.
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Table 6.4: Comparison between the aggregation methods

Features Group Aggregation User Aggregation

Splitting the group •

Ignoring different tasting •

Reducing the search space •

Maximising satisfaction level •

6.3.3 Constraints Data Model

The ICDM is designed for the different constraints proposed by one user. Therefore,

the CDM is developed based on the ICDM to build a constraints model for a group

of users. Importantly, the CDM is divided into (1) the Activity Constraints Data

Model (ACDM) and (2) the Connection Constraints Data Model (CCDM). The

term ACDM is a relatively new name for the ICDM: the main difference is that

the ACDM considers a group of users. Comparatively, the CCDM is a model that

manipulates connection constraints and preferences for a group of users.

In general, the main differences between the ACDM and the CCDM is based

on the data and constraints will apply. The ACDM is designed to match activity

data with the user’s constraints, whereas the CCDM is designed to confirm the

connection data with the user’s constraints.

The CDM is defines as follows: uz ∈ G is denoted as a user in the group G

where z = 1, 2, . . . , |G|, and each user uz might have n constraints (HC and/or SC).

ActHCuz and ConHCuz represent a set of hard constraints from the user uz for Ac-

tivity and Connection, hc(Act)uzptim ∈ ActHCuz and hc(Con)uzptim ∈ ConHCuz ;∀uz ∈

U ;∀p ∈ P ;∀t ∈ p;∀i ∈ I, where m = 1, 2, . . . , (|ActHCuz | or |ContHCuz |).

Also, ActSCuz and ConSCuz are set of soft constraints from the user uz for

Activity and Connection, sc(Act)uzptim ∈ ActSCuz and sc(Con)uzptim ∈ ConSCuz , where

v = 1, 2, . . . , (|ActSCuz | and |ConSCuz |).

ActHCuz
pti =

|ActHCuz |∏
m=1

hc(Act)uzptim (6.3.1)
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ActHCG
pti =

|G|∏
z=1

ActHCuz
pti (6.3.2)

Equation (6.3.1) combines all the HCs for the user uz, and Equation (6.3.2) com-

bines all the HCs for all users in the group. Equation (6.3.2) represents the Group

Aggregation (GA).

ConHCuz
ptij =

|ConHCuz |∏
m=1

hc(Con)uzptijm (6.3.3)

ConHCG
ptij =

|G|∏
z=1

ConHCuz
ptij (6.3.4)

Equations (6.3.3) and (6.3.4) calculate the HC for user and group.

ActSCuz
pti and ConSCuz

ptij = Aggregation methods for the user (uz) (6.3.5)

(see Table 6.5)

ActSCG
pti and ConSCG

ptij = Aggregation methods for the group (G) (6.3.6)

(see Table 6.5)

The equations 6.3.5 and 6.3.6 represent the aggregations of all SCs for the user uz

and the group G.

|ActSCuz |∑
v=1

Wv = 1 and

|ConSCuz |∑
v=1

Wv = 1 (6.3.7)

|G|∑
uz=1

WG
uz = 1 and

|G|∑
uz=1

WG
uz = 1 (6.3.8)

Equation 6.3.7 shows that each SC might have a different weight, which repre-

sents the importance of one SC compared with another. Equation 6.3.8 represents

the ability to adjust the different expertise of group members where a user with a

high level of expertise is assigned a higher weighting.

Auzpti = ActHCuz
pti × ActSC

uz
pti (6.3.9)

Apti = ActSCG
pti × ActSCG

pti (6.3.10)
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Cuz
ptij = ConHCuz

ptij × ConSC
uz
ptij (6.3.11)

Cptij = ConHCG
ptij × ConSCG

ptij (6.3.12)

Equation (6.3.9) shows the aggregation between equations (6.3.1) and (6.3.5) to

calculate the weight that represents the degree of satisfaction for user uz in each

item i on day p at time t based on the user’s constraints. Equation (6.3.10) gathers

the group’s SCs and HCs.

ActHCuz
pti, ActHC

G
pti, ConHC

G
pti, ConHC

uz
pti ∈ {0, 1} (6.3.13)

ActSCuz
pti, ActSC

G
pti, ConSC

G
pti, ConSC

uz
pti ∈ Q; (6.3.14)

Where is 0 ≤ ActSCuz
pti, ActSC

G
pti ≤ 1;

Where is 0 ≤ ConSCG
pti, ConSC

uz
pti ≤ 1

Table 6.5: Aggregation methods for the SC

Method Name Description Equation

Sum
Calculate the sum of all
elements in SC

|ActSCuz |∑
v=1

Wv × sc(Act)uzptim

Least Misery
Take the minimum value
of SC Min(ActSCuz)

Most Pleasure
Take the maximum value
of SC Max(ActSCuz)

Multiplicative Multiplies each SC value
|ActSCuz |∏

v=1

Wv × sc(Act)uzptim

The main function of splitting the group into subgroups is provided by our

algorithm. Section 6.4 illustrates how the algorithm works.

6.3.4 Mathematical model

The GTTRM can be defined as follows. Let G = (I, TT ) be a directed weighted

graph where i ∈ I and i = 1, ..., |I| are a set of nodes representing a Point of Interest

(POI) in a city. A travel time between two nodes i, j ∈ I denotes TTij, and STi

denotes the time spent at the i node. Given a starting node s and terminal node

t, let the s = 1 and t = |I|. The trip length may be a day or longer, so let p ∈ P ;
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p = {1, ..., |P |} be a set of trip days. In addition, each trip has start time and end

time where t ∈ p; t = 1, ..., |p| are a set of moments in the trip p day. The time

limitation for each day of the trip is represented by Tmax.

Table 6.6: List of notations in GTTRM

Notation Meaning

Xuz
pti

Decision variable equal 1 if user uz visit POI i on day p at time t,
otherwise equal 0

Auzpti

The satisfaction level for user uz to visit POI i on day p at time t
(see Equation (6.3.9))

ActGuzuo
pti

Decision variable equal 1 if user uz and user uo visit POI i on day
p at time t, otherwise equal 0

V uz
uo The satisfaction level for user uz if user uo visit a POI with user uz

Y uz
ptij

Decision variable equal 1 if user uz travel from POI i to POI j on
day p at time t, otherwise equal 0

Cuz
ptij

The satisfaction level for user uz to travelling from POI i to POI j
on day p at time t (see Equation (6.3.11))

ConGuzuo
ptij

Decision variable equal 1 if user uz and user uo travel together from
POI i to POI i on day p at time t, otherwise equal 0

T uzuo

The satisfaction level for user uz if user uo travel from a POI to
another with user uz

Zuz
pt

Decision variable equal 1 if user uz does not do anything (Waiting
time) on day p at time t, otherwise equal 0

W uz
pt

The satisfaction level for user uz when does not do anything (Waiting
time) on day p at time t

The equations below represent the GTTRM with the constraints. In Equation

6.3.15 is the objective function which maximizes the total points from three different

actions: (1) activity, (2) connection, and (3) waiting for a group of users; the equa-

tion has three main functions which are f1(a), f2(c), and f3(w), and each of these

functions represents one of the main actions (activity, connection, and waiting).

Max (f1(a) + f2(c) + f3(w)) (6.3.15)

The three functions f1(a), f2(c), and f3(w) are shown in equations 6.3.16, 6.3.18,

and 6.3.20.

f1(a) =

|P |∑
p=1

|p|∑
t=1

|I|∑
i=1

|G|∑
z=1

Xuz
pti × A

uz
pti +

|G|∑
o=1

ActGuzuo
pti × V uz

uo (6.3.16)
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Equation (6.3.16) represents the satisfaction level for the group G by visiting some

POIs. In addition, if user uz visits some POIs with a member of the group, their

satisfaction level may increase.

ActGuzuo
pti = Xuz

pti = Xuo
pti (6.3.17)

∀t = 1, . . . , |p|;∀p = 1, . . . , |P |;∀z = 1, . . . , |G|;∀o = 1, . . . , |G|;∀i = 1, . . . , |I|

Equation (6.3.17) ensures that if user uz visits a POI at least one of the group

member will also visit the POI.

f2(c) =

|P |∑
p=1

|p|∑
t=1

|I|∑
i=1

|I|∑
j=1

|G|∑
z=1

Y uz
ptij × C

uz
ptijr +

|G|∑
o=1

ConGuzuo
ptij × T uzuo (6.3.18)

Equation (6.3.18) represents the total satisfaction level for the group G by choosing

the most preferred connection between i and j. In addition, if user uz travels from

one POI to another with a member of the group, their satisfaction level might

increase.

ConGuzuo
ptij = Y uz

ptij = Y uo
ptij (6.3.19)

∀t = 1, . . . , |p|; ∀p = 1, . . . , |P |; ∀z = 1, . . . , |G|;

∀o = 1, . . . , |G|;∀i = 1, . . . , |I|;∀j = 1, . . . , |I|

Equation (6.3.19) ensures that if user uz travels to a POI, at least one of the group

member will also travel to the same POI.

f3(w) =

|P |∑
p=1

|p|∑
t=1

|G|∑
z=1

Zuz
pt ×W uz

pt (6.3.20)

Equation (6.3.20) calculates the total waiting time for all group members to measure

the satisfaction level of the group members.

|I|∑
i=1

Xuz
pti +

 |I|∑
i=1

|I|∑
j=1

Y uz
ptij

+ Zuz
pt = 1 (6.3.21)

∀t = 1, . . . , |p|; ∀p = 1, . . . , |P |; ∀z = 1, . . . , |G|
|I|∑
j=1

Y uz
p11j = 1 (6.3.22)
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∀p = 1, . . . , |P |;∀z = 1, . . . , |G|

|I|−1∑
i=1


|p|∑
t=1

Y uz
pti|I|

TTi|I|

 = 1 (6.3.23)

∀p = 1, . . . , |P |;∀z = 1, . . . , |G|

The Equation 6.3.21 is a constraint that allows one action at the same time. In

addition, Equation 6.3.22 ensures that the trip on each p day starts from s which is

the start point. Also, Equation 6.3.23 ensures that on each p day the trip ends at e

the POI which represents the end point.

t1=n+TTsr∑
t=n

Y uz
ptsr +

t2=t1+STr∑
t=t1+1

Xuz
ptr

TTsr + STr
=

t3=t2+TTrm∑
t=t2+1

Y uz
ptrm

TTrm
≤ 1 (6.3.24)

∀n ∈ {1, . . . , |p− 3|};∀p = 1, . . . , |P |;∀s,m = 1, . . . , |I|;∀r = 2, . . . , |I − 1|;

∀z = 1, . . . , |G|

Equation 6.3.24 is a constraint that ensures the tour trip is connected, and ensures

the connection time and visiting time are equal to TTi,j and STi.

6.4 Algorithm

The novelty of the GTTRM is based on the decision to split the group into subgroups

based on user’s preferences and constraints. An algorithm has been developed based

on Ant Colony Optimization to make the splitting decision for a group of travelers

where the travelers might have a conflict preferences and constraints. The proposed

algorithm solves the amount of conflict among travelers in the group by making

sub-routes for some of the group members. The main aim of the algorithm is to

maximize the satisfaction level for each group member.

6.4.1 Group Ant Colony Optimization Overview

Group Ant Colony Optimization (GACO) is an algorithm developed to solve the

GTTDP. Note that the main parameters that have been used in the GACO are
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shown in Table 6.7. Moreover, Table 6.7 show the initial values for the GACO

parameters after we have conducted several experiments to determine the best pa-

rameter values under acceptable running time.

Table 6.7: List of parameters and initial values for GACO

Parameter Initial Value Description

α 0.5 The Alpha represents the importance of τijuz

β 2 The Beta represents the importance of ηijuz

γ 2 The Gamma represents the importance of λijuz

ηijuz The Eta represents the rate of score to distance

τijuz The Tau represents the Pheromones level from i to j

λuzuo

The Lambda represents the Social Relationship between
the users u and o

ρ 0.5 The Rho represents the value of pheromone evaporation

δijuz The Delta represents the maximum of total path scores i to j

Ant No 20 Number of ants

Iterations 10 Number of iteration

Second, the key equations used in the GACO are shown below. The Eta is based

on the rate-of-activity score for distance and the connection score for distance (see

Equation (5.4.9)).

ηijuz =

(
Auzi
TTij

)
+

(
Cuz
ij

TTij

)
(6.4.25)

Equation (6.4.26) calculates the probability of each node for each user in the

group.

Pijuz =

(τijuz)
α (ηijuz)

β

(
|G|∑
v=1

λijuzuo

)γ

(
|I|∑
i,j=1

τijuz

)α(
|I|∑
i,j=1

ηijuz

)β (
|I|∑
i,j=1

|G|∑
o=1

λijuzuo

)γ
(6.4.26)

Equation (6.4.27) and (6.4.28) show the local update pheromones.

δijuz = Max(δijuz , Antk(ijuz)) (6.4.27)
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τijuz = (1− ρ)× τijuz + δijuz (6.4.28)

Equation (6.4.29) shows the global update pheromones.

τijuz = ρ× τijuz + (1− ρ)× δijuz (6.4.29)

Table 6.8 shows a list of functions and the main tasks of each that have been

used in the GACO algorithm. The GACO algorithm is represented in Algorithms 1

to 4.

Table 6.8: List of functions in GACO and the main task for each

Function name The main task

initialization() Initializing the initialize values

FindLastNodeTour(list) Find the last node in a tour

FindCandidateNodes(list)
Find a list of node which able to visit it under
the constraints

SelectedNode(list) Select a node from a list

FindUsers(node) Find all users which are able to visit the node

FOUV SN(node) Find other users visiting the same node

FOUTSNTAN(node)
Find other users traveling from same node to
another node

FindAllNodeAvailable(time) Find all nodes which are available at the time

Algorithm 1 represents the pseudo code of the main algorithm. The algorithm

starts with the initialization function where the initial values for all parameters

are allocated. Afterwards, the loops of TripLength, Iterations and AntNo are

embedded into the main function, and the Route(AntK) function is illustrated in

Algorithm 2. In addition, the ScoreCalculate() function is shown in Algorithm 3.
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Algorithm 1: An overview of GACO

1 initialization();

2 while day < TripLength do

3 while i < Iterations do

4 while AntK < AntNo do

5 MultiDaysRoute= Route(AntK);

6 while user < GroupSize do

7 CurrentScore(user) = ScoreCalculate(MultiDaysRoute(user));

8 if CurrentScore(user) > BestScore(user) then

9 BestScore(user) = CurrentScore(user);

end

end

10 LocalUpdatePheromones();

end

11 GlobalUpdatePheromones();

end

end
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Algorithm 2: An overview of Route function

1 while true do

2 LastNodeRoutes = FindLastNodeTour();

3 while user < GroupSize do

4 FinishGroupTour * = FinisthTour(user);

end

5 if FinishGroupTour then

6 break;

end

7 while user < GroupSize do

8 Probability(user) = CalculateProbability(user);

9 CandidateNodesList(user) = FindCandidateNodes(user);

end

10 SelectNodeUser[GroupSize] = 0;

11 while user < GroupSize do

12 SelectNodeUser[user] = SelectedNode(CandidateNodesList(user));

13 if CandidateNodesList.Users(SelectNodeUser[user]) > 1 then

14 AllUsersInCandidateNodesList =

FindUsers(CandidateNodesList(SelectNodeUser[user]));

15 SelectNodeUser[AllUsersInCandidateNodesList] = 1;

end

end

16 while user < GroupSize do

17 if sum(Probability(user)) == 0 then

18 Routes(user) = [Routes(user),EndNode];

19 FinisthTour(user) = 1;

else

20 Routes(user) = [Routes(user),SelectNodeUser(user)];

end

end

end
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Algorithm 3: An overview of ScoreCalculate function

1 while user < GroupSize do

2 Routes(user) = MultiDaysRoute(user);

3 while index < length(Routes(user)) -1 do

4 ActivityScores(user) += Score(Routes(user)(index)) *

VisitingTime(Routes(user)(index));

5 ActivityScores(user) += FOUVSN(Routes(user)(index));

6 ConnectionsScores(user) +=

Connections(Routes(user)(index),Routes(user)(index + 1)) *

Distance(Routes(user)(index),Routes(user)(index + 1));

7 ConnectionsScores(user) += FOUTSNTAN(Routes(user)(index));

end

8 WaitingScores(user) += TripTotalTime - Tmax * WaitingTimeWeight;

end

Algorithm 4: An overview of Calculate Probability function

1 while user < GroupSize do

2 LastNodeRoutes = FindLastNodeTour(user);

3 AccessibleNodes(user) = FindAllNodeAvailable(time);

4 while i < length(AccessibleNodes(user)) do

5 Probability.Node(user,i) = AccessibleNodes(user)(i);

6 Probability.User(user,i) = user;

7 Probability.Percentage(user,i) =

power(Eta(LastNodeRoutes,i,user),Alpha) *

power(Tau(LastNodeRoutes,i,user),Beta) *

power(SocialRelationship(user,user),Gamma);

end

end
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6.5 Experiments

We have conducted two experiments based on aggregation methods (see Section

6.3.2). The first experiment is based on aggregating all group members into one

profile using the Average aggregation method. The second experiment is based on

the GACO algorithm (see Section 6.4).

6.5.1 Benchmark instances

Because no dataset is available for the GRSs in travel applications, a real-world

dataset has been collected. The dataset Durham, UK shows the geographical loca-

tion where the data were collected (see Appendix A for more details).

Table 6.9 describes the different scenarios and group sizes. In addition, Tables

6.10 to 6.14 show the social relationship values among the group members. The

social relationship values have been chosen randomly from 1 to 2, where 1 represents

the weakest relationship and 2 represents the strongest relationship.

Table 6.9: The groups’ members description

No
Group members Gender No

Relationship

Adult No Children No Male Female

1 2 3 2 3 Family

2 6 0 4 2 Colleagues

3 2 0 1 1 Young couple

4 4 0 2 2 Retired friends

5 15 0 6 9 Students

6.6 Results

This section compares the results of the two aggregations methods and found the

GACO algorithm outperforms the other methods by maximising group members

satisfaction levels.
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Table 6.10: The relationship value in the first group

U1 U2 U3 U4 U5

U1 1 1.5 2 2 2

U2 1.5 1 2 2 2

U3 2 2 1 2 2

U4 2 2 2 1 2

U5 2 2 2 2 1

Table 6.11: The relationship value in the second group

U1 U2 U3 U4 U5 U6

U1 1.0 1.2 1.2 1.8 1.1 1.2

U2 2.0 1.0 1.6 1.5 1.5 1.4

U3 1.7 1.5 1.0 1.4 1.8 1.6

U4 1.9 1.6 1.2 1.0 1.6 1.2

U5 1.6 1.9 2.0 1.9 1.0 1.4

U6 1.6 1.3 1.5 1.8 1.6 1.0

Table 6.12: The relationship value in the third group

U1 U2

U1 1.0 2.0

U2 2.0 1.0

Table 6.13: The relationship value in the fourth group

U1 U2 U3 U4

U1 1.0 2.0 2.0 1.0

U2 1.8 1.0 1.4 1.9

U3 1.4 1.0 1.0 1.3

U4 1.6 1.4 1.5 1.0

6.6.1 Group Aggregation

This section shows the results of the experiments on Group Aggregation where group

members are aggregated into one profile. We have presented the Happiness Function
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Table 6.14: The relationship value in the fifth group

U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15

U1 1.0 1.4 1.1 1.3 1.5 2.0 1.1 1.1 1.8 1.7 1.5 1.1 1.8 2.0 1.1

U2 1.3 1.0 1.9 1.7 1.3 1.9 1.9 2.0 1.3 1.4 1.4 1.2 1.3 1.2 1.8

U3 1.6 1.7 1.0 1.1 1.5 2.0 1.4 1.9 1.8 1.5 1.0 1.2 1.1 1.8 1.3

U4 1.9 1.7 1.0 1.0 1.8 1.2 2.0 1.9 1.6 1.1 1.0 1.8 1.3 1.8 1.6

U5 1.9 1.3 2.0 1.7 1.0 1.3 1.5 1.2 1.2 1.5 1.3 1.7 1.3 1.2 1.6

U6 1.3 1.9 1.0 1.6 1.3 1.0 1.6 1.7 1.4 1.7 1.0 1.8 1.7 1.2 1.5

U7 1.1 1.1 1.8 1.0 1.5 1.7 1.0 1.9 1.6 1.8 1.2 2.0 1.9 1.8 1.7

U8 1.7 1.0 1.4 1.7 1.6 1.4 1.4 1.0 1.4 1.7 1.6 1.9 1.3 1.6 1.1

U9 2.0 1.0 1.8 1.5 1.8 1.5 1.1 1.1 1.0 1.4 1.1 1.8 1.6 2.0 1.5

U10 1.6 1.7 1.9 1.3 1.4 1.1 1.4 1.2 1.4 1.0 1.4 1.5 1.2 1.3 1.5

U11 1.9 1.3 1.0 1.9 2.0 1.5 1.6 1.8 1.5 1.7 1.0 1.5 1.8 1.4 1.5

U12 1.4 1.4 1.9 1.1 1.8 1.7 1.9 1.1 1.2 1.2 1.2 1.0 1.5 1.2 1.9

U13 1.6 1.6 1.8 1.9 1.4 1.8 1.1 1.5 1.3 1.2 1.2 1.3 1.0 1.9 1.7

U14 1.7 1.9 2.0 2.0 1.8 1.7 1.8 1.2 1.6 1.1 1.5 1.9 1.1 1.0 1.8

U15 1.9 1.9 1.2 1.3 1.9 1.4 1.9 1.4 1.7 1.7 1.3 1.4 1.3 1.9 1.0

for each user in the groups.

Figures 6.3 to 6.7 show the satisfaction level for each user from the beginning of

the trip until the end; it is clear that the group members have varying satisfaction

levels.
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Figure 6.3: Overview of the first group for all members based on group aggregation

Figure 6.3 shows the timeline for all users in the first group. Each line represents

each users satisfaction level in the group where the highest level of satisfaction is 1.

Users satisfaction levels in the first group differ based on their different preferences.
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Figure 6.4: Overview of the second group for all members based on group aggregation

Figure 6.4 shows the total satisfaction level for all members of the second group.

Most of the users do not achieve the highest level of satisfaction because the aggre-

gation method aggregates all users values into a value that may cause other users

to be unsatisfied.
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Figure 6.5: Overview of the third group for all members based on group aggregation

Figure 6.5 shows the satisfaction level for user 1 and user 2 in the third group

where the satisfaction level between the users varies from the beginning of the trip

until 150 minutes into the trip (the trip length is divided into minutes). The sat-

isfaction level for both of the users in the last two-thirds of the trip time is much

better than in the first third.
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Figure 6.6: Overview of the fourth group for all members based on group aggregation

Figure 6.6 shows the variant preferences of different users in the fourth group

where the group aggregation method provides a recommended tour that fails to

satisfy all of the users.
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Figure 6.7: Overview of the fifth group for all members based on group aggregation

Figure 6.7 shows the huge gap between users’ preferences because they remain

together at all times on the trip as there is no consideration of their different pref-

erences.

6.6.2 User Aggregation

This section presents the results of applying the GACO algorithm into the GTTRM.

First Group

We compare the satisfaction levels for each user related to the user aggregation and

the group aggregation; we found that, in general, the user aggregation based on

the GACO algorithm provides better results compared to the group aggregation.

Figures 6.8 to 6.12 show the satisfaction level for the first groups members.
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Figure 6.8: Comparison of the happiness function for user 1 between the group

aggregation and user aggregation

Figure 6.8 shows user 1’s satisfaction level in the first group in terms of different

methods where the user aggregation method provides a higher satisfaction level

compared to the other method. In addition, the figure shows the models work

differently at the same time because the first method (group aggregation) takes the

decision based on group profile where the second method (user aggregation) is based

on individual user for the decision.
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Figure 6.9: Comparison of the happiness function for user 2 between the group

aggregation and user aggregation

Figure 6.9 shows user 2’s satisfaction level in the first group where the satisfaction

level for the user is also higher than the group aggregation method. The performance

of user aggregation is better than the other method, however, at a specific time, the

group aggregation (for short time) produce a better result. The main reason the

group aggregation sometimes has good results is that the GACO is designed to

choose only one POI after each other where no consideration whole route together.
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Figure 6.10: Comparison of the happiness function for user 3 between the group

aggregation and user aggregation

Figure 6.10 shows user 3’s satisfaction level in the first group where both methods

produce similar results. Also, the figure shows at specific times the group aggrega-

tion perform better than user aggregation because sometimes the user aggregation’s

algorithms choose a POI after that the algorithms could not find another good POI

to reach it, so the result is the low satisfaction POI is chosen.
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Figure 6.11: Comparison of the happiness function for user 4 between the group

aggregation and user aggregation

Figure 6.11 provides a comparison between the two methods for user 4’s satisfac-

tion level where both methods produce similar results. In the beginning, the group

method performs better than the user method, and the main reason because the

User 4 has a good relationship with one of the group member where the GACO has

chosen the User 4 to go with.
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Figure 6.12: Comparison of the happiness function for user 5 between group aggre-

gation and user aggregation

Figure 6.12 shows the satisfaction level for user 5 in the first group where some-

times the user aggregation method produces better results and sometimes the group

aggregation method produces better results. As we mentioned in User 3 result, the

GACO may choose a POI wherein a side of the city all the POIs around have low

satisfaction.

Second Group

Secondly, we compared the satisfaction level of the second group’s members with

the group aggregation. Figures 6.13 to 6.18 show a comparison between the user

aggregation and the group aggregation based on the satisfaction level.
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Figure 6.13: Comparison of the happiness function for user 1 between group aggre-

gation and user aggregation

Figure 6.13 shows the differences between group aggregation and user aggregation

where user aggregation produces better results while group aggregation produces a

long tour trip. It is shown that the user aggregation end the trip before the group

aggregation, but in general, the user aggregation provide higher satisfaction trip in

total.
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Figure 6.14: Comparison of the happiness function for user 2 between group aggre-

gation and user aggregation

Figure 6.14 shows a comparison between the results of the aggregation methods.

The user aggregation method produces a better overall result while the group ag-

gregation produces a long tour trip. The GACO is limited to choose series (together

at the same time) of POIs which will provide stable satisfaction level, and the main

reason for the result is that the GACO choose POI as an individual.

March 19, 2020



6.6. Results 157

0 100 200 300 400 500 600 700
Time

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Sa

tis
fa

ct
io

n 
le

ve
l

User Agg
Group Agg

Figure 6.15: Comparison of the happiness function for user 3 between group aggre-

gation and user aggregation

Figure 6.15 shows that the user aggregation method produces a recommended

tour that is shorter than the tour based on group aggregation. As it is shown

in the picture, group aggregation provides a better result for the user 3, and the

main reason is that the GACO has chosen the User 3 to go with another user (the

relationship value is high between them) without considering User 3 preference.
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Figure 6.16: Comparison of the happiness function for user 4 between group aggre-

gation and user aggregation

Figure 6.16 shows that the group aggregation and user aggregation methods

produce similar recommended tours in terms of the level of satisfaction. Because

the GACO has chosen the User 4 to go with another user in the group (for a part

of the trip), the satisfaction level was lower than the group aggregation in total.
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Figure 6.17: Comparison of the happiness function for user 5 between group aggre-

gation and user aggregation

In addition, Figure 6.17 highlights that the results of group aggregation and user

aggregation generate a high level of satisfaction for the user 5 in the second group.

When GACO chooses a POI in a direction, the next POI might be not satisfied with

the user because the number of option available is a few in this direction. We can

see the first part of the trip in user aggregation is very high, then GACO could not

find another good POI to keep the satisfaction level at the same.
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Figure 6.18: Comparison of the happiness function for user 6 between group aggre-

gation and user aggregation

Figure 6.18 shows the group aggregation method produces better results at the

beginning of the trip, while the user aggregation method provides better results at

the midpoint of the trip. As User 6 have been chosen to go with another user in the

same group the satisfaction level in user aggregation has no stable.

6.6.3 Discussion

We have conducted several experiments on the two aggregation methods. The user

aggregations results outperform the group aggregations results. For example, Figure

6.8 compares the performance of the two aggregation methods; the user aggrega-

tion method outperforms the group aggregation method by maximising the user’s

happiness function. In addition, the first and second users of the groups always had

higher satisfaction levels compared with other users in the group.
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In summary, we have demonstrated that our GACO algorithm can produce bet-

ter results (i.e. a higher satisfaction level for travellers) compared to the group

aggregation method for the first and second users in the group. The main reason

our algorithm always produces better results for the first and second users in the

group is because of the social relationship values. These values drive the algorithm

to make decisions to satisfy the first user who is travelling with a second user who

may not be fully satisfied by visiting the POIs that the first user prefers.

6.7 Conclusion

In summary, this chapter has addressed the problem of Group Travelers in building

a personalized tour trip. We have introduced the GTTDP in the context of a group

of travelers planning to travel together. In addition, the GACO algorithm has been

developed to maximize the satisfaction level of each group member by recommending

sub-routes for a subgroup of the main group to reduce potential conflicts. The results

of the GACO show that, in general, the GACO is able to improve the satisfaction

level of the individual group members.

In this chapter, we have proposed a novel algorithm that has been designed and

developed to make a significant contribution to the field of Recommender Systems.

First, we introduced the GTTDP in the context of solving the problem of building

a tour trip for a group of travellers, and second, we have described the design of

the GTTRM, which is a mathematical model to solve the problem of the GTTDP.

Finally, we have developed the GACO algorithm to maximize the level of satisfaction

for each user in a group.
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Chapter 7

Generalized Multi-Objective

Orienteering Problem

This chapter describes the Generalized Multi-Objective Orienteering Problem (GMOOP),

which a generalized model using a linear, single-valued objective function with user-

defined weights to produce solutions for the Multi-Objective OP (MOOP). That is,

we use the GMOOP to solve the multi-objective problem by substituting the multi-

valued objective function with a weighted average of its components, and allowing

travellers to assign weights to each component.

Our tests show that despite the proposed GMOOP approachs simplicity, on some

long journeys it yields results that are Pareto superior to the current state-of-the-art,

demonstrating the challenges still facing the more complex MOOP approach.

7.1 Introduction

Many real-world problem optimizations suffer from multiple conflicting objectives,

and, because of the lack of suitable solutions, this transforms multi-objective opti-

mization into a single-objective problem [24]. Specifically, multi-objective problems

produce many Pareto-optimal solutions where any two solutions represent a trade-off

between the specified objectives. However, the main objective of Recommender Sys-

tems (RSs) is to personalize the vast number of options where the multi-objective op-

timization provides more than a single solution. In other words, the multi-objective
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approach usually produces more than one Pareto-optimal solution, and deciding

which solution is the most recommended option is difficult.

Patently, the matter of building a tour trip represents a problem based on multi-

objectives each with their own respective conflicting values such as price, time, and

budget, etc. Therefore, because some travellers find deciding how to plan their

trip challenging because of group members conflicting preferences, the GMOOP is

designed to convert multi-objective tour trips into a single objective, thus aiming to

maximize individual user’s satisfaction levels.

After we had developed the ICDM, HM, and GTTRM to provide high accurate

recommendations, we developed GMOOP that solves the multi-objective problem

where individual objectives are usually in conflict with each other, and the GMOOP

is based on the single-objective problem. Figure 7.1 highlights the main problems

of TRSs and how, in this thesis, we have developed models to solve these problems.

First, the data, constraints, and preferences problems have been solved by the ICDM

and the FTRM (see Chapter 3 and 4). Second, the problem of utilising a trip

based on user’s preferences has been solved by the HM (see Chapter 5), and the

group-of-travellers problem is solved by the GTTRM (see Chapter 6). Finally, this

chapter proposes a method of solving the multi-objective problem. In conclusion,

developing models to address the problems affecting TRSs affect the accuracy of the

recommendations produced.

As we have discussed in previous chapters about the datasets for TRSs, a few

of generated datasets have been implemented in MOOP, and we have used these

datasets (see Table 7.3). In addition, These datasets (have been used in GMMOP)

have some challenges (we have discussed in Section 7.6).

7.2 Related work

Travellers have different preferences and requirements for their trip, and each tour

trip involves multi-values for selecting a POI. GMOOP aims to personalize tour trip

based on multi-values where the current models deal with these multi-values as a

multi-objective problem.
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Figure 7.1: Overview TRSs problems

The literature has proposed many methods and approaches for Travel Rec-

ommender Systems (TRSs); however, the Multi-Objective Orienteering Problem

(MOOP) has been specifically introduced to solve the problem where each POI

features multiple scores [90]. In addition, the Multi-Constraint Team Orienteering

Problem with Multiple Time Windows (MCTOPMTW) has been designed to allow

travellers to consider a limited number of attributes for each node [96]. To explain,

each node has multiple attributes, and users are able to restrict the total number of

attributes over the whole trip.

7.2.1 MOOP

The Multi-Objective Orienteering Problem has been introduced to solve the problem

of which POI provides maximum benefits (e.g., educational, cultural, shopping), and

the aim of the MOOP is maximizing these total collected benefits based on users

preferences.

The MOOP can be defined as follows. Let G = (V,E) be directed weighted

graph where i ∈ V and i = 1, ..., |V | be a set of nodes representing Points of Interest

(POIs) in a city, and the score for visiting a node i be Sik for k where k ∈ K which
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represents K benefits for each item. We are given a starting node s and terminal

node t, and let s = 1 and t = |V |. Also, let Yi be a decision variable equal to 1 when

visiting the i item, otherwise equal to 0, and Xi,j be a decision variable equal to 1

when visiting j item after i item, otherwise equal to 0. The time limitation on each

day of the trip is represented by Tmax.

The MOOP has been formulated as follows. The Equation (7.2.1) shows the

objective function of MOOP, which maximizes the total of the POIs multiple scores.

Max(fk);∀k = (1, 2, . . . , |K|) (7.2.1)

Equation (7.2.2) defines fk which is the sum of the scores for benefits k.

fk =

|V |∑
i=1

Sik × Yi;∀k = (1, 2, . . . , K) (7.2.2)

Equations 7.2.3 and 7.2.4 ensure that as long as Yi is equal to 1 the Xi,j must also

be 1. In other words, as long as node is visited i, one must leave node i to item j.

|I|−1∑
i=1

Xi,j = Yi (7.2.3)

|V |∑
i=2

Xi,j = Yj (7.2.4)

Equation (7.2.5) ensures that there no sub-routes.

|V |∑
i=1

|V |∑
j=1

Xi,j ≤ |S| − 1;∀S ⊆ I ∧ S 6= ∅ (7.2.5)

Equation (7.2.6) is a constraint that ensures the starting point begins at the first

node and ends at the last node.

Y0 = Y|V | = 1 (7.2.6)

Equation (7.2.7) represents the constraint that the total travel time between nodes

is less than or equal to the Tmax.

|V |∑
i=1

|V |∑
j=1

TT(i,j) ×Xi,j ≤ Tmax (7.2.7)
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Multi-Objective (Team) Orienteering Problem with Time Windows

Multi-Objective (Team) Orienteering Problem with Time Windows (MOTOPTW)

is an extension of the MOOP where multi-day (Team) and time windows are con-

sidered.

7.2.2 MCTOPMTW

The MCTOPMTW has been introduced by [96], and the main goal of the MC-

TOPMTW is to maximize the total collected scores by considering maximum num-

bers in terms of the trips various attributes. Mainly, the MCTOPMTW is an ex-

tension of the Team Orienteering Problem with Time Windows (TOPTW). The

MCTOPMTW has been formulated as follows. Equation (7.2.8) shows the objec-

tive function that maximises the total collected scores under the maximum of each

benefit.

Max

 |P |∑
p=1

|p|∑
t=1

|I|−1∑
i=2

Si × Ypti

 (7.2.8)

Equation (7.2.9) ensures that the trip starts at node #1 and ends at node #|P |.

|P |∑
p=1

|V |∑
j=2

Xp1j =

|P |∑
p=1

|I|−1∑
i=1

Xpi|V | = |P | (7.2.9)

Equation (7.2.10) ensures connectivity within each tour (e.g. tours should be con-

nected).

|I|−1∑
i=1

Xpik =

|V |∑
j=2

Xpkj =

|p|∑
t=1

Yptk;∀k = 2, . . . , |V |;∀p = 1, . . . , |P |. (7.2.10)

Equation (7.2.11) ensures that the arrival time in each item for each tour is less is

than or equal to the decision variable multiplied by a large number (a large number

is used to make sure the right side of the equation is bigger than left side when Xpkj

is equal 0). The Spi denotes the arrival time at node i in tour p, and the tij denotes

the required time to move from i to j, while L represents a large constant.

Spi + tij − Spj ≤ L(1−Xpij) (7.2.11)
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Equation (7.2.12) guarantees that each node is visited only once.

|P |∑
p=1

|p|∑
t=1

Ypti ≤ 1;∀i = 1, . . . , |V | (7.2.12)

Equation (7.2.13) ensures that the total attributes from each node are less than or

equal to Ez (e.g. the i node has a value for z attribute in p tour can be denoted

epiz), and Ez denotes the maximum number of attributes of z in the trip.

|P |∑
p=1

|p|∑
t=1

epiz × Ypti ≤ Ez;∀z = 1, . . . , Z (7.2.13)

Equation (7.2.14) ensures that the visiting time will be displayed in the opening

window, while Opti denotes the opening time for i node at t time in tour p, and Cpti

denotes the closing time for i node at t time in p tour.

Opti ≤ Spi ≤ Cpti;∀i = 1, . . . , |V |;∀p = 1, . . . , |P | (7.2.14)

To sum up, because the aim of Recommender Systems (RSs) is to reduce the

significant number of options, the proposed model, the GMOOP, supports the RSs

aim by aggregating all the multi-values into a single value to optimize them.

7.3 Generalized Multi-Objective Orienteering Prob-

lem

We have designed the Generalized Multi-Objective Orienteering Problem (GMOOP)

to solve multi-objective problems based on the OP. The GMOOP aims to solve many

models using a single algorithm.

We have generalized our model based on the models shown in the following table

7.1.
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Table 7.1: List of abbreviation for different problems

Abbreviation Problems

MOOP Multi-Objective Orienteering Problem [90]

MOOPTW MOOP with Time-Windows [34]

MOTOP Multi-objective Team Orienteering Problem [12]

MOTOPTW MOTOP with Time-Windows [56]

MOTDOP Multi-Objective Time-Dependent Orienteering Problem [77]

Table 7.2 shows the main differences between the GMOOP and other models.

First, all models are based on the Multi-Objective (MO) approach, where each

node has more than one score. Second, Time-Windows (TW) represents the open-

ing/closing times for each node where it is possible to visit the node between these

times. The MOOPTW and MOTOPTW consider TW in their problem to solve

the problem, where the GMOOP considers not only solves TW but can also solve

Multi-Time-Windows (MTW) in which each item might have more than one TW

per day. Third, the Multi-Day (MD) trip is critical for building tour routing for

travelers. The MOTOP and MOTOPTW include MD considerations when building

the tour. However, the GMOOP is also able to solve MD constraints. Fourth, to

address the real problem of traffic jams affecting the travel time between nodes, the

Time-Dependent (TD) element is considered in the MOTDOP and in our model, the

GMOOP. Finally, while on a trip, people spent time at different POIs, and so it is es-

sential to model Staying-Time (ST) at each POI. The GMOOP handles ST whereas

other models are unable to model it. In conclusion, the GMOOP has been designed

to personalize multi-objectives in the OP, which is represented by the Travel Recom-

mender Systems (TRSs), and also, the MOOP represents an optimisation problem

that is not specifically designed for TRSs.
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Table 7.2: Comparison between GMOOP with other models

Problem MO TM MD TD ST

MOOP •

MOOPTW • •

MOTOP • •

MOTOPTW • • •

MOTDOP • •

GMOOP • MTW • • •

7.3.1 Mathematical model of GMOOP

The GMOOP can be defined as follows. Let G = (V,E) be directed weighted graph

where i ∈ V and i = 1, ..., |V | be a set of nodes representing a Point of Interest

(POI) in a city, and E be a set of edges between these nodes (POIs). A cost of

traveling between two nodes i, j ∈ V is denoted by TTij and the profit of visiting a

node i is Si. Given a starting node s and a terminal node t, let s = 1 and t = |V |.

In addition, STi denotes the staying time in the i node. Sik denotes the score k for

the item i where k ∈ Ki and k = 1, ..., |Ki|. Also, let Xptij be a decision variable on

p day at t time moving from i to j node. The time limitation on each day of the

trip is denoted by Tmax.

Equation (7.3.15) presents the objective function of the GMOOP. However, the

main difference between Equation (7.3.15) and Equation 7.2.1 is that the GMOOP

aggregates all the different values into a single value whereas the MOOP provides

different solutions.

Max


|P |∑
p=1

|V |−1∑
i=1

|V |∑
j=1


|p|∑
t=1

Xptij

STi + TTij

×
|K|∑
k=1

Sik

 (7.3.15)

Equation (7.3.16) includes constraints to ensure that the total of the decision

variable Xptij is equal to STi + TTij (the STi and TTij represent the moving time
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and visiting time, respectively).

|V |∑
j=1


|p|∑
t=1

Xptij

STi + TTij

 ≤ 1; (7.3.16)

∀p = 1, . . . , |P |;∀i = 1, . . . , |V |

Equation (7.3.17) ensures that each tour starts from the 1 node and terminates

at the |V | node.

|V |∑
j=2


|p|∑
t=1

Xpt1j

ST1 + TT1j

 =

|P |∑
p=1

|V |−1∑
i=1


|p|∑
t=1

Xpti|V |

STi + TTi|V |

 = 1; (7.3.17)

∀p = 1, . . . , |P |

Equation (7.3.18) ensures that the total time of each day trip is less than or

equal to Tmax.
|P |∑
p=1

|V |−1∑
i=1

|V |∑
j=1


|p|∑
t=1

Xptij

STi + TTij

× (STi + TTij)

 ≤ Tmax (7.3.18)

Equation (7.3.19) ensures the validity of the continuously connected timeline.

|V |∑
j=2


|p|∑
t=1

Xptuj

STu + TTuj

 =

|P |∑
p=1

|V |−1∑
i=1


|p|∑
t=1

Xptiu

STi + TTiu

 ≤ 1; (7.3.19)

∀p = 1, . . . , |P |;∀u = 1, . . . , |V |

Finally, The fitness function of ACO is Equation 7.3.15 and the GMOOP is able

to aggregate the multiple-scores for each node into a single value. Then, we are able

to personalize and produce recommendations.

7.4 Experiments

A number of experiments have been conducted to determine the GMOOPs perfor-

mance based on the existing datasets (see Table 7.3).
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These datasets have been selected based on the availability of public data. In

other words, the GMOOP is a general model for the MOOP and its extensions, and

the experiments have been conducted based on the MOOP’s datasets.

Table 7.3: List of all datasets have been used in the experiments

Problem Dataset Name Reference Number of instances Number of items |V |

GMOOP

Dataset1

[90]

18 32

Dataset2 11 21

Dataset3 20 33

Dataset4 26 66

Dataset5 14 64

Dataset6 20 97

Dataset7 20 273

Dataset8 29 559

Dataset9 29 2143

7.4.1 An Ant Colony Optimization

As the OP represents an approximation scheme [8] because the running time for

the OP grows rapidly as the underlying graph grows. The ACO has been adjusted

to solve the GMOOP, and Figure 7.2 shows the flowchart of the ACO. The ACO

algorithm has been divided into three steps. First, the ACOs Initial parameters are

listed based on Table 7.4. Next, the second step is controlling the ACO by adjusting

the loops based on the initial step. Third, the most important function of the ACO

is in this step where the ants are released to find the best route.

As previously described in Chapter 5, the ACO performs two steps to update

the pheromones. The first update is called update local pheromones where in step

two (see Figure 7.2); after releasing an ant, it checks that the ant has found a better

score for the path it has found, so the equation (7.4.22) shows the update for delta

for all nodes that have been allocated into the better path. After that, the Tau is

updated based on Equation (7.4.23). The second update occurs after all ants have

been released, and the update is based on equation (7.4.24).
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Figure 7.2: Overview of the ACO flowchart

Table 7.4: Initial parameters for ACO in the first step

Parameter Initial Value Description

α 0 The value of Alpha presents the importance of Tau

∀βk 4 The value of Beta presents the importance of Etak

ρ 0.1 The value of pheromone evaporation

Ant No 200 Number of ants

Iterations 10 Number of iteration

NodeSize Number of nodes

ηijk Equation (7.4.20) The Etak presents the rate of score to distance

τi,j Allocate 1000 value representing the Pheromones level from i to j

δi,j Allocate 0 value representing the maximum total path use i to j

ηijk =
Sik
TTij

(7.4.20)

Pi,j =

(τi,j)
α

(
|K|∏
k=1

ηijk

)βk

Σ

(τi,j)
α

(
|K|∏
k=1

ηijk

)βk
 (7.4.21)

δi,j = Max(δi,j, Antx(i, j)) (7.4.22)

τi,j = (1− ρ)× τi,j + δi,j (7.4.23)

τi,j = ρ× τi,j + (1− ρ)× δi,j (7.4.24)
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Figure 7.3: Overview of the ACOs performance based on different values of Alpha

and ∀Betak

7.5 Results

Here we present the results for the GMOOP based on the experiments. In addition,

the discussion section outlines the challenges and the defects of the existing datasets.

7.5.1 GMOOP benchmark instances

The GMOOP has been examined to compare the results with existing models results.

Table 7.5 to 7.13 shows the results of our model where the total scores (total score

1 and total score 2) are shown alongside the total scores achieved by the existing

models. In addition, we illustrate the gaps (in percentages) between the results of

our model and the existing models. Specifically, the results in green show where our

model produced better results than the state of the art while the results in red show

where our model performs less effectively than the existing models.
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Figure 7.4: Overview of the ACOs performance based on different values of Alpha

and ∀Betak

Table 7.5: The Dataset1 results for GMOOP

Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

5 10 11 10 11 0% 0%

10 15 27 15 27 0% 0%

15 45 55 45 55 0% 0%

20 65 79 55 92 18% -14%

25 85 106 90 119 -6% -11%

30 105 143 110 158 -5% -9%

35 135 156 120 192 13% -19%

40 145 185 135 217 7% -15%

45 160 210 155 238 3% -12%

50 190 221 180 249 6% -11%

55 200 230 190 263 5% -13%

60 220 233 215 273 2% -15%

65 240 248 225 288 7% -14%

70 235 295 245 304 -4% -3%

73 235 295 255 299 -8% -1%

75 255 293 265 306 -4% -4%

80 260 309 275 317 -5% -3%

85 275 315 285 324 -4% -3%
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Table 7.5 illustrates the results for the GMOOP and MOOP models in Dataset1.

The GMOOP model produces good results, which are within 5% of the results

produced by the state-of-the-art models and 44% of Score 1’s results in the GMOOP

outperform the MOOP (the next section provides a discussion of the results ).

Table 7.6: The Dataset2 results for GMOOP

Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

15 100 290 120 310 -17% -6%

20 190 360 200 400 -5% -10%

23 200 400 200 400 0% 0%

25 230 410 230 410 0% 0%

27 230 410 230 410 0% 0%

30 240 410 265 450 -9% -9%

32 275 420 290 500 -5% -16%

35 300 470 310 510 -3% -8%

38 330 500 340 530 -3% -6%

40 375 490 370 570 1% -14%

45 430 590 450 610 -4% -3%

Table 7.6 illustrates the GMOOPs performance where 27% of the results are

equal to the performance of existing studies. In addition, our algorithm performed

better than the state of the art by 9%.
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Table 7.7: The Dataset3 results for GMOOP

Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

15 120 220 160 233 -25% -6%

20 140 297 190 297 -26% 0%

25 190 338 240 336 -21% 1%

30 240 396 280 411 -14% -4%

35 270 453 320 471 -16% -4%

40 310 518 380 505 -18% 3%

45 380 457 430 554 -12% -18%

50 410 516 440 605 -7% -15%

55 440 547 550 581 -20% -6%

60 470 604 560 632 -16% -4%

65 500 627 580 655 -14% -4%

70 540 598 590 701 -8% -15%

75 560 676 650 696 -14% -3%

80 560 685 670 719 -16% -5%

85 570 719 710 730 -20% -2%

90 650 742 750 742 -13% 0%

95 650 742 750 742 -13% 0%

100 650 742 800 742 -19% 0%

105 650 742 800 742 -19% 0%

110 650 742 800 742 -19 % 0%

Table 7.7 illustrates the GMOOPs performance compared to the MOOP; our

model produced better results by 1% of the results (Score 2). Also, 3% of the

results achieve the same performance as the existing studies (Score 2).

March 19, 2020



7.5. Results 177

Table 7.8: The Dataset4 results for GMOOP

Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

5 10 97 10 97 0% 0%

10 40 156 30 177 33% -12%

15 95 227 75 255 27% -11%

20 185 211 115 311 61% -32%

25 280 242 210 336 33% -28%

30 330 271 260 379 27% -28%

35 455 264 365 389 25% -32%

40 525 283 425 425 24% -33%

45 650 282 510 460 27% -39%

50 690 320 520 542 33% -41%

55 825 299 625 552 32% -46%

60 885 325 685 582 29% -44%

65 900 414 830 554 8% -25%

70 1070 331 880 591 22% -44%

75 1110 378 925 662 20% -43%

80 1195 417 1045 627 14% -33%

85 1180 547 1150 640 3% -15%

90 1290 514 1230 642 5% -20%

95 1395 536 1295 681 8% -21%

100 1445 581 1405 656 3% -11%

105 1490 638 1470 709 1% -10%

110 1550 674 1500 760 3% -11%

115 1595 753 1585 784 1% -4%

120 1625 778 1605 839 1% -7%

125 1645 851 1650 889 0% -4%

130 1680 916 1680 916 0% 0%

Table 7.8 shows that 88% of the GMOOPs results perform better than the
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MOOPs results (Score 1). In addition, our algorithm achieves the same performance

as the MOOP in around 1% of the results.

Table 7.9: The Dataset5 results for GMOOP

Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

15 96 246 96 253 0% -3%

20 276 369 234 427 18% -14%

25 384 411 288 529 33% -22%

30 456 487 408 563 12% -13%

35 528 551 462 693 14% -20%

40 642 683 636 713 1% -4%

45 768 710 738 763 4% -7%

50 828 782 798 854 4% -8%

55 876 906 858 980 2% -8%

60 1032 911 948 1071 9% -15%

65 1032 1049 972 1188 6% -12%

70 1104 1136 1080 1266 2% -10%

75 1188 1198 1176 1307 1% -8%

80 1260 1280 1236 1414 2% -9%

Table 7.9 shows that the GMOOP produced a better result by 92% (Score 1).

In addition, our algorithm performs the same performance of the MOOP in approx-

imately 7% of the results.
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Table 7.10: The Dataset6 results for GMOOP

Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

1 80 47 80 47 0% 0%

2 80 47 80 47 0% 0%

3 121 72 121 72 0% 0%

4 121 72 86 145 41% -50%

5 121 72 86 145 41% -50%

6 127 170 127 170 0% 0%

7 172 140 127 170 35% -18%

8 213 165 178 238 20% -31%

9 219 263 219 263 0% 0%

10 219 263 219 263 0% 0%

11 300 204 243 310 23% -34%

12 306 302 284 335 8% -10%

13 331 341 331 341 0% 0%

14 372 366 372 366 0% 0%

15 372 366 371 374 0% -2%

16 418 380 418 380 0% 0%

17 459 405 459 405 0% 0%

18 459 405 459 405 0% 0%

19 459 405 339 412 35% -2%

20 459 405 346 436 33% -7%

Table 7.10 shows the performance of the GMOOP is the same performance of

the MOOP by 60% of the results. In addition, the GMOOP outperforms the other

models in approximately 40% of the results (Score 1).
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Table 7.11: The Dataset7 results for GMOOP

Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

1 92 50 13 58 608% -14%

2 152 60 180 109 -16% -45%

3 240 119 202 192 19% -38%

4 332 176 366 273 -9% -36%

5 409 235 453 339 -10% -31%

6 406 369 401 457 1% -19%

7 554 384 635 426 -13% -10%

8 644 431 686 524 -6% -18%

9 706 563 703 647 0% -13%

10 830 697 947 648 -12% 8%

11 1007 678 1074 722 -6% -6%

12 1143 692 1109 909 3% -24%

13 1247 769 1206 1004 3% -23%

14 1320 837 1306 1015 1% -18%

15 1344 950 1475 1015 -9% -6%

16 1322 1087 1252 1401 6% -22%

17 1469 1100 1677 1164 -12% -5%

18 1470 1258 1575 1445 -7% -13%

19 1689 1163 1888 1212 -11% -4%

20 1837 1202 1954 1348 -6% -11%

Table 7.11 shows our model overcomes the MOOP by 608% when the Tmax equals

1 (Score 1). In general, by 40% of the results, we produced better results where our

model produces the same performance of the MOOP by 5% of the results.
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Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

10 0 0 0 0 0% 0%

15 0 0 0 0 0% 0%

20 0 0 86 98 -100% -100%

25 0 0 152 164 -100% -100%

30 0 0 152 164 -100% -100%

35 0 0 177 245 -100% -100%

40 0 0 285 377 -100% -100%

45 0 0 444 470 -100% -100%

50 0 0 453 534 -100% -100%

55 101 90 530 596 -81% -85%

60 222 410 601 671 -63% -39%

65 311 575 712 666 -56% -14%

70 415 723 785 820 -47% -12%

75 433 727 846 897 -49% -19%

80 622 729 935 1003 -33% -27%

85 774 885 958 1158 -19% -24%

90 791 687 1064 1174 -26% -41%

95 1183 1185 1089 1324 9% -10%

100 1202 1344 1151 1456 4% -8%

105 1674 1454 1206 1518 39% -4%

110 1875 1571 1292 1620 45% -3%

115 2185 1820 1512 1618 45% 12%

120 2196 1966 1689 1769 30% 11%

125 2461 2151 1822 1971 35% 9%

130 2875 2775 2017 2003 43% 39%

135 3109 2710 2059 2174 51% 25%

140 3389 3175 2213 2320 53% 37%

145 3353 2934 2311 2424 45% 21%

150 3842 3615 2388 2482 61% 46%

Table 7.12: The Dataset8 results for GMOOP
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Table 7.12 shows the results of Dataset8 where the GMOOP performs better

than the MOOP in about 41% of the results (the next section provides a discussion

of the results’ performance).
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Tmax
The GMOOP The MOOP [90] The gap between the models

Score 1 Score 2 Score 1 Score 2 Score 1 Score 2

10 0 0 482 692 -100% -100%

15 0 0 898 973 -100% -100%

20 0 0 1431 1239 -100% -100%

25 41 72 2074 1843 -98% -96%

30 416 315 2074 1843 -80% -83%

35 483 663 2211 2467 -78% -73%

40 879 723 2551 2794 -66% -74%

45 938 686 2811 3047 -67% -77%

50 1108 827 3178 3395 -65% -76%

55 1448 1062 3592 3641 -60% -71%

60 1577 1656 4000 3755 -61% -56%

65 1890 1831 4280 4046 -56% -55%

70 2061 1995 4711 4322 -56% -54%

75 2976 2438 4932 4726 -40% -48%

80 2599 2362 5164 4986 -50% -53%

85 3201 2623 5558 5295 -42% -50%

90 3225 2518 5838 5480 -45% -54%

95 3569 2787 6037 5676 -41% -51%

100 3738 2957 6222 5957 -40% -50%

105 4199 3085 6528 6123 -36% -50%

110 4344 3285 6715 6413 -35% -49%

115 4743 3281 7078 6552 -33% -50%

120 5215 3875 7373 6804 -29% -43%

125 5290 3877 7468 7024 -29% -45%

130 5697 4581 7710 7221 -26% -37%

135 6466 4793 7896 7468 -18% -36%

140 6739 5346 8226 7532 -18% -29%

145 6797 5530 8517 7749 -20% -29%

150 7229 5943 8676 8094 -17% -27%

Table 7.13: The Dataset9 results for GMOOP
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Table 7.13 shows the results of Dataset9 where the GMOOP performs more

poorly than the MOOP in terms of results because of the singularities in the dataset

(the next section will explain these singularities).

7.6 Discussion

This section discusses the results of the GMOOP and shows the main findings based

on the results. We have divided this section into three subsections: (1) discussion

on datasets challenges, (2) discussion GMOOP results, and (3) discussion on the

Limitation and the challenges of the ACO in GMOOP.

7.6.1 The GMOOP’s results Discussion

Table 7.14 shows the performance of our algorithm compared to [90]. The first

remark about the performance is that our algorithm provides better results for a long

journey in most of the datasets. For example, in Datasets8, our model performed

badly when the Tmax equals 20, but when Tmax equals 95 or more, our algorithm

performed better than the state-of-the-art models.

Table 7.14: The comparison between datasets’ results

Dataset

Percentage of the results

Same Performance Better Performance

Score 1 Score 2 Score 1 Score 2

Datasets1 16% 16% 44% -

Datasets2 27% 27% 9% -

Datasets3 - 30% - 10%

Datasets4 10% 7% 88% -

Datasets5 7% 7% 92% -

Datasets6 60% 55% 40% -

Datasets7 5% - 35% 5%

Datasets8 6% 6% 41% 27%

Datasets9 - - - -
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Dataset1 to Dataset5 are based on the OP datasets where Dataset1 to Dataset5

feature extra scores for each POI (two scores for each POI) rather than a single score

for each POI in the OP. In addition, each one of these datasets is different from the

other in terms of the number of POIs, POI locations, start/endpoint locations, and

Tmax value.

Figure 7.5 shows the POI locations and total score for each POI in Dataset1

where the location index is provided above the POIs location and the total scores

are in brackets. In addition, the start/end points are shown in blue, and the other

POIs are shown in red. Here it is noteworthy that, in terms of performance, the

group of POIs located north of the start/end points have high scores. Further, our

model is misleading because it chose a high-score, short-distance POI (our model

chose POIs located south of the start/end points).

In other words, our model has chosen POI#27 as the first POI when the model

was building the tour trip. Thus, choosing a POI located on the opposite side of a

group of high-score POIs affects the performance of the model.
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Figure 7.5: Presenting the POIs’ location of MOOP’s Dataset1

Figure 7.6 shows the POIs’ location in Dataset2. In addition, Figure 7.6 shows

the index for each POI in the map (in black). Here it is noteworthy to consider

the location of the start/end points that are located at the bottom of the map; the

location of the start/end points affects the performance of the results because of

limitation (Tmax) in reaching the POIs that are located to the north of the map

such as, POI #17, POI #18, and POI #19.
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Figure 7.6: Presenting the POIs’ location of MOOP’s Dataset2

Figure 7.7 shows the POIs’ locations and total scores in Dataset3, and the POI’s

index and total scores are shown above each POI in the map. Our model achieved

30% performance similarity with Score 2’s results and 10% of the results were bet-

ter than the state-of-the-art models for Score 2. However, intelligent guidelines for

the model are highly recommended to improve the quality of the results. For ex-

ample, our model has chosen a sequence of POIs (POI#0, POI#23, POI#6, . . . ,

POI#32); therefore, choosing POI#23 and then POI#6 is not an intelligent choice

where POI#21 is located between POI#23 and POI#6. The main reasons that our
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algorithm could not choose a POI located between two POIs are: (1) our algorithm

chooses POIs on an individual basis without taking into account the next choice,

(2) the Alpha and Beta values are chosen based on the best performance over all

the datasets.
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Figure 7.7: Presenting the POIs’ location of MOOP’s Dataset3

Figures 7.8 and 7.9 show the locations of the POIs in Dataset4 and Dataset5,

and the total scores for each POI are provided in parentheses. Our algorithm has

produced good results (better results than the-state-of-the-art models) because the

fixed distances between POIs and the total scores are close to each other.
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Figure 7.8: Presenting the POIs’ location of MOOP’s Dataset4
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Figure 7.9: Presenting the POIs’ location of MOOP’s Dataset5

7.6.2 Datasets Discussion

Although some of the GMOOPs results (Dataset6 to Dataset9) fall below those of

the state-of-the-art results, there are several reasons for this. It is important to

realize that the datasets feature a singularity in terms of the distances listed. For

example, because almost all distances from nodes to the end node are large, it is

impossible to choose a node to fit with a specific tour trip. Figure 7.10 provides an

example of this problem with the datasets (Dataset6 to Dataset9).
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Figure 7.10: Example of the datasets defects

First, the start point is labelled S, and the end point is labelled E. The primary

singularity of this dataset is that the cost of moving to and from the same node is

not equal to zero (where logically this must be the distance to and from the same

node).

In addition, the greatest challenge of these datasets is that almost all nodes

feature accessible distances from start nodes except a node, and, at the same time,

all these nodes have distance values to the end node that exceed the available time

budget (Tmax). As shown in Figure 7.10, all nodes (except node #4) have accessible

distance values, and, at the same time, all of these nodes feature a long-distance

value to the end node, which is, in fact, higher than the Tmax. The red arrow in

Figure 7.10 shows the only possible path from the start node to the end node under

the Tmax.

Figures 7.11 to 7.14 show the distribution of the POIs in each dataset where all

of these datasets suffer from the distance problem (mentioned above). To clarify,

the performance of each dataset is based on how much the dataset suffers from the

distance problem. For example, Dataset6, Dataset7, and Dataset8 perform better

than Dataset9 because Dataset9 has huge impact on the datasets.
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Figure 7.11: Presenting the POIs’ location of MOOP’s Dataset6
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Figure 7.12: Presenting the POIs’ location of MOOP’s Dataset7
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Figure 7.13: Presenting the POIs’ location of MOOP’s Dataset8

7.6.3 Limitation and challenging of the ACO in GMOOP

As the problem of the MOOP is a subproblem of the OP, and the OP is classified as

NP-hard problem. The exact algorithms maybe are applied to the problem under

a limited number of POIs. However, the MOOP’s datasets (Dataset6 to Dataset9)

have a huge number of POIs where the exact algorithms will take a very long time
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Figure 7.14: Presenting the POIs’ location of MOOP’s Dataset9

to produce results.

As we have explained in the previous section, the MOOP’s datasets have some

singularities where affect the ACO. The main proposed to solve the performance of

ACO is dynamic settings of ACO. Though, the dynamic setting will not change the

ACO performance because the datasets have been designed to be solved differently

which sometimes is not logically. The main problem of the datasets is that the

algorithms (which will solve the MOOP’s datasets) must select two or more POIs
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each time. In general, general-purpose algorithms are designed to select a candidate

node (POI) in each step where it will not perform properly because it will a few or

no candidate nodes available to select.

7.7 Conclusion

This chapter has presented the GMOOP, which is a generalized model based on

the MOOP. The results of the GMOOP show that while it is possible to produce a

tour based on different models, the datasets present several challenges which make

it difficult to achieve optimal results with the ACO.

7.7.1 The contributions of this chapter

This chapter has made several significant contributions to the field of Recommender

Systems: (1) designing a mathematical model for the GMOOP, (2) implementing

the ACO to produce comparable results with a more natural dataset compared with

the results of other models.
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Chapter 8

Conclusion

This thesis is organized into three main models designed to increase the quality

of personalization1 in tour trips1. These models include aspects of personalization

based on constraints1, maximizing the user’s happiness1 based on utilizing their

preferences1, and reducing the conflicts among a group of travelers by maximizing

the group members’ individual satisfaction1.

8.1 Contributions

This thesis proposes three main models designed to make several significant contri-

butions to the body of research on Travel Recommender Systems.

8.1.1 Item Constraints Data Model

The first major contribution of this thesis is the Item Constraints Data Model

(ICDM), a novel model that can personalize a tour-trip plan based on the user’s

constraints1. Prior to the research being conducted for this thesis, I designed a

number of models featuring fixed constraints where users are not able to customize

their constraints based on their requirements.

1See Glossary for definitions of italicized words
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8.1.2 Happiness Model

The second major contribution this thesis makes is the Happiness Model (HM), a

novel approach that can maximize a user’s happiness based on the user’s preferences.

The results of the HM show the model can personalize each moment of the trip based

on the users preferences as much as possible.

8.1.3 Group Tour Trip Recommender Model

The third major contribution this thesis makes is the Group Tour Trip Recom-

mender Model (GTTRM), which is designed to handle different users’ constraints1.

We developed the Group Ant Colony Optimization (GACO) algorithm to solve the

Group Tourist Trip Design Problem (GTTDP) by recommending sub-routes for the

group to reduce the potential conflicts among them.

8.2 Limitations

The main limitations of the three models proposed in this thesis will be discussed

as follows:

• Although the first model handles item constraints, it only handles fixed trip

constraints (trip constraints are conditions which are located to control the

trip), such as trip length. Most of the existing models are designed based on

base constraints (are those conditions which are must be satisfied to make a

feasible tour solution).

• The second model is limited because its optimization is very complicated as

the optimizations are based on three separate trip components.

• The third model is limited because the social relationship between users in the

group is based on an explicit value, while social influence is not considered.
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8.3 Future Work

In recent years, the smart wearable systems are increased [29], and in future, more

people will use wearable devices which have GPS, heart monitor, and accelerometer.

In the near future, the increases in using wearing devices such as smartwatch might

lead to the availability of travellers data. Not only availability of data is will be

accessible but also, understanding the travellers’ reactions and happiness level by

collecting the vital data (such as heart rate) for each traveller.

The most impact of the work in this thesis is providing a recommendation for

travellers. As voice commands systems have been increased (such as Google Assis-

tant where is able to book an appointment for the user), in future, such as these

systems might be connected to the RSs for support travellers where the travellers

just ask the system to recommend a trip next weekend or next holiday.

Several possible applications of this research are (1)mainly in Travel Recom-

mender Systems, (2)Delivery Systems, (3)Cycling Routing Problem, and (4)Electric

Vehicle Routing Problem.

We consider several possible directions for future work on Travel Recommender

Systems. The suggested future directions are as follows:

• Developing the ICDM to build a more dynamic and comprehensive model that

considers all types of constraints (trip, connection, and item).

• Developing an algorithm that can optimize all trip components to improve

performance.

• Investigating the social influence factors and how they can be modelled in the

GTTRM.
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Appendix A

Real World Dataset (Durham,

UK)

A.1 Durham Location Information

Table A.1: Durham dataset overview (Name and dura-

tion)

ID Name Duration

0 Durham Cathedral 120

1 Hall Hill Farm 120

2 Durham Riverside Walk 30

3 Ushaw College 120

4 Palace Green 60

5 Durham Castle 60

6 Finchale Priory 60

7 Marquess of Londonderry’s Statue 60

8 St Nicholas Church 60

9 The Durham Light Infantry Memorial 60

10 Neptune Statue 60

11 Durham Town Hall 60

Continued on next page
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Table A.1 – continued from previous page

ID Name Duration

12 St Laurence Church 90

13 St. John the Evangelist Church 60

14 Escape Rooms Durham 60

15 Durham Climbing Centre 120

16 Infinite Air 120

17 Durham County Cricket Club 180

18 Dragonflies Durham 60

19 Topgear Karting 30

20 Icarus Simulation Limited 30

21 Apollo Bingo 120

22 The Geordie Games 60

23 Durham University Botanic Garden 30

24 Wharton Park 60

25 Low Burnhall Woods 60

26 Old Durham Gardens 60

27 Adventure Valley 180

28 Durham Museum 60

29 Mini Moos Fun Park 60

30 Seaham Beach 120

31 Riverside Park 60

32 Crook Hall and Gardens 120

33 East Durham Coast 60

34 Prince Bishop River Cruiser 60

35 Browns Rowing Boats 60

36 Aquanorth Diving Centre 120

37 Supreme Adventure Sports 60

38 Durham parkrun 60

39 Durham Fencing Centre 60

Continued on next page
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Table A.1 – continued from previous page

ID Name Duration

40 Wear Canoes 30

41 CrossFit DHM Durham 60

42 Peterlee Parachute Centre 180

43 The Durham Fly Fishing Company 180

44 Poplar Tree Garden Centre and Coffee Shop 30

45 Old Cinema Launderette 120

46 The Durham Brewery Ltd 90

47 Viva Cuba 60

48 Prince Bishops’ Golf Course 160

49 Hetton-le-Hill Community Golf Club 160

50 North of England trike tours 120

51 Durham on Foot 60

52 Durham City Walking Tours 60

53 Tin of Sardines 60

54 Old Tom’s Gin Bar 60

55 The Dun Cow 60

56 Shakespeare Tavern 60

57 Half Moon Inn 120

58 The Station House 60

59 The Woodman Inn 180

60 The Waiting Room 60

61 Klute 60

62 The Big Jug 60

63 Ustinov College Bar 60

64 Loveshack Nightclub 60

65 Fishtank 120

66 Wiff Waff 60

67 Oriental Museum 120

Continued on next page
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Table A.1 – continued from previous page

ID Name Duration

68 Lindisfarne Gospels 90

69 Museum of Archaeology 90

70 Durham Market Hall 60

71 Crushed Chilli Gallery 10

72 The Mugwump 10

73 Rpmdiscs - Vinyl Record Store 10

74 The Georgian Window 10

75 People’s Bookshop Durham 10

76 The Riverwalk 30

77 The Sweet Shop 10

78 Bannatyne Health Club And Spa - Durham 90

79 Spa at Ramside 60

80 Guru Holistics 30

81 Bonappefeet 30

82 PACE Health Club 60

83 Ritual Beauty 30

84 Gala Theatre Durham 140

85 Durham World Heritage Site Visitor Centre 60

86 Palace Green Library 90

87 Rainton Meadows Nature Reserve and Visitor Centre 120

88 The Surtees Arms And Yard of Ale Brewery 60

89 The Cocktail Project 60

90 Northern Wilderness Bushcraft School - Day Courses 120
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Table A.2: Durham dataset overview (Category, Indoor,

Parking, and Price)

ID Category Indoor Parking Price

0 0 1 -1 0

1 0 0 0 8.95

2 0 0 0 0

3 0 0 0 5

4 0 1 -1 0

5 0 1 -1 5

6 0 0 3 5

7 0 1 -1 0

8 0 1 -1 0

9 0 1 -1 0

10 0 0 -1 0

11 0 1 -1 0

12 0 1 -1 0

13 0 1 -1 0

14 1 1 -1 50

15 1 0 0 7.5

16 1 1 0 10

17 1 0 0 12

18 1 1 -1 1

19 1 1 -1 20

20 1 1 -1 0

21 1 1 0 0

22 1 0 -1 20

23 2 0 0 3

24 2 0 1 0

25 2 0 -1 0

Continued on next page

March 19, 2020



A.1. Durham Location Information 218

Table A.2 – continued from previous page

ID Category Indoor Parking Price

26 2 0 0 0

27 0, 1 0 0 9.95

28 3, 0 1 0 0

29 0, 1 0 0 8.5

30 0, 4, 2 0 0 0

31 1, 2 0 0 0

32 2, 0 0 1.4 7.5

33 0, 2, 4 0 0 0

34 4, 5, 6 0 2 5

35 4, 6, 5 0 -1 7

36 4, 5, 6 0 0 15

37 4, 7 0 0 0

38 4, 5 0 0 0

39 4, 7 0 0 10

40 4, 5, 6 0 -1 15

41 4, 8, 7 0 0 0

42 4, 5 0 0 0

43 4, 5, 6 0 0 55

44 2, 9, 10 1 0 15

45 9, 11 1 0 15.40

46 9, 12 1 0 35.45

47 9, 12 1 0 0

48 4 0 0 89

49 4 0 0 15

50 5 0 0 35

51 5 0 0 0

52 5 0 -1 7.5

53 9 1 -1 28

Continued on next page
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Table A.2 – continued from previous page

ID Category Indoor Parking Price

54 9 1 -1 0

55 9 1 -1 0

56 9 1 -1 0

57 9 1 -1 0

58 9 1 -1 0

59 9 1 -1 0

60 9 1 -1 0

61 9 1 -1 0

62 9 1 -1 0

63 9 1 -1 0

64 9 1 -1 0

65 9 1 -1 0

66 9 1 -1 0

67 3 1 0 1.5

68 3 0 0 7.5

69 3 1 0 25

70 10 1 -1 0

71 10 1 -1 0

72 10 1 -1 0

73 10 1 -1 0

74 10 1 -1 0

75 10 1 -1 0

76 10 1 0 0

77 10 1 0 0

78 8 1 0 15

79 8 1 0 119

80 8 1 -1 25

81 8 1 -1 0

Continued on next page
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Table A.2 – continued from previous page

ID Category Indoor Parking Price

82 8 1 -1 10

83 8 1 0 17

84 11 1 0 7.5

85 13 1 -1 0

86 13 1 -1 7.5

87 13 0 0 0

88 12 1 -1 0

89 7 1 -1 5

90 7 0 0 0

Table A.3: Durham dataset overview (Suitable for Chil-

dren, Baby Care Room, and Wheel Access)

ID Suitable for Children Baby Care Room Wheel Access

0 1 1 1

1 1 1 1

2 0 0 1

3 0 0 1

4 1 1 1

5 1 1 1

6 1 1 0

7 1 1 1

8 1 1 0

9 0 0 1

10 1 1 0

11 0 0 0

Continued on next page
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Table A.3 – continued from previous page

ID Suitable for Children Baby Care Room Wheel Access

12 0 0 0

13 0 0 0

14 1 1 1

15 1 1 0

16 1 1 1

17 0 0 0

18 1 1 1

19 1 1 1

20 1 1 1

21 1 1 0

22 1 1 1

23 1 1 1

24 1 1 1

25 1 1 1

26 1 1 1

27 1 1 1

28 1 1 1

29 1 1 1

30 1 1 1

31 1 1 1

32 1 1 1

33 1 1 1

34 1 1 1

35 1 1 1

36 1 1 1

37 1 1 1

38 0 0 1

39 1 1 1

Continued on next page
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Table A.3 – continued from previous page

ID Suitable for Children Baby Care Room Wheel Access

40 0 0 1

41 1 1 0

42 1 1 1

43 0 0 1

44 1 1 1

45 0 0 1

46 1 1 0

47 1 1 0

48 0 0 1

49 0 0 1

50 0 0 1

51 1 1 1

52 1 1 1

53 1 1 0

54 1 1 1

55 1 1 1

56 1 1 1

57 1 1 1

58 0 0 0

59 1 1 1

60 1 1 1

61 1 1 0

62 0 0 1

63 1 1 1

64 0 0 1

65 1 1 1

66 0 0 0

67 1 1 1

Continued on next page
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Table A.3 – continued from previous page

ID Suitable for Children Baby Care Room Wheel Access

68 1 1 1

69 1 1 1

70 1 1 1

71 1 1 1

72 0 0 1

73 0 0 0

74 0 0 0

75 0 0 0

76 1 1 1

77 1 1 0

78 0 0 1

79 0 0 1

80 0 0 1

81 0 0 0

82 0 0 0

83 0 0 0

84 1 1 1

85 1 1 1

86 1 1 0

87 1 1 1

88 0 0 0

89 1 1 0

90 0 0 1
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A.2 Durham Weather Condition

Table A.4: List of the weather conditions codes

Weather Condition Weather Code

Sunny intervals 1

Sunny 2

Cloudy 3

Windy 4

Heavy rain 5

Light rains 6

Light snow 7

Heavy snow 8

Clear 9

March 19, 2020



A.2. Durham Weather Condition 225

Table A.5: Weather condition for three days in each month (from January to June)

Time January February March April May June

Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

00:00 3 6 8 9 6 8 9 3 5 1 3 5 9 9 3 9 9 3

01:00 3 6 8 9 6 8 9 3 5 1 3 5 9 9 3 9 9 3

02:00 3 6 8 9 6 8 9 3 5 1 3 5 9 9 3 9 9 3

03:00 3 6 8 9 6 8 9 3 5 1 3 5 9 9 3 9 9 3

04:00 3 6 8 9 6 8 9 3 5 1 3 5 9 9 3 9 9 3

05:00 3 6 8 9 6 8 9 3 5 1 3 5 9 9 3 9 9 3

06:00 3 6 8 9 6 8 9 3 6 1 3 6 9 9 3 9 9 3

07:00 9 3 8 2 3 7 2 1 6 1 1 6 1 1 1 2 1 1

08:00 9 3 7 2 3 7 2 1 6 1 1 6 1 1 1 2 1 1

09:00 9 3 7 2 3 7 2 1 6 1 1 6 2 1 1 2 1 1

10:00 9 3 7 2 3 7 2 1 3 1 1 3 2 1 1 2 1 1

11:00 9 3 7 2 3 7 2 1 3 2 1 3 2 1 1 2 1 1

12:00 9 3 7 2 3 7 2 1 3 2 1 3 2 1 1 2 1 1

13:00 9 3 7 2 3 7 2 1 3 2 1 3 2 1 1 2 1 1

14:00 9 3 7 2 3 7 2 1 6 2 1 6 2 1 1 2 1 1

15:00 9 3 7 2 3 7 2 1 6 2 1 6 2 1 1 2 1 1

16:00 9 3 7 2 3 7 2 1 6 2 1 6 2 1 1 2 1 1

17:00 9 3 7 2 3 7 2 1 6 2 1 6 9 1 1 9 1 1

18:00 9 6 8 9 6 8 9 3 5 9 1 5 9 9 3 9 9 3

19:00 9 6 8 9 6 8 9 3 5 9 1 5 9 9 3 9 9 3

20:00 3 6 8 9 6 8 9 3 5 9 3 5 9 9 3 9 9 3

21:00 3 6 8 9 6 8 9 3 5 9 3 5 9 9 3 9 9 3

22:00 3 6 8 9 6 8 9 3 5 9 3 5 9 9 3 9 9 3

23:00 3 6 8 9 6 8 9 3 5 9 3 5 9 9 3 9 9 3
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Table A.6: Weather condition for three days in each month (from July to December)

Time July August September October November December

Day 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36

00:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

01:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

02:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

03:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

04:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

05:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

06:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

07:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

08:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

09:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

10:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

11:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

12:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

13:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

14:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

15:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

16:00 2 1 3 2 1 3 2 1 3 2 3 3 1 3 5 1 3 5

17:00 9 1 3 9 1 3 9 1 3 9 3 3 9 6 6 9 6 6

18:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

19:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

20:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

21:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

22:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

23:00 9 9 3 9 3 6 9 3 6 9 3 6 9 6 6 9 6 6

A.3 Durham Time Windows
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Table A.7: List of the Time Windows in Durham datasets

ID Monday Tuesday Wednesday Thursday Friday Saturday Sunday

O C O C O C O C O C O C O C

0 10 18 10 18 10 18 10 18 10 18 10 18 10 17

1 10 17 10 17 10 17 10 17 10 17 10 17 10 17

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 11 14 11 14 11 17 11 17 11 17 - - - -

4 9 17 9 17 9 17 9 17 9 17 - - - -

5 10 16 10 16 10 16 10 16 10 16 10 16 10 16

6 10 17 10 17 10 17 10 17 10 17 10 17 10 17

7 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8 7 19 7 19 7 19 7 19 7 19 7 19 - -

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0

11 9 17 9 17 9 17 9 17 9 17 10 15 - -

12 - - - - - - - - - - 14 16 - -

13 - - - - - - - - - - 10 18 - -

14 11 22 11 22 11 22 11 22 11 22 11 22 11 22

15 10 22 10 22 10 22 10 22 10 22 9 20 9 20

16 10 19 4 19 10 19 10 19 10 19 9 18 9 18

17 9 17 9 17 9 17 9 17 9 17 - - - -

18 9 18 9 18 9 18 9 18 9 18 10 18 10 18

19 12 20 12 20 12 20 12 20 12 20 9 21 10 18

20 - - - - - - 3 18 1 19 10 18 - -

21 12 22 12 22 12 22 12 22 12 22 11 22 12 22

22 10 16 10 16 10 16 10 16 10 16 10 16 10 16

23 10 17 10 17 10 17 10 17 10 17 10 17 10 17

24 10 17 10 17 10 17 10 17 10 17 10 17 10 17

25 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Continued on next page
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Table A.7 – continued from previous page

ID Monday Tuesday Wednesday Thursday Friday Saturday Sunday

O C O C O C O C O C O C O C

26 - - - - - - 14 16 - - - - 14 16

27 10 16 10 16 10 16 10 16 10 18 10 17 10 17

28 11 16 11 16 11 16 11 16 11 16 11 16 11 16

29 9 20 9 20 9 20 9 20 9 20 9 20 9 20

30 0 0 0 0 0 0 0 0 0 0 0 0 0 0

31 10 18 10 18 10 18 10 18 10 18 10 18 10 18

32 11 17 11 17 10 17 - - - - - - 10 17

33 0 0 0 0 0 0 0 0 0 0 0 0 0 0

34 9 16 9 16 9 16 9 16 9 16 9 16 9 16

35 10 18 10 18 10 18 10 18 10 18 10 18 10 18

36 10 17 10 17 10 17 10 17 10 17 10 17 10 17

37 10 17 10 17 10 17 10 17 10 17 10 17 10 17

38 - - - - - - - - - - 9 16 9 16

39 - - - - - - - - 19 21 - - - -

40 11 17 11 17 11 17 11 17 11 17 10 17 10 17

41 10 20 11 20 10 20 11 20 11 8 10 12 10 11

42 9 17 9 17 9 17 9 17 9 17 8 19 8 19

43 7 16 7 16 7 16 7 16 7 16 7 16 7 16

44 9 17 9 17 9 17 9 17 9 17 9 17 10 16

45 9 17 9 17 9 17 9 17 9 17 9 17 - -

46 9 16 9 16 9 16 9 16 9 16 10 16 - -

47 5 11 5 23 5 23 5 23 5 23 2 23 5 11

48 - - - - 9 17 9 17 9 17 9 17 9 17

49 8 18 8 18 8 18 8 18 8 18 8 18 8 18

50 9 18 9 18 9 18 9 18 9 18 9 18 9 18

51 8 12 8 12 8 12 8 12 8 12 8 12 8 12

52 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Continued on next page
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Table A.7 – continued from previous page

ID Monday Tuesday Wednesday Thursday Friday Saturday Sunday

O C O C O C O C O C O C O C

53 12 23 12 23 12 23 12 23 12 23 12 23 12 23

54 12 23 12 23 12 23 12 23 12 0 12 0 12 23

55 11 23 11 23 11 23 11 23 11 23 11 23 12 23

56 11 23 11 23 11 23 11 23 11 23 11 23 11 23

57 11 23 11 23 11 23 11 23 11 0 11 0 12 23

58 16 22 16 22 16 22 16 23 12 23 12 23 14 22

59 - - 17 23 17 23 17 23 12 0 12 0 12 22

60 11 22 11 22 11 22 11 22 10 22 10 22 10 22

61 22 2 22 2 - - 22 2 22 2 22 2 22 2

62 15 21 15 21 15 21 15 21 15 21 12 23 15 21

63 18 23 18 23 18 23 18 23 18 23 18 23 18 23

64 8 23 8 23 8 23 8 1 8 1 8 1 8 23

65 - - - - - - - - - - - - - -

66 - - - - - - 17 0 17 1 15 2 - -

67 10 17 10 17 10 17 10 17 10 17 12 17 13 18

68 9 16 9 16 9 16 9 16 9 16 9 16 9 16

69 12 16 10 16 10 16 10 16 10 16 10 16 10 16

70 9 16 9 16 9 16 9 17 9 17 9 16 - -

71 - - - - - - 10 16 10 16 10 16 - -

72 10 17 10 17 10 17 10 17 10 17 10 17 10 17

73 11 18 11 18 11 18 11 18 11 16 11 16 11 16

74 10 17 10 17 10 17 10 17 10 17 10 17 12 16

75 - - 12 17 12 17 12 17 12 17 10 17 - -

76 9 17 9 17 9 17 9 17 9 17 9 17 11 17

77 9 17 9 17 9 15 9 17 9 17 9 15 9 15

78 6 22 6 22 6 22 6 22 6 22 8 22 8 22

79 6 20 6 20 6 20 6 20 6 20 6 20 6 20

Continued on next page
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Table A.7 – continued from previous page

ID Monday Tuesday Wednesday Thursday Friday Saturday Sunday

O C O C O C O C O C O C O C

80 9 17 9 17 9 20 9 16 9 18 - - - -

81 8 16 8 16 8 16 8 16 8 16 8 16 8 16

82 6 23 6 23 6 23 6 23 6 22 6 22 6 22

83 10 17 9 18 9 18 9 18 9 18 9 15 - -

84 10 20 10 20 10 20 10 20 10 20 10 20 14 20

85 9 17 9 17 9 17 9 17 9 17 9 17 9 17

86 9 17 9 17 9 17 9 17 9 17 - - - -

87 10 16 10 16 10 16 10 16 10 16 10 16 10 16

88 - - 16 23 16 23 16 23 16 23 12 0 12 0

89 12 22 12 22 12 22 12 22 12 22 12 22 12 22

90 - - 9 18 9 18 9 18 9 18 9 18 9 18

A.4 Durham Distance Information

Table A.8: Durham dataset distance between POIs

ID 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

0 0 20 4 8 6 6 12 3 3 3 270 5 16 13 2 13 10 17 11 13

1 20 0 20 15 23 23 24 21 20 20 21 21 30 22 22 22 25 25 25 27

2 4 20 0 11 4 4 12 2 2 2 2 1 11 9 3 9 6 13 6 8

3 8 15 11 0 13 13 16 11 11 11 11 11 21 9 12 9 15 17 16 17

4 6 23 4 13 0 1 15 3 3 3 3 4 16 12 2 12 10 17 10 12

5 6 23 4 13 1 0 16 3 3 3 3 4 16 13 2 13 10 17 10 12

6 12 24 12 16 15 16 0 12 12 12 12 12 19 16 13 16 16 14 17 18

7 3 21 2 11 3 3 12 0 1 1 0 1 12 8 1 9 7 13 7 8

Continued on next page

March 19, 2020



A.4. Durham Distance Information 231

Table A.8 – continued from previous page

ID 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

8 3 20 2 11 3 3 12 1 0 1 1 1 12 8 1 9 7 13 7 8

9 3 20 2 11 3 3 12 1 1 0 1 1 12 8 1 8 7 13 7 9

10 270 21 2 11 3 3 12 0 1 1 0 1 12 8 1 9 7 14 7 9

11 5 21 1 11 4 4 12 1 1 1 1 0 14 12 6 12 9 16 9 10

12 16 30 11 21 16 16 19 12 12 12 12 14 0 17 13 17 9 16 10 10

13 13 22 9 9 12 13 16 8 8 8 8 12 17 0 9 1 12 15 13 14

14 2 22 3 12 2 2 13 1 1 1 1 6 13 9 0 10 8 14 8 9

15 13 22 9 9 12 13 16 9 9 8 9 12 17 1 10 0 13 18 14 16

16 10 25 6 15 10 10 16 7 7 7 7 9 9 12 8 13 0 16 4 6

17 17 25 13 17 17 17 14 13 13 13 14 16 16 15 14 18 16 0 16 18

18 11 25 6 16 10 10 17 7 7 7 7 9 10 13 8 14 4 16 0 6

19 13 27 8 17 12 12 18 8 8 9 9 10 10 14 9 16 6 18 6 0

20 14 15 11 6 14 14 15 10 10 10 11 15 20 12 12 14 16 16 16 18

21 8 23 5 14 8 8 15 5 5 5 5 7 7 11 6 12 7 18 6 5

22 17 15 13 12 17 17 17 13 13 13 13 17 23 15 14 16 18 16 20 20

23 11 25 5 12 11 10 17 8 8 8 8 12 13 8 8 10 12 20 12 14

24 6 21 3 12 6 6 12 3 3 3 3 7 13 8 4 9 8 14 8 10

25 11 22 5 9 11 10 14 7 7 7 7 11 13 5 8 6 12 16 12 14

26 14 29 10 22 15 14 21 11 10 11 11 13 11 17 12 18 12 22 12 10

27 15 23 12 15 15 15 5 11 11 11 12 15 18 14 12 16 16 14 18 18

28 2 23 4 13 2 2 14 2 2 2 2 7 14 10 1 12 9 18 9 12

29 17 15 13 14 17 16 15 13 13 13 13 17 22 15 13 18 18 12 18 20

30 26 41 22 32 26 26 29 22 22 22 22 25 20 28 24 30 22 24 22 22

31 16 24 21 30 16 15 13 22 21 22 22 24 20 27 23 30 22 20 22 16

32 7 21 4 12 7 7 13 4 4 4 4 8 13 9 5 10 9 16 9 10

33 28 43 24 34 28 28 31 24 23 24 24 26 19 29 25 35 24 26 26 26

34 4 21 1 11 4 4 12 2 2 2 2 6 11 8 2 9 6 14 6 7

35 3 22 4 13 3 3 14 1 2 2 1 6 13 9 1 12 7 16 8 8

Continued on next page
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Table A.8 – continued from previous page

ID 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

36 13 17 9 10 12 12 12 9 9 9 9 13 18 11 9 14 14 10 14 12

37 11 25 7 16 11 11 17 7 7 8 8 10 10 13 9 16 4 16 4 7

38 9 24 3 12 8 8 15 6 6 6 6 9 10 8 6 8 9 18 9 10

39 9 44 3 12 8 8 15 6 6 6 6 9 10 8 6 9 10 18 9 9

40 8 24 4 14 8 8 14 5 5 5 5 9 13 10 6 12 9 18 8 10

41 12 27 7 17 12 12 18 8 8 8 8 10 9 14 9 16 6 16 6 1

42 23 37 18 28 23 23 28 18 18 19 19 21 13 23 20 26 20 26 20 18

43 25 40 18 28 25 25 30 21 21 21 21 23 17 23 22 24 20 28 20 18

44 11 26 5 15 10 10 17 8 8 8 8 11 11 10 8 12 12 20 12 10

45 8 23 4 14 8 8 15 5 5 5 5 7 9 11 6 12 5 16 5 4

46 13 29 7 17 13 12 20 10 10 10 10 14 12 13 10 14 12 18 14 14

47 2 22 3 12 2 2 13 1 1 1 1 5 12 9 1 10 7 16 7 9

48 11 26 7 16 11 10 16 7 7 7 7 9 7 13 8 14 6 14 7 7

49 17 31 12 22 17 16 20 13 13 13 13 15 6 19 14 20 12 18 12 12

50 32 15 29 21 32 32 34 28 28 28 28 32 36 19 29 20 35 40 35 35

51 6 21 2 11 6 5 12 3 3 3 3 7 11 8 4 9 6 14 6 8

52 4 20 2 10 4 4 12 1 1 1 1 4 12 8 2 9 6 16 7 8

53 3 22 3 12 3 3 13 1 1 1 1 6 13 9 1 10 7 16 8 8

54 6 20 3 11 6 6 12 3 3 3 3 7 12 8 4 9 8 16 8 12

55 28 43 2 12 29 28 13 4 3 4 4 7 12 9 4 10 7 16 7 8

56 2 22 3 12 2 2 13 1 1 1 1 5 13 9 1 10 8 16 8 9

57 5 21 1 11 5 5 12 3 3 3 3 6 11 8 3 9 6 14 6 7

58 6 19 3 9 6 5 11 3 3 3 3 6 12 6 4 7 7 14 8 8

59 5 21 2 12 6 5 12 2 2 2 2 4 10 9 4 10 5 16 6 6

60 7 21 4 11 8 7 12 4 4 4 4 8 14 8 5 9 9 16 9 10

61 3 22 3 12 3 3 13 1 1 1 1 6 13 9 1 10 7 16 8 8

62 4 20 3 11 4 4 12 1 1 1 1 4 12 8 2 9 6 14 7 7

63 1 22 4 13 1 1 14 2 2 2 2 6 13 10 1 12 8 16 8 10
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Table A.8 – continued from previous page

ID 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

64 35 22 4 13 3 3 14 2 2 2 2 6 13 10 1 10 8 16 8 8

65 7 21 4 11 7 6 13 4 4 4 4 7 13 7 5 9 9 16 9 12

66 5 22 2 12 5 5 13 1 1 2 1 1 12 9 3 10 7 16 7 10

67 10 23 3 10 10 10 14 7 7 7 7 11 13 6 8 7 12 16 12 14

68 7 23 4 13 0 1 14 2 2 2 2 7 14 10 1 12 10 16 9 12

69 1 23 5 14 1 1 15 2 3 2 2 7 14 10 1 12 9 16 9 12

70 3 21 2 11 3 3 12 1 1 1 1 1 12 10 1 9 7 16 7 8

71 10 24 5 11 10 9 15 6 6 6 6 10 14 8 7 9 10 16 10 12

72 2 22 3 12 2 2 13 1 1 1 1 5 13 9 1 10 7 16 8 9

73 22 38 17 26 22 22 29 19 19 19 19 22 16 21 19 24 20 30 20 18

74 1 22 4 13 1 1 14 1 2 1 1 6 13 9 1 10 8 16 9 9

75 2 22 3 12 2 2 13 1 1 1 1 5 12 9 1 10 7 16 8 9

76 5 20 3 10 6 5 11 2 2 2 2 6 12 7 1 9 7 14 8 9

77 3 21 2 11 3 3 12 1 1 1 1 5 12 8 1 9 7 14 7 8

78 10 25 6 15 10 10 16 6 7 7 7 9 8 13 8 14 4 14 5 4

79 10 26 7 16 11 11 16 7 7 8 8 9 7 13 8 14 7 14 7 7

80 7 22 3 12 6 6 13 4 4 4 4 6 9 10 5 10 6 14 6 5

81 6 20 3 10 6 5 11 2 2 2 2 6 12 7 3 9 7 14 8 9

82 6 21 3 11 6 6 12 3 3 3 3 7 13 8 4 9 8 14 8 9

83 17 27 13 18 17 17 13 13 13 14 14 15 11 17 14 18 14 5 14 14

84 4 20 2 10 4 3 12 1 1 1 1 4 12 8 2 9 7 14 7 9

85 1 23 4 13 1 1 14 2 2 2 2 6 13 10 1 12 8 18 9 10

86 1 23 5 14 0 1 15 2 2 2 2 7 14 10 1 12 10 16 10 12

87 16 31 12 22 17 17 18 13 13 13 13 15 11 19 14 20 14 12 14 14

88 16 35 17 22 22 22 26 18 18 19 18 20 18 14 19 16 18 24 20 20

89 28 35 24 12 5 5 13 1 1 2 1 1 12 9 3 14 9 16 9 10

90 16 24 13 16 16 15 1 12 12 12 12 16 18 14 13 16 18 16 18 20
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Table A.9: Durham dataset distance between POIs

ID 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

0 14 8 17 11 6 11 14 15 2 17 26 16 7 28 4 3 13 11 9 9

1 15 23 15 25 21 22 29 23 23 15 41 24 21 43 21 22 17 25 24 44

2 11 5 13 5 3 5 10 12 4 13 22 21 4 24 1 4 9 7 3 3

3 6 14 12 12 12 9 22 15 13 14 32 30 12 34 11 13 10 16 12 12

4 14 8 17 11 6 11 15 15 2 17 26 16 7 28 4 3 12 11 8 8

5 14 8 17 10 6 10 14 15 2 16 26 15 7 28 4 3 12 11 8 8

6 15 15 17 17 12 14 21 5 14 15 29 13 13 31 12 14 12 17 15 15

7 10 5 13 8 3 7 11 11 2 13 22 22 4 24 2 1 9 7 6 6

8 10 5 13 8 3 7 10 11 2 13 22 21 4 23 2 2 9 7 6 6

9 10 5 13 8 3 7 11 11 2 13 22 22 4 24 2 2 9 8 6 6

10 11 5 13 8 3 7 11 12 2 13 22 22 4 24 2 1 9 8 6 6

11 15 7 17 12 7 11 13 15 7 17 25 24 8 26 6 6 13 10 9 9

12 20 7 23 13 13 13 11 18 14 22 20 20 13 19 11 13 18 10 10 10

13 12 11 15 8 8 5 17 14 10 15 28 27 9 29 8 9 11 13 8 8

14 12 6 14 8 4 8 12 12 1 13 24 23 5 25 2 1 9 9 6 6

15 14 12 16 10 9 6 18 16 12 18 30 30 10 35 9 12 14 16 9 9

16 16 7 18 12 8 12 12 16 9 18 22 22 9 24 6 7 14 4 10 10

17 16 18 16 20 14 16 22 14 18 12 24 20 16 26 14 16 10 16 18 18

18 16 6 20 12 8 12 12 18 9 18 22 22 9 26 6 8 14 4 9 9

19 18 5 20 14 10 14 10 18 12 20 22 16 10 26 7 8 16 7 10 9

20 0 14 9 16 10 14 22 16 14 12 35 16 12 35 12 12 8 18 16 16

21 14 0 16 10 7 9 7 14 7 16 22 16 7 24 4 5 12 7 7 7

22 9 16 0 18 14 16 22 16 16 9 35 35 14 40 14 14 8 18 18 18

23 16 10 20 0 9 4 16 16 10 18 28 18 9 28 6 7 14 12 6 6

24 10 7 12 9 0 8 14 12 6 14 24 14 4 26 3 4 9 9 7 7

25 14 9 16 4 8 0 16 14 10 16 28 14 8 28 6 7 12 12 6 6

26 22 7 24 16 14 16 0 20 14 22 28 22 12 28 9 10 18 12 10 10
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Table A.9 – continued from previous page

ID 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

27 16 14 18 16 12 14 20 0 14 16 28 12 14 30 12 12 12 18 16 16

28 14 7 18 10 6 10 14 14 0 16 24 16 6 28 4 5 12 10 8 8

29 12 16 9 18 14 16 22 16 16 0 30 10 14 35 12 12 12 20 16 16

30 35 22 35 28 24 28 28 28 24 30 0 22 24 14 20 24 28 20 26 30

31 16 16 14 18 14 14 22 12 16 10 22 0 12 26 12 14 8 14 14 14

32 12 7 16 9 4 8 12 14 6 14 24 12 0 26 4 6 10 9 10 10

33 35 24 40 28 26 28 28 30 28 35 14 26 26 0 22 26 30 24 16 16

34 12 4 14 6 3 6 9 12 4 12 20 12 4 22 0 3 8 6 14 14

35 12 5 14 7 4 7 10 12 5 12 24 14 6 26 3 0 9 7 8 8

36 8 12 8 14 9 12 18 12 12 12 28 8 10 30 8 9 0 14 14 35

37 18 7 20 12 9 12 12 18 10 20 20 14 9 24 6 7 14 0 40 40

38 16 7 18 6 7 6 10 16 8 16 26 14 10 16 14 8 14 40 0 14

39 16 7 18 6 7 6 10 16 8 16 30 14 10 16 14 8 35 40 14 0

40 14 7 18 7 6 7 12 14 7 14 22 14 6 24 3 4 12 9 14 14

41 18 5 20 14 10 14 9 18 12 20 22 14 10 22 7 8 14 8 16 16

42 28 16 35 22 20 22 18 28 22 28 14 24 20 12 18 18 26 20 14 14

43 30 16 35 20 22 20 20 30 22 35 22 23 27 26 25 20 19 14 14 14

44 18 7 20 7 9 7 12 18 10 9 24 18 9 22 5 7 14 12 12 14

45 14 2 18 9 6 9 7 16 7 16 20 14 6 20 5 4 12 7 14 12

46 20 10 22 12 12 12 14 22 14 12 24 16 12 24 8 9 16 14 12 14

47 12 5 16 8 4 8 12 14 2 14 22 12 6 24 3 4 10 9 16 12

48 18 7 20 12 8 12 12 16 9 20 16 10 9 20 5 6 14 8 14 16

49 24 10 26 18 16 18 14 20 16 26 14 16 14 16 12 12 20 14 12 14

50 24 30 26 28 28 24 40 35 35 35 50 35 30 50 28 28 30 35 16 12

51 12 5 14 6 4 6 10 12 5 12 20 12 4 24 1 3 9 7 14 16

52 12 5 14 8 4 8 10 12 3 12 22 12 4 24 2 3 8 8 16 14

53 12 5 14 7 4 8 10 12 5 12 22 14 6 26 3 4 10 9 16 16

54 14 8 16 8 5 6 14 14 7 16 22 12 3 24 3 4 9 8 16 16
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Table A.9 – continued from previous page

ID 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

55 12 5 16 6 4 6 10 14 5 14 24 14 5 26 26 4 10 8 90 16

56 12 6 16 8 4 9 12 14 2 14 22 22 5 24 2 2 10 8 16 90

57 12 4 14 5 3 6 10 12 4 12 25 20 4 22 1 4 9 6 14 16

58 10 5 12 7 3 6 10 10 5 10 0 0 0 0 0 0 0 0 16 14

59 12 3 16 7 4 8 9 14 5 14 22 14 5 24 2 3 10 6 14 16

60 12 7 14 9 5 8 14 12 6 12 30 40 6 26 4 35 12 10 16 14

61 12 5 14 7 4 8 10 12 5 12 22 14 6 26 3 4 10 9 14 16

62 12 4 16 8 4 8 10 14 4 14 22 12 5 24 3 4 9 8 14 14

63 14 7 16 9 5 10 12 14 1 16 24 14 7 26 4 5 10 9 7 14

64 12 5 14 7 4 8 10 12 5 12 24 22 5 26 1 10 10 7 7 7

65 14 8 16 7 5 6 14 14 7 14 26 14 6 28 5 6 12 10 90 7

66 16 7 18 12 7 12 14 16 7 16 22 12 5 24 2 3 10 7 6 90

67 16 9 16 4 7 3 14 16 8 16 26 16 9 24 5 6 14 12 5 6

68 14 7 18 10 6 10 14 16 2 16 85 75 85 90 80 85 85 85 90 5

69 14 8 18 10 6 10 14 16 3 16 24 14 7 26 4 5 12 10 8 90

70 12 5 14 8 4 8 10 12 3 12 20 12 5 24 2 3 9 8 6 8

71 14 8 16 8 5 7 14 14 7 14 26 16 8 26 6 7 12 12 6 6

72 12 6 16 8 4 9 12 14 2 14 22 14 6 24 3 4 10 9 7 6

73 30 16 35 20 20 20 18 30 22 30 16 26 20 14 16 18 26 20 16 7

74 14 6 16 9 5 9 12 14 1 14 22 14 6 26 3 4 10 9 7 16

75 12 5 16 8 4 8 12 14 2 14 22 12 6 24 3 4 10 8 6 7

76 12 5 14 8 3 7 12 12 5 12 22 12 3 24 2 3 8 8 6 6

77 12 5 14 8 4 8 10 12 3 14 16 12 5 24 2 3 9 8 6 6

78 16 4 20 12 8 12 8 18 9 18 20 12 8 22 5 6 12 6 9 6

79 18 7 20 12 9 12 12 16 9 16 16 10 9 20 6 6 14 8 12 9

80 14 2 16 8 5 8 7 14 5 14 20 12 5 22 3 4 10 6 7 12

81 12 5 14 8 3 7 12 12 5 14 22 12 3 24 2 3 8 8 6 7

82 12 6 14 9 4 8 12 12 5 14 22 12 1 24 3 4 9 8 7 6
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Table A.9 – continued from previous page

ID 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

83 18 16 18 20 16 18 20 12 18 12 20 5 14 24 12 12 14 14 18 7

84 12 5 14 8 4 8 10 12 3 14 22 12 4 24 2 3 8 8 6 18

85 14 7 16 9 5 10 14 14 2 16 24 14 7 26 4 5 10 9 7 6

86 14 7 18 10 6 10 14 16 2 16 24 14 7 26 4 5 12 10 8 7

87 24 14 24 20 16 20 20 18 16 20 16 12 7 20 4 5 10 14 7 8

88 28 18 28 18 22 14 24 28 22 30 30 22 20 35 18 18 24 20 18 18

89 16 7 18 12 7 12 12 16 6 7 24 16 28 26 22 26 22 24 6 6

90 16 16 18 18 12 16 22 6 16 6 30 12 14 35 12 12 12 18 18 18

Table A.10: Durham dataset distance between POIs

ID 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59

0 8 12 23 25 11 8 13 2 11 17 32 6 4 3 6 28 2 5 6 5

1 24 27 37 40 26 23 29 22 26 31 15 21 20 22 20 43 22 21 19 21

2 4 7 18 18 5 4 7 3 7 12 29 2 2 3 3 2 3 1 3 2

3 14 17 28 28 15 14 17 12 16 22 21 11 10 12 11 12 12 11 9 12

4 8 12 23 25 10 8 13 2 11 17 32 6 4 3 6 29 2 5 6 6

5 8 12 23 25 10 8 12 2 10 16 32 5 4 3 6 28 2 5 5 5

6 14 18 28 30 17 15 20 13 16 20 34 12 12 13 12 13 13 12 11 12

7 5 8 18 21 8 5 10 1 7 13 28 3 1 1 3 4 1 3 3 2

8 5 8 18 21 8 5 10 1 7 13 28 3 1 1 3 3 1 3 3 2

9 5 8 19 21 8 5 10 1 7 13 28 3 1 1 3 4 1 3 3 2

10 5 8 19 21 8 5 10 1 7 13 28 3 1 1 3 4 1 3 3 2

11 9 10 21 23 11 7 14 5 9 15 32 7 4 6 7 7 5 6 6 4

12 13 9 13 17 11 9 12 12 7 6 36 11 12 13 12 12 13 11 12 10

13 10 14 23 23 10 11 13 9 13 19 19 8 8 9 8 9 9 8 6 9

14 6 9 20 22 8 6 10 1 8 14 29 4 2 1 4 4 1 3 4 4
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Table A.10 – continued from previous page

ID 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59

15 12 16 26 24 12 12 14 10 14 20 20 9 9 10 9 10 10 9 7 10

16 9 6 20 20 12 5 12 7 6 12 35 6 6 7 8 7 8 6 7 5

17 18 16 26 28 20 16 18 16 14 18 40 14 16 16 16 16 16 14 14 16

18 8 6 20 20 12 5 14 7 7 12 35 6 7 8 8 7 8 6 8 6

19 10 1 18 18 10 4 14 9 7 12 35 8 8 8 12 8 9 7 8 6

20 14 18 28 30 18 14 20 12 18 24 24 12 12 12 14 12 12 12 10 12

21 7 5 16 16 7 2 10 5 7 10 30 5 5 5 8 5 6 4 5 3

22 16 20 30 35 20 16 22 14 18 24 26 14 14 14 14 14 14 14 12 14

23 7 14 22 20 7 9 12 8 12 18 28 6 8 7 8 6 8 5 7 7

24 6 10 20 22 9 6 12 4 8 16 28 4 4 4 5 4 4 3 3 4

25 7 14 22 20 7 9 12 8 12 18 24 6 8 8 6 6 9 6 6 8

26 12 9 18 20 12 7 14 12 12 14 40 10 10 10 14 10 12 10 10 9

27 14 18 28 30 18 16 22 14 16 20 35 12 12 12 14 14 14 12 10 14

28 7 12 22 22 10 7 14 2 9 16 35 5 3 5 7 5 2 4 5 5

29 14 20 28 35 9 16 12 14 20 26 35 12 12 12 16 14 14 12 10 14

30 22 22 14 22 24 20 24 22 16 14 50 20 22 22 22 24 22 25 0 22

31 14 14 24 23 18 14 16 12 10 16 35 12 12 14 12 14 22 20 0 14

32 6 10 20 27 9 6 12 6 9 14 30 4 4 6 3 5 5 4 0 5

33 24 22 12 26 22 20 24 24 20 16 50 24 24 26 24 26 24 22 0 24

34 3 7 18 25 5 5 8 3 5 12 28 1 2 3 3 26 2 1 0 2

35 4 8 18 20 7 4 9 4 6 12 28 3 3 4 4 2 2 4 0 3

36 12 14 26 19 14 12 16 10 14 20 30 9 8 10 9 4 10 9 0 10

37 9 8 20 14 12 7 14 9 8 14 35 7 8 9 8 10 8 6 0 6

38 14 16 14 14 12 14 12 16 14 12 16 14 16 16 16 90 16 14 16 14

39 14 16 14 14 12 14 12 16 14 12 16 14 16 16 16 90 16 14 16 14

40 0 10 20 30 7 6 10 6 9 14 30 3 5 7 5 2 7 5 0 5

41 10 0 16 32 12 5 12 9 7 12 35 8 9 10 9 8 9 7 0 7

42 20 16 0 22 18 16 20 20 18 12 45 18 20 20 20 20 20 18 0 18
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Table A.10 – continued from previous page

ID 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59

43 30 32 22 0 24 25 28 20 20 16 20 16 23 20 26 27 28 23 21 25

44 7 12 18 24 0 8 7 8 12 14 30 7 7 10 8 6 9 5 0 5

45 6 5 16 25 8 0 12 5 6 10 30 5 5 5 8 5 5 4 5 3

46 10 12 20 28 7 12 0 10 12 16 35 8 10 10 12 8 12 8 10 12

47 6 9 20 20 8 5 10 0 8 14 28 3 2 3 6 4 1 3 3 3

48 9 7 18 20 12 6 12 8 0 8 35 7 7 7 10 7 8 7 7 5

49 14 12 12 16 14 10 16 14 8 0 40 14 14 14 16 14 14 12 14 12

50 30 35 45 20 30 30 35 28 35 40 0 30 30 30 28 30 30 30 28 30

51 3 8 18 16 7 5 8 3 7 14 30 0 4 3 6 1 4 2 3 3

52 5 9 20 23 7 5 10 2 7 14 30 4 0 3 5 3 2 2 2 2

53 7 10 20 20 10 5 10 3 7 14 30 3 3 0 6 4 1 3 3 3

54 5 9 20 26 8 8 12 6 10 16 28 6 5 6 0 4 4 3 3 4

55 2 8 20 27 6 5 8 4 7 14 30 1 3 4 4 0 4 2 4 3

56 7 9 20 28 9 5 12 1 8 14 30 4 2 1 4 4 0 4 4 4

57 5 7 18 23 5 4 8 3 7 12 30 2 2 3 3 2 4 0 3 3

58 0 0 0 21 0 5 10 3 7 14 28 3 2 3 3 4 4 3 0 4

59 5 7 18 25 5 3 12 3 5 12 30 3 2 3 4 3 4 3 4 0

60 6 10 26 12 9 7 35 5 9 16 30 5 4 5 5 5 5 5 2 5

61 7 10 20 13 10 5 10 85 7 14 30 3 3 4 4 4 1 3 4 4

62 6 8 20 19 7 4 12 3 6 12 30 4 1 3 4 4 3 4 3 2

63 7 10 22 25 10 7 12 2 9 16 35 5 3 3 5 5 1 5 4 4

64 5 8 20 30 7 5 10 3 7 14 30 3 3 4 4 4 1 3 4 4

65 8 12 22 28 9 8 12 6 10 16 28 5 5 6 5 5 4 5 3 6

66 5 8 18 15 7 7 14 5 90 16 35 7 5 6 7 3 3 6 4 3

67 6 12 20 10 6 9 9 7 12 16 28 6 7 8 7 5 8 5 5 7

68 85 85 90 18 90 80 90 90 80 90 110 80 85 90 85 80 85 80 85 80

69 8 12 22 16 12 8 14 3 10 16 35 5 4 3 6 5 2 5 5 5

70 5 8 20 20 7 5 10 1 7 14 35 3 1 2 3 3 1 3 3 3
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Table A.10 – continued from previous page

ID 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59

71 7 12 22 22 7 8 12 6 10 16 28 6 5 6 5 6 7 6 5 7

72 6 10 20 25 8 6 12 1 8 14 30 4 2 1 4 4 1 3 4 3

73 18 16 10 15 16 16 18 20 20 16 45 18 20 20 20 20 20 18 20 18

74 7 10 20 16 10 6 12 1 8 14 30 4 2 2 5 4 1 4 4 4

75 6 9 20 30 8 5 10 1 8 14 30 3 1 1 4 4 1 3 3 3

76 5 9 20 15 7 5 10 4 8 14 28 3 3 4 1 4 4 3 2 4

77 5 9 9 22 7 5 14 1 7 14 24 3 1 2 4 3 1 3 3 3

78 8 4 18 26 10 3 12 8 6 9 35 7 7 8 8 7 7 6 7 5

79 9 7 18 24 12 6 12 8 1 10 35 7 8 8 8 7 8 7 7 5

80 5 6 16 27 8 2 10 4 6 12 30 3 4 5 5 4 4 3 4 2

81 5 9 20 25 7 5 10 4 8 14 28 3 3 4 1 4 4 3 2 4

82 5 9 20 20 8 6 12 4 8 14 30 3 3 5 2 4 4 4 3 4

83 14 16 22 18 18 14 18 16 9 14 40 14 16 16 16 14 14 14 14 12

84 5 9 20 19 7 5 10 2 7 14 30 3 1 2 4 3 2 3 2 2

85 7 10 20 20 10 7 12 2 9 16 35 5 3 3 5 5 1 5 4 4

86 8 10 22 13 12 8 14 3 10 16 35 5 4 3 6 5 2 5 5 5

87 7 10 18 19 10 40 18 16 9 12 40 14 14 16 16 14 14 14 4 12

88 18 20 26 20 16 24 14 20 18 22 28 20 20 20 20 18 20 20 20 18

89 26 24 35 25 30 24 26 24 20 28 45 24 24 24 24 24 26 24 24 22

90 16 20 30 23 18 16 20 14 16 20 35 12 12 14 12 14 14 12 12 14

Table A.11: Durham dataset distance between POIs

ID 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79

0 7 3 4 1 35 7 5 10 7 1 3 10 2 22 1 2 5 3 10 10

1 21 22 20 22 22 21 22 23 23 23 21 24 22 38 22 22 20 21 25 26

2 4 3 3 4 4 4 2 3 4 5 2 5 3 17 4 3 3 2 6 7
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Table A.11 – continued from previous page

ID 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79

3 11 12 11 13 13 11 12 10 13 14 11 11 12 26 13 12 10 11 15 16

4 8 3 4 1 3 7 5 10 0 1 3 10 2 22 1 2 6 3 10 11

5 7 3 4 1 3 6 5 10 1 1 3 9 2 22 1 2 5 3 10 11

6 12 13 12 14 14 13 13 14 14 15 12 15 13 29 14 13 11 12 16 16

7 4 1 1 2 2 4 1 7 2 2 1 6 1 19 1 1 2 1 6 7

8 4 1 1 2 2 4 1 7 2 3 1 6 1 19 2 1 2 1 7 7

9 4 1 1 2 2 4 2 7 2 2 1 6 1 19 1 1 2 1 7 8

10 4 1 1 2 2 4 1 7 2 2 1 6 1 19 1 1 2 1 7 8

11 8 6 4 6 6 7 1 11 7 7 1 10 5 22 6 5 6 5 9 9

12 14 13 12 13 13 13 12 13 14 14 12 14 13 16 13 12 12 12 8 7

13 8 9 8 10 10 7 9 6 10 10 10 8 9 21 9 9 7 8 13 13

14 5 1 2 1 1 5 3 8 1 1 1 7 1 19 1 1 1 1 8 8

15 9 10 9 12 10 9 10 7 12 12 9 9 10 24 10 10 9 9 14 14

16 9 7 6 8 8 9 7 12 10 9 7 10 7 20 8 7 7 7 4 7

17 16 16 14 16 16 16 16 16 16 16 16 16 16 30 16 16 14 14 14 14

18 9 8 7 8 8 9 7 12 9 9 7 10 8 20 9 8 8 7 5 7

19 10 8 7 10 8 12 10 14 12 12 8 12 9 18 9 9 9 8 4 7

20 12 12 12 14 12 14 16 16 14 14 12 14 12 30 14 12 12 12 16 18

21 7 5 4 7 5 8 7 9 7 8 5 8 6 16 6 5 5 5 4 7

22 14 14 14 16 16 14 14 16 16 16 14 16 14 35 14 14 14 14 18 18

23 9 7 8 9 7 7 12 4 10 10 8 8 8 20 9 8 8 8 12 12

24 5 4 4 5 4 5 7 7 6 6 4 5 4 20 5 4 3 4 8 9

25 8 8 8 10 8 6 12 3 10 10 8 7 9 20 9 8 7 8 12 12

26 14 10 10 12 10 14 14 14 14 14 10 14 12 18 12 12 12 10 8 12

27 12 12 14 14 12 14 16 16 16 16 12 14 14 30 14 14 12 12 18 16

28 6 5 4 1 5 7 7 8 2 3 3 7 2 22 1 2 5 3 9 9

29 12 12 14 16 12 14 16 16 16 16 12 14 14 30 14 14 12 14 18 16

30 30 22 22 24 24 26 22 26 85 24 20 26 22 16 22 22 22 16 20 16
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Table A.11 – continued from previous page

ID 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79

31 40 14 12 14 22 14 12 16 75 14 12 16 14 26 14 12 12 12 12 10

32 6 6 5 7 5 6 5 9 85 7 5 8 6 20 6 6 3 5 8 9

33 26 26 24 26 26 28 24 24 90 26 24 26 24 14 26 24 24 24 22 20

34 4 3 3 4 1 5 2 5 80 4 2 6 3 16 3 3 2 2 5 6

35 35 4 4 5 10 6 3 6 85 5 3 7 4 18 4 4 3 3 6 6

36 12 10 9 10 10 12 10 14 85 12 9 12 10 26 10 10 8 9 12 14

37 10 9 8 9 7 10 7 12 85 10 8 12 9 20 9 8 8 8 6 8

38 16 14 14 7 7 90 6 5 90 8 6 6 7 16 7 6 6 6 9 12

39 16 14 14 7 7 90 6 5 90 8 6 6 7 16 7 6 6 6 9 12

40 6 7 6 7 5 8 5 6 85 8 5 7 6 18 7 6 5 5 8 9

41 10 10 8 10 8 12 8 12 85 12 8 12 10 16 10 9 9 9 4 7

42 26 20 20 22 20 22 18 20 90 22 20 22 20 10 20 20 20 9 18 18

43 12 13 19 25 30 28 15 10 18 16 20 22 25 15 16 30 15 22 26 24

44 9 10 7 10 7 9 7 6 90 12 7 7 8 16 10 8 7 7 10 12

45 7 5 4 7 5 8 7 9 80 8 5 8 6 16 6 5 5 5 3 6

46 35 10 12 12 10 12 14 9 90 14 10 12 12 18 12 10 10 14 12 12

47 5 85 3 2 3 6 5 7 90 3 1 6 1 20 1 1 4 1 8 8

48 9 7 6 9 7 10 90 12 80 10 7 10 8 20 8 8 8 7 6 1

49 16 14 12 16 14 16 16 16 90 16 14 16 14 16 14 14 14 14 9 10

50 30 30 30 35 30 28 35 28 110 35 35 28 30 45 30 30 28 24 35 35

51 5 3 4 5 3 5 7 6 80 5 3 6 4 18 4 3 3 3 7 7

52 4 3 1 3 3 5 5 7 85 4 1 5 2 20 2 1 3 1 7 8

53 5 4 3 3 4 6 6 8 90 3 2 6 1 20 2 1 4 2 8 8

54 5 4 4 5 4 5 7 7 85 6 3 5 4 20 5 4 1 4 8 8

55 5 4 4 5 4 5 3 5 80 5 3 6 4 20 4 4 4 3 7 7

56 5 1 3 1 1 4 3 8 85 2 1 7 1 1 1 1 4 1 7 8

57 5 3 4 5 3 5 6 5 80 5 3 6 3 18 4 3 3 3 6 7

58 2 4 3 4 4 3 4 5 85 5 3 5 4 20 4 3 2 3 7 7
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Table A.11 – continued from previous page

ID 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79

59 5 4 2 4 4 5 3 7 80 5 3 7 3 18 4 3 4 3 5 5

60 0 5 5 6 5 4 5 7 90 7 5 6 5 22 6 5 4 5 9 9

61 5 0 3 4 280 6 3 7 85 5 3 7 4 20 4 3 3 3 7 7

62 5 3 0 3 3 5 3 7 85 4 1 7 2 20 3 2 3 1 6 6

63 6 4 3 0 4 7 4 9 85 2 2 8 2 22 1 2 5 2 8 9

64 5 280 3 4 0 5 3 7 80 5 3 7 4 20 4 3 3 3 7 7

65 5 6 5 7 5 0 6 6 90 7 5 5 6 22 6 6 5 5 10 10

66 5 3 3 4 3 6 0 12 85 7 5 10 6 22 6 5 7 5 9 9

67 7 7 7 9 7 6 12 0 90 8 6 5 7 20 7 7 6 6 10 12

68 90 85 85 85 80 90 85 90 0 90 85 90 90 100 90 90 90 100 85 85

69 7 5 4 2 5 7 7 8 90 0 5 9 3 22 2 3 5 3 9 10

70 5 3 1 2 3 5 5 6 85 5 0 10 5 22 6 5 6 5 9 9

71 6 7 7 8 7 5 10 5 90 9 10 0 6 22 7 6 5 5 10 10

72 5 4 2 2 4 6 6 7 90 3 5 6 0 20 1 1 4 1 7 8

73 22 20 20 22 20 22 22 20 100 22 22 22 20 0 22 20 20 7 18 20

74 6 4 3 1 4 6 6 7 90 2 6 7 1 22 0 1 4 2 8 8

75 5 3 2 2 3 6 5 7 90 3 5 6 1 20 1 0 3 1 7 7

76 4 3 3 5 3 5 7 6 90 5 6 5 4 20 4 3 0 16 7 8

77 5 3 1 2 3 5 5 6 100 3 5 5 1 7 2 1 16 0 18 18

78 9 7 6 8 7 10 9 10 85 9 9 10 7 18 8 7 7 18 0 6

79 9 7 6 9 7 10 9 12 85 10 9 10 8 20 8 7 8 18 6 0

80 6 4 3 5 4 6 6 7 85 6 6 7 5 16 5 4 4 16 4 6

81 4 3 3 5 3 5 7 6 90 5 6 5 4 20 4 3 1 16 7 8

82 5 4 4 5 4 5 7 7 90 6 7 5 4 22 5 4 2 16 8 9

83 16 14 14 16 14 18 16 18 85 16 16 18 14 24 16 14 14 24 12 10

84 4 3 1 3 3 5 5 6 90 4 4 5 2 20 2 1 3 16 7 8

85 6 4 3 1 4 7 6 8 90 1 6 7 1 22 1 1 5 18 9 9

86 6 5 4 2 5 7 7 8 90 1 7 7 2 22 1 2 5 18 9 10
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Table A.11 – continued from previous page

ID 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79

87 16 4 3 1 14 18 6 8 85 1 6 7 1 22 1 1 5 22 9 9

88 26 20 18 22 20 22 22 18 100 22 22 20 20 22 20 20 20 10 18 16

89 28 26 24 26 26 28 24 30 70 28 24 30 24 35 26 24 24 20 22 20

90 14 14 14 14 14 14 18 16 90 16 16 14 14 30 14 14 12 14 18 18

Table A.12: Durham dataset distance between POIs

ID 80 81 82 83 84 85 86 87 88 89 90

0 7 6 6 17 4 1 1 16 16 28 16

1 22 20 21 27 20 23 23 31 35 35 24

2 3 3 3 13 2 4 5 12 17 24 13

3 12 10 11 18 10 13 14 22 22 35 16

4 6 6 6 17 4 1 0 17 22 28 16

5 6 5 6 17 3 1 1 17 22 28 15

6 13 11 12 13 12 14 15 18 26 26 1

7 4 2 3 13 1 2 2 13 18 24 12

8 4 2 3 13 1 2 2 13 18 2 12

9 4 2 3 14 1 2 2 13 19 24 12

10 4 2 3 14 1 2 2 13 18 6 12

11 6 6 7 15 4 6 7 15 20 24 16

12 9 12 13 11 12 13 14 11 18 12 18

13 10 7 8 17 8 10 10 19 14 9 14

14 5 3 4 14 2 1 1 14 19 3 13

15 10 9 9 18 9 12 12 20 16 14 16

16 6 7 8 14 7 8 10 14 18 9 18

17 14 14 14 5 14 18 16 12 24 16 16

18 6 8 8 14 7 9 10 14 20 9 18

Continued on next page
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Table A.12 – continued from previous page

ID 80 81 82 83 84 85 86 87 88 89 90

19 5 9 9 14 9 10 12 14 20 10 20

20 14 12 12 18 12 14 14 24 28 16 16

21 2 5 6 16 5 7 7 14 18 7 16

22 14 14 14 18 14 16 16 24 28 14 18

23 8 8 9 20 8 9 10 20 18 12 18

24 5 3 4 16 4 5 6 16 22 7 12

25 8 7 8 18 8 10 10 20 14 12 16

26 7 12 12 20 10 14 14 20 24 12 22

27 14 12 12 12 12 14 16 18 28 16 6

28 5 5 5 18 3 2 2 16 22 6 16

29 14 14 14 12 14 16 16 20 30 7 6

30 20 22 22 20 22 24 24 16 30 24 30

31 12 12 12 5 12 14 14 12 22 16 12

32 5 3 1 14 4 7 7 7 20 28 14

33 22 24 24 24 24 26 26 20 35 26 35

34 3 2 3 12 2 4 4 4 18 22 12

35 4 3 4 12 3 5 5 5 18 26 12

36 10 8 9 14 8 10 12 10 24 22 12

37 6 8 8 14 8 9 10 14 20 24 18

38 7 6 7 18 6 7 8 16 18 6 18

39 7 6 7 18 6 7 8 16 18 6 18

40 5 5 5 14 5 7 8 7 18 26 16

41 6 9 9 16 9 10 10 10 20 24 20

42 16 20 20 22 20 20 22 18 26 35 30

43 27 25 20 18 19 20 13 19 20 25 23

44 8 7 8 18 7 10 12 10 16 30 18

45 2 5 6 14 5 7 8 40 24 24 16

46 10 10 12 18 10 12 14 18 14 26 20

Continued on next page
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Table A.12 – continued from previous page

ID 80 81 82 83 84 85 86 87 88 89 90

47 4 4 4 16 2 2 3 16 20 24 14

48 6 8 8 9 7 9 10 9 18 20 16

49 12 14 14 14 14 16 16 12 22 28 20

50 30 28 30 40 30 35 35 40 28 45 35

51 3 3 3 14 3 5 5 14 20 24 12

52 4 3 3 16 1 3 4 14 20 24 12

53 5 4 5 16 2 3 3 16 20 24 14

54 5 1 2 16 4 5 6 16 20 24 12

55 4 4 4 14 3 28 28 18 35 24 35

56 4 4 4 14 2 1 2 14 20 26 14

57 3 3 4 14 3 5 5 14 20 24 12

58 4 2 3 14 2 4 5 4 20 24 12

59 2 4 4 12 2 4 5 12 18 22 14

60 6 4 5 16 4 6 6 16 26 28 14

61 4 3 4 14 3 4 5 4 20 26 14

62 3 3 4 14 1 3 4 3 18 24 14

63 5 5 5 16 3 1 2 1 22 26 14

64 4 3 4 14 3 4 5 14 20 26 14

65 6 5 5 18 5 7 7 18 22 28 14

66 6 7 7 16 5 6 7 6 22 24 18

67 7 6 7 18 6 8 8 8 18 30 16

68 85 90 90 85 90 90 90 85 100 70 90

69 6 5 6 16 4 1 1 1 22 28 16

70 6 6 7 16 4 6 7 6 22 24 16

71 7 5 5 18 5 7 7 7 20 30 14

72 5 4 4 14 2 1 2 1 20 24 14

73 16 20 22 24 20 22 22 22 22 35 30

74 5 4 5 16 2 1 1 1 20 26 14

Continued on next page
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Table A.12 – continued from previous page

ID 80 81 82 83 84 85 86 87 88 89 90

75 4 3 4 14 1 1 2 1 20 24 14

76 4 1 2 14 3 5 5 5 20 24 12

77 16 16 16 24 16 18 18 22 10 20 24

78 4 7 8 12 7 9 9 9 18 22 18

79 6 8 9 10 8 9 10 9 16 20 18

80 0 4 5 14 4 5 5 5 18 22 14

81 4 0 2 14 3 5 5 5 20 22 12

82 5 2 0 16 3 5 5 5 20 24 14

83 14 14 16 0 12 16 18 9 24 18 14

84 4 3 3 12 0 3 3 3 20 24 14

85 5 5 5 16 3 0 1 16 22 26 16

86 5 5 5 18 3 1 0 35 22 28 16

87 5 5 5 9 3 16 35 0 35 24 35

88 18 20 20 24 20 22 22 35 0 30 28

89 22 22 24 18 24 26 28 24 30 0 26

90 14 12 14 14 14 16 16 35 28 26 0
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Appendix B

The Flexible Travel Recommender

Model Results
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Figure B.1: The results of Dataset4 for the TOP
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Figure B.2: The results of Dataset5 for the TOP
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Figure B.3: The results of Dataset6 for the TOP
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Figure B.4: The results of Dataset7 for the TOP
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Appendix C

The Happiness Model Results

Tables C.1 to C.8 show the full path (Recommended tour trip) for Experiment #1

to #8.

Table C.1: The full path of the Experiment #1 results on Dataset1

Scenario
Code Path

Pr02 0 6 22 32 95 57 29 58 52 61 45 26 21 91 46 54 11 25 69 81 0

Pr03 0 69 62 139 5 104 29 82 59 93 33 128 123 18 22 25 43 63 0

Pr04 0 147 31 4 23 44 37 175 8 124 83 136 54 61 121 104 152 117 65 5 0

Pr05
0 44 80 29 81 211 4 154 75 157 193 11 91 203 142 235 187 20 55 35 197
181 28 9 32 0

Pr06
0 80 149 278 116 74 279 95 210 130 219 123 241 196 246 129 166 228
167 215 33 182 121 197 286 0

Pr08 0 117 87 108 68 125 77 132 106 133 127 109 102 140 10 42 23 28 19 0

Pr09 0 141 96 50 49 160 195 102 76 156 21 118 16 73 108 127 207 197 170 5 175 0

Pr10
0 19 103 206 246 263 108 251 22 277 92 201 192 100 179 233 17 177 173
144 129 274 157 118 14 54 0
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Table C.2: The full path of the Experiment #2 results on Dataset1

Scenario
Code Path

Pr02 0 6 22 32 95 57 29 58 52 61 45 26 21 91 46 54 11 25 69 81 0

Pr03 0 69 62 139 5 104 29 82 59 93 33 128 123 18 22 25 43 63 0

Pr04 0 147 31 4 23 44 37 175 8 124 83 136 54 61 121 104 152 117 65 5 0

Pr05
0 44 80 29 81 211 4 154 75 157 193 11 91 203 142 235 187 20 55 35 197
181 28 9 32 0

Pr06
0 80 149 278 116 74 279 95 210 130 219 123 241 196 246 129 166 228
167 215 33 182 121 197 286 0

Pr08 0 117 87 108 68 125 77 132 106 133 127 109 102 140 10 42 23 28 19 0

Pr09
0 141 96 50 49 160 195 102 76 156 21 118 16 73 108 127 207 197 170
5 175 0

Pr10
0 19 103 206 246 263 108 251 22 277 92 201 192 100 179 233 17 177 173
144 129 274 157 118 14 54 0

Table C.3: The full path of the Experiment #3 results on Dataset1

Scenario
Code Path

Pr02 0 6 32 60 72 95 57 29 41 61 52 21 91 46 54 11 25 87 33 81 0

Pr03 0 69 39 62 17 5 104 29 82 59 93 33 128 123 18 22 25 4 12 0

Pr04 0 147 31 4 23 51 185 175 8 37 100 169 96 61 191 26 144 67 152 0

Pr05
0 44 8 24 116 29 102 188 183 105 165 18 132 79 85 182 30 198 64 225
121 28 9 32 0

Pr06
0 258 44 265 39 180 118 179 111 184 11 172 261 150 273 78 228 33 215
182 121 167 252 286 0

Pr08 0 117 87 125 77 139 108 134 132 65 24 92 1 76 112 124 21 138 41 144 111 0

Pr09
0 171 180 59 105 42 138 113 204 179 65 108 16 121 127 73 207 5 170 51
116 181 74 175 0

Pr10
0 19 188 143 166 92 32 25 114 97 267 232 205 34 151 134 141 49 86 126
51 54 14 83 0
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Table C.4: The full path of the Experiment #4 results on Dataset1

Scenario
Code Path

Pr02 0 6 18 67 80 24 32 65 57 26 35 31 45 52 21 91 54 88 33 78 87 81 0

Pr03 0 69 39 87 17 139 52 88 80 26 71 107 43 22 123 18 25 4 0

Pr04 0 147 31 4 23 175 8 37 44 185 189 9 177 121 67 161 117 65 152 0

Pr05
0 44 80 29 81 231 115 59 102 188 183 105 132 85 182 212 30 64 198
136 108 9 32 103 0

Pr06
0 80 267 195 219 16 130 138 229 95 188 127 261 87 78 14 197 287
143 228 167 201 0

Pr08 0 117 87 108 68 77 125 56 135 54 123 24 92 81 144 71 111 28 101 0

Pr09
0 171 166 192 90 138 89 134 183 114 51 5 108 73 127 121 16 118 156
21 31 74 170 0

Pr10
0 19 263 108 181 115 253 158 243 27 2 258 72 155 242 71 59 101 285
156 208 6 152 128 0

Table C.5: The full path of the Experiment #5 results on Dataset2

Scenario
Code Path

Pr11 0 29 34 21 3 8 25 41 16 10 1 27 35 2 28 40 44 38 9 12 0

Pr12 0 27 19 17 79 14 32 65 0

Pr13
0 66 40 29 64 78 9 122 44 117 18 105 123 23 99 31 115 10 63 129 79
104 141 0

Pr14
0 114 96 60 35 179 174 26 88 76 178 180 9 168 120 139 84 91 95 138
184 25 85 147 183 0

Pr15
0 169 103 69 165 80 107 4 11 150 119 44 237 2 145 203 71 48 136 153
85 77 125 89 202 67 25 209 204 21 36 0

Pr16
0 124 149 230 128 121 30 33 215 228 106 139 81 167 182 122 143 197
287 34 159 116 78 137 261 216 69 0

Pr17 0 51 50 29 54 15 30 12 56 6 5 58 65 37 21 45 9 10 69 0

Pr18 0 118 75 70 9 133 7 89 63 41 138 11 36 88 116 115 8 14 93 48 50 82 0

Pr19
0 50 214 53 123 30 137 88 74 213 108 113 75 106 9 72 195 206 118 166
200 87 135 14 105 5 0

Pr20
0 58 246 205 27 101 114 105 277 220 144 173 20 8 208 196 279 2 256
159 124 89 85 138 179 228 56 12 241 181 0
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Table C.6: The full path of the Experiment #6 results on Dataset2

Scenario
Code Path

Pr11 0 29 34 21 3 8 25 41 16 10 1 27 35 2 28 40 44 38 9 12 0

Pr12 0 27 19 17 79 14 32 65 0

Pr13
0 66 40 29 64 78 9 122 44 117 18 105 123 23 99 31 115 10 63 129 79
104 141 0

Pr14
0 114 96 60 35 179 174 26 88 76 178 180 9 168 120 139 84 91 95 138
184 25 85 147 183 0

Pr15
0 169 103 69 165 80 107 4 11 150 119 44 237 2 145 203 71 48 136 153
85 77 125 89 202 67 25 209 204 21 36 0

Pr16
0 124 149 230 128 121 30 33 215 228 106 139 81 167 182 122 143 197
287 34 159 116 78 137 261 216 69 0

Pr17 0 51 50 29 54 15 30 12 56 6 5 58 65 37 21 45 9 10 69 0

Pr18 0 118 75 70 9 133 7 89 63 41 138 11 36 88 116 115 8 14 93 48 50 82 0

Pr19
0 50 214 53 123 30 137 88 74 213 108 113 75 106 9 72 195 206 118
166 200 87 135 14 105 5 0

Pr20
0 58 246 205 27 101 114 105 277 220 144 173 20 8 208 196 279 2
256 159 124 89 85 138 179 228 56 12 241 181 0

Table C.7: The full path of the Experiment #7 results on Dataset2

Scenario
Code Path

Pr11 0 20 8 21 3 42 45 24 23 46 26 10 1 13 7 38 22 28 0

Pr12 0 6 52 4 35 87 0

Pr13 0 82 118 53 29 64 33 49 105 125 44 117 18 4 2 95 81 15 48 16 70 74 0

Pr14
0 181 60 35 179 174 26 3 134 124 20 85 108 103 157 155 91 95 180 33 66
176 16 162 0

Pr15
0 216 53 117 230 135 218 11 80 123 78 192 48 120 150 119 24 49 125 40
193 176 2 25 209 204 154 174 179 0

Pr16
0 124 149 230 128 30 121 12 33 215 228 139 167 81 106 182 143 197 287
34 116 78 86 3 0

Pr17 0 43 51 50 29 23 54 22 32 30 36 35 37 15 60 61 45 9 10 69 0

Pr18
0 124 128 113 71 106 34 75 70 87 30 18 100 24 48 83 2 46 89 77 62 107
82 0

Pr19
0 50 214 53 123 27 63 192 166 80 83 74 213 108 13 148 203 201 186 49
175 8 9 72 149 14 23 0

Pr20
0 125 249 189 242 156 142 5 285 225 243 163 84 176 205 97 129 63 275
276 263 251 26 120 132 168 221 138 143 207 0
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Table C.8: The full path of the Experiment #8 results on Dataset2

Scenario
Code Path

Pr11 0 20 8 21 3 42 27 35 2 29 43 37 7 30 9 26 33 22 28 0

Pr12 0 6 52 21 32 33 0

Pr13 0 134 29 24 111 107 26 13 82 4 2 95 44 117 18 7 130 61 86 58 70 74 0

Pr14
0 114 65 127 123 152 124 12 168 120 81 179 174 26 188 157 39 91 95
126 151 13 104 61 183 0

Pr15
0 216 211 150 215 120 184 80 117 231 11 182 163 165 62 74 107 49 88
75 119 77 36 79 142 61 149 193 0

Pr16
0 124 149 230 128 121 30 33 215 228 106 167 81 182 122 143 287 197
34 116 78 137 261 168 253 3 0

Pr17 0 5 47 44 43 63 35 1 22 32 30 62 15 60 61 45 9 10 69 0

Pr18 0 125 17 54 18 131 32 1 84 61 115 8 30 116 34 70 87 39 105 92 99 0

Pr19
0 131 107 88 117 184 76 80 35 50 214 116 96 195 206 137 49 8 9 72 165
105 5 68 58 21 93 0

Pr20
0 7 208 14 161 101 141 134 267 72 83 63 275 173 4 184 219 65 119 140
191 263 251 23 71 233 11 228 110 143 207 0
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