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Understanding the Individual Level and Macro Level Causes of Economic Cybercrime
Victimisation in the UK: A Contextual Vulnerabilities Approach to Examine

Cybercrime Victimisation

Naci Akdemir

Abstract

This thesis applying a mixed methods research paradigm discerns the individual and macro level factors
facilitating economic cybercrime victimisation in the UK. Understanding and exploring the adverse
impacts of economic cybercrime victimisation on victims’ online lifestyles, psychological well-being
and protection motivation are other goals of this research. To these ends, semi-structured interviews
were conducted with thirty-two victims of economic cybercrime, ten non-victim control group

participants and ten cybercrime experts.

The extant cybercrime victimisation studies utilised Lifestyle Routine Activities Theory (LRAT), the
latest version of the Opportunity Theories of the Victimisation Perspective, as a theoretical framework.
However, the applicability of LRAT to cybercrime research is questionable (Yar, 2005) since the theory
was originally proposed to explain traditional crime victimisation occurring in the physical world. This
thesis critically evaluates the transposition of key LRAT concepts to cybercrime research and proposes
The Contextual Vulnerabilities Approach to better understand the causes of economic cybercrime

victimisation.

Protection Motivation Theory (PMT) and Approach-Avoidance Paradigm were also utilised as a
conceptual framework while examining the adverse impacts of victimisation experiences on Internet
users’ behavioural adaptation and security intentions. The Integrated Cyber Victimisation Model
(ICVM) was built based on the empirical findings of this thesis to examine cybercrime victimisation

holistically and understand the adverse consequences of victimisation.

Past cybercrime victimisation research utilising LRAT as a theoretical framework explicitly put the
onus of the victimisation on victims’ shoulders. The findings of this thesis suggest that most victims
faced economic cybercrime victimisation due to the congruence of the contextual factors that are
beyond their controls. Technological vulnerabilities and data breaches of large companies holding
personal information of the Internet users are macro vulnerabilities identified. Fear of crime, perceived
severity, perceived vulnerability and self-efficacy emerged as the cognitive factors affecting Internet

users’ protection motivation and behavioural adaptation.
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Chapter 1 Introduction

1.1 Introduction

This chapter outlines the background of this mixed-methods doctoral thesis, which
examines the determinants and impacts of economic cybercrime victimisation at an individual
level in the UK. This chapter initially provides background information about economic
cybercrime and the modus operandi of online perpetrators. It then presents a synopsis of
cybercrime victimisation studies. The chapter provides research aims, objectives and research

questions before concluding with a presentation of the structure of the thesis.

The invention and proliferation of the Internet may be considered as one of the most
influential technological advancements of this century (Mowery and Simcoe, 2002; Weekes,
2003). The Internet can be utilised for a wide array of purposes ranging from communication
to trading. The integration of mobile technologies to the Internet has also boosted the
omnipresence of the Internet in our daily lives (Holt and Bossler, 2016). It is estimated that
approximately 89% of adult people have access to the Internet in the UK in 2018 (Office for

National Statistics, 2018).

The unprecedented intrusion of the Internet into every facet of our lives also gave rise
to new opportunities for the commission of traditional crimes in the last two decades
(Grabosky, 2001; Pease, 2001). Child pornography, identity theft, illicit drug trading and fraud
are examples of physical world crimes that prosper from the opportunities the new
environment, cyberspace, offers (Clarke, 2004). For example, cryptomarkets, which are

websites that provide anonymity to its users through encryption (Martin, 2014), appear to



provide a safe environment for illicit drug trading (Masson and Bancroft, 2018; Aldridge,

2019).

The borderless global nature of the Internet has also created unparalleled opportunities
for criminals to commit a crime in large volumes while remaining relatively anonymous (Levi,
2001; Koops, 2010) since attaining absolute online anonymity is hard to reach task (Savage,
2016; Bancroft and Scott Reid, 2017). Online perpetrators now have the chance to access
numerous individuals who are physically beyond their reach (Wall, 2008b). Additionally, the
Internet empowers individuals to conduct large scale online attacks without depending on
someone else (Goldsmith and Brewer, 2015). This ability to conduct online attacks individually
was fostered with the introduction of the websites offering tutorials on handling online attacks
or freely distributed software that assists online criminal acts. The advent of the Internet has
not only boosted the execution of traditional crimes in cyberspace; it has also given rise to new
forms of cybercrimes, namely true cybercrimes. True cybercrimes are a new genre of crimes
that cannot be committed without networked Internet technologies (Wall, 2007). Malware
infection and spamming® are the most vivid examples of this new genre of cybercrimes (Wall,
2008a). This genre of cybercrime is dependent on the existence of the networked Internet
technologies; it vanishes when the networked Internet technologies are removed from the

equations of the crime (Wall, 2007).

Empirical research suggests that economic cybercrime is on the rise and it poses a
significant threat to citizens, business and government (Yuan et al., 2014; Levi et al., 2015;
Levi, 2017). The Crime Survey for England and Wales 2017/2018 demonstrates that 4.2% of
participants experienced bank or credit account fraud. While more than 2.2 million bank

account and credit account fraud incidents were reported, approximately 1.95 million

! Technical terms used in this thesis are defined in the Glossary (Appendix Eight).



individuals were victimised in 2017 (Office for National Statistics, 2018). The Annual Fraud
Indicator (AFI) report prepared by UK Fraud Costs Measurement Committee with the help of
Experian, Centre for Counter Fraud Studies, University of Portsmouth and Crowe Clark
Whitehill, illustrates that identity fraud against individuals cost approximately £1.344 billion
to the UK economy (AFI, 2017). This cost soars to £5.4 billion when identity fraud against
business is taken into consideration (Action Fraud, 2017). However, despite its adverse impacts
on individuals, society and private companies, there is a dearth of theoretically informed
empirical research on economic cybercrime victimisation (Hernandez-Castro and Boiten,
2014; Reyns et al., 2014; Dusabe, 2016). To address this knowledge gap, this thesis aims to
explore economic cybercrime victimisation patterns, the causes of becoming a victim and to
understand the effects of economic cybercrime victimisation on the Internet users’ online

lifestyles and safeguarding measures.

1.1.1 Definition of Cybercrime

It is generally considered that there is a lack of agreement around a standard definition
of cybercrime in the literature (Wall, 2008a; Anderson et al., 2013; Williams and Levi, 2015).

This section of the chapter provides definitions of cybercrime provided by various sources.

The Council of Europe Cybercrime Convention (ETS No. 185), which is also known
as The Budapest Convention, is one of the first international initiatives to create a shared
understanding of cybercrime (Wall, 2013a), though the convention caused controversy
regarding its imbalance between public liberties and power delegated to governments about
surveillance, search and seizure of computers (Taylor, 2002). Rather than providing an
umbrella definition, this convention highlights the importance of deterrence. The Convention
defines the scope of the deterrence as “action directed against the confidentiality, integrity and

availability of computer systems, networks and computer data as well as the misuse of such



systems, networks and data by providing for the criminalisation of such conduct” (The Council
of Europe Convention on Cybercrime, 2001, p. 2), and presents sub-categories of cybercrime
within four titles. A number of cybercrimes were defined within these four categories.
However, this approach received criticism, as it does not include some sorts of cybercrime like

stalking, extortion (Brenner, 2007), online identity theft and spamming (Clough, 2014).

The Commission of the European Communities (C.E.C.) report defines cybercrime as
“criminal acts committed using electronic communications networks and information systems
or against such networks and systems” (European Commission, 2007, p. 2). In comparison with
the Council of Europe’s broad definition, the C.E.C perceives cybercrime in a narrow sense.

This definition again excludes the cases related to illicit online activities.

The United Nations is another important international actor that dealt with cybercrime
related issues. The United Nations manual on the prevention and control of computer-related
crime (1994) uses the terms of computer crime and computer-related crime interchangeably.
This manual did not provide any clear definition but emphasised the fact that traditional crimes
such as theft, fraud and forgery can be associated with computer crime. The manual also stated
establishing a distinction between illicit and unlawful activities was mandatory (UN Manual,
1994). The Tenth United Nations Congress on the Prevention of Crime and the Treatment of
Offenders (2000) was another significant occasion where cybercrime related issues were

discussed. During the workshops two cybercrime definitions were formed:

a) “any illegal behaviour directed by means of electronic operations that target the

security of computer systems and the data processed by them.”

b) “any illegal behaviour committed by means of, or in relation to, a computer system
or network, including such crimes as illegal possession and offering or distributing information

by means of a computer system or network” (UN Congress, 2000, p. 5). While the former



defines the cybercrime in a narrow sense as computer crime, the latter describes it in a broader

sense as a computer-related crime.

A definition of cybercrime can also be found in the Commonwealth of Independent
States Agreement (2001). The act without referring the term cybercrime defines? it as “a
criminal act of which the target is computer information” (as cited in Akhgar et al., 2016, p.
298). This definition focuses on crimes against computers and leaves out the occasions where

computers or networked technologies are used to commit crimes online.

The Shanghai Cooperation Organization (SCO) Agreement® provides a definition of
cybercrime in its Annex as “the use of information resources and (or) the impact on them in
the informational sphere for illegal purposes”, however, agreement prefers the term
information offences (as cited in Malby et al., 2013, p. 12). This definition also focuses on
crimes related to information technologies and omits offences and illicit activities against

individuals.

With regards to academic efforts to define cybercrime, while some scholars (i.e.
Thomas and Loader, 2000; Gordon and Ford, 2006; Koops, 2010; Kshetri, 2010; Casey, 2011;
Pathak, 2016b) strived to create a definition of cybercrime, some others (Gordon and Ford,
2006; Wall, 2007; Brenner, 2010) preferred to provide a typology of cybercrime. Firstly, the
two most popular definitions of cybercrime will be examined, and then the typology of

cybercrime will be presented.

A search on academic databases such as Google Scholar and ProQuest was conducted

to find out the most popular definition of cybercrime. The search result indicated that the

2 The original language of the Commonwealth of Independent States Agreement is Russian. Thus, it is cited from
another source.

% Due to unavailability of the English version of the Shanghai Cooperation Organization (SCO) Agreement, it is
cited from another source.



definitions provided by Thomas and Loader (2000) and Gordon and Ford (2006) were the most
frequently cited definitions in academic papers related to cybercrime. Thus, these two
definitions will be juxtaposed with each other. Thomas and Loader (2000, p. 3) define
cybercrime as “computer-mediated activities which are either illegal or considered illicit by
certain parties and which can be conducted through global electronic networks” whereas
Gordon and Ford (2006, p. 14) define it as “any crime that is facilitated or committed using a
computer, network, or hardware device”. While the former definition involves illicit
behaviours that are not defined as delinquent, the latter refers to only specific actions that are
a crime. In this aspect, the description provided by Thomas and Loader (2000) covers a wide
range of activities ranging from illicit ones like distributing Internet users’ personal information
(Gercke, 2012) or illegal ones such as spamming (Wall, 2005). Furthermore, the latter
definition not only includes actions mediated through networked technologies but it also covers
the crimes to be committed via hardware devices, though, the former does not include activities
facilitated with devices like iPads or smartphones (Blanco Hache and Ryder, 2011; Dolliver

and Poorman, 2018) or memory sticks containing malware (Gercke, 2012).

1.1.2 Three Generations of Cybercrime

Gordon and Ford (2006) argue that cybercrimes cover a wide array of actions, which
represents a continuum ranging from entirely technological crimes to conventional crimes.
Similarly, given the definitional complexities caused by the versatile nature of cybercrime,
which is fuelled by networked technologies, Wall (2007) offers a chronological evolutionary
account of cybercrime. It is generally accepted that networked technologies created new
opportunities for the conduit of crime (Wall, 2005). Thus, the transformation test was offered

to perceive the opportunities created by networked technologies (Wall, 2010a). This test



assumes that the removal of the networked technologies from the equation of the crime reveals

the cyber nature of the crime.

The first-generation cybercrime consists of crimes that are entirely traditional, and
networked technologies are utilised to either gather information to commit a crime or create a
channel of communication (Wall and Williams, 2007). When the networked technologies are
removed from the crime, it persists. This generation of cybercrime is dubbed as cyber-assisted
crimes (Levi et al., 2015; Levi et al., 2017). The use of a computer to access the building plan
in a bank robbery can be an example of the first-generation cybercrime. The first-generation
cybercrime is also named as low-end cybercrime to emphasise the slight impact of the

networked technologies in the commission of the crime.

The second-generation cybercrime is hybrid cybercrime, which is the outcome of the
integration of traditional crimes and networked technologies (Wall, 2007). The networked
technologies become an environment for the commission of the traditional crimes for this type
of crimes (Wall, 2008b). (Levi et al., 2015) and (Levi et al., 2017) as cyber-enabled crimes.
Hacking, large-scale frauds, identity theft and online pornography are examples of this
generation (Wall, 2005). The crime persists after the removal of networked technologies, but
most of the opportunities such as the chance of conducting large-scale attacks or accessing the

individuals living in remote locations would be lost.

The last generation of cybercrime is considered by some to be the ‘true’ cybercrime,
which is entirely technological and can happen in cyberspace. The crime vanishes after the
removal of networked technologies (Wall, 2005). This generation of cybercrime is also called
cyber-dependent crimes due to its dependence on cyberspace (Levi et al., 2015; Levi et al.,
2017). Ransomware, which is a type of cybercrime committed through encrypting files or

folders that are present in the computer, is a vivid example of a true cybercrime. This crime



cannot be committed in the absence of the networked technologies since the phases requiring
the distribution of malware and the encryption of the files are cyber-dependent. For this reason,
the third-generation cybercrime is sui generis and rests at the high-end of the spectrum (Wall,
2007). Phishing, denial of services and spamming are the other examples of the third-

generation cybercrime (Wall, 2015).

1.1.3 Typology of Cybercrime

The classification of cybercrime is another controversial issue in cybercrime literature.
Several scholars and institutions (The Council of Europe Convention on Cybercrime, 2001;
Gordon and Ford, 2006; Wall, 2007; Higgins and Wolfe, 2009; Brenner, 2010) provided a
typology of cybercrime. Table 1.1 illustrates the typologies of cybercrime provided by several
authors. As can be seen from the table, three typologies presented by The Council of Europe
Convention on Cybercrime (2001), Wall (2007) and Brenner (2010) generally overlap. These
typologies were created from a law perspective. This approach similarity might be the reason
for the overlap between these typologies. It appears that Wall (2007) gathered the cybercrimes
classified under Title 3 and Title 4 of the under one heading as computer-related offences.
While Brenner’s (2010) first two categories, target cybercrimes and tool cybercrimes, displays
similarity with Wall’s (2007) first two categories, computer-integrity crimes and computer-

assisted crimes, Brenner’s (2010) last category corresponds Wall’s first-generation cybercrime.

Although the typology presented by Higgins and Wolfe (2009) was based on the
opportunities that each category of cybercrime created for different offending groups,
cybercrimes that were included into categories generally overlap with those of Wall (2007).
Gordon and Ford (2006) suggested a two-category typology of cybercrime. They argue that
cybercrime presents a continuum where technology-based crimes rest at one end and people-

based crimes rest at the other end. The crimes like phishing, hacking and identity theft are



considered as Type | cybercrime, which is entirely automated. The crimes that involve human

element were classified as Type Il cybercrime.

This thesis applies Wall’s (2007) classification since this classification is widely

accepted in cybercrime literature (Yar, 2005; Lagazio et al., 2014).

1.2 Economic Cybercrime

There appears to be no consensus in the literature around the terminology that covers
financial crimes committed via networked Internet technologies. Economic cybercrime
(Maurushat, 2010; Levi et al., 2015) financial cybercrime (Marshall, 2010; Lagazio et al.,
2014), online financial crime (Akhgar and Arabnia, 2013) and online economic crime
(Knapp, 2004; Pamplin, 2014) are the terms used to describe the financially motivated online
crimes. This thesis uses the term ‘economic cybercrime’ to describe the financial crimes
committed via networked Internet technologies since this term is widely accepted in recent
cybercrime studies (i.e. Pathak, 2016a; Martellini et al., 2017; Mattern, 2017; Papantoniou,

2017; Ray and Kaushik, 2017; Williams and Levi, 2017).

Levi et al. (2015, p. 9) describe the scope of economic cybercrime as “obtaining, or
initiating a dialogue to obtain, data, goods and/or money by deception, misrepresentation or
straightforward fraud from individuals, businesses and government through the medium of the
Internet.” As can be seen, economic cybercrime is an umbrella term encompassing a wide
range of financially motivated online crimes including money laundering or financing of

terrorism (Menon and Guan Siew, 2012).



Table 1.1
Classification of Cybercrime

Convention on Cybercrime (2001 Wall (2007) Brenner (2010) Higgins (2009) Gordon and Ford (2006)
Title 1 Computer-integrity crimes Type | Cybercrime
Offences against the confidentiality, . i . ority . Target cybercrimes Cyber community w
. . I (Crimes against the machines)
integrity and availability of computer -
. . *Phishing
data and systems *Hacking *Hacking .
*Cyber-trespass - . . - . *Hacking
*Hacing/Cracking Mahware infection Cracking *1dentity Theft
*Hacking
Title 2 Crimes-assisted or related offenses Type 1l Cybercrime
Computer-related offences (Crimes using the machines) Tool cybercrimes
P Cyber fraud *Cyberstalking
*Cyber-deceptions *Fraud *Extertion
*
Computer related forgery and fraud *Fraud *Blackmail
Title 3 Content-related offenses Cybermarkets

Content-related offences

*Child Pornography

(Crimes in the machines)
Cyber-obscenity
Cyber-violence/harm

Computer incidental

*Real world crimes using computers

*Digital pricacy
*Cyberpornography

Title 4
Offences related to infringements of
copyright and related rights

*Digital piracy
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The FBI* has identified twenty-three types of fraud bearing a cyber element at one
point. Similarly, Action Fraud UK® provides a number of online frauds like advance fee fraud,
identity fraud or bank card fraud. Furthermore, as Levi et al. (2015) clearly illustrate, economic
cybercrime may occur at three levels: individual, business and government. This breadth of
scope is beyond the capability of a doctoral research. Hence, this thesis focuses on financially
motivated online crimes that target individuals. The types of online frauds to be examined by
this thesis will be limited to card-not-present fraud, online banking fraud, and online identity

fraud.

1.2.1 Card-not-present Fraud

The increased use of the Internet for commercial purposes has created new frontiers for
traditional payment methods. Payment cards, which are mainly categorised as credit cards,
debit cards and charge cards (Schneider, 2011; Turban et al., 2015), have become the primary
payment method for online purchases, especially for the business-to-customer e-commerce
(Anderson et al., 2018; Banka, 2018). The latest report released by the UK Card Association
illustrates that the number of card purchases and card spending displayed a record in the UK
in 2017. According to this report, 1.4 billion card transactions occurred, and £58.0 billion were

spent during these transactions (The UK Cards Association Card Expenditure Report, 2017).

This popularity of payment cards created new opportunities for perpetrators. While the
earlier versions of the credit card fraud were mostly offline, the criminal intention migrated to
cyberspace due to a myriad of opportunities emanating from cyberspace (Wall, 2007).
Fraudsters utilised the physical world methods like skimming, which involves copying the

information embedded in the magnetic strip of the card to another card during automated teller

4 Please see FBI’s website https://www.fbi.gov/scams-and-safety/common-fraud-schemes to see full list.
5 Please see Action Fraud’s website https://www.actionfraud.police.uk/fraud-az-online-fraud to see full list.
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machines (ATM) transactions besides processing the card with pin entry devices at shops or
restaurants (Jewkes, 2009; Kraemer-Mbula et al., 2013; Reurink, 2016) or dumpster diving of
credit card information (Lease and Burke, 2000; Granger, 2001) to clone the payment card.
However, the introduction of the precautions such as the use of the personal identification
number (PIN) and installation of chips into plastic cards as well as the introduction of the card
validation codes (CVC2) decreased the offline credit card fraud dramatically in the UK (Wall,

2010b; Reyns and Henson, 2016).

These precautions applied to prevent credit card fraud in the physical world have
transformed credit card fraud to card-not-present fraud, which Levi (2017, p. 14) names as
“transitional crimes”. Card-not-present fraud (CNP) is the unauthorised use of payment cards
in the absence of a physical card (Montague, 2010). Card-not-present fraud does not only
encompass payment cards, but it also involves new forms of digital payment methods such as
e-wallet, a pre-paid electronic card that is linked with the users’ bank account, or other online
payment methods (i.e. PayPal or Shopify). These new digital payment methods are devised to
both decrease the transaction costs and alleviate the risks inherent to payment cards (Seitan et

al., 2010; Sudarno, 2012).

1.2.2 Online Banking Fraud

Internet banking has provided many advantages such as ease of use, instant access to
the accounts at any time regardless of the geographical locations and decreased costs for both
banks and customers. Online banking fraud covers unauthorised, illegal access to customers’
online bank accounts and fund transfers to third parties (McGuire and Dowling, 2013; Levi et
al., 2015). As Figure 1.1 illustrates, online banking usage is on the rise in the UK, and
approximately 69% of the adult British population use online banking (Office for National

Statistics, 2018). Parallel to this increase in online banking usage, online banking fraud losses

12



elevated steadily from 2011 to 2015, where it reached a peak of £133.5 million. However, the

losses decreased to £101.8 million in 2016 (Figure 1.2).
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1.2.3 ldentity Fraud

Identity fraud is another significant online threat for Internet users (Smith, 2010;
Kraemer-Mbula et al., 2013; Wall, 2013d; Levi et al., 2015; Levi, 2016). According to the
Credit Industry Fraud Avoidance System (Cifas)® 174,523 identity fraud cases were reported
in 2017, which means a 125% rise when compared to 2007. Moreover, 95% of these cases
involved the impersonation of the victims (Cifas, 2018). Though it may be defined differently
in other identity-related studies, identity theft covers the actions of “acquiring and then
unlawfully using the personal and financial account information to acquire goods and services
in someone else’s name” (McQuade, 2006, p. 69) in economic cybercrime context. As Brenner
(2010) highlights, identity theft does not involve the action of depriving the rightful owner of
one’s personal information. Rather, it is the copying of personal identifying information that is
labelled as identity theft (McGuire and Dowling, 2013). On the one hand, identity theft refers
to the impersonation of somebody to commit a crime or establish a new life (Pontell and Geis,
2007; Reurink, 2016). On the other hand, it involves unauthorised access to and use of personal
identifying information for financial gain (Copes et al., 2010; Smith, 2010; Holt and Turner,

2012).

It appears that identity theft and identity fraud has been used interchangeably in
cybercrime literature (Sproule and Archer, 2007). However, while identity theft refers to
misappropriation of victims’ personal identifying information, identity fraud involves the
application of acquired information for financial gain (Kraemer-Mbula et al., 2013; Reyns and
Henson, 2016). Wall (2010b) classifies identity theft as input fraud as it provides the required

information for the commission of the output fraud namely identity fraud.

6 Cifas is a not-profit membership organisation aimed to reduce fraud related crimes in the UK.
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1.3  Modus Operandi of Online Perpetrators

Information is the primary target that fraudsters strive to access (Newman and Clarke,
2003). The information gained from various sources may be utilised to conduct online attacks
aiming financial gain. Phishing, hacking and malware infection are the most effective methods
that online perpetrators adapt to defraud Internet users into yielding their personal or financial

information as well as to gain unauthorised access to Internet users’ computers or online

accounts (Wall, 2013b; Williams, 2015).

1.3.1 Phishing

The term phishing was first used around 1995 after a notorious America Online (AOL)
accounts’ hack, where naive Internet users were manipulated into divulging their login
information (Purkait, 2012; Gupta et al., 2017). Early hackers coined the term phishing by
replacing the letter f in fishing with ‘p/’ as a sign of respect to hacking tradition since phone
phreaking, which is one of the earliest means of stealing personal information via telephone
lines, is considered to be the initial form of hacking (Lynch, 2005; Jaishankar, 2008). Phishing
can be conducted via unsolicited emails conveying socially engineered messages to coerce
Internet users into yielding personal information or bogus websites mimicking reputable

traders.

There can be found many different definitions of the phishing in the literature. When
these definitions are examined it can be observed that whereas the aim, which is the theft of
personal and financial information, is quite common; the means of achieving deception and
identity theft differ. On the one hand, some phishing definitions (Arachchilage and Love, 2014;
Yeboah-Boateng and Amanor, 2014; Arachchilage et al., 2016) attribute the success of
phishing attacks to the skilful use of social engineering attacks, where socially tailored

messages exploit human weaknesses. For instance, Khonji et al. (2013, p. 2092) defines
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phishing as “a type of computer attack that communicates socially engineered messages to
humans via electronic communication channels in order to persuade them to perform certain

actions for the attacker’s benefit.”

On the other hand, some other definitions (Qi and Yang, 2006; Whittaker et al., 2010)
perceive the ability of electronic communications to acquire personal information as a source
of success. For instance, Myers (2007, p. 1) defines phishing attacks as “attempts to
fraudulently retrieve legitimate users’ confidential or sensitive credentials by mimicking

electronic communications from a trustworthy or public organisation in an automated fashion”.

Technical subterfuge, which is highlighted in phishing most definitions, is another
aspect of phishing attempts. Almomani et al. (2013, p. 2070) define phishing attempts as the
schemes that “rely on malicious code or malware after users click on a link embedded in the
email”. This kind of attack mainly depends on the ability of the malicious code to exploit the
security deficiencies of targeted computers. As can be seen, all these definitions stress various
aspects of phishing attacks. The Anti-Phishing Working Group (APWG) provides a more
comprehensive definition of identity theft stressing both sociological and technical aspects of
phishing. APWG defines phishing as “a criminal mechanism employing both social
engineering and technical subterfuge to steal consumers’ identity data and financial account

credentials” (APWG Report, 2017).

Phishing studies researching the susceptibility of Internet users indicate that urgency
cues and fear appeals are utilised to exploit weaknesses in individuals’ decision-making
systems (Wang et al., 2012; Chen et al., 2017). Urgency cues are messages indicating scarcity,
time limitation or a warning aim to coerce receivers to focus on the urgency conveying
messages to elicit their compliance (Vishwanath et al., 2011). Fear appeals are the online

communications informing receivers about an imminent threat or a significant problem besides
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providing a solution to overcome the mentioned problem (Witte, 1992). The disproportionate
focus on urgency cues and anxiety provoked by fear appeals have been found to lead email
users to make spurious decisions based on heuristic decision-making process rather than

systematic decision making-system (Luo et al., 2013).

Failure to capture the impact of social vulnerabilities on Internet users’ decision
making-system when they are exposed to an email phishing attempt is one of the shortcomings
of previous phishing studies. This shortcoming of extant research will be addressed in this
thesis through an examination of victimisation processes of email users. Lack of empirical
research on the antecedents of website phishing is another limitation of past phishing studies.
Although an increasing number of phishing websites threatens online commerce (GlobalSign,
2017; Palmer, 2017), there is a dearth of empirical research on the factors leading Internet users
to be a victim of website phishing. Much of the empirical research is directed on providing
technical solutions to fake website detection (i.e. Zahedi et al., 2015; Jain and Gupta, 2017;
Rao et al., 2018). A small body of consumer fraud victimisation indicates purchasing from non-
secure websites as a risk factor for consumer fraud victimisation (Reisig and Holtfreter, 2013;
van Wilsem, 2013a). However, these studies failed to account for the factors facilitating
website phishing victimisation. This thesis, therefore, aims to discern factors rendering Internet

users susceptible to website phishing.

1.3.2 Hacking

Hacking is unauthorised access to computers or computer systems with the aim of
damaging, altering or stealing data (Wall, 2001). Hackers utilise both technical subterfuge like
malware infection or social engineering to access the target computer systems (Hutchings,
2013; Reyns and Henson, 2016). Although the initial hackers were motivated by more naive

ends like curiosity or finding out the deficiencies in computer systems to perfect them, the
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recent hackers have been motivated by more criminal intent such as financial gain or terrorism
(Holt, 2007; Choi, 2008; Koops, 2010). Wall (2015) explains this shift in hacker stereotype
with the increased commercialisation of the Internet and the myriad opportunities arising from

this application of the Internet.

Cybercrime victimisation studies (Bossler and Holt, 2009; Holt and Copes, 2010; van
Wilsem, 2013b; Reyns, 2015; Leukfeldt and Yar, 2016) researched the antecedents of
becoming a hacking victim. The results of these empirical studies suggested participating in
online forums, sharing personal information on social media, pirating media and accessing
adult content as a risk factor for hacking victimisation. Additionally, the relationships between
hacking and online harassment (van Wilsem, 2013b), identity theft (Reyns and Henson, 2016)
and malware infection (Chu et al., 2012) have been researched. The results of these studies
indicate a mutual relationship between hacking victimisation and these forms of cybercrime

victimisation.

1.3.3 Malware Infection

Perpetrators utilise malware infection either to acquire personal information or to harm
targeted computer systems (Holt and Bossler, 2013). According to a recent Internet security
report, 1 in every 3,207 emails contained malware. Moreover, 7.8% of emails contained
malicious URLSs used to divert Internet users into bogus websites in 2018 (Symantec, 2019).
The word malware is the combination of the words malicious and software, which encompasses
keyloggers’, computer viruses and other types of malicious codes (Ena, 2008). Malware can
be disseminated through infected files, programs or websites (Choi, 2008; Bossler and Holt,

2009). The main difference between malware infection and phishing is their modus operandi.

" Keylogger can software or hardware that is utilised to capture key strokes to retrieve Internet users’ personal
information.
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While malware infection occurs through digital means, phishing may happen both through

social engineering and technical means (Jansen and Leukfeldt, 2015).

Malware infection may also be utilised to conduct scareware attacks. Scareware is also
a malicious software aimed to coerce Internet users to either purchase fake security software
or pay some money to get rid of the threat displayed on a computer screen (Halgas, 2016).
Scareware is successful in exploiting vulnerabilities that arose from the lack of Internet skills

(Shahzad and Lavesson, 2011).

Malware infection is found to be associated with various forms of cybercrime
victimisation. The results of the past empirical research indicate that malware infection is the
precursor of online identity theft (Holt and Turner, 2012; Paek and Nalla, 2015), online banking
fraud (Jansen and Leukfeldt, 2015, 2016) and hacking (Chu et al., 2012). The results of these

studies suggest that malware infection facilitates cybercrime victimisation.

1.4 Synopsis of Cybercrime Victimisation Literature

1.4.1 Development of Victimology

Though criminologists’ interest in discerning the causes of crime dates to the early
works of Lombroso at the end of eighteen-century (Becker and Wetzell, 2006), scholars’ focus
on victims and victimisation is relatively recent (Sparks, 1982). Thus, it may be suggested that
victimisation as a concept is understudied and victims of crime are largely neglected (Walklate,
2012). Initial victimisation studies focused on discerning the roles of victims in the occurrence
of victimisation and creating a typology of victims in 1940s (Eigenberg and Garland, 2008).
Von Hentig (1941, p. 303) who examines the relationship between victims and perpetrators
propose that there are “born victims, self-harming and self-destroying through the medium of

a pliable outsider Later Von Hentig (1948) created a victim typology categorising individuals

19



into risk groups based on their biological, social and psychological attributes (Meier and
Miethe, 1993). Thus, he aimed to distinguish groups who are prone to victimisation.
Mendelsohn (1968) is known as one of the founders of victimology since he is the first to use
the term victimology at a conference held in Bucharest in 1947 (Wilson, 2009). Mendelsohn
(1968) created another typology of victims based on their culpability in occurrence the offences
(Miers, 1989). Mendelsohn (1968) offered a spectrum of victim typology ranging from the
completely innocent victim to the most guilty and imaginary victim (Daigle, 2017). Schafer
(1968) is another scholar who proposed a typology of victims. He categorised victims’
according to their responsibilities in the occurrence of victimisation. Schafer (1968) argues that
victims have functional responsibility for both abstaining from provoking offenders and
protecting themselves actively (Quinney, 1972). Table 1.2 summarises the categorisation of
the initial victimologists, who are a group of theorists embracing theoretical assumptions
around victimology.

Table 1.2
Summary of Victim Typologies

von Hengtig (1948) Mendelsohn (1968) Schafer (1968)
Criteria |Being Prone to Victimisation Culpability of Victim Functional Responsibility
a) Young a) Completely innocent victim a) Unrelated victims—no responsibility
b)Fermale b) Victim with minor guilt b) Provocative victims—share responsibility
¢) Old ¢) Victim as guilty as offender or a voluntary|c) Precipitative victims—some degree of
d) Immigrant VICtIrT] _ _ V|ct|m responsmlllty .
d) Victim more guilty than offender d) Biologically weak victims—no

e) Depressed

f) Mentally defective or deranged
g) The acquisitive

h) Dull normal

i) Minority

j) Wanton

k) The lonesome and heartbroken
I) Tormentor

m) The blocked, exempted, and
fighting

€) Most guilty victim responsibility

f) Simulating or imaginary victim e) Socially weak victims—no responsibility
f) Self-victimizing—total responsibility

) Political victims—no responsibility

Typology
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1.4.2 Shared Responsibility

Initial academic works aiming to create victim typologies based on the victims’ role in
the occurrence of crime events gave rise to two contested concepts: victim precipitation and
victim facilitation. It is (Wolfgang, 1957, 1958) who introduced the term victim precipitation
to denote the extent to which a victim contributes to the occurrence of a crime (Meier and
Miethe, 1993). Wolfgang (1957, p. 2) argues that “the role of the victim is characterised by his
having been the first in the homicide drama to use a physical force directed against his
subsequent slayer”. Thus, in some cases, it is the victim who initiated his/her ensuing homicide
victimisation. Amir (1971) is another scholar who put undue responsibility and culpability onto
victims on crime. Based on empirical research on rape incidents, he asserted that 19% of
forcible rape victims somehow precipitated their victimisation (Timmer and Norman, 1984;
Koss and Dinero, 1989). Amir (1971) argues that offenders’ interpretations of victims’
attitudes, clothing or “bad” reputation is more important than victims’ actual behaviours for
the occurrence of a victimisation event (Berger and Searles, 1985). He also proposes that the
lack of significant protest against the offenders’ actions may also be interpreted as the presence
of consent (Miethe, 1985; Muehlenhard and MacNaughton, 1988). Amir’s (1971) assertions
rightfully received criticism not only for blaming rape victims and justifying offenders’ actions
to some extent but also for the methodological pitfalls in reaching the conclusions (Koss and
Dinero, 1989). Though he utilised police reports in his analysis and did not conduct any
interviews with victims of crime, he asserted a broadly generalised relationship between

victims’ behaviours and being a victim of rape (Fattah, 1979).

It worth noting a conceptual difference between the initial conceptualisation of victim
precipitation provided by Wolfgang (1957) who conceive the victim as the initiator of the crime

events, and Amir’s (1971) suggestion of victim involvement at any phase of a crime event.
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Wolfgang (1957) argued that victims precipitate their victimisation by conducting initial
assault; however, contemporary scholars argue that victim precipitation may happen at any

phase of victimisation (Eigenberg and Garland, 2008).

Victim facilitation is another concept that puts the onus of victimisation on victims to
some extent. Victim facilitation denotes victims’ inadvertent contributions to the occurrence of
crime events (van Wyk and Benson, 1997). It may be perceived “as a catalyst in a chemical
reaction that, given the right ingredients and conditions, speeds up the interaction” (Karmen,
2012, p. 124). In that sense, the concept of victim facilitation affixes less responsibility to
victims when compared to victim precipitation (Daigle, 2017). Victim facilitation is more
echoed in victimisation studies utilising opportunity theories of victimisation as a theoretical

framework (Timmer and Norman, 1984; Titus and Gover, 2001; Homant, 2010).

1.43 Victimhood

The preceding sections outlined the development of victimology; this section examines
the concept of the victim, the term ascribed to individuals by either wider society or themselves.
The word victim, which is the derivation of Latin word victima, meaning sacrificial animal,
has changed its connotation in the course of the time (Van Dijk and Sarkeshikian, 2013).
Today, the concept of victim encompasses a wide range of targets such as environment,
household or individuals (Fisher and Reyns, 2009). This thesis limits the scope of the

victimisation to crime victimisation.

Karmen (2012, p. 501) defines a victim as “a person who suffers physical, emotional,
and/or financial harm because of illegal activity” and victimization as “an asymmetrical
relationship that is abusive, painful, destructive, parasitical, and unfair.” This definition of
victim leaves out some elements such as the individuals’ guilt or responsibility in the

occurrence of crime event or the victimiser. Bayley (1991) argues that victims should be
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innocent, and they must not contribute to their victimisation. For instance, a burglar who
received harm as a result of his criminal attempt should not be considered as a victim. So,
anyone who contributes to his/her victimisation may not be regarded as a victim. However,
Fattah (2003, p. 763) criticizes such approaches taken against the groups what he names as
“socially expendable” groups including ethnic, religious or sexual minorities and prisoners as
well as dissidents and troublemakers in totalitarian societies. He argues that member of these
groups might not receive the victim status and the pity or sympathy of society due to their

beliefs, lifestyles or political stances.

Kauzlarich et al. (2001, p. 176) define victims from radical victimology aspect as
“individuals or groups of individuals who have experienced economic, cultural, or physical
harm, pain, exclusion, or exploitation because of tacit or explicit state actions or policies which
violate the law or generally defined human rights.” As can be seen, the role of the state and its
policies in the formation of the victim are stressed more than setting the criteria that shape the

concept of victim or victimhood.

Feminist victimology, which is affected victim-blaming discourse, perceives
victimhood as acceptance of individual responsibility in the commission of the crime events
especially in the cases of women battering and rape (Convery, 2006; Cunniff Gilson, 2016).
Acceptance of victim status is seen as defying innocence of individuals receiving harm from
third parties. Lamb (1999, p. 109) proposes that an alternative version of the victim definition
should be “the one that recognizes agency as well as passivity, strength as well as vulnerability,
resistance as well as dissociation.” In this vein, feminist scholars generally prefer the term
survivor in favour of the victim as while the term victim connotes permanent injury
(Armstrong, 1987), weakness, passivity and vulnerability (Phillips, 2000), the word survivor

encompasses active confronting strategies, strength and agency (Dunn, 2005; Stringer, 2014).
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Barry (1984, pp. 46-7) asserts that “surviving is the other side of being a victim. It involves

will, action, initiative on the victim’s part.”

In response to these discourses about the definitions of the victim, constructivist
victimology argues that being a victim is a socially constructed status, which is formed through
the intersection of several factors such as the culture, law and self-identity (Dunn, 2008).
(Strobl, 2004, 2010) proposes five universal criteria for the victimological concept of the

victim:

(1) Identifiable single event: This criterion leaves out the situations where individuals
claim themselves as the victim of factors such as globalization or climate change.

(2) Negative evaluation: Individuals should perceive their experiences as something
negative with regard to the harm they received to be considered a victim.

(3) Uncontrollable event: The victim should not be responsible for the occurrence of the
event lead to harm.

(4) Attribution to a personal or social offender: This criterion again excludes the events
like natural disasters. The victimiser should be a human actor.

(5) Violation of socially shared norm: This criterion highlights the social acceptance of
violation. So, any harm that is not socially accepted may not lead to assigning victim status to
a person.

Labelling or assigning victim status is viewed as a social process where the individual
who received the harm and the wider society interacts (Holstein and Miller, 1990; Miers, 1990).
Both individuals who suffered harm or injury and society should identify him/her as a victim
to be labelled or called as a victim. The harm experienced by individuals should comply with
the norms of society. Strobl (2010, p. 6) names this status as “actual victim” who are more

likely to receive public sympathy and special treatment (Convery, 2006). Acceptance of victim
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identity or status may also empower individuals to take actions both to overcome adverse
psychological and social outcomes in the aftermath of victimisation and pursue legal
procedures to draw the attention of criminal justice system (Dunn, 2008). In sum, construed
victim identity is the outcome of the assessment and the interpretation of the meaning of harm
received in the broader context of specific society (Zaykowski, 2015).

However, some individuals deny the status of the victim as they attach negative
connotations, such as being perceived as helpless or weak (Leisenring, 2006). Spalek (2016, p.
10) argues that “If the stereotype of the victim as "passive" and "helpless™ is perpetuated in
dominant representations of victimhood, during a time when individual strength is valued in
society, then both males and females may increasingly refuse to situate themselves in terms of

victimhood.”

Miers (1990) argues that the harm received is the precondition of victimisation. This
doctoral research set the financial loss experienced as a recruiting criterion. Internet users’ who
experienced financial loss as a consequence of online actions were considered to be potential
participants. However, the harm received may not be limited to financial loss. Non-financial
harms such as emotional effects of victimisation experiences might have also rendered Internet
users’ as victims of economic cybercrime. Thus, the semi-structured interview guide included
questions exploring participants perceptions of naming their negative experiences as

victimisation.

1.4.4 Opportunity Theories of Victimisation

Opportunity theories of victimisation are a series of victimisation theories rooted in
works of Hindelang et al. (1978) and Cohen and Felson (1979). Lifestyle-Exposure Theory
(Hindelang et al., 1978), Routine Activities Theory (Cohen and Felson, 1979), The Opportunity

Model of Predatory Victimisation (Cohen et al., 1981) and Structural-Choice Theory of
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Victimisation (Miethe and Meier, 1990, 1994) are generally named as opportunity theories of
victimisation due to their focus on criminal structural opportunities created by people’s
lifestyles and routine activities (Maxfield, 1987; Meier and Miethe, 1993; Miethe and

McDowall, 1993).

Lifestyle-Exposure Theory (LET) is one of the first systematic attempts to explain the
causes of victimisation (Maxfield, 1987; Meier and Miethe, 1993). This theory was proposed
to explain and understand violent victimisation across demographic strata of the population.
The central premise of LET is that individuals’ lifestyles increase the risk of being victimised
by exposing them to potential offenders (Hindelang et al., 1978). Similarly, Routine Activities
Theory (RAT) proposes that individuals’ routine activities create opportunities for the
commission of a crime (Cohen and Felson, 1979). A crime occurs when a suitable target,
motivated offender converges in the absence of a guardian capable of deterring the threat
(Cohen and Felson, 1979). These two theories and other variations of these opportunity theories

of victimisation implicitly propose that individuals facilitate their victimisation.

1.45 Correlates of Cybercrime Victimisation

Though still in its infancy, the last decade has seen a proliferation of interest in
cybercrime victimisation (Holt and Bossler, 2016; Stalans and Finn, 2016). Besides theoretical
and conceptual works of (Grabosky, 2001; Levi, 2001; Castells, 2002; Newman and Clarke,
2003; Yar, 2005; Wall, 2007), which provided an invaluable framework for our greater
understanding of cybercrime and cyberspace, a growing body of empirical attempts have been
made to discern the correlates of cybercrime victimisation. Online correlates of malware
infection (Bossler and Holt, 2009; Holt and Bossler, 2013; Leukfeldt, 2015), phishing
victimisation (Hutchings and Hayes, 2008; Leukfeldt, 2014), online identity theft victimisation

(Paek and Nalla, 2015; Williams, 2015), online harassment victimisation (Marcum et al., 2010;
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Marcum, 2011; Reyns et al., 2011; Reyns et al., 2016), hacking victimisation (Choi, 2008; Choi
et al., 2016) multiple forms of cybercrime victimisation (Ngo and Paternoster, 2011; van
Wilsem, 2013b; Reyns et al., 2015) and online fraud victimisation (Pratt et al., 2010; van

Wilsem, 2013a; Policastro and Payne, 2014) have been researched.

1.4.5.1 Online Activities

As it was noted above, opportunity theories of victimisation assumed individuals’
lifestyles and routine activities as risk-enhancing factors for traditional crimes. Cybercrime
studies researching the impact of normal or legitimate online activities on the risk of
victimisation have found that online shopping (Marcum et al., 2010; Pratt et al., 2010; Reyns,
2013), Internet banking (Hutchings and Hayes, 2008; Reyns, 2013, 2015) and online social
activities (i.e. using chatrooms, visiting Internet forums) (Marcum et al., 2010; van Wilsem,

2011, 2013b) were associated with cybercrime victimisation.

Besides legitimate online activities, a number of empirical studies reported deviant
online activities as a risk factor for cybercrime victimisation. Prior to presenting the results of
empirical research, a definition of cyber-deviance will be provided. Providing a standard
definition of deviancy and accounting for the causes of deviant behaviour is one of the most
contested issues in criminological history (Gottfredson and Hirschi, 1990; Holt and Bossler,
2008). Approaches aiming to define deviance may be categorised into two general groups:
absolutist perspective and (objectivist position) sociological perspective (Goode, 2015). The
absolutist perspective presumes the existence of higher authorities that set unalterable moral
standards to be complied with (Little, 2007). This aspect of deviance conceives deviance as a
dichotomous phenomenon like good and bad since the absolute standards are introduced by the
law of nature or God (Hills, 1977; Perrin, 2001). The advocates of the objectivist position of

deviance assume that deviance is socially constructed; thus it is highly subjective and displays
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changes over different cultures, times and places (Melossi, 1994; Bereska, 2013).

Cybercrime literature is also been interested in defining cyber deviance (Holt and
Bossler, 2016). Online deviance or cyber-deviance is defined as “a transcendence of rules,
values or morals set out by a particular community” (Williams, 2000, p. 97) or “behaviour that

may not be illegal, but violates norms and beliefs of the larger culture” (Holt and Bossler, 2016,

p. 7).

Operationalisation of deviance is another significant issue. Studies researching
traditional crimes conceptualised illicit drug use, excessive alcohol consumption and
delinquent peer involvement as deviant behaviours (Finkelhor and Asdigian, 1996; Osgood et
al., 1996; Lanier and Henry, 1998; Mustaine and Tewksbury, 1998; Vazsonyi et al., 2002).
Cybercrime literature also tends to label some online activities transcending values of the
online community as deviant. Viewing or downloading online pornography (Hox and Boeije,
2005; Bossler and Holt, 2010; Ngo and Paternoster, 2011; Wall, 2017), pirating and sharing
pirated media (Bossler and Holt, 2010; Ngo and Paternoster, 2011; Donner et al., 2014; David,
2017), hacking (Bossler and Holt, 2010; Ngo and Paternoster, 2011; Donner et al., 2014), free
streaming (Birmingham and David, 2011; Kirton and David, 2013; Pursiainen, 2016; Wong,
2016) and downloading software illegally (Donner et al., 2014; Paek and Nalla, 2015) were

assumed as deviant or illegal online behaviours in cybercrime studies.

With regard to the impact of engaging with online deviance and on the risk of
victimisation, the results of empirical studies suggested an association between online deviant
activities and the risk of experiencing cybercrime victimisation. For instance, recent evidence
suggests accessing adult content or engaging with digital piracy as a significant antecedent of
becoming a victim of malware infection (Bossler and Holt, 2009; Holt and Bossler, 2013).

Opening unknown email attachments or downloading free games was found to be associated
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with increased risk of online identity theft victimisation (Ngo and Paternoster, 2011; Reyns,

2013).

1.4.5.2 Demographics of Internet Users

Opportunity theories of victimisation assumed that demographic characteristics of
individuals have an effect on the chances of being a victim through influencing individuals’
behaviours (Hindelang et al., 1978). Cybercrime studies utilising opportunity theories of
victimisation as a theoretical framework have researched the effect of demographics (i.e. age,
gender, education level and annual household income) on the risk of experiencing cybercrime
victimisation. The results of empirical studies generally suggested being young (Pratt et al.,
2010; Ngo and Paternoster, 2011; Paek and Nalla, 2015; Choi et al., 2016; Leukfeldt and Yar,
2016) and female increased the odds of facing cybercrime victimisation (Bossler and Holt,
2009; Holt and Bossler, 2013; Choi et al., 2016). Previous research also indicated that Internet
users with higher education levels were more likely to be a victim of cybercrime (Pratt et al.,
2010; van Wilsem, 2011, 2013a, 2013b; Paek and Nalla, 2015). Likewise, annual household
income was also associated with an increased risk of victimisation Empirical evidence
suggested that Internet users’” with higher annual household income were more likely to be a
victim of cybercrime (Pratt et al., 2010; van Wilsem, 2011, 2013a, 2013b; Paek and Nalla,

2015).

1.4.6 Consequences of Cybercrime Victimisation

Emotional reactions and behavioural responses are two significant adverse outcomes of

victimisation experiences (Yin, 1980; Skogan, 1986).
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1.4.6.1 Emotional Reactions

Fear of crime, “an emotional response to a danger or threat of an actual or potential
criminal incident” (Henson and Reyns, 2015, p. 92), is one of the most significant adverse
psychological outcomes of victimisation experiences. It is argued that factors having an impact
on the presence of fear of crime can be summarised into three groups as demographic
characteristics (gender and age), social determinants (direct and indirect victimisation
experiences) and psychological factors (perceived risk and perceived severity) (Yin, 1980;

Skogan, 1986).

Fear of traditional crime studies suggested the prevalence of fear of crime among
females (Warr, 2000; May et al., 2010; van Eijk, 2017). Fear of cybercrime studies yielded
inconsistent results with regard to the presence of gender differences in fear of cybercrime.
Research on fear of online interpersonal cybercrime (i.e. cyberstalking or cyberbullying)
suggested female Internet users were more fearful when compared to male Internet users
(Henson et al., 2013; Pereiraet al., 2016; Virtanen, 2017). However, there seem to be no gender
differences for malware infection or online identity theft (Roberts et al., 2013; Yu, 2014). Age
is another demographic characteristic that is found to be associated with fear of crime. Fear of
crime literature assumed older people as being more fearful than younger individuals’ due to
their physical vulnerability to thwart an attack (Ortega and Myles, 1987; Moore and Shepherd,
2006). Fear of cybercrime studies suggested no age differences in fear of cybercrime (Henson

et al., 2013; Roberts et al., 2013; Yu, 2014).

Previous victimisation experience (direct victimisation experience) and interactions
about crime events (indirect victimisation experiences), which are conceptualised as social
determinants of fear of crime (Yin, 1980), have found to foster fear of traditional crime

(Silverman and Kennedy, 1985; Russo and Roccato, 2010; Sironi and Bonazzi, 2016).
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Likewise, cybercrime studies indicated an association between prior cybercrime experience,
interactions about cybercrime such as media news related to notorious cybercrime incidents

and fear of cybercrime (Alshalan, 2006; Henson et al., 2013; Yu, 2014).

Psychological factors, perceived risk and perceived severity, were also assumed to be
antecedents of fear of crime (Ferraro and Grange, 1987; Vitelli and Endler, 1993). Although
initial fear of crime studies conceptualised fear of crime as one concept, recent fear of crime
literature tends to examine fear of crime and perceived risk of victimisation separately (Ferraro,
1995; Rountree and Land, 1996; Rengifo and Bolton, 2012). It is argued that the perceived risk
of victimisation is a cognitive process where the likelihood of becoming a victim is evaluated
(LaGrange et al., 1992). However, fear of crime is a set of emotional reactions to prior criminal
victimisation or indirect experiences (LaGrange and Ferraro, 1989). Nonetheless, empirical
research has illustrated the interconnectedness of these two concepts (Kanan and Pruitt, 2002;
Cook and Fox, 2011). It is suggested that perceived risk and perceived severity of victimisation

exacerbate fear of crime (Rader, 2004; Wyant, 2008).

Emotional responses to victimisation experiences are not limited to fear of crime.
Research on white collar crime suggests anger, anxiety and depressive disorder as the
psychological outcomes of fraud victimisation (Titus et al., 1995; Piquero et al., 2007). It is
argued that anger is more prevalent than fear of crime (Ditton et al., 1999). Cybercrime
victimisation studies also indicate annoyance and stress as the feelings experienced in the
aftermath of cyberstalking (Short et al., 2015), identity theft (Dinisman and Moroz, 2017) and

cyberbullying (Dredge et al., 2014).
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1.4.6.2 Behavioural Responses

Cybercrime literature suggests that prior adverse online experiences cause changes in
Internet users’ online lifestyles and security intentions (Forsythe et al., 2006; Chang and Wu,
2012). Previous cybercrime victimisation studies have found that Internet users with high
perceived risk and fear of crime were less likely to purchase goods online (Reisig et al., 2009;
Henson et al., 2013). Internet security studies also indicate that prior adverse online experiences
intensity security intentions. Internet users who felt vulnerable due to prior victimisation
experiences preferred to install security software (Chen et al., 2016; Tsai et al., 2016) or tend

to comply with password guidelines (Mwagwabi et al., 2014).

1.5 Research Aims, Objectives and Research Questions

The main aims of this thesis are to explore and examine the factors that facilitate the
occurrence of economic cybercrime victimisation as well as to understand the impacts of
economic cybercrime victimisation on individuals’ behavioural and security adaptations.
Previous cybercrime victimisation studies examined online correlates of some forms of
economic cybercrime separately. For instance, credit card fraud victimisation (Bossler and
Holt, 2010; Holtfreter et al., 2010) and online banking fraud victimisation (Jansen and
Leukfeldt, 2015, 2016) have been researched separately. However, economic cybercrime
victimisation has not been examined holistically. This thesis aims to examine and understand
economic cybercrime victimisation process and how victimisation experiences influence

Internet users’ online lifestyles.

Previous cybercrime victimisation studies heavily focused on discerning the
relationship between online lifestyles/online routine activities and the risk of cybercrime
victimisation. Extant research was descriptive in nature. Hence, little is known about why and

how some Internet users experienced victimisation and why some online activities are
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associated with the risk of cybercrime victimisation. This gap in the literature may be the
outcome of quantitatively driven research methodology of previous research. Mixed methods
approach that harmonised quantitative and qualitative research methods in one single research
was adapted to address this gap in the literature. The causes and impacts of economic
cybercrime victimisation were examined through statistical analysis of Crime Survey for
England and Wales (CSEW) (2014/2015) (Office for National Statistics, 2016a)and qualitative
analysis of semi-structured interviews conducted with victims of economic cybercrime victims
and non-victim control group participants. Police reports pertaining to economic cybercrime

incidents happened in a Northeast city in 2015 were also included in the qualitative analysis.

Applicability of Lifestyle Routine Activities Theory (LRAT) as a theoretical
framework to cybercrime studies is a highly contested debate (Ngo and Paternoster, 2011; Holt
and Bossler, 2014). LRAT, which is the latest model of opportunity theories of victimisation,
was originally proposed to account for the victimisation in the physical world. This theory has
increasingly been utilised to examine the causes of cybercrime victimisation. Empirical studies
yielded controversial results about the applicability of LRAT to cybercrime. Whereas the
results of (Choi, 2008; Reyns et al., 2011; Reyns et al., 2016) yielded support, the results of
(Bossler and Holt, 2009; Marcum et al., 2010; Holt and Bossler, 2013; van Wilsem, 2013b;
Leukfeldt and Yar, 2016) suggested partial support. Yet, (Ngo and Paternoster, 2011) and
(Policastro and Payne, 2014) found no empirical support of the applicability of theory to
cybercrime victimisation. Thus, testing applicability of LRAT to economic cybercrime

victimisation is another aim of this thesis.
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Thesis Objectives;

a) To explore factors that render some Internet users as targets of online attacks;

b) To examine the decision-making process of Internet users when they face an online
threat;

c) To explore factors increasing the risk of being a victim of economic cybercrime;

d) To explore the impact of technological vulnerabilities on the risk of becoming a victim
of economic cybercrime;

e) To identify and understand the emotional and behavioural impacts of economic
cybercrime victimisation on individuals’ online lifestyles;

f) To test the applicability of LRAT as a theoretical framework to economic cybercrime
victimisation and address the theoretical shortcomings of LRAT in economic

cybercrime victimisation context.

Thesis Research Questions;

Central research question

What are the factors that facilitate economic cybercrime victimisation at the individual

level in the UK?

Research question 1

What are the factors renders Internet users susceptible to be the target of an online attack?

Research question 2

What factors affect Internet users’ decision making-system when they face an online threat?

Research question 3
How technological vulnerabilities impact the chance of being a victim of economic

cybercrime?

34



Research question 4
What are the emotional responses to economic cybercrime victimisation and how these

emotional responses impact victims’ behavioural and security intentions?

Research question 5
Can Lifestyle Routine Activities Theory provide a sound theoretical framework to explain

the economic cybercrime victimisation in cyberspace?

1.6 Key Contributions and Implications

Discerning the factors facilitating cybercrime victimisation is a growing area of interest
in the field of cyber criminology. Previous research examining the factors that render Internet
users vulnerable to online threats mainly focused on the individual level factors. This doctoral
research explored the impact of both individual and macro-level factors on the risk of
experiencing economic cybercrime victimisation. While laptop computers used away from
secure Internet connections, public access computers and free Wi-Fi connections emerged as
technological vulnerabilities that enhanced the likelihood of victimisation, data breaches of
large companies holding personal information of Internet users, security flaws of online
shopping websites and mobile applications appeared as macro-level factors affecting the risk
of victimisation. These findings offer some critical insight into criminological research
examining the causes of cybercrime victimisation. First, this thesis illustrated that besides
individual-level factors such as Internet users’ online behaviours, macro-level factors might
successfully be integrated into cybercrime victimisation models. Future cybercrime studies
may explore the effect of macro variables like mobile application usage on the risk of
cybercrime victimisation in depth. The Integrated Cyber Victimisation Model (ICVM), the
novel and innovative contribution of this thesis, may serve as a base for future cybercrime

victimisation studies while researching the impact of macro-level factors on the risk of
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victimisation. Second, findings highlighting the role of macro-level factors in the occurrence
of economic cybercrime victimisation shifts the onus of responsibility from Internet users to
macro-level actors (governments, online traders or security companies) who are responsible
for providing a safer online environment. These actors should devise effective policies to

regulate cyberspace rather than labelling Internet users as the weakest chain in Internet security.

The findings of this research pertaining to the causes of fear of economic cybercrime
illustrated that although economic cybercrime victims experienced financial losses, the risk of
possible misuse of personal information caused higher levels of fear of crime and concern when
compared to direct financial loss. Perceived severity of potential misuse of personal and
financial information seemed to modify behavioural and psychological responses to economic
cybercrime victimisation. This finding provides an opportunity to challenge and advance our
understanding of the causes of fear of cybercrime. Although extant research examines the
impact of economic cybercrime in materialistic means (amount of financial loss), the results of
this thesis suggest that non-materialistic harm should also be included in research exploring
the cost of economic cybercrime. A more discourse analytic approach may be applied to

understand how individuals form cybercrime victim identity

Research findings regarding the impact of economic cybercrime victimisation on
behavioural and security adaptation suggested that older participants were more likely to adopt
online avoidance behaviours such as stopping using online financial services than approach
behaviours like applying safeguarding measures to tackle with adverse effects of the
victimisation experiences. Application of online avoidance behaviours appeared to have
negative impacts on the quality of lives of older participants who were living alone. Low
Internet self-efficacy seemed to affect Internet users’ adaptation decisions. This finding stresses

the need for educational programs aiming to increase the Internet skills of older Internet users.
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Older Internet users should be informed about possible online threats and how to deal with
those online threats. Future fear of cybercrime victimisation may explore age differences in

behavioural and security adaptations of Internet users.

Password fatigue emerged as one of the reasons for becoming a hacking victim.
Participants who used the same passwords for different online accounts appeared to be more
likely to be a victim of economic cybercrime through hacking of financial and personal
accounts. Many online platforms require Internet users to create online accounts, which are
associated with passwords. Interviews suggested that most of the participants experienced
difficulties in managing user names and passwords. Administrators of online platforms might
consider applying biometric recognition systems as a means of authentication to prevent the

risks posed by password fatigue.

1.7  Engaging with Cybercrime and Cyber Victimology

| had worked as a law enforcement officer as a member of Turkish Gendarmerie
General Command for twelve years before beginning my postgraduate education at Durham
University. Turkish Gendarmerie, which is a police force with military status in Turkey, is
responsible for maintaining public order, safety and security in mostly rural areas. Crime
prevention and executing judicial services are two major duties of Turkish Gendarmerie
General Command. | had dealt with several types of crimes ranging from organised crimes to
burglary; however; economic cybercrime cases were the hardest ones to deal with. This
difficulty mainly arose from the lack of expertise and coordination between bodies responsible
for policing online economic crimes. | always felt uneasy with the fact that most of the cyber
perpetrators could not be prosecuted. These conditions made me apply for a postgraduate
programme in Criminology. While doing my master’s degree at Durham University, | had the

opportunity to read cybercrime literature and thanks to Professor David Wall and Professor
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Maggie O’Neil’s inspiring ideas about cybercrime and criminological research, | decided to

apply for a post as a PhD student at Durham University.

My Master’s Degree dissertation was about Card-not-present Fraud Victimisation in
the UK. The dissertation process enabled me to engage with cybercrime literature in depth. My
Master’s dissertation and the initial literature review conducted during my PhD research
indicated that economic cybercrime victimisation is a significant issue, which has numerous
adverse impacts on individuals. Since the majority of cybercrime studies were quantitatively
driven, the voices of victims were not echoed in their results. These factors lead me to conduct
mixed-methods research examining the economic cybercrime victimisation process and

understand the impacts of victimisation on victims’ online lifestyles.

1.8 The structure of the Thesis

This thesis is divided into three parts which are composed of ten chapters including this
Introduction Chapter. The first part of the thesis aims to illustrate the significance of research
and provide background information to research questions. This part consists of the
Introduction Chapter, two Literature Review Chapters and Methodology Chapter. The second
part of the thesis presents the results of the Quantitative analysis of CSEW 2014/2105 and
findings of the qualitative analysis. This part is comprised of one quantitative results chapter
and three qualitative findings chapters. The last part of the thesis discusses the results and

findings of this thesis.

Chapter Two presents a theoretical and conceptual framework utilised in this thesis to
address research questions. The chapter starts with presenting the historical evolution of
Lifestyle Routine Activities Theory (LRAT). It then goes on discussing the conceptual

shortcomings of transposition of LRAT to cybercrime environment before outlining the
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empirical evidence about the applicability of LRAT to cybercrime. It finishes with reviewing
the empirical studies researching behavioural and emotional impacts of cybercrime
victimisation. This section of the chapter also presents two other conceptual frameworks,
Protection Motivation Theory and Coping Strategies that will be utilised while examining the
decision-making process of Internet users when they face an online threat and effects of

victimisation experiences on Internet users’ online lifestyles.

Chapter Three is the second literature review chapter. This chapter reviews the results
of previous cybercrime victimisation studies. The chapter initiates with presenting
controversies in cybercrime literature and then continues to review the results of relevant

empirical studies.

Chapter Four is the Methodology Chapter. This chapter illustrates the research design
and methodology utilised to address the research questions. The chapter begins by providing a
rationale for utilising a mixed-methods research paradigm while examining the correlates and
impacts of economic cybercrime victimisation at the individual level in the UK. The chapter
then explains the design of the quantitative and qualitative phases of research. The chapter

concludes by providing a reflexive account of the research process.

Chapter Five is the first empirical chapter. This chapter presents and discusses the
results of a quantitative analysis of CSEW 2014/2015. The chapter initially provides
descriptive statistics of variables used in statistical analysis. After providing an overview of
variables, bivariate and multivariate analysis results aiming to discern online correlates of
economic cybercrime victimisation are presented. The applicability of LRAT to economic
cybercrime victimisation is also tested in this section of the chapter. The chapter concludes
with demonstrating analysis results exploring the impacts of technological vulnerabilities on

the risk of economic cybercrime victimisation.
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Chapter Six, which is the second empirical chapter, is the first qualitative findings
chapter. This chapter illustrates the factors that render Internet users a target of an online attack.
While the first section of the chapter presents the determinants of being a target of phishing
attempts, the second part of the chapter illustrates the causes of being a target of hacking

attacks.

Chapter Seven is the second qualitative findings chapter. This chapter examines the
factors leading to economic cybercrime victimisation. The first part of the chapter examines
the factors impacting Internet users’ decision-making process when they face an online threat.
The findings suggest possible causes of email phishing and website phishing victimisation are
presented in this section. The second part of the chapter examines the impact of contextual
vulnerabilities on the chance of being a victim of economic cybercrime. The last part of the
chapter illustrates the findings pertaining to testing applicability of LRAT to economic

cybercrime victimisation.

Chapter Eight is the last qualitative findings chapter. This chapter displays findings
pertaining to the impacts of economic cybercrime faced in the aftermath of victimisation
experiences. Whereas the first section of the chapter presents findings related to adverse
psychological effects of victimisation experiences, the second section of the chapter provides

the effects of victimisation experiences on Internet users’ behavioural adaptations.

Chapter Nine is the Discussion Chapter. This chapter blends and discusses the
quantitative analysis results and qualitative findings to explore factors leading to economic
cybercrime victimisation and understand impacts of victimisation on individuals’ online

lifestyles.

Chapter Ten is the Conclusion Chapter. This chapter draws the findings of this thesis

together and presents a contextual vulnerability approach, which is one of the original

40



contributions of this thesis. It then goes on to explain the Integrated Cyber Victimisation Model
proposed by the thesis to address the theoretical shortcomings of LRAT. The penultimate
section discusses the novel contribution of this thesis to our understanding of economic
cybercrime victimisation. It then goes on discussing implications of the findings for policy
making and governance of the Internet. The last section of the chapter presents the limitations

of this doctoral thesis and provides recommendations for future research.
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Chapter 2 Theoretical Framework

21 Introduction

This first literature review chapter provides an overview of the theoretical and
conceptual frameworks that informed the research design of this doctoral thesis. This chapter
is composed of four sections. The first section of the chapter introduces opportunities theory
of victimisation. This first section deals with a historical account of the development of
Lifestyle Routine Activities Theory (LRAT). LRAT is the last version of the theories, which
are known as opportunity theories of victimisation (Miethe and Meier, 1990). This theory
provides a systematic approach to examine the factors that create suitable conditions for the
occurrence of a victimisation event (Wooldredge et al., 1992). The chapter then goes on to
discuss the theoretical shortcomings of applying LRAT to cybercrime studies. LRAT was
initially proposed to account for the victimisation in the physical world; however, during the
last decade it has been increasingly applied as a theoretical framework in cybercrime studies.
Due to the inherent complexities of cyberspace, the applicability of LRAT to cyberspace is
questioned (Yar, 2005). This second section of the chapter will critically evaluate this highly
contested debate in the literature. The penultimate section of the chapter introduces the
Protection Motivation Theory (PMT). Rogers (1975) proposed PMT to evaluate individuals’
behavioural reactions to fear-provoking messages. This thesis utilised the conceptual elements
of PMT to examine economic cybercrime victims’ decision-making processes when they
experienced an online attack. This is one of the first applications of PMT in an economic
cybercrime victimisation research. The last section of the chapter introduces Approach-
Avoidance Paradigm (Lazarus and Folkman, 1984; Roth and Cohen, 1986), which was utilised

a conceptual framework while examining the adverse impacts of economic cybercrime
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victimisation on Internet users’ behavioural adaptations and security intention. This use of
Approach-avoidance paradigm was also one of the first applications of the theory in cybercrime

victimisation literature.

2.2  Opportunity Theories of Victimisation

Lifestyle Exposure Theory (LET), and Routine Activities Theory (RAT) are two
significant criminological theories that stimulated scholars’ perspectives related to the
occurrence of victimisation by shifting academic attention from the causes of offending
behaviour to the criminal opportunities created by individuals’ lifestyles and routine activities
for the occurrence of a crime (Maxfield, 1987). Although opportunity theories of victimisation
were initially proposed to account for predator victimisation such as burglary and theft, these
theories have been applied as a theoretical framework to research other types of offences as
well. Risk of violent victimisation (Sampson and Wooldredge, 1987; Lauritsen et al., 1991;
Miethe and Meier, 1994; Rountree et al.,, 1994; Pratt and Turanovic, 2016), burglary
victimisation (Peguero and Popp, 2012; Ariel and Partridge, 2017), sexual harassment, sexual
assault and rape (Tseloni et al., 2004; Tillyer and Eck, 2009; Quick et al., 2018), offending
behaviour (Finkelhor and Asdigian, 1996; Madensen and Eck, 2008), deviant behaviour
(Maume Jr, 1989; Osgood et al., 1996), child abuse and domestic violence (Mustaine and
Tewksbury, 2002; Pauwels and Svensson, 2011; Maimon and Browning, 2012) and cybercrime
(i.e. Holtfreter et al., 2008; Pratt et al., 2010; Holt and Bossler, 2013; Williams and Levi, 2015)

are the example of application of opportunity theories of victimisation.

As noted earlier, opportunity theories of victimisation are a series of theories. Lifestyle
Exposure Theory (LET), Routine Activities Theory (RAT), The Opportunity Model of
Predatory Victimisation and Structural Choice Theory of Victimisation (LRAT) are the

variations of opportunity theories of victimisation. The first part of this section introduces the
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historical development of the aforementioned theories and the second part of the section present

a critique of opportunity theories of victimisation.

2.2.1 Lifestyle Exposure Theory

LET is the first version of the opportunity theories of victimisation. LET posits that
individuals’ lifestyles and demographic characteristics influence the chances of becoming a
victim (Hindelang et al., 1978). Lifestyle is defined as “routine daily activities, both vocational
activities (e.g., work, school, keeping house) and leisure activities” (Hindelang et al., 1978, p.
613). LET proposes that role expectations which are heavily influenced by demographic
characteristics affect individuals’ lifestyles (Miethe and Meier, 1994). Age, marital status,
family income, race and gender are demographics proposed to impact lifestyles via imposing
constraints to individuals. Besides demographic characteristics, structural constraints, which
can be financial, familial or educational, are also assumed to define individuals’ lifestyles
(Hindelang et al., 1978). Individuals acquire skills and behaviours through adaptation of both
structural constraints and role expectations. These learnt attitudes and skills are later

transformed into lifestyles (Hindelang et al., 1978).

Hindelang et al. (1978, p. 617) argue that variations in lifestyles impact the risk of
exposure to offenders at particular times and places since “victimisation is not randomly
distributed across time and space”. It is proposed that victimisation occurs more frequently in
public places at night. The more time spent outside of the home settings, the more likely
individuals face victimisation due to an increased chance of interacting with offenders at risky
places and risky times (Mustaine and Tewksbury, 2000b). For instance, the amount of time
spent at public places at night increases the odds of interacting with would be offenders. It is
suggested that young persons, single individuals, males and those with high-income levels are

more likely to face victimisation as individuals with these demographic characteristics are more

44



likely to spend time away from household settings. Moreover, it is assumed that people share
more time with those having similar demographic characteristics (Hindelang et al., 1978).
Thus, shared demographic characteristics such as age, gender, ethnicity, family income and

marital status increase the odds of victimisation due to peer involvement (Maxfield, 1987).

2.2.2 Routine Activities Theory

Routine Activities Theory (RAT) is another systematic approach aimed to account for
victimisation. Cohen and Felson (1979) proposed RAT to explain these unexpected crime
trends in the US after World War I1. Official crime statistics pertaining to the period between
1960 and 1975 illustrated significant increases in the crime rates for robbery, rape, aggravated
assault, homicide as well as property crimes in the US (Cohen and Felson, 1979). However,
statistics related to the welfare of US citizens at this period displayed improvement in
employment, education and family income rates. These discrepancies in statistics presented a
sociological paradox since it was expected that increased prosperity would lead to decreased
crime rates (Eck, 1995). It is argued that enhanced welfare changed individuals’ daily routine
activities, which in turn increased the criminal opportunity for the “direct-contact predatory
violations”, namely illegal actions against persons or properties with the intention of damaging
them (Cohen and Felson, 1979, p. 589). Motivated offender, suitable target and absence of a
capable guardianship are proposed to be three minimal elements of a crime. Should the
temporal and spatial convergence of these elements be impeded, the occurrence of a crime
would be prevented (Finkelhor and Asdigian, 1996). It is individuals’ legal daily routine
activities that prepare suitable conditions for the tempo-spatial convergence of these three

minimal elements (Cohen and Felson, 1979).

Although RAT does not deny the significance of motivated offender, it presumes

motivated offender as a given fact since RAT assumes that structural changes in routine

45



activities create opportunities for a crime regardless of changes in offending intention
(McNeeley, 2015). Routine activities, which can be work, social interaction, leisure and
childrearing, are defined as “any recurrent and prevalent activities which provide for basic
population and individual needs, whatever their biological or cultural origins.” (Cohen and
Felson, 1979, p. 593). It is argued that these daily routine activities separate individuals from
their safe home settings or leave their goods unguarded (Miethe et al., 1987). RAT emphasises
the significance of the time of the daily routine activities for the temporal convergence of
suitable target and motivated offender (Cohen and Felson, 1979). For instance, going out to
bars at night both leave the houses unguarded and increase target suitability of individuals’ by

increasing their visibility and accessibility (Tewksbury and Mustaine, 2001).

2.2.3 The Opportunity Model of Predatory Victimisation

Cohen et al. (1981) later proposed a new version of RAT. This approach which is
dubbed as “the opportunity model of predatory victimisation” (Cohen et al., 1981, p. 507) is
considered as the subset of opportunity theories of victimisation since it synthesised the
lifestyle concept of LET with three minimum crime elements of RAT (Sampson and
Wooldredge, 1987). This new model was formed according to the outcomes of an empirical
study aimed to build a bridge between demographic characteristics such as age, income and
ethnicity and risk of experiencing predatory victimisation like burglary and theft (Cohen et al.,
1981). This approach conceives five concepts, exposure, proximity to potential offenders, the
attractiveness of suitable targets, guardianship and definitional properties of specific crimes, as
the risk factors acting as mediating factors on the likelihood of occurrence of victimisation

(Sampson, 1987).

Cohen et al. (1981) explicitly stated that this approach borrowed the lifestyle element

of LET proposed by (Hindelang et al., 1978). Lifestyle is presented as the proxy of exposure
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and guardianship in this model of victimisation. Exposure is defined as “visibility and
accessibility of persons or objects to potential offenders” while proximity is explained as
“physical distance” between individuals’ residents and places where potential motivated
offenders are found (Cohen et al., 1981, p. 507). It is argued that there is a positive relationship
between exposure, proximity and risk of victimisation. The more individuals expose
themselves through their activities which determine their lifestyles, the more likely they face
victimisation (Cohen et al., 1981). People residing in close proximity to the population of
offenders also increase the risk of victimisation by enabling potential offenders to acquire more
information about their lifestyle patterns and security measures applied to protect their
residents (Meier and Miethe, 1993). The target attractiveness concept encompasses two
attributes: value and inertia of persons or objects. Persons or objects having more value and
less inertia (less physical resistance like small weight or size) to potential attacks are
hypothesised to be more attractive targets (Cohen et al, 1981). For instance, a mobile phone
can be considered as a more attractive target when compared to a desktop computer or a TV

due to its inertia, which means that it is less resistant to removal and easy to carry or hide.

Definitional properties of specific crimes denote attributes of that impose some
limitations or present some difficulties for offenders to implement their criminal intentions
(Cohen et al., 1981). The distinction between larceny and burglary regarding the difficulties
they pose to potential offenders may be an example of this concept. Offenders require more
information for the commission of burglary when compared to larceny. Hence, potential
offenders who act rationally would seek less attractive targets should they have no substantial

information about lucrative targets (Collins et al., 1987).
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2.2.4 Structural-Choice Theory of Victimisation (Lifestyle Routine Activities Theory)

Miethe and Meier (1990) integrated three approaches of criminal opportunity
(Lifestyle-exposure, Routine Activities Theory and Opportunity Model) into one single model
what they called Structural-Choice Model. However, this approach is mostly referred to as
Lifestyle Routine Activities Theory (LRAT) in the literature. Miethe and Meier (1990)
simplified the elements of the theory to four concepts: proximity to motivated offenders,
exposure to risky situations, target attractiveness and absence of capable guardianship. It is
proposed that these four concepts are the necessary conditions for the occurrence of an offence.
Thus, the absence of any of these elements would prevent victimisation (Sampson and

Lauritsen, 1990).

The omission of definitional properties of specific crimes and classification of the
conceptual elements as structural and choice components are two fundamental distinctions
between Cohen et al.’s (1981) approach and Miethe and Meier’s (1990) model. Miethe and
Meier (1990) argue that individuals’ lifestyles and daily routine activities create opportunity
structure for criminal intention since persons’ lifestyles and daily routine activities are
proposed to increase their exposure to offenders at risky times and places. Miethe and Meier
(1990) further posit that attractiveness of potential targets and degree of capable guardianship
impact offenders’ target selection decisions given that offenders act rationally. Thus, while
proximity and exposure elements are conceptualised as opportunity structure component of the
model, target attractiveness and absence of a capable guardianship are hypothesised as choice

features of the model (Meier and Miethe, 1993).
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2.2.5 Assessment of Theoretical Evolution of LRAT

LET and RAT are two cornerstone theories that provided the foundation for the criminal
opportunity approach. Although there are some minor conceptual variations between these
theories and following variations of these theories, it is generally proposed that LET and RAT
are similar theories explaining the same phenomenon with different terminology (Maxfield,
1987; Meier and Miethe, 1993; Eck, 1995; Choi, 2008). Initially, these conceptual similarities
and differences will be documented, and then integration of these concepts in the LRAT

perspective will be evaluated.

The main similarity between these two theories is their victim centred opportunity
perspectives related to the occurrence of a crime (Maxfield, 1987; Miethe and Meier, 1990;
Meier and Miethe, 1993). Both theories propose that individuals’ lifestyles and routine
activities create opportunities for criminal victimisation. However, while LET put more
emphasis on the role of demographic characteristics of individuals on the risk of victimisation,
RAT highlights the significance of tempo-spatial convergence of three elements for the
creation of criminal opportunity. Furthermore, both theories downplay offender motivation and
focus on risk enhancing patterns of daily routine activities (Finkelhor and Asdigian, 1996;
Mustaine and Tewksbury, 1998). It is argued that motivated offenders are always present. Thus,
emphasis should be put on risk enhancing lifestyles, routine activities and demographic
characteristics (Osgood et al., 1996). The assumption of the rationality of offenders while
selecting their targets is another shared characteristic of these two theories (Clarke, 1995;
Holtfreter et al., 2010). Rational offenders calculate the benefit and risk of their actions, and
they may choose a less attractive target should they perceive the presence of a guardian capable

of deterring the offence (Miethe and Meier, 1994).
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One of the main differences between LET and RAT is their perception of the occurrence
of victimisation. Whereas LET takes the risk posed by risky behaviours using drugs or peer
involvement into account while assessing the probability of facing victimisation, RAT is more
concerned with normal daily activities that lead the convergence of three minimum elements
for the occurrence of victimisation (Pratt and Turanovic, 2016). Their assumption regarding
the occurrence of crime is another important distinction between these two theories. LET is
proposed to explain differential risks posed by individuals’ lifestyles and demographic
characteristics; however, RAT aims to account for the causes of changes in crime rates (Miethe

and Meier, 1994).

2.2.5.1 Transformation of Conceptual Elements of LRAT

As it is outlined above, LRAT is a product of a process starting with the introduction
of LET. This section summarises the conceptual transformation of LRAT elements (Figure
2.1). The ideas presented in LET was groundbreaking since crime and victimisation were
examined through offending intention prior to the introduction of LET (Eck, 1995; Tillyer and
Eck, 2009; Pratt and Turanovic, 2016). RAT is generally perceived as the extension of LET as
it borrowed routine activities concept from LET (Maxfield, 1987; Finkelhor and Asdigian,
1996). Cohen and Felson (1979) added a suitable target and absence of capable guardianship
as the other criminal opportunity creating elements. They proposed that a suitable target has
four attributes which are value, inertia, visibility and accessibility. Visibility and accessibility
are seen as the function of routine activities since they increase the probability of intersecting
with potential offenders at risky places and times. Value and inertia are hypothesised to

increase the desirability of the object or persons.
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Later, Cohen et al. (1981) divided suitable target elements as exposure which is the
outcome of visibility and accessibility of targets and target attractiveness referring symbolic
value and desirability of objects or persons. This categorisation of four attributes appears to be
more practical since one concept (suitable target) had different dimensions which would make
it difficult to operationalise in empirical studies. It would be a hard task to assess whether it
was visibility and accessibility or value and inertia that made objects or persons more suitable
targets. Moreover, Cohen et al. (1981) introduced proximity to the motivated offender concept
in their new model although Cohen and Felson (1979) used the term proximity to explain
unexpected high victimisation rates among unemployed people. They argued that the
geographical proximity of unemployed individuals to the high concentration of would-be
offenders could be the reason for the increased risk of being targeted. However, they did not
use proximity as a conceptual component of the RAT. Cohen et al. (1981) posit that proximity
to motivated offenders, which denotes living in areas close to places where potential offenders

are mostly found, increases the risk of victimisation.

Miethe and Meier (1990) suggested a structural-choice model as a remedy to
operationalisation problems occurred in empirical studies applied LET and RAT. They
proposed four elements: proximity, exposure, target attractiveness and absence of a capable
guardianship as minimal requirements of a crime. They omitted the concept of definitional
properties of specific crimes from their model. Although authors did not provide any reason
for the omission of this concept, difficulties in the operationalisation of this concept may be a
possible explanation of the removal of definitional properties of specific crimes from the

equation of victimisation process
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2.2.6 Critique of Opportunity Theories of Victimisation

It may be argued that opportunity theories of victimisation challenged the way scholars
perceived the criminal victimisation and the introduction of LET and RAT stimulated
criminological thinking (Osgood et al., 1996; Mustaine and Tewksbury, 1998; Tillyer and Eck,
2009). Whereas this approach received praise for its novel contribution to criminological
thinking, it has also been subject to criticism. This section of the chapter documents the

conceptual limitations of opportunity theories of victimisation.

It is argued that main postulate of opportunity theories which states that crime is the
outcome of the convergence of three elements: motivated offender and suitable target in the
absence of a capable guardianship presents an unfalsifiable tautology (Walklate, 1989; Pratt
and Turanovic, 2016). This formulation of victimisation is just a mere description of crime
events, and there is nothing special with this formulation (Sutton, 2014). However, | would
argue that although criminal opportunity theories are descriptive in nature, they still offer a
valuable systematic approach to crime events. Examining the contribution of each element to

crime events would provide significant insight into our understanding of criminal victimisation.

The vagueness of the lifestyle concept and failure in distinguishing between risky and
non-risky routine activities were other criticisms directed to opportunity theories (Meier and
Miethe, 1993). Tittle (2018) further argues that theory does not tell exactly which daily routine

activities or which combination of these activities lead to victimisation.

Ambiguity around the relative importance of each conceptual component of theory in
the commission of a crime is another criticism directed to opportunity theories approach. It is
argued that theory posits convergence of three elements as a minimal requirement of predatory
victimisation; however, each component should not have equal impact on the chance of

experiencing victimisation (Miethe et al., 1987; Finkelhor and Asdigian, 1996). For instance,
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is its absence of a capable guardianship or symbolic value of an object that makes it a more
suitable target of an attack? Opportunity theories do not clearly state which elements of theories

create more opportunities for criminal victimisation.

Lastly, the lack of focus on offenders has also received criticism. It is argued that
opportunity approach downplays the role of offenders in the commission of a crime (Meier and
Miethe, 1993). These theories propose that crime rates may display changes regardless of the
total number of offenders in a society (Akers, 1999; Tillyer and Eck, 2009). It is the shifts in
criminal opportunities created by individuals’ lifestyles and routine activities that cause
variance in crime rates. Another point to be highlighted with regards to offending is that this
approach implicitly states that every individual may commit an offence should the opportunity
arises (Bohm and Vogel, 2010). Clarke and Felson (1998, p. 1) later explicitly pronounce this

assumption with the well-known phrase “opportunity makes thief”.

This section of the chapter introduced the historical development of opportunity
theories of victimisation. The next section will critically evaluate the applicability of the last

version of opportunity theories of victimisation, LRAT, to cybercrime.

2.3  Application of LRAT to Cybercrime Studies

Even though opportunity theories of victimisation were proposed to explain the causes
of predatory victimisation, it has been applied to many types of victimisation including
cybercrime. Although some scholars (Grabosky and Smith, 2001; Pease, 2001) discussed the
virtue of some concepts of RAT for cybercrime in their works, it is Grabosky (2001) who
explicitly proposed RAT as a theoretical framework for cybercrime studies. He argues that
technology advances rapidly; however, basic tenets of human motivation like lust, revenge,
power, adventure and greed do not change. Three elements proposed to account for the

victimisation of conventional terrestrial crimes may be utilised to explain the causes of
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victimisation in cyberspace. A review of the literature indicates that RAT has gained
considerable attention of scholars researching cybercrime after Yar’s (2005) seminal work
where he systematically examined the conceptual problems of applicability of RAT to
cybercrime. Since then many cybercrime studies applied opportunity theories of victimisation

as a theoretical framework.

The applicability of LRAT as a theoretical framework to cybercrime studies is one of
the contested debates in cybercrime victimisation literature (Paek and Nalla, 2015; Holt and
Bossler, 2016). Opportunity theories of victimisation have been applied as theoretical
frameworks while examining online fraud victimisation (Pratt et al., 2010; van Wilsem, 2013a;
Policastro and Payne, 2014), online identity theft victimisation (Paek and Nalla, 2015;
Williams, 2015), phishing victimisation (Hutchings and Hayes, 2008; Leukfeldt, 2014),
hacking victimisation (Choi, 2008; Choi et al., 2016), malware infection (Bossler and Holt,
2009; Holt and Bossler, 2013; Leukfeldt, 2015), online harassment victimisation (Marcum et
al., 2010; Marcum, 2011; Reyns et al., 2011; Reyns et al., 2016) and multiple forms of
cybercrime victimisation (Ngo and Paternoster, 2011; van Wilsem, 2013b; Reyns et al., 2015).
The results of these empirical studies yielded mixed results about the applicability of LRAT to
cybercrime as well as the theoretical power of theory in explaining victimisation in cyberspace.
Whereas results of some studies (Choi, 2008; Reyns et al., 2011; Reyns et al., 2016) supported
the application of theory, results of some other studies (Ngo and Paternoster, 2011; Policastro
and Payne, 2014) lent no support to the application of theory to cybercrime. On the other hand,
some other studies (Bossler and Holt, 2009; Marcum et al., 2010; Holt and Bossler, 2013; van
Wilsem, 2013b) yielded partial support for the applicability of LRAT to cybercrime which
means that while some elements of theory fail to account for victimisation in cyberspace other

elements explain cyber victimisation successfully.
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The first part of this section examines the operationalisation of opportunity theories of
victimisation in cybercrime victimisation studies. The second part of this section critically
reviews the debate pertaining to shortcomings of utilising conceptual elements of LRAT in

cybercrime victimisation analysis.

2.3.1 Operationalisation of LRAT concepts in Cybercrime Studies

As noted earlier, although opportunity theories of victimisation share similar
approaches to the causation of victimisation events, their conceptual frameworks display
differences. A review of the literature indicates that scholars aiming to understand victimisation
phenomenon through the lenses of criminal opportunity utilised different versions of this
theoretical approach. Likewise, cybercrime studies utilising opportunity theories as theoretical
frameworks applied different versions of this theoretical perspective. While some cybercrime
victimisation studies (i.e. Hutchings and Hayes, 2008; Bossler and Holt, 2009; Pratt et al.,
2010; Marcum, 2011) applied RAT as a theoretical framework, some others (i.e. Ngo and
Paternoster, 2011; Policastro and Payne, 2014; Maimon et al., 2015) utilised LRAT to account
for cybercrime victimisation. Some scholars preferred to utilise LRAT with other theories to
increase the predictive power of their studies. For instance, Self-control Theory and RAT
(Holtfreter et al., 2008; van Wilsem, 2011, 2013a, 2013b) or Protection Motivation Theory
(PMT) and RAT (Jansen and Leukfeldt, 2016) are utilised in tandem to account for cybercrime

victimisation.

Choi (2008) utilised the LRAT perspective to create a Structural Model of computer-
crime victimisation. However, as he treated the RAT as the extension of LET, he did not
operationalise four conceptual elements of LRAT. Self-reports from a sample of college
students (N=204) were utilised to run Structural Equation Model tests. Online lifestyle and

digital guardianship concepts were operationalised to construct the proposed model of
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victimisation. Online lifestyle was operationalised with three measures: normal vocational and
leisure activities, risky vocational activities and risky leisure activities. Online activities like
visiting unknown websites, downloading free MP3 or software and clicking icons without
consideration were used as proxy measures of risky online lifestyle. Three digital guardianship
measures: using antivirus software, anti-spy software and firewall were utilised to measure the
effectiveness of guardianship. Three variables, frequency of victimisation, total hours lost due
to victimisation experience and total financial loss, were used as a proxy of computer-crime
victimisation. Research findings indicated the presence of a relationship between computer-
crime victimisation, an online lifestyle and guardianship measures. His model suggested that
while risky online lifestyle increased the odds of victimisation, guardianship measures

decreased the risk of being a victim.

Choi’s (2008) study is one of the first studies adapting opportunity theories approach
to cybercrime. Demonstrating the relationship between two main LRAT concepts (online
lifestyle and guardianship) and the risk of victimisation was the major contribution of his study
to cybercrime victimisation literature. However, this study has some significant limitations to
be documented. Although the Choi (2008) utilised RAT as a theoretical framework, he did not
operationalise suitable target concept of this theory. His Cyber-Routine Activities model
presented an abridged model of RAT. Moreover, he did not deal with conceptual issues with
regards to the transposition of RAT’s concept to cybercrime studies. Lastly, he used a limited
number of online activities as a proxy of the online lifestyle. Utilising a sample of college
students, which limited generalisability of research findings, was another shortcoming of the

study.

Later Choi et al. (2016) utilised the same dataset collected in 2007 to examine the

relationship between demographic characteristics of Internet users and the risk of computer
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crime victimisation. Age, gender and ethnicity were the demographics examined through the
Structural Model of Victimisation. The results of this study indicated the presence of gender
difference at online lifestyles of Internet users. Males were found to be more likely to engage
with risky online activities. However, no gender difference was identified pertaining to digital
guardianship. A negative association was identified between age and security measure
application. Older Internet users used fewer security measures. However, it should be noted
that this study utilised college students as the sample universe. Thus, the generalisability of this
finding is questionable. Their study suggested no significant relationship between race and risk
of victimisation. Since Choi et al. (2016) utilised the same dataset in their analysis above

mentioned limitations are applicable to this study.

Reyns et al. (2011) proposed Cyberlifestyle-Routine Activities Theory. A sample of
college students (N=974) was utilised to research cyberstalking victimisation. This study may
be considered as the most successful application of LRAT to cybercrime victimisation analysis,
since all four concepts of LRAT, online exposure to motivated offenders, online proximity to
motivated offenders, online target attractiveness and online guardianship, were operationalised
in this study. Moreover, online/electronic deviant lifestyle is also included this proposed cyber
version of LRAT. Demographic characteristics and risky offline activities were added as
control variables in the study. Due to a large number of variables, the operationalisation of this

study is illustrated with a table (Table 2.1).
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Table 2.1
Operationalisation of Reyns et al. (2011)

Dependent variable
Unwanted contact
Harassment
Sexual advances
Threats of violence
Cyhberstalking victimization
Independent variable
Online exposure
Time spent online (Number of hours per day)
Number of social networks
Number of updates to social network (Number of updates to social networks per day)
Number of photos online
Use AOL Instant Messenger
Online proximity
Add stranger
Number of friends (Natural log of the number of friends online)
Friend service
Online guardianship
Profile(s) set to private
Use profile tracker
Deviant peers (Mean level of peer deviance)
Online target attractiveness
Composite measure (Mean level of target attractiveness)
Gender
Relationship status
Sexual orientation
Online deviance (Mean level of online deviance)
Control variables
Age
Non-White
Offline risky activities

59



The results of this study suggested LRAT as a suitable theoretical framework for
cybercrime victimisation. While online exposure and proximity had the weakest association
with cyberstalking victimisation, online target attractiveness and guardianship had a stronger
relationship with victimisation. Online deviance had the most significant impact on the risk of

experiencing cyberstalking victimisation.

This study which integrated LRAT approach with Self-control Theory (Gottfredson and
Hirschi, 1990) has important contributions to cybercrime literature. Previous studies utilising
opportunity approach as a theoretical framework failed to operationalise at least one component
of LRAT. However, Reyns et al. (2011) operationalised all components of LRAT. This study
successfully addressed all criticism related to applicability of LRAT to cybercrime. Integrating
Self-control theory with LRAT is another significant contribution of this study. LRAT
generally focused on the impact of normal routine activities on the risk of victimisation. This
study incorporated the effect of deviant online activities to opportunity theories of
victimisation. However, it should be noted that this is not the first study that incorporated online
deviance to opportunity theories of crime. Previous cybercrime studies also examined the
impact of cyber deviance on the risk of online harassment (Holt and Bossler, 2008; Bossler and
Holt, 2010), malware infection (Bossler and Holt, 2009) and computer virus infection (Choi,

2008).

This part of the section reviewed the key studies to illustrate the operationalisation of
LRAT concepts in cybercrime victimisation studies. This part of the section discusses the
conceptual problems of utilising LRAT concepts in empirical cybercrime victimisation

research.
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2.3.2 Conceptual Pitfalls of Transposing LRAT Elements to Cyber Space

As stated earlier, LRAT posits that motivated offender, suitable target and absence of a
capable guardian are three minimum elements for the occurrence of a crime (Cohen and Felson,
1979). Since a motivated offender is given, proximity and exposure to the motivated offender
are conceptualised as a proxy of offending behaviour (Felson and Cohen, 1980). This section
of the chapter presents the conceptual problems of applying LRAT as a theoretical framework

to cybercrime analysis.

2.3.2.1 The Distinction between Proximity and Exposure to Motivated Offender

Proximity to motivated offenders is defined as “the physical distance between areas
where potential targets of crime reside and areas where relatively large populations of potential
offenders are found”. Whereas, exposure is defined as “the physical visibility and accessibility
of persons or objects to potential offenders” (Cohen et al., 1981, p. 507). So, while proximity
refers to the physical distance between targets’ neighbourhood and places where potential
offenders are mostly found (Meier and Miethe, 1993), exposure denotes individuals’ actions
that increase their visibility and accessibility to motivated offenders. Cohen and Felson (1979)
propose that physical or geographical closeness to the motivated offender population increases
the risk of being a victim due to the possible interaction between offenders and potential targets.
The places where potential offenders concentrate are called “hotspots of crime” (Sherman et
al., 1989, p. 37). A number of studies (Koper, 1995; Sherman and Weisburd, 1995; Braga and
Bond, 2008; Malleson and Andresen, 2015; Ariel and Partridge, 2017; Quick et al., 2018)
investigating the presence and the effects of hotspots of crime on the likelihood of being a

victim of a crime suggest that these places increase the odds of victimisation.

The transposition of the proximity concept into cyberspace is problematic as the

distance in cyberspace in constant (Yar, 2005). In other words, cyber proximity means that
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every Internet user resides at the same virtual distance to the motivated offender. Vakhitova et
al. (2015) argue that the operationalisation of these two concepts, proximity and exposure to
the motivated offender, in cybercrime studies is a difficult task as these two key elements
overlap. In order to overcome this difficulty, some scholars (Bossler and Holt, 2009; Holt and
Bossler, 2013) preferred to operationalise these two elements as one concept, some other
scholars (Leukfeldt, 2014; Leukfeldt, 2015; Leukfeldt and Yar, 2016) did not use these
elements in their operationalisation. They operationalised attributes of a suitable target (value,
inertia, visibility and accessibility) to examine the relationship between online activities and

facing different forms of cybercrime.

2.3.2.2 Target Suitability and Target Attractiveness

The second concept of the LRAT that create difficulties in cybercrime studies is a
suitable target. Cohen and Felson (1979) argue that when a suitable target meets the potential
offender at the same time and place crime occurs. The concept of target suitability has two
dimensions: routine activities that make individuals or objects suitable targets and attributes of
individuals or objects that make them attractive targets (Felson and Cohen, 1980; Cohen et al.,
1981). The first dimension perceives individuals’ daily routine activities as a risk factor for
being a suitable target. Cohen and Felson (1979) propose that individuals’ daily activities may
cause them to be easy prey for the offenders. For instance, they argue that going out frequently
at night leaves houses unguarded and create opportunities for burglars. Visibility and
accessibility are two dimensions of the target suitability (Bennett, 1991). Targets that are more
visible or accessible to potential offenders are more likely to be subject to a crime (Cohen et
al., 1981). Tilley et al. (2015) argue that decreasing the target suitability of individuals or items

can decrease crime rates.
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The second dimension of a suitable target, namely target attractiveness, refers to the
desirability of an object as a subject of a crime (Cohen and Felson, 1979). Value, inertia,
visibility and accessibility, which are acronyms as VIVA, are the four elements that make an
object or individual attractive (Cohen and Felson, 1979). Felson and Clarke (1998, p. 20) dub
the products that have these attributes as “hot products” of crime. Information is the hot product
of the virtual environment (Wall, 2007; Newman and Clarke, 2003). This information can be
personal details, credit card numbers or bank account credentials. Demographic characteristics
such as age, gender and income are also conceptualised as the proxy of the target attractiveness
in traditional crime® studies (Miethe et al., 1987; Sherman et al., 1989; Moriarty and Williams,

1996; Fisher et al., 2010; Tilley et al., 2015).

Cohen et al. (1981, p. 508) define target attractiveness as “the material or symbolic
desirability of persons or property targets to the potential offender”. In economic cybercrime
context, what makes a target attractive in cyberspace is vague as offenders generally have little
or no information about their targets’ economic well-being (Vakhitova et al., 2015). Newman
and Clarke (2003) argue the primary target of online offenders is information. It seems
reasonable to propose that online offenders motivated with financial ends are in search of
personal information that can be used to acquire financial gains from targeted individuals
(Reyns, 2013). In this aspect, it may be proposed that insignificant personal identifying
information such as email addresses may be significant in determining a targets’ attractiveness

in cyberspace.

8 This thesis will use the term “traditional crime” to refer crimes that take place outside the cyberspace. In other
words, this term will denote offline crimes.
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2.3.2.3 Spacio-temporality of the Events

The congruence of a potential target and motivated offender at a particular place and
time is LRAT’s basic premise (Yar, 2005; Holt and Bossler, 2016). This proposition stresses
the significance of the temporal and spatial order of criminal acts (Ngo and Paternoster, 2011;
van Wilsem, 2013b). Yar (2005) is one of the first scholars to criticise the transferability of
LRAT constructs to cyberspace. Yar (2005) proposes that contrary to real-world counterparts,
virtual spatialities are unstable and volatile since they are the outcome of networked
technologies (i.e. servers, nodes, fibre optic cables). So, virtual space is not similar to the
geographical space that we are accustomed to. Furthermore, he asserts that the average lifespan
of websites is very limited. Thus, cyberspace is not composed of fixed locations. This
disappearance of cyber spatialities is contrary to the very stable existence of geographical

locations of the real world spatialities.

Yar’s (2005) second argument concerns the lack of synchronised flow of events at
cyberspace. He argues that cyberspace is spatio-temporally disorganised due to the lack of
anticipation when the suitable target would be present online. This disorganised nature of
cyberspace hinders the applicability of LRAT to cybercrime since the basic premise of the
theory, which highlights the importance of the patterns arouses from individuals’ routine
activities, is not met. Lack of this behavioural pattern may hinder the target and offender
interaction in virtual space. Though Internet users (potential targets) and motivated offenders
may meet at particular places, namely websites like shopping or online banking websites, they

may not be present at a particular website at the same time.

In response to Yar’s (2005) critiques in regards to spatially disorganised nature of
cyberspace, Maimon et al. (2015) argue that even though Yar’s (2005) argument about the

transient existence of some websites partly reflects the lifespan of some websites, it is not valid
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for those that belong to prominent online merchants, social networking websites or universities
and government. In the same vein, Reyns et al. (2011) propose the Cyberlifestyle Approach
which is based on a “system problem approach” of Eck and Clarke (2003, p. 35). Eck and
Clarke (2003) argue that some sort of crimes like computer virus infection may happen through
systems without necessitating face-to-face contact between offender and victim. Offenders
utilising the same network with potential targets still can reach them regardless of the
geographical dispersion. Mail bombing attack® is an example of system problems in real-world
(Eck, 2003). Explosive containing packages may still cause harm event though offender and
victim do not necessarily interact face-to-face. Reyns et al. (2011) assert that cyberspace
constitutes a networked system, and this virtual space can act as a proxy of real-world physical

spatialities.

Reyns at al. (2011) also address Yar’s (2005) critique of the temporally disorganised
nature of cyberspace. They conceptualise the time of engagement between offender and target
as a continuum rather than an instant event. They argue that the actions of the perpetrators and
target will eventually overlap. For instance, fraudsters send phishing emails, but the email user
may open them sometime later. The time interval between the action of sending phishing email
and opening an attached link constitutes the time of congruence. Hence, this attribute of the
cyberspace which delineates it from the real-world form a new understanding of temporal
congruence between motivated offenders and suitable targets (Choi et al., 2016; Riek et al.,

2016).

Overall, this section of the chapter documented problems related to transposing some
concepts of LRAT to cybercrime analysis. This thesis aims to address the aforementioned

shortcomings of applying LRAT to cybercrime. Firstly, operationalisation difficulties between

9 Mail bombing attack is the action of sending an explosive including package to a target via postal services.
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differentiating proximity and exposure to motivated offender elements lead scholars either
ignore one element in their analysis or treat them as one single concept. This thesis argues that
the main point to be underscored in these concepts is the distinction between the visibility and
accessibility of targets. While proximity refers to the mere presence of Internet users on any
website, exposure refers to sharing identifying personal information such as credit card
numbers or email addresses. This distinction highlights the fact that a target should not only be
visible, but it also must be accessible at the same time to increase the risk of exposure to
motivated offenders. This aspect of exposure, | would argue, is the most apparent distinction
between exposure and proximity to the motivated offender as potential targets should take some
actions to make them accessible. For instance, whereas using chat rooms may be an indicator
of proximity to the motivated offender, sharing pictures can be an indicator of exposure to the

motivated offender.

In economic cybercrime context, this distinction may be measured with
operationalising online activities that require personal information disclosure as exposure to
the motivated offender. For example, online shopping and online banking will be proxy
measures of exposure to motivated offender since Internet users reveal their personal and
financial information while accessing these online services. Additionally, online activities that
do not require personal or financial information may be considered as proxy measures of
proximity to the motivated offender. Browsing for information, reading emails or video

streaming will be operationalised as proximity to the motivated offender in this thesis.

What makes an Internet user an attractive target will be another controversial issue this
thesis aims to address. Previous research operationalised target attractiveness with
demographic characteristics such as income or gender. However, analysis of these attributes

may not provide any meaningful interpretations since online perpetrators mostly do not have
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any information about Internet users’ demographics. Thus, this thesis aims to explore the

factors that render Internet users as attractive targets.

The previous section dealt with issues regarding the applicability of LRAT to
cybercrime. This section and the following section introduce two theoretical approaches that
will be utilised as a conceptual framework while examining Internet users’ decision-making
processes when they face an online threat and post-victimisation effects of cybercrime

victimisation.

2.4  Protection Motivation Theory

Protection Motivation Theory (PMT) is a behavioural response theory, which aims to
account for individuals’ protective reactions to fear appeals (Warkentin et al., 2016; Thompson
et al.,, 2017). PMT was originally proposed to account for the impact of fear appeal
communications on behavioural change. Rogers (1975) suggested that individuals conduct a
series of cognitive processes to assess the extent of the threat or harm introduced with fear
appeal communications. These cognitive processes are run to evaluate a) severity of the threat
b) likelihood of experiencing the threat c) efficacy of proposed response to the threat (Rogers,
1975). He argues that these three corresponding cognitive appraisal processes are conducted to
mediate the acceptability of recommended solution to fear appeals. Protection motivation is the
outcome of these processes. This initial model conceived fear appeals as the initiator of
cognitive processes ending with protection motivation decision (Maddux and Rogers, 1983).
Later, a revised version of PMT, which enriched the sources of protection motivation, was
proposed. (Rogers, 1983). The revised version of PMT included rewards, response cost and

self-efficacy into the model (Maddux and Rogers, 1983).

The second model grouped cognitive appraisals processes conducted to evaluate fear-

arousing instances or messages into two categories: threat appraisal and coping appraisal
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(Rogers, 1983). Individuals assess the severity of consequences and the likelihood of facing
these consequences through threat appraisals (Rogers, 1983). Threat appraisal is a combination
of two elements: perceived severity and perceived vulnerability. While perceived severity
refers to the extent of expected magnitude of threat (Mattson, 2002; Phuanukoonnon et al.,
2006; Ritland and Rodriguez, 2014), perceived vulnerability denotes likelihood of facing
undesired consequences (Rutledge, 1987; Watt, 2001; Liang and Xue, 2010). It is proposed
that the higher perceived severity and perceived vulnerability, the more likely an individual to

implement adaptive behaviour (Lwin et al., 2012).

After the initial threat appraisal, a coping appraisal is made to determine individuals’
capability to deter the threat and assess the effectiveness of the chosen response. Self-efficacy
and response efficacy are the elements of coping appraisals (Rogers, 1975). Self-efficacy may
be defined as the individual’s skilfulness to impede a threat or his/her perception related to
his/her ability to thwart a threat (Ifinedo, 2012; Tsai et al., 2016). Self-efficacy is a significant
concept as it denotes an individual’s capability to understand the extent of the online threat and
determine the most effective safeguarding measure. For instance, an Internet user with high
computer self-efficacy may detect a phishing attempt while reading the email and delete it
without following the proposed solution for the fabricated problem. Response efficacy is the
belief that proposed countermeasures will work to eliminate the impact of the threat (Beck and
Lund, 1981; Floyd et al., 2000). If the individual considers the countermeasure as incapable of
thwarting the threat, he/she will not implement any adaptive response. Due to that factor
Internet security firms strive to enhance Internet users’ perceived response efficacy with

regards to the effectiveness of security software in preventing cybercrime victimisation.

Rogers (1983) later included rewards or benefits into the protection motivation theory

to account for individuals’ decision of risk-taking behaviours. He argues that rewards or
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benefits may promote individuals’ decision of continuing risk behaviour despite the perceived
threat. As it was discussed in the previous chapter, deviant online activities were associated
with the increased risk of facing cybercrime victimisation. The perceived reward is central to
the intention of engaging with deviant online activities as rewards increase the propensity to
take risks. For instance, some Internet users download pirated software (Moquin and
Wakefield, 2016) or access free streaming websites (Aguiar, 2017) despite the danger of facing
malware infection due to rewards of getting some benefits for free. This thesis will examine
the impact of rewards on the likelihood of experiencing economic cybercrime victimisation

through the lenses of victims.
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Rogers (1975; 1983) argue that there is a linear relationship between perceived severity,
perceived vulnerability, and protection intention. When one element of interaction is low, the
protection motivation will also be low. Past research about Internet users’ security adaptation
intention yielded conflicting results pertaining to the impact of perceived severity and

perceived vulnerability on protection intentions.

Jansen and van Schaik (2016) examined how perceived severity and perceived
vulnerability had an impact on Dutch online banking users’ protection motivation. They have
found that while perceived severity affected online banking users’ intention to adopt a security
measure, the perceived vulnerability did not have any impact on protection motivation. Tsai et
al. (2016) researched the predictors of online safety intentions. They have found that perceived
severity was positively correlated with security intentions. Kim and Kim (2016) investigated
whether Internet users’ perceptions related to the likelihood of facing online identity theft
victimisation had an impact on their protection motivation. The results of the research indicated
that whereas participants who felt themselves vulnerable to identity theft victimisation agreed
to use identity theft protection services, those who were aware of severe consequences of
experiencing victimisation did not consider identity theft protection services as useful. On the
other hand, Youn (2005) researched the effect of threat perceptions on college students’
willingness to share personal information online. He found that both perceived severity and

vulnerability to threat alleviated intention of disclosing personal information.

The results aforementioned empirical research suggested that perceived severity and
perceived vulnerability have a varying impact on individuals’ protection motivation depending
on the circumstances that individuals face a threat. Though the perceived severity of the
consequences appeared to strengthen the protection intention generally, perceived vulnerability

may not sometimes lead individuals to apply security measures. This lack of motivation might
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be the consequence of the interaction between threat appraisal and coping appraisal. The coping
appraisal process appears to act like a bridge between the perceived risk that is the outcome of
the threat appraisal and the decision of implementing a protective behaviour. Individuals’
perceptions with regards to the effectiveness of the safeguarding measure or individuals’ self-
efficacy in implementing the required precautions to the imminent threat determine the
decision of protection intention. For instance, the results of Dodel and Mesch (2017) suggest
self-efficacy as the most notable predictor of anti-virus software usage. They argue that those
who have a greater belief in their ability to protect their computers were more likely to use anti-
virus software. In another study, Milne et al. (2009) investigated how self-efficacy impacted
online consumers’ security behaviours. They found that high self-efficacious Internet users
engaged in protective behaviours like installing anti-virus software, using strong passwords
and clearing the browser cache. Response efficacy also emerges as a significant factor in
implementing a security measure. Empirical research results suggest that should Internet users
are persuaded that the response is effective in thwarting a threat they are more likely to use

strong passwords (Zhang and McDowell, 2009) and back up their data (Crossler, 2010).

Rewards or perceived benefits were also found to impact Internet users’ protection
motivation. Online information disclosure studies grouped perceived rewards or as hedonic
and utilitarian rewards (Wertenbroch et al., 2005; Miltgen and Smith, 2015). Utilitarian
rewards are those that denote instrumental value such as money. Hedonic rewards are more
self-fulfilling benefits like establishing online contacts or receiving likes for their posts (Chen
et al., 2017). Salleh et al. (2013) delve into factors influencing college students’ personal
identifying information disclosure over social networking sites. They have found that while
perceived benefits and perceived risk of disclosing personal information impacted students’
decision of sharing personal information through social networking sites, privacy concern did

not have any effect on personal information disclosure. Youn (2005) researching the impact of
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threat perceptions on college students’ willingness to share personal information online found
that perceived benefits increased personal information disclosure. Similarly, Howe et al. (2012)
who researched computer users security behaviours found that perceived benefits increased the

risk-taking propensity of Internet users.

It is Jansen (2015) who utilise PMT as a theoretical framework in a cybercrime
victimisation study for the first time. PMT was proposed as a suitable theoretical framework
while examining the factors affecting online banking users’ compliance with security
instructions. The results of this study have not been published yet. Jansen and Leukfeldt (2016)
used RAT and PMT in tandem to increase explanatory power of their research while examining
the relationship between phishing, malware infection and online banking. However, PMT had
a limited use in their studies since “its constructs are used as possible additional indicators
explaining online banking fraud victimization” (Jansen and Leukfeldt, 2016, p. 81). Although
these two studies provided a significant insight into utilisation of PMT as a theoretical
framework in cybercrime victimisation studies, applications of PMT is these studies were
limited. This thesis will be one of the first empirical cybercrime victimisation research
examining Internet users’ decision-making processes when they encounter an online threat

through lenses of PMT in economic cybercrime victimisation context.

2.5  Approach and Avoidance Coping Paradigm

Lazarus and Folkman (1984, p. 141) define coping as “constantly changing cognitive
and behavioural efforts to manage specific external and/or internal demands that are appraised
as taxing or exceeding the resources of the person.” Coping paradigm is proposed to explain
the relationship between the stressors, environment and individuals (Chun et al., 2006). Lazarus
and Folkman’s (1984) transactional model and Roth and Cohen’s (1986) approach-avoidance

models are two theoretical approaches to coping (Anshel and Wells, 2000; Parris et al., 2012).
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Lazarus and Folkman (1984) conceptualise approach and avoidance coping strategies
as problem-oriented and emotion-oriented. While problem-oriented coping strategies covers
active solutions to problems faced, emotion-oriented coping strategies entails passive actions
like distancing from the problem (Herman-Stabl et al., 1995). Likewise, Roth and Cohen (1986)
categorises coping strategies as approach coping and avoidance coping. Approach coping
strategies encompasses confrontation strategies, whereas avoidance strategies refer to emotion-
oriented strategies like avoiding the threat or ignoring the existence of the threat (Youn, 2009;
Smit et al., 2014). As can be seen these two models explain individuals’ reactions to stressors

in the same way different terminology.

Avoidance strategies can be sub-categorised as active and passive avoidance strategies
(Rachman, 1976). Active avoidance covers situations where individuals run away from the
stressor or threat (Man et al., 1994). Active avoidance may refer to refraining oneself from
accessing the Internet, avoiding online banking or uninstalling suspicious mobile applications.
Passive avoidance denotes the behaviours of ignoring the stressful situation or threat (Afifi and
Weiner, 2004). Passive avoidance is similar to emotion-oriented coping strategies proposed by
(Lazarus and Folkman, 1984). The application of passive avoidance strategies like ignoring the
attacks of the bullies is more prevalent in cyberbullying cases (Price and Dalgleish, 2010;
Machackova et al., 2013). It should be noted that the active and passive divide in avoidance
strategies has not been applied to cybercrime studies. Cybercrime studies applying coping
approach tends to examine avoidance behaviours as a single concept. It is generally health
studies (Schmidt et al., 2005; Lykeridou et al., 2011; Peterson et al., 2011) that tends to

differentiate between active and passive avoidance strategies as a way of coping.

| would argue that the distinction between active avoidance and passive avoidance is

important in cybercrime context for the following reasons. Firstly, while active avoidance
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strategies, which denote quitting risky online activities, may prevent the occurrence of
economic cybercrime victimisation, passive avoidance strategies indicating ignoring the threat
may cause repeat victimisation since ignoring the online threat does not mean ending its
existence. However, application of active avoidance strategies may have adverse impacts on

Internet users’ online lifestyles since it entails stopping using some online services.

Moreover, as Wall (2010a) argues Internet users may perceive online perpetrators as
omnipotent super criminals who cannot be stopped due to the media representation of the
cybercrime cases. This erroneous belief may lead to passive avoidance since Internet users
would perceive economic cybercrime victimisation inevitable. Lastly, passive and active
avoidance divide may be helpful to assess Internet users’ perceptions with regards to the
effectiveness of guardianship measures. Internet users who do not consider online security
measures would apply passive avoidance strategies by ignoring the application of any

safeguarding measures.

Though coping approaches were proposed to account for individuals’ reactions to
stressors in real-world situations like stress management related studies (Haley et al., 1987;
Meyer et al., 2008; Torres, 2010; Holton et al., 2016) and health studies (Siegel et al., 2001;
Walters and Simoni, 2002; Ko et al., 2016), this approach has also been adapted to Internet
security studies (Liang and Xue, 2009, 2010; Smit et al., 2014). However, coping approach has
limited application in cybercrime studies. Only a handful of cyberbullying studies (Price and
Dalgleish, 2010; Sléglova and Cerna, 2011; Machmutow et al., 2012; Parris et al., 2012;
Machackova et al., 2013) utilised a coping approach to understand college students survival

strategies after experiencing cyberbullying.

Sléglova and Cerna (2011) utilised a coping paradigm to understand negative impacts

of victimisation on adolescents. They found that cyberbullying experiences caused changes in
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victims’ online behaviours. The findings indicated that victims restricted their risky online
behaviours such as limiting shared information online or deleting pictures from the Internet.
The results of Parris et al. (2012) who researched students’ coping strategies in the aftermath
of experiencing cyberbullying suggested that students were more likely to adopt avoidance
strategies like deleting messages. Machackova et al. (2013) examined the effectiveness of
coping strategies for cyberbullying victims. Their findings indicated that cyberbullying victims
adopted both active and passive avoidance strategies to cope with adverse impacts of
victimisation. Seeking support, technical solutions and ignoring the bully were the most cited

coping strategies. (Sléglova and Cerna, 2011).

2.6 Summary

This Chapter has outlined the theoretical dimensions of this doctoral thesis. The review
of the literature suggests that applicability of LRAT to cybercrime is problematic and future
work is required to address potential shortcomings of transposing LRAT ’s conceptual elements
to cyber environment. This thesis aims to contribute to the growing body of cybercrime
victimisation literature by providing operationalisation of all elements of the theory in
cybercrime context and conducting a systematic test of applicability of LRAT to economic
cybercrime victimisation. PMT, which is originally proposed to understand individuals’
behaviural reactions to fear appeals, will be utilised as theoretical lens to examine Internet
users’ cognitive responses to online threats. Approach-Avoidance Coping Paradigm will also
be used to explore adverse impacts of economic cybercrime victimisation experiences on
Internet users’ online lifestyles and safeguarding measures. Application of these three theories
as theoretical and conceptula framework may offer some insighths into our understanding of

the causes and impacts of economic cybercrime victimisation.

75



Moreover, several authors (Jaishankar, 2007; Ngo and Paternoster, 2011; Holt and
Bossler, 2016) stress the importance of introducing new theoretical approaches to understand
cybercrime victimisation. This thesis argues that past empirical studies, which generally
utilised LRAT as a theoretical framework, have ignored the socio-cultural nature of
cyberspace. These studies generally focus on the role of individuals’ demographics and their
online routine activities on the risk of being a victim of cybercrime. Meier and Miethe (1993)
criticise the current victimisation theories for ignoring the effects of social context on the risk
of victimisation. They argue that individuals may become a victim of a crime regardless of
their lifestyles and routine activities. This assumption proposes that certain social factors such
as living in a high crime rate place may have a greater impact on the likelihood of becoming a
victim than individuals’ lifestyles. Application of these three theoretical approaches in one
single studies may this thesis to gain new insights about causation of the economic cybercrime

victimisation.
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Chapter 3 Cybercrime Victimisation

3.1 Introduction

This chapter provides an outline of the literature pertaining to this thesis researching
the causes of economic cybercrime victimisation together with psychological and behavioural
adverse impacts of victimisation experiences on individuals. The aim of this chapter is to
illustrate how empirical research informed research questions of this doctoral thesis. The first
section of the chapter reviews the results of empirical cybercrime victimisation research
employing LRAT as a theoretical framework. The second section of the chapter deals with
modus operandi of online perpetrators. The results of research pertaining to phishing, malware
infection and hacking will be presented in this second section. The following section reviews
economic cybercrime victimisation literature. Card-not-present fraud, online banking fraud and
online identity fraud will be examined in this penultimate section. The last section of this
chapter displays the results of studies researching Internet users’ emotional responses to
negative life events and adverse consequences of these emotional reactions on Internet users’

online behaviours and security intentions.

3.2  Correlates of Cybercrime Victimisation

Lifestyle Routine Activities Theory (LRAT) posits that while exposure and proximity
to motivated offender increase the risk of victimisation, the presence of a capable guardianship
may prevent the occurrence of victimisation (Cohen et al., 1981). Cybercrime victimisation
studies adapting opportunity theories perspective as a theoretical framework utilised the
conceptual constructs of this approach while operationalising their variables. A review of

empirical studies follows conceptual constructs of LRAT.
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3.2.1 Exposure and Proximity to Motivated Offender

LRAT posits that individuals’ lifestyles and routine activities increase the risk of
victimisation since these activities enhance persons’ contacts with would be offenders at risky
times and places (Cohen and Felson, 1979). Following this line of logic, cybercrime
victimisation studies researched the impacts of online routine activities on the risk of
experiencing victimisation. As noted in the second chapter, due to conceptual problems of
transposing exposure and proximity constructs of theory to cyberspace environment,
researchers either operationalised these two conceptual elements as one single construct or used
one of them. Due to that factor results of empirical studies pertaining to these constructs will

be presented together.

Empirical cybercrime victimisation research yielded inconsistent and contradictory
results about the effects of normal daily activities on the risk of facing cybercrime
victimisation. Buying goods or products online appeared to be a risk factor for online
victimisation. Several studies thus far have linked online shopping with cybercrime
victimisation (Marcum et al., 2010; Pratt et al., 2010; Reyns, 2013). Internet banking emerged
as another risk factor. The results of past empirical research suggested that Internet banking
users are more likely to be victimised than those who do not use these services (Hutchings and
Hayes, 2008; Reyns, 2013, 2015). Engaging with online social activities have also been
associated with an increased risk of victimisation. The results of Marcum et al. (2010) revealed
that those who use chat rooms at least one hour a week were likely to receive sexually explicit
material. Likewise, van Wilsem (2013b) illustrated that using social media increase the odds

of online harassment victimisation.

However, some other scholars (Ngo and Paternoster, 2011; Williams, 2015) have found

that legitimate routine online behaviours do not affect the likelihood of being a victim of

78



cybercrime. Instead, empirical results suggest that risky online behaviours like downloading
free games or opening unknown email attachments were associated with increased risk of
online identity theft victimisation (Ngo and Paternoster, 2011; Reyns, 2013). Moreover,
deviant online activities such as pirating media, viewing adult content and using other people’s
Internet connection without authorisation emerged as risk factors of being a victim of malware

infection (Bossler and Holt, 2009; Holt and Bossler, 2013).

As can be seen, reviewed studies focused on the impacts of Internet users’ online
lifestyles on the risk of victimisation due to LRAT’s propositions implicitly putting the
responsibility of victimisation on individuals’ lifestyles or daily routine activities. Thus, extant
research failed to explore the effects of other factors such as technological vulnerabilities on
the risk of victimisation. This thesis seeks to address this gap through examining influences of
technological vulnerabilities which are beyond Internet users’ control on the risk of

victimisation.

Being descriptive in nature is another shortcoming of much of the previous cybercrime
victimisation research. Although these studies illustrated the association between online
activities and risk of victimisation, they failed to account for the causal links between online
lifestyle parameters and victimisation. This thesis aims to explore and understand why certain
normal online activities like online shopping or online banking pose the risk of cybercrime

victimisation.

3.2.2 Target Suitability and Target Attractiveness

A review of the cybercrime victimisation studies illustrated that there are conceptual
differences between target suitability and target attractiveness, which are documented in the
previous chapter (the second chapter). Whereas target suitability refers to being vulnerable or

open to perpetrators’ malicious actions (Finkelhor and Asdigian, 1996), target attractiveness
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denotes the state of being more desirable due to their specific attributes like economic value
when compared to other potential targets (Miethe and Meier, 1994). Despite these conceptual
distinctions, much of the cybercrime studies operationalised these concepts interchangeably
(Vakhitova et al., 2015). Previous cybercrime research focused on two aspects of the target
suitability/target attractiveness: individuals’ demographic characteristics and online

behaviours.

LRAT posits that individuals’ demographics may increase their target attractiveness
(Cohen and Felson, 1979; Cohen et al., 1981). Income, age and gender were the most

researched demographics.

Income, as a target attractiveness factor, received considerable attention in cybercrime
literature. The research findings of the relationship between income and victimisation are
mixed. Whereas some studies illustrate that income is positively correlated with exposure to
online scams and online identity theft victimisation (Garg and Nilizadeh, 2013; Reyns, 2013),
some others (Holtfreter et al., 2005; van Wilsem, 2011; Dai et al., 2014, Policastro and Payne,
2014) yield no relation between income and different forms of online victimisation, namely
credit card and bank fraud, fraud targeting and telemarking fraud. Rather than being a direct
impact on the likelihood of being a target of cybercrime, income may have a moderating effect
on the chance of being targeted (Reyns, 2013). It might be presumed that Internet users with
high-income levels would engage with online financial activities like doing more online
shopping or using online banking more frequently then low-income Internet users. This
frequency of online financial service usage might be a factor impacting target suitability
(Reyns, 2013). On the other hand, individuals with low-income levels might be more eager to
engage with risky online activities like free downloading or responding scam emails offering

an easy way of getting rich (Garg and Nilizadeh, 2013).
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Age is another factor that hypothesised to be related to target suitability. The results of
some empirical studies demonstrated that young people are more likely to be a victim of
cybercrime, (Pratt et al., 2010; Ngo and Paternoster, 2011; van Wilsem, 2011, 2013a; Dai et
al., 2014; Leukfeldt and Yar, 2016); however, Reyns (2013) found that older people are at the
increased risk of online identity theft. Some other research (Holtfreter et al., 2008; Reyns et al.,
2011; Holt and Bossler, 2013; Policastro and Payne, 2014) yielded absence of a significant

relationship between age, target attractiveness and cybercrime victimisation.

It is argued that young individuals’ active online lifestyles, propensity to take the risk,
being impulsive and engaging with deviant online activities as the possible explanations for
the results indicating young Internet users’ as at increased risk of cybercrime victimisation
(Ngo and Paternoster, 2011; van Wilsem, 2011). Although Reyns’ (2013) study did not clarify
why older Internet users were more likely to experience identity theft victimisation, Internet
self-efficacy may be a factor that facilitates cybercrime victimisation among older Internet
users. Some other research (Holtfreter et al., 2008; Reyns et al., 2011; Holt and Bossler, 2013;
Policastro and Payne, 2014) yielded absence of a significant relationship between age, target

attractiveness and cybercrime victimisation.

The impact of gender differences on the risk of experiencing economic cybercrime
victimisation also received considerable attention. Literature again yields mixed empirical
evidence about the effect of gender on being a suitable target. The results of some studies
illustrate that males are more likely to be the target of online fraud or online scams (Holtfreter
etal., 2008; Garg and Nilizadeh, 2013; Policastro and Payne, 2014). For instance, Reyns (2013)
suggest that males are at increased risk of experiencing online identity theft victimisation; he
proposed males’ downloading behaviour as a possible explanation of this result. However, this

proposition was based on any empirical analysis. Some other studies show that females are
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more likely to be a victim of malware infection and online sexual offences (Bossler and Holt,
2009; Marcum et al., 2010; Holt and Bossler, 2013). Nonetheless, (Ngo and Paternoster, 2011)
found no gender effect on the seven different forms of online victimisation. For example, the
results of van Wilsem (2011) demonstrate that there is no statistically significant effect of

gender on the risk of being a victim of online crime.

Besides individuals’ demographic characteristics, the impact of online activities on the
risk of being a suitable target was also researched. Yet, only a few scholars (Marcum et al.,
2010; Ngo and Paternoster, 2011) have researched the relation between online behaviour and
target suitability. Ngo and Paternoster (2011) studied the correlates of the different forms of
cyber victimisation, namely computer virus infection, experiencing phishing, encountering
online harassment, receiving unwanted adult material, being solicited for sex and encountering
online defamation. Online communication with strangers, sharing personal information online,
opening unknown attachments and clicking on the links in the emails hypothesised to be a risk
factor for increased target suitability. Only clicking on links was correlated with only one form
of the victimisation, computer virus infection. The results of this study suggest that the absence

of the relationship between online behaviours and increased target suitability.

Another study conducted by Marcum et al. (2010) researched the impact of computer-
mediated communication on the chance of being a victim of sexual crime among college
students. They reported that college students who provided their personal information to
strangers online were more likely to face sexual solicitation than those who did not provide
personal information online. Hence Marcum et al. (2010) argue that online activities that
elevate target suitability lead to increased risk of victimisation. This result contradicts Ngo and
Paternoster (2011) who found no relation between sharing personal information online and

experiencing different forms of online sexual victimisation.
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As can be seen the results of past empirical research on factors facilitating target
suitability displays inconsistency. These discrepancies may be the effect of type of cybercrime
victimisation as every crime has its specific conditions to occur (Clarke, 1995). The vagueness
of suitable targets in cyberspace may be an explanation of the lack of relationship between
Internet users’ demographic characteristics and target attractiveness. As previously referred to,
anonymity is the most common attribute of online lifestyle. Most online activities do not
require disclosure of demographic characteristics, which makes it harder for online perpetrators
to spot suitable targets. This thesis endeavours to discern the factors rendering Internet users a

target of an online attack.

2.2.3 Absence of a Capable Guardian

Lifestyle Routine Activities Theory posits that the presence of a capable guardian is a
significant factor in crime prevention (Cohen and Felson, 1979). Guardianship can be defined
as the ability of a thing or a person to prevent the occurrence of the crime (Cohen et al., 1981).
Capable guardianship is categorised initially into two groups: physical guardianship measures
and social guardianship measures (Miethe and Meier, 1990). Physical guardianship measures
are those that prevent unauthorised entrance into a place or provide protection. Alarms, street
lights, fences, protective tools (a pepper spray or a gun) could be examples of the physical
guardianship measures in the real world (Robinson and Robinson, 1997). On the other hand,
social guardianship refers to the presence of an individual to increase safety. Family members,

friends or teachers can be examples of social guardianship (Spano and Nagy, 2005).

Guardianship measures in cybercrime studies are generally divided into two distinct
categories as physical and personal guardianship measures (Ngo and Paternoster, 2011; Holt
and Bossler, 2013; van Wilsem, 2013b). Whereas physical guardianship measures refer to

protective software like anti-virus software or firewalls, personal guardianship measures
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denote Internet users’ skills to defend themselves from online threats. However, some other
scholars (Bossler and Holt, 2009; Reyns et al., 2011; Paek and Nalla, 2015) added social
guardianship denoting the presence of another individual while accessing the Internet.
Moreover, Williams (2015) proposes a different typology of guardianship in cyberspace. He
categorises guardianship measures as passive physical guardianship (anti-virus software or
firewalls), active personal guardianship (changing security settings or passwords) and personal

avoidance guardianship (doing less Internet banking).

Past empirical research again yields mixed results about the effect of the guardianship
on the chance of being a victim of a cybercrime. Since different forms of cybercrime require
different guardianship measures, the review below of the empirical studies researching the
effect of guardianship on the chance of being a victim of cybercrime is based on the

classification of cybercrimes.

2.3.3.1 Computer Integrity Crimes

Computer integrity crimes are those that involve a crime against networked computer
systems. Hacking is the most vivid example of computer integrity crimes (Wall, 2007). As
these crimes encompass intrusion of computer systems, security software and firewalls are the
most effective safeguarding measures devised to prevent the occurrence of victimisation
(Symantec, 2018). However, the results of past empirical research suggest that the effectiveness
of security software at cybercrime prevention is questionable. The results of some studies
(Bossler and Holt, 2009; Ngo and Paternoster, 2011; Holt and Bossler, 2013) suggested anti-
virus software and firewalls as a low impact solution thwart malware infection. The results of
these studies indicated that Internet users who used security software were more likely to
experience malware infection. Moreover, the study conducted by van Wilsem (2013b) yields

no relationship between the risk of hacking victimisation and anti-virus software usage. These
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results are contrary to expectations as the presence of security software should reduce malware

infection risk.

2.3.3.2 Computer Content Crimes

Computer content crimes are related to the content of the computer such as the
distribution of pornography and hate crime (Wall and Williams, 2007). Offensive
communications like cyberbullying and cyberstalking are also considered as computer content
crimes (Srivastava, 2012; Tsakalidis and Vergidis, 2017). The results of the study conducted
by (Marcum, 2011) show that personal guardianship measures such as the presence of a teacher
while using the Internet decrease the odds of receiving online harassment. Marcum et al. (2010)
found that using anti-virus programs does not decrease the risk of being a victim of
cyberbullying. Similarly, Reyns et al. (2011) argue that digital guardianship methods such as
profile tracker increase the risk of being a computer content victim. These results suggest the
relationship between the type of safeguarding measure and type of online threat may determine
the effectiveness of safeguarding measures. As cyberbullying is an interpersonal offence digital
guardianship measures would not be effective in crime prevention. However, the presence of a
third party (parent or teacher) emerged to increase the risk of victimisation since the presence

of another person may hinder engaging with deviant online behaviours.

2.3.3.3 Computer Assisted Crimes

Computer-assisted crimes are online crimes that can be committed in the real-world,
but networked technologies facilitated the commission of the offences (Wall, 2007). Fraud,
identity theft and cyber deception are examples of computer-assisted crimes. Past empirical
research yielded mixed results with regard to the relationship between guardianship measures
and risk of experiencing computer-assisted crimes. Policastro and Payne (2014) found that

there is no relation between guardianship measures and telemarketing fraud. Similarly,
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Hutchings and Hayes (2008) point out that using email filters does not decrease the chance of
being a victim of phishing. They also found that those who used firewalls were more likely to
be a victim of phishing. On the other hand, Williams (2015) examined the online identity theft
victimisation in European countries at the country and individual level. His findings disclosed
that Internet users who applied passive physical guardianship measures like installing anti-

virus software were less likely to experience online identity theft victimisation.

One of the critiques directed to LRAT was ambiguity related to the relative importance
of conceptual elements for the occurrence of victimisation (Miethe et al., 1987). It is argued
that guardianship is the most significant concept for the occurrence of cybercrime victimisation
due to its role in protecting individuals from online threats (Grabosky, 2001; Bossler and Holt,
2009). The results of past empirical cybercrime victimisation research set the importance of
personal and digital guardianship, however, these victimisation studies neither examined the
factors that influence the effectiveness of the Internet users’ personal guardianship measures
nor Internet users’ protection motivation. Examining the factors that affect Internet users’
decision-making systems when they experience online threats may provide insight into our

understanding of why some guardianship measures fail to protect online users.

This section of the chapter has reviewed the cybercrime victimisation literature
pertaining to correlates of cybercrime victimisation. This section limited reviewed studies to
those applying opportunity theories of victimisation as a theoretical framework. This next
section of the chapter examines cybercrime studies researching modus operandi of online

perpetrators.
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3.3 Precursors of Economic Cybercrime Victimisation

Phishing, malware infection and hacking are considered to be the most common
methods to acquire Internet users’ personal identifying information as well as financial

information (Wall, 2013d; Williams, 2015), which would be utilised to attain financial gain.
3.3.1 Phishing

Phishing has become a demanding challenge for Internet users for over a decade as
fraudsters increasingly target individuals with socially engineered tactics to gain information
from them (Wall, 2008b). Perpetrators utilise unsolicited emails and bogus websites to gain
personal or financial information to be used for subsequent fraud attempts (Almomani et al.,

2013). Figure 3.1 illustrates the classification of phishing attempts.

Phishing Attempts

E-mail Phishing Website Phishing

Social Engineering Social Engineering

Malware-based Malware-based
Phishing Phishing

Figure 3.1: Classification of Phishing Attempts
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3.3.1.1 Email Phishing

According to the recent Symantec Internet Security Threat Report, emails are the
primary channel of phishing attacks (Symantec, 2017). Phishing attempts are valuable assets
for the perpetrators as these kinds of attacks allow them to reach a large number of individuals
who are geographically distant (Wall, 2007). A confidence trickster can also utilise many tools
such as names and logos of big brands to disguise their identity and increase the believability
of the messages conveyed in the emails. Moreover, diminished costs and risks are the other
advantages of utilising email phishing attempts (Tuli and Juneja, 2016). Although many
phishing emails are sent to all targets that are present in the email database, still some phishing
emails target specific individuals or companies with a distinct aim (Menon and Guan Siew,
2012; Levi et al., 2015; FireEye, 2018). This targeted form of phishing is defined as spear
phishing, which includes a part of personal information of the Internet users or companies to
trick them into providing their personal or financial information (Caldwell, 2013). Spear
phishing attempts are considered to be more sophisticated and challenging as they utilise social
engineering methods like utilising personal identifying information, fear appeals or urgency
cues to confuse individuals (Wall, 2013b; Halevi et al., 2015). The recent cybersecurity report
published by Symantec illustrates that a majority of infection vectors are spear phishing (71%

of all vendor infections) (Symantec, 2018).

Technical means such as malware containing links as well as social engineering are two
common methods utilised to trick Internet users into yielding personal information (Hutchings
and Hayes, 2008; Davinson and Sillence, 2010). Pharming is a malware-based technique used
to direct the Internet traffic between the target computer, a legitimate website and a bogus
website (Kraemer-Mbula et al., 2013; Reurink, 2016). The infected browsers direct clients to

bogus websites such as online banking web pages to get sensitive data. The infection may occur
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in two scenarios. Sending malware embedded emails is one method. When the user opens
malware containing mail drive-by-download occurs automatically (Karlof et al., 2007; Stamm
et al., 2007). Utilising emails containing links bearing malware is another way of infecting
browsers (Brody et al., 2007). However, clients are required to click on the link to activate the
malware. These methods are purely technological when compared to social engineering

methods that require tricking Internet users into providing personal information (Wall, 2013d).

Social engineering, which aims to exploit Internet users’ weaknesses, plays an essential
role in phishing cases (Bullée et al., 2015; Krombholz et al., 2015). Fraudsters increasingly
target Internet users through emails including highly sophisticated and challenging social
engineering tactics to solicit financial or personal information (Butavicius et al., 2016; Clark,
2017). Social engineering is initially conceptualised as employing socially tailored tricks to
gain sensitive data such as passwords or username to access computer systems (Weinberg,
1966; Abraham and Chengalur-Smith, 2010). However, the scope of social engineering has
extended to cover personal and financial information of Internet users (Newman and Clarke,
2013). The aim of social engineering in a phishing context is to manipulate Internet users into
divulging personal or financial information (Nirmal et al., 2010; Lakshmi and Vijaya, 2012;
Mishra et al., 2012). To that end, fraudsters exploit Internet users’ social and psychological
vulnerabilities. The extant phishing literature focused on these vulnerabilities, which are

classified as external and individual vulnerabilities.
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External Vulnerabilities

Cialdini (2009) proposed six influence techniques in relation to external vulnerabilities,
namely social proof, consistency, liking, scarcity, authority and reciprocity. Apart from
cybercrime and Internet security studies, effectiveness of influence techniques has been
researched in various areas such as marketing (Roughead et al., 1998; Eisend, 2004; Cugelman
et al., 2011), public health (Buller et al., 2000; Mansfield et al., 2006; van Achterberg et al.,
2010), family relationship (Kuimpel Ngrgaard et al., 2007; Ngrgaard and Brunsg, 2011; Sundie
et al., 2012; Haselhoff et al., 2014). The results of these studies indicate that each of these
influence tools has varying impacts depending on personal, social and psychological

conditions.

Research related to testing empirical evidence of the impact of these methods in
cybersecurity appears to indicate that the effectiveness of these factors is highly context
dependent. While the results of Wright et al. (2014) indicated that four influence methods,
reciprocity, scarcity, liking and social proof increased the odds of responding phishing emails,
those of Silic and Back (2016) suggested that liking is the most powerful tool to gather
information from employees through social network sites. Research conducted by Williams et
al. (2017) demonstrates that it is the combined effect of different influence techniques and
personal or social circumstances that increase the susceptibility of Internet users to phishing
attacks. Oliveira et al. (2017) worked on the impact of influence techniques across demographic
characteristics of email users. They found that different age groups display various
vulnerabilities to influence tools. Whereas reciprocation, which refers to feeling obliged to
reply a communication, was found to be more effective in divulging older Internet users into
revealing personal information, scarcity, denoting limited availability of something valuable,

emerged to increase the likelihood of responding to phishing email for young Internet users.
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Authority emerged to increase susceptibility to victimisation for all age groups. Apart from
Cialdini’s (2009) influence tools, fear appeals, urgency cues and time pressure were also found

to impact email users’ decisions when confronted with phishing attempts.

Fear appeals seem to be one of the most effective deception methods to coerce
individuals to comply with given messages (Chen, 2017; Jansen and van Schaik, 2018). Witte
(1992, p. 392) defines fear appeals as “persuasive messages designed to scare people by
describing the terrible things that will happen to them if they do not do what the message
recommends” (Witte 1992, p. 329). Fraudsters include fear-arousing statements together with
bogus or fabricated scenarios to increase Internet users’ perceived susceptibility to the
presented threat. The results of the empirical studies indicate that account closure, account
update, unauthorised access to the account, unusual account activities, a recent transaction from
PayPal account are the most frequently used fear appeals (Vishwanath et al., 2011; Moore and

Clayton, 2012; Harrison et al., 2016).

Urgency cues also appeared to be potent tools to coerce Internet users to make spurious
decisions. The rationale behind the application of urgency cues is to divert Internet users’
attention from phishing detection cues like security indicators while forcing Internet users to
make hasty decisions (Wang et al., 2012). Research conducted by Vishwanath et al. (2011)
support this thesis of diverted attention. They have found that disproportionate attention to
urgency cues like the update, access, protect, cancel, confirm (Park and Taylor, 2015)
decreased the amount of attention to other cues while leading Internet users to respond to a

phishing email.

Time pressure conveyed in phishing emails was another factor found to impair Internet
users’ decisions. It is proposed that time pressure messages like immediately, urgent, within

one hour increase the propensity to take risks (Young et al., 2012; Hu et al., 2015). Studies
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conducted by (Zhang et al., 2012; Luo et al., 2013) have indicated that recipients who were
exposed to email messages conveying time pressure were more likely to respond to phishing
emails, however, Wang et al. (2012) found that computer literate email users were more
successful in thwarting phishing attempts. Similarly, Kim and Hyun Kim (2013) who studied
the impact of persuasive messages in phishing emails found no significant relationship between
time pressure and the likelihood of responding to a phishing email. The discrepancies between
the results of these studies may stem from the operationalisation and measurement differences.
Fraudsters usually include several messages into emails to get the combined effect of each
element. For instance, a fear appeal warning about an account closure may be backed up with
time pressure indicating an urgent response. Thus, it might be the combined effect of these
messages that leads Internet users responding to phishing emails. Measuring the effect of each

element may be misleading.

Individual Vulnerabilities

Demographic characteristics like age and gender emerged as the individual
vulnerabilities that were associated with susceptibility to phishing attacks (Heartfield et al.,
2016; Oliveira et al., 2017). The results of the several empirical studies (Kumaraguru et al.,
2009; Sheng et al., 2010; Khonji et al., 2013) indicate that young Internet users who are aged
between 18 and 25 are more likely to respond phishing emails. However, Oliveira et al. (2017)
who studied age differences in susceptibility to spear phishing attacks found that older women
were more susceptible to spear phishing attacks. The results of the study also displayed that
while young Internet users were more likely to respond phishing emails offering benefits like
a winning prize, older Internet users were more likely to respond emails where reciprocation
was suggested. These results may suggest that the hooks presented in emails have various

impacts for different age groups due to variances in their expectations, and the way they
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perceive online communication. Older Internet users may consider it rude to ignore emails,

which leads them to engage with phishing emails.

The results of the past empirical research suggested that female Internet users were
more susceptible to phishing attacks (Sheng et al., 2010; Halevi et al., 2015; Sun et al., 2016).
For instance, Sheng et al. (2010) who conducted a role play survey found that female
participants were more likely to click on the links presented in the phishing emails and
susceptible to divulge personal information through bogus websites. However, the result of
another study carried out by Mohebzada et al. (2012) who conducted a large-scale experimental
phishing study among university staff, and students yielded no significant relationship between
susceptibility to phishing attempts and gender. The discrepancy between the results of these
studies may be attributed to computer self-efficacy. While the former study utilised a large-
scale sampling, the latter used university staff and student as a sample population. Several
studies have shown that college students or staff are more knowledgeable about IT related

issues than population (Guy and Lownes-Jackson, 2010; McCoy, 2010).

3.3.1.2 Website Phishing

Website phishing is the second variation of phishing attempts. Online perpetrators
create bogus websites to divulge Internet users to reveal their personal financial information
(Smith, 2010). These websites may be summarised into three broad categories. The first
category of websites are the bogus websites that mimic the genuine websites. Offenders create
these types of websites to acquire personal or financial information of Internet users (Mathew
etal., 2010). Internet users are directed to these websites either by a link presented in a phishing
email or through search engines (Kienzle and Croall, 2009). These fake websites usually
imitate financial websites like online banking or e-wallet websites. The second type of bogus

websites is created for consumer fraud or shopping fraud attempts. These websites either offer
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some services for higher prices or allegedly sell products for lower prices (Reisig and
Holtfreter, 2013). The last type of bogus websites involves those websites created to steal
personal information through malware infection. There are many websites that offer free
streaming of movies, drama series or sports activities as well as free adult content. However,
most of these websites bear the risk of malware infection through drive-by-downloads and pop-

up windows (Bossler and Holt, 2009; Rafique et al., 2016; Goldsborough, 2017).

Despite the significant threat posed by bogus websites, most of the academic effort is
directed to technical solutions such as bogus website detection. However, little is known about
the relationship between engaging with those websites and the risk of becoming a victim of
economic cybercrime. This thesis aims to fill this gap by researching the impact of accessing

bogus websites on the likelihood of losing money online.

3.3.2 Malware Infection

Malware, which is the combination of malicious and software, covers a wide range of
code based online threats like computer viruses, trojan horses or keyloggers (Ena, 2008).
Infected files, freely distributed programs or websites are utilised to infect target electronic
devices (Bossler and Holt, 2009; Ma et al., 2012). Malware infection poses a significant threat

to electronic devices security, Internet users’ personal information and privacy (Bettany and

Halsey, 2017).

Past research about malware infection showed that routine online activities were
associated with the risk of malware infection. (Reyns, 2015) found that online shopping, online
social networking and online booking were more likely to be a victim of malware infection.
The results of Ngo and Paternoster (2011) indicated that Internet users who clicked on the links
presented in email attachments were less likely to be a victim of malware infection. This

unexpected result may be attributed to the wording of the questionnaire which caused confusion
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about the time ordering of the events. Participants who were less likely to click on the link
might be those who were already victimised. Hence, the victimisation experience may have
promoted safeguarding behaviour. Leukfeldt (2015) found an association between malware
infection and online activities like downloading and online gaming. Downloading infected files
may be an explanation for this sort of association. However, Bossler and Holt (2009) found no
relationship between legitimate online activities like using chat rooms and email and risk of
malware infection. The results of Holt and Bossler (2013) who examined the relationship
between online routine activities and malware infection suggested that it is engaging with
online deviant activities rather than legitimate online activities that increase the risk of malware
infection. They identified viewing pornography, pirating media, unauthorised access to

someone’s Internet connection and pirating media as the correlates of malware infection.

Malware is mostly utilised as a tool to commit more serious crimes like hacking,
website phishing or identity theft (Sood and Enbody, 2011; Grégio et al., 2014). The
relationship between malware infection and other forms of cybercrime (i.e. hacking, phishing
or identity theft) have been researched. However, little is known how malware infection
facilitates economic cybercrime victimisation. This thesis explores the relationship between

malware infection and economic cybercrime victimisation.

3.3.3 Hacking

Newman and Clarke (2013) argue that the eventual goal of hackers is to acquire
information. They categorise targeted information as “intellectual property, intelligence,
information systems and services of various kinds (i.e. banking, purchasing)” (Newman and

Clarke, 2013, p. 18).
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Hackers carry out hacking attempts to acquire information either for their own goals or
the third parties. Several studies have found that hacked information is sold through online
markets. Holt (2013) examined ten publicly accessible Russian web forums utilised to
exchange hacked information or hacking tools. Another empirical study conducted by
Hutchings and Holt (2015) also researched online black markets. Their research findings
yielded that hackers not only sell stolen data, but they also help other hackers to improve their

skills through tutorials.

Hacking is generally associated with the macro level threats such as data breaches of
big companies or governmental bodies (Greene, 2015; Elhai et al., 2017). However, the results
of the past empirical research indicate the presence of a relationship between hacking and cyber
victimisation at the individual level. van Wilsem (2013b) studied online correlates of hacking
victimisation and the relationship between experiencing hacking and online harassment
victimisation. The results of the study found no association between online communicative
activities like participating in online forums or using social media and the risk of experiencing
hacking victimisation. However, Reyns (2015) who researched online lifestyle correlates of
hacking victimisation found that engaging with online social activities were a risk factor
hacking victimisation. The results of the study indicate that sharing personal information
online, accessing the Internet for online social networking and online booking emerged to
increase the risk of hacking victimisation. Similarly, Leukfeldt and Yar (2016) identified
engaging with online social activities like participating in online forums and social networking
websites as the risk factor for hacking victimisation. Engaging with deviant online activities
like pirating media, hacking and accessing adult content were also found to be risk factors for
hacking victimisation (Bossler and Holt, 2009; Holt and Copes, 2010). For instance, Bossler
and Holt (2009) found that those who engaged with hacking run the risk of malware

victimisation from other hackers.
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Hacking victimisation is also found to be associated with other forms of cyber
victimisation such as identity theft (Reyns and Henson, 2016), online harassment (van Wilsem,
2013b), malware infection (Bossler and Holt, 2009; Chu et al., 2010). For instance, Reyns and
Henson (2016) who studied identity theft victimisation in Canada found that experiencing
hacking increased the risk of identity theft victimisation. Correspondingly, van Wilsem
(2013Db) identified a significant overlap between hacking and online harassment victimisation.
However, the relationship between hacking and economic cybercrime has not been researched
yet. This thesis will address the gap in the literature by examining the association between
experiencing hacking victimisation and the likelihood of facing economic cybercrime

victimisation.

3.4  Economic Cybercrime Victimisation

Economic cybercrime is an umbrella term that encompasses various financially
motivated online offences (Levi et al., 2015). Previous cybercrime victimisation studies
researched different types of economic cybercrime in separate studies. This section of the

chapter reviews the three most common forms of economic cybercrime victimisation.

3.4.1 Card-not-present Fraud

Card-not-present Fraud is the unauthorised use of banking cards’ information while the
physical card is not present (Montague, 2010). Precautions applied to prevent skimming and to
scan the physical card as well as increased volume of online transactions have motivated online
offenders to devise new strategies to acquire Internet users’ payment card information UK
(Wall, 2010b; Reyns and Henson, 2016). The extant research on the payment methods mainly
focus on the factors affecting customers’ payment method choice (i.e. Ching and Hayashi,

2010; See-To et al., 2014; Arango et al., 2015) and technical solutions to reduce the risk of
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financial loss through online attacks (i.e. Sendo et al., 2005; Ahmad et al., 2016; Vishal and
Johari, 2018). Only a handful of studies have researched the correlates of card-not-present
fraud. Those empirical studies generally examined the relationship between low-self control,

which leads to engaging with risky online activities and credit card fraud victimisation.

Past research related to credit card fraud yielded inconsistent results with regards to the
relationship between low-self control and CNP fraud victimisation. Bossler and Holt (2010)
who explored the impact of self-control on the various forms of cybercrime victimisation found
no relationship between low-self control and credit card information theft. However, Holtfreter
et al. (2010) found that Internet users with low-self control were more likely to be a victim of
credit card fraud due to engaging with risky online activities which increased their exposure to
perpetrators. Holtfreter et al. (2008) researched a different aspect of card-not-present fraud
victimisation. They researched the impact of online credit card fraud victimisation on the online
behavioural adaptation. The research results indicate that financially impulsive respondents
were less likely to limit their online actions, which in turn increased the risk of victimisation.
A recent study researching the behavioural impact of credit card fraud victimisation showed
that credit card fraud victims were less likely to use online payment methods (Kahn and

Lifiares-Zegarra, 2016).

3.4.2 Online Banking Fraud

As in the case of card-not-present fraud, online banking fraud is a neglected research
subject in criminology. Most studies in the literature have generally focused on the technical
remedies to prevent online banking account takeovers and deter attacks targeting banking
systems (i.e. Wei et al., 2013; Carminati et al., 2015; Abdallah et al., 2016). The factors
affecting Internet users’ online banking acceptance are other popular research subjects in the

literature (i.e. Pikkarainen et al., 2004; Yap et al., 2010; Chandio et al., 2017). Few scholars
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have conducted research on the causes of online banking fraud. Jansen and Leukfeldt (2015)
explored the causes of online banking fraud in Netherland through qualitative analysis of six
hundred victimisation cases reported by a Dutch bank. The results of this study pointed out
phishing and malware infection as the main causes of being an online banking fraud victim.
Jansen and Leukfeldt (2016) examined victim facilitation in online banking fraud victimisation
through Routine Activities Theory and Protection Motivation Theory lenses. Malware
infection and phishing emerged as the precursors of the online banking fraud victimisation.
Negligence and low-self efficacy were reported as the facilitating factors of victimisation.
Though these two studies contributed to the literature by yielding malware infection and
phishing as the antecedents of online banking fraud, they failed to examine the causal links
between Internet users’ online behaviours and becoming a victim. Moreover, Reyns (2013) and
Reyns and Henson (2016) established the relationship between identity theft and online
banking usage. Reyns and Henson (2016) found that online banking usage increased the risk
of identity theft by 13%. However, their research failed to account for why and how online
banking increased the odds of identity theft victimisation. This thesis addresses these
shortcomings of past research by examining the victimisation processes of economic

cybercrime victims.

3.4.3 Online Identity Fraud

It might be suggested that identity theft is one of the most popular crimes that attracted
public attention and concern in recent years (Copes et al., 2010; Holt and Turner, 2012; Reyns
and Henson, 2016). Despite growing interest in identity theft and identity fraud victimisation,
there is a dearth of empirical research on the behavioural factors leading to victimisation (Holt
and Bossler, 2014; Paek and Nalla, 2015; Reyns and Henson, 2016). Scholars researching

cybercrime or economic cybercrime are mostly interested in the trends, the economic impact
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and cost of identity theft at the national and international level. Only handful research studied
online lifestyle correlates of identity fraud victimisation. Holt and Turner (2012) examined the
correlates of online identity theft among college students, staff and faculty of a university in
the US. The results of the study indicated that risky online activities increased the odds of
facing online identity theft and male Internet users were more likely to engage with risky online
activities. However, they failed to identify which online activities were risky and which of
these risky online activities boosted the risk of victimisation. Engaging with online gambling
also emerged to be a ‘deviant’ online activity that increased the risk of identity theft. It appears
that perpetrators utilise gambling sites both to steal personal identifying information and money

laundering (Levi, 2009; McMullan and Rege, 2010; Banks, 2012).

Reyns (2013) explored the association between online routine activities and identity
theft victimisation through British Crime Survey (BCS) 2008/2009 by utilising Routine
Activities Theory (RAT) as a theoretical framework. He operationalised online identity theft
with questions measuring credit card fraud and banking fraud. Accessing the Internet for online
communicating, shopping, online banking and downloading appeared to be risk factors for
online identity theft. Despite making an invaluable contribution by being one of the first
empirical studies researching online correlates of online identity theft, there is a methodological
pitfall of this study. As the author also highlighted in the limitation section of the paper, the
measurement of online identity theft was problematic as BCS 2008/2009 did not distinguish
online and offline elements of credit card fraud and banking fraud. Hence, it was impractical
to measure the online aspect of identity theft victimisation. Failure in displaying conceptual
differences between identity theft and identity fraud was another limitation of this study. This
study operationalised identity fraud variables (credit card fraud and banking fraud) as the proxy

of identity theft victimisation. However, Wall (2013d) differentiates identity fraud from
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identity theft in that identity fraud is the application of identity theft, which means that every

identity theft incident does not necessarily lead to financial loss.

Williams (2015) studied online identity theft at country and individual level through
RAT perspective. The most significant contribution of this study was to show the relationship
between selling goods online and risk of online identity theft. Illustrating the importance of
places that Internet users access the Internet was also notable. The results of the study indicated
that those using public computers like the university and library computers were at increased
risk of victimisation. Lack of association between legitimate online activities and online
identity theft was another significant finding, which contradicted previous studies (Pratt et al.,

2010; Reyns, 2013).

Paek and Nalla (2015) investigated the online behavioural correlates of online identity
theft in Korea. They operationalised legitimate online usage with the online activities such as
using the Internet for online banking, shopping, chatting, instant messaging, gaming and peer-
to-peer activities whereas they operationalised deviant online activities as illegal software
downloading, using another person’s resident registration number and posting negative
comments about someone. They obtained two dependent variables, legitimate and deviant
online behaviour. The results of the study found a strong association between legitimate online
activities and online identity theft victimisation and a weak relationship between deviant online
behaviour and victimisation. Their study contributed the cybercrime literature by highlighting
the importance of online behavioural correlates of identity theft. However, they failed to
measure the impact of individual online behaviours on the risk of victimisation as they
combined all online activities to obtain a single variable. Furthermore, they considered peer-
to-peer activities as a legitimate online activity. However, peer-to-peer programs are utilised

to share copyrighted materials without paying any fee, an action which indicates digital
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copyright infringement (Rowstron and Druschel, 2001; Gull and Flowers, 2016). Thus, this

online activity should have been considered a deviant online activity.

Another empirical study conducted by Reyns and Henson (2016) explored the online
determinants of online identity theft victimisation in Canada through the lenses of Routine
Activities Theory. This study utilised the Canadian General Social Survey to conduct
quantitative analysis. The results of their study indicated that using the Internet for online
banking and online shopping increased the odds of identity theft victimisation. Hacking and
phishing also emerged as the risk factors for online identity theft victimisation. Contrary to
most of the cybercrime studies the results of this study can be generalised to the Canadian

population as they utilised a national survey that sampled adults.

This section of the chapter reviewed the results of empirical cybercrime victimisation
research examining the causes of being a victim of economic cybercrime. This next section of
the chapter presents the results of empirical studies investigating the emotional impacts of
victimisation experiences and the influence of emotional reactions on Internet users’ online

behaviours and safeguarding measures.

3.5  Emotional and Behavioural Responses to Victimisation Experiences

Negative life experiences and criminal victimisation may have adverse effects on
individuals® psychological well-being (Yin, 1980). Adverse life events can produce stress,
shock, panic, anger, anxiety and fear of crime (Gale and Coupe, 2005). This part of the last
section defines fear of crime, which is considered to be the strongest emotional reaction to
negative life events (Liska et al., 1988; Heath and Gilbert, 1996), juxtapose it to other emotional
responses (concern, perceived risk and anxiety) and then reviews the empirical fear of crime

research.
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3.5.1 Fear of Crime

While economic cybercrime impacts individuals, financial institutions and

governments financially, it may also have adverse impacts on individuals’ psychology, social

relations and online lifestyles (Stafford et al., 2007; Reyns, 2013; Paek and Nalla, 2015).

Garofalo (1981, p. 841) defines fear of crime as “emotional reaction characterized by
a sense of danger and anxiety about physical harm”. As can be seen, this definition restricts
the fear of crime to negative emotions produced by physical harm. Garofalo (1981) put
forwards the intention of differentiating between the emotional reactions produced by the
worry of property loss and fear of potential physical harm as a rationale of this limitation. He
argues that while the threat of property loss initiates a cognitive process, that of physical harm
sparks an intrinsic emotive reaction. This explanation suggests that Garofalo (1981) make a
distinction between worry and fear as well as cognitive and emotional aspects of fear of crime.
Although Garofalo (1981) accepts that loss of property may also create a sense of fear, he
argues that this fear is the reflection of the fear of physical harm. For instance, the possibility

of encountering a physical attacked in case of coming across with the burglar.

Initially, Ferraro and Grange (1987, p. 72) defined fear of crime as “negative emotional
reactions to crime or the symbols associated with crime”. Later, Ferraro (1995, p. 23) defined
it as “an emotional response of dread or anxiety to crime or symbols that a person associates
with crime” Another definition provided by Henson and Reyns (2015, p. 92) conceives fear of
crime as “an emotional response to a danger or threat of an actual or potential criminal
incident.” Based on these definitions it can be said that fear of crime is a negative emotional

reaction to present or anticipated danger or threat.

103



3.5.1.1 Fear of Crime versus Concern

The difference between concern and fear of crime is one of the issues in fear of crime
debate. It is Furstenberg (1971) who firstly maintained that fear of crime is not the only concept
to define emotional reactions to crime events (Smith, 1984; Clark, 2003). Furstenberg (1971)
argues that fear of crime and concern about crime are used interchangeably and this usage
creates conceptual confusion. He argues that concern about crime is not related to harm directed
to an individual; rather it is “resentment of social change and resistance to further alterations
in the status quo” . In other words, concern about crime is related to the seriousness of crime
in general. Furstenberg (1971) further argues that fear of crime is individuals’ perceptions
about the crime in their neighbourhood. He suggests that fear of crime is greatly influenced by
crime rates in the neighbourhood. It can be argued that Furstenberg (1971) equates fear of crime
with a perceived risk of victimisation (Sundeen and Mathieu, 1976). Lotz (1979) supported
Furstenberg’s (1971) distinction between concern and fear of crime. However, his study
suggested that conservative attitudes impact the level of concern, while Furstenberg (1979)
proposed that concern is affected by the resentment to social changes. Later, Ferraro and
Grange (1987) posit that concern, which is the opinion about the seriousness of the crime, is
conceptually different from fear of crime, however, fear of crime is also conceptually different
from the perceived risk of victimisation. Skogan (1999) argues that concern about crime is
individuals’ assessment of the seriousness of the crime for society. Concern about crime fuelled
by crime statistics, media representation of crime and rumours about crime events as well as

social changes (Garofalo, 1981; Skogan and Maxfield, 1981; Cavender, 2004).

3.5.1.2 Fear of Crime versus Perceived Risk of Victimisation

Although initial fear of crime studies conceptualised fear of crime as a single

phenomenon, it is argued that fear of crime and perceived risk of victimisation are conceptually
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different after the 1980s (LaGrange and Ferraro, 1989; Warr, 1993; Ferraro, 1995; Rountree
and Land, 1996). Whereas fear of crime refers to a set of emotional reactions, the perceived
risk of victimisation encompasses the cognitive assessment of the likelihood of experiencing
victimisation (Rengifo and Bolton, 2012). It should be noted that fear of crime and perceived
risk of victimisation are not conceptualised as separate constructs rather two interrelated
concepts (Ferraro and Grange, 1987; LaGrange and Ferraro, 1989; Ferraro, 1995). Recent
empirical research appears to support this proposition of interconnectedness (Kanan and Pruitt,
2002; Wyant, 2008; Cook and Fox, 2011). It should also be noted that there is a tendency in
fear of crime literature to measure these two constructs as a single phenomenon. Rader (2004)
argues that measuring fear of crime and perceived risk of victimisation is practically impossible
due to the interrelation between these two concepts. Examining these two concepts as a whole
may yield more reliable results (Rader, 2004; Rader et al., 2007; May et al., 2010). Rader (2004,

p. 691) names combined the use of these concepts as “the threat of victimisation”.

3.5.1.3 Fear of Crime versus Anxiety

The relationship and distinction between fear of crime and anxiety is another facet of
fear of crime debate in the literature. Later Ferraro (1995) altered the definition of fear of crime
by including the terms, anxiety and dread. Ferraro (1995, p. 23) defines it as “an emotional
response of dread or anxiety to crime or symbols that a person associates with crime”.
However, he did not give any reference for the reason of inclusion of anxiety and dread into
the definition. Hollway and Jefferson (1997) perceive anxiety as the innate universal nature of
human being. They argue that anxiety is not shaped by social forces; rather it shapes the way
individuals experience the risk of victimisation. Anxiety is the unconscious estimation of things
perceived as a threat to self. They argue that fear of crime is the expression of anxiety caused

by uncertainties in every aspect of life event. Binder (1999) suggests that anxiety is the
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anticipation of potential harm where the source of this feeling is unclear. He also makes a
distinction between fear and anxiety. He argues that while fear denotes emotional reactions to
immediate danger, anxiety refers to negative emotions caused by past or future events. He
further argues that most of the empirical research measure anxiety rather than fear of crime.
Binder (1999) suggests that fear is the emotional manifestation for something known or present

anxiety is a reaction to an anticipated danger.

All in all, it can be maintained that fear of crime ranges from individual-level emotional
manifestations to the likelihood of experiencing victimisation to macro level perceptions of the
extent of the crime in society (Ferraro and Grange, 1987; Rountree and Land, 1996). The extent
and the intensity of the range of emotions may display variations based on the contextual

factors (Bannister and Fyfe, 2001).

As noted above Rader (2004) suggests researching different dimensions of fear of crime
holistically to prevent measurement errors and ambiguity. Following this line of logic, this
thesis examines the fear of economic cybercrime and perceived risk of economic cybercrime
victimisation holistically. Review of empirical studies pertaining to fear of cybercrime and

perceived risk of cybercrime will be presented together.

3.5.2 Fear of Cybercrime

Despite a considerable number of studies researching the fear of traditional crimes,
there is a lack of empirical research on fear of cybercrime (Henson et al., 2013; Yu, 2014).
Only a handful studies examined the extent and impacts of fear of cybercrime. Though a great
deal of growing body of fear of crime studies have researched fear of online interpersonal
victimisation such as cyber harassment or cyberbullying (i.e Henson, 2011; Yu, 2014; Pereira
and Matos, 2016; Pereira et al., 2016; Keith, 2018), fear of cybercrime in general (Maddison

and Jeske, 2014; Brunton-Smith, 2017; Virtanen, 2017) and fear of online identity theft
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(Roberts et al., 2013; Hille et al., 2015; Cornelius, 2016) have also been researched. However,
the fear of economic cybercrime has not been researched yet. This thesis aims to address this
gap in the literature. Determinants of fear of crime are generally summarised into three groups:
personal traits, social determinants and psychological factors (Yin, 1980; Skogan, 1986; Box
et al., 1988). The review of the empirical research will be based on this categorisation of

determinants of fear of crime.

3.5.2.1 Personal Traits

Demographic characteristics gender, age and race, are considered to be determinants of
fear of crime. Fear of traditional crime studies consistently suggested gender differences as a
predictor of fear of crime (Warr, 2000; Franklin and Franklin, 2009; May et al., 2010). The
extant research on fear of crime indicated that females are more fearful than males (Schafer et
al., 2006; Jennings et al., 2007; May et al., 2010; Gutt and Randa, 2016). Three key approaches
suggested explaining the prevalence of fear of crime among women is identified. Social
learning approach suggests that messages indicating role plays and gendered norms are
internalised by individuals (Cobbina et al., 2008; van Eijk, 2017). Fear of crime is the
manifestation of learned gender expectations since patriarchal societies impose being fearless
as a male role play (Madriz, 1997). Sex assault approach conceives fear of being a victim of a
sex assault as an underlying reason for the general fear of crime. It is argued that females are
fearful of ending every crime with a sex assault (Warr, 1993; Ferraro, 1996). Thus, the
perception of the likelihood of a sex assault increases the fear of crime among female (Fisher
and Sloan, 2003). Vulnerability perspective strives to account for the prevalence of fear of
crime among females with a sense of lack of protection due to physical and social vulnerability

(Stanko, 1995; Pain, 2001). It is suggested that women who do not consider themselves strong
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enough to thwart a potential threat are more likely to be fearful of crime (Rader and Haynes,

2011).

Fear of cybercrime studies yielded conflicting results pertaining to the gender
difference in fear of cybercrime. Fear of online interpersonal cybercrime studies proposes that
females are more fearful of experiencing cyber harassment or cyberbullying than males
(Henson et al., 2013; Pereira et al., 2016; Virtanen, 2017). However, the results of studies
researching online identity theft and malware infection suggest no gender difference in fear of
cybercrime (Roberts et al., 2013; Yu, 2014). The results pertaining to the prevalence of fear of
online interpersonal crime (cyber harassment and cyberbullying) suggest that fear of
cybercrime may be conceptually different from fear of traditional crimes. Implications of these

results will be discussed together with that of this thesis in Discussion Chapter.

Age is another demographic characteristic considered to have an impact on the fear of
crime. Fear of traditional crime studies associated high levels of fear of crime with older people
(Ortega and Myles, 1987; Covington and Taylor, 1991; Moore and Shepherd, 2006; Boateng,
2016). Skogan and Maxfield (1981) argue that vulnerability which has two dimensions as
physical and social, impacts fear of crime among older people. It is suggested that old person
perceptions related to their physical inability to thwart a physical attack alleviate the fear of
crime in general (Box et al., 1988). With regards to fear of cybercrime, the results of cybercrime
studies indicated no age difference in fear of cybercrime (Henson et al., 2013; Roberts et al.,
2013; Yu, 2014). These results that contradict with those of fear of traditional fear of crime
indicate the existence of some factors that moderate the relationship between fear of cybercrime

and age.
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3.5.2.2 Social Determinants

Previous victimisation experience (direct victimisation experience) and interactions
about crime like media news or other individuals’ victimisation experiences (indirect
victimisation experience) were proposed to be social determinants of fear of traditional crime
(YYin, 1980; Silverman and Kennedy, 1985; Skogan, 1986). The results of the previous fear of
traditional crime studies suggested that both previous victimisation experience (Smith and Hill,
1991; Russo and Roccato, 2010; Sironi and Bonazzi, 2016) and interactions about crime
(Garofalo, 1981; Swaray, 2007; Tseloni and Zarafonitou, 2008; Grubb and Bouffard,
2015)increased the fear of crime. Fear of cybercrime studies yielded contradictory results. It
appears that both direct and indirect victimisation experiences increased the fear of online
interpersonal victimisation (Alshalan, 2006; Henson et al., 2013; Yu, 2014). However, the
results of Yu (2014) suggest the presence of a statistically significant relationship between
previous victimisation experience and computer virus infection, whereas no significant

relationship was found between fear of cybercrime and digital piracy and online scams.

3.5.2.3 Psychological Factors

Perceived risk of victimisation and perceived seriousness of victimisation are proposed
to be psychological determinants of fear of traditional crime (Yin, 1980; Vitelli and Endler,
1993). As it was noted earlier, perceived risk is identified as a separate concept from fear of
crime (Ferraro and Grange, 1987; Ferraro, 1995). Empirical research indicated that there is a
reciprocal relationship between fear of crime, perceived risk of victimisation and perceived
seriousness of victimisation. The relationship between these constructs will be dealt with in

detail in the following section where the impact of victimisation will be discussed.
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3.5.3 Consequences of Fear of Cybercrime

Skogan (1999) asserts that individuals display their fear of crime by changing their
living patterns. It is (Furstenberg, 1972) who initially proposed that behavioural responses can
be categorised into two distinct classes: avoidance and mobilization (Riger et al., 1982; Lab,
1990). Avoidance strategies are those applied to decrease the risk of victimisation (Furstenberg,
1972). Avoiding going out at night or doing less shopping is the tactics employed to manifest
fear as a behaviour. Spatial avoidance which is defined as staying away from the areas labelled
as dangerous is considered to be one of the most common forms of avoidance behaviour (Warr,
1993). Mobilization techniques are safeguarding measures applied to protect properties and
individuals (Rosenbaum, 1988) Alarms, locks or guns are the devices that can be utilised to
maintain mobilization. (Taylor, 1996). Cybercrime studies categorised behavioural responses

into two groups: changes in security intention and online lifestyles.

3.5.3.1 Security intention

Previous Internet security studies suggested that negative online experiences impact
Internet users’ security intentions. Claar and Johnson (2012) investigated home computer
users’ behavioural adaptations to use computer security software. They have found that
participants who had prior security problems felt more vulnerable and adopted security
precautions to prevent future incidents. Similarly, the results of Tsai et al. (2016) and Chen et
al. (2016) indicate that those who had faced online threats were more likely to adapt to security
precautions. Mwagwabi et al. (2014) researching the effect of user perception of passwords
and security threats on compliance with password guidelines point out that those who were
exposed to hacking attempt were more likely to comply with password and security guidelines.

Thompson et al. (2017) examined the determinants of the home computer and mobile device
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security behaviour. Their findings demonstrate that previous experience related to security

breaches enhanced security intentions of Internet users.

3.5.3.2 Behavioural change

Studies researching the impact of fear of crime on Internet users shopping behaviour
indicated that fear of crime and perceived risk of victimisation decrease Internet users online
shopping intention (Forsythe et al., 2006; Kukar-Kinney and Close, 2010; Chang and Wu,
2012; Dai et al., 2014). The relationship between perceived risk and online behavioural
adaptation was also researched. Reisig et al. (2009) researched the impact of perceived risk of
credit card theft victimisation on Internet users’ online behaviours through a telephone survey
conducted with 573 participants in Florida. The research yields that Internet users with high
levels of perceived risk were more likely to decrease their online shopping and spent less time
online. Similarly, D'Alessandro et al. (2012) researching the impact of perceived risk on
expensive and high-risk products like gemstones found that online shopping intention shown a
decrease as a result of the perceived risk of being defrauded. Henson et al. (2013) examined
the relationship between fear of online crime, perceived risk of online victimisation among
college students. The results of the study revealed a positive relationship between fear of online

crime and perceived risk of online victimisation.

As can be seen, previous security intention studies mainly measured impacts of negative
online experiences such as virus infection or phishing attempt on Internet users’ security
intentions. However, the impacts of economic cybercrime victimisation on security intention
has not been researched yet. Moreover, behavioural adaptation studies were generally
concerned about Internet users’ shopping intention. The scope of previous research was
limited. Hence, little is known how victimisation experiences influenced Internet users’

decision with engaging other normal and deviant online activities. This thesis addresses these
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limitations of previous studies by examining the effects of economic cybercrime victimisation
on Internet users’ security intentions and online lifestyle through the lenses of approach-
avoidance coping paradigm as a conceptual framework. This application provides a valuable

methodological strength while researching this issue.

3.6 Summary

This chapter has provided an outline of cybercrime victimisation literature. As the
review indicated despite a growing body of cybercrime victimisation research, there is a dearth
of theoretically informed economic cybercrime victimisation studies which examine the
phenomenon holistically. While a small body of research is interested in correlates of target
suitability/target attractiveness, a considerable portion of cybercrime studies dealt with
discerning the relationship between Internet users’ demographic characteristics, online
lifestyles and risk of experiencing cybercrime victimisation. Only a handful of studies
investigated the emotional impacts of victimisation experiences on Internet users’ behavioural

responses and security intentions.

The main limitation of cybercrime studies employing LRAT as a theoretical framework
limited their scope to examining the influence of Internet users’ lifestyles and demographic
characteristics on the risk of cybercrime victimisation. It appears that this approach prevented
scholars from exploring impacts of macro variables such as technological vulnerabilities or
data breaches of companies/agencies holding personal information of the Internet users. This
thesis aims to contribute to the literature by providing a more detailed account of the causes of
economic cybercrime victimisation. To that end, new theoretical and conceptual lenses (PMT
and Approach-Avoidance) are applied to better understand both causes and adverse impacts of
economic cybercrime victimisation. The next section will present the mixed-methods research

design adapted to research economic cybercrime victimisation.
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Chapter 4 Methodology

4.1 Introduction

This chapter presents the research design and the research methodology as well as the
underpinning methodological and epistemological considerations while choosing a mixed
methods approach to research economic cybercrime victimisation. The chapter begins by
providing the rationale for implementing a mixed methods research paradigm to examine
economic cybercrime victimisation. It then goes on to describe the quantitative research design
and analytical procedures utilised to address the research questions. The chapter concludes with

a reflexive account of the qualitative research process.

4.2  The Rationale for Utilising a Mixed Methods Research Paradigm

Using multiple approaches to understand the social world is not a new issue and it can
be traced back to Ancient Greek philosophers’ ideas of viewing reality (Johnson et al., 2007).
However, it was the introduction of the concept of triangulation that made social scientists
debate the complimentary use of quantitative and qualitative research methods. Campbell and
Fiske (1959) and Denzin (1978) may be considered as the founding theorists of triangulation
in social sciences (Carter et al., 2014; Joslin and Miiller, 2016), though, Denzin’s (1978)
conceptualisation of triangulation gave rise to methodological concerns about using multiple
research methods in a single research study. These concerns among scholars initiated the
debates around the paradigm-method fit, which centres around the question of the compatibility

of the philosophical stances and the research paradigms (Hanson et al., 2005).

Rossman and Wilson (1985) aiming to synthesise paradigm debates distinguish three

approaches to this issue of paradigm-method fit: purist, situationalist and pragmatist. While
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purists (i.e.Smith, 1983; Collins, 1984) opposed the compatibility of the qualitative and
quantitative research paradigms due to their inherent epistemological and ontological
differences, situationalist scholars (i.e.Rosenblum and Louis, 1981; Kidder and Fine, 1987)
partly supported the incorporation of two research paradigms in one single study. Though they
believed that certain methods offer a more suitable research design in some circumstances
(Rossman and Wilson, 1985; Hanson et al., 2005). Contrary to these views, pragmatists argue
that mixed methods research design, with the aim of gaining in-depth understanding through
corroborating strengths of the two research paradigms, is applicable to any research question
regardless of the circumstances (Johnson and Turner, 2003; Johnson and Onwuegbuzie, 2004).
Having a pragmatist worldview, this reseach aiming to understand economic cybercrime
victimisation rejects the idea of incompatibility of the research paradigms and lends support to
incorporating quantitative and qualitative research methods to conduct a rigorous research

(Johnson and Onwuegbuzie, 2004).

A comprehensive literature review of relevant published papers and books about mixed
methods has shown that it is difficult to find a commonly accepted definition of mixed methods.
Whereas some definitions stress mixing of qualitative and quantitative data (lvankova et al.,
2006) others emphasise the benefits of integrating analysis procedures and drawing inferences
(Teddlie and Tashakkori, 2006; Mertens and Tarsilla, 2015). Nonetheless, Johnson et al. (2007,
p. 123) provide a holistic definition of mixed methods design: “Mixed methods research is the
type of research in which a researcher or team of researchers combines elements of qualitative
and quantitative research approaches (e.g., use of qualitative and quantitative viewpoints, data
collection, analysis, inference techniques) for the broad purposes of breadth and depth of
understanding and corroboration.” The significance of this definition for this thesis is its
emphasis on in-depth understanding and corroboration since the main rationale for employing

a mixed methods approach was to make complimentary use of quantitative and qualitative
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research methods to understand economic cybercrime victimisation holistically.

Research aims and research questions are considered to be the primary factors in
designing research (lvankova et al., 2006; Creswell and Plano Clark, 2007). The main
advantage of a mixed method research design is its ability to address various types of research
questions that cannot be addressed with a single research method (Onwuegbuzie and Leech,
2006; Tashakkori and Creswell, 2007). My first research aim was to test the applicability of
Lifestyle Routine Activities Theory to economic cybercrime victimisation, which can best be
addressed with a quantitative research design due to statistical rigour of quantitative analysis
to test a hypothesis (Johnson and Onwuegbuzie, 2004; Greene, 2008). My second research aim
was to understand underlying mechanisms that facilitate victimisation, while the last research
aim was to understand how the victimisation experiences impact Internet users. Qualitative
research methods are suitable to reach these two aims. A mixed methods research design
emerged to be the most suitable research paradigm to address these questions. Triangulation,
complementarity, development, initiation and expansion are the five conceptual elements to be
considered prior to design a mixed methods research (Greene et al., 1989). These conceptual
elements that informed the decision of applying a mixed methods paradigm will now be

evaluated with a reflexive account of the research process.

Triangulating quantitative results with qualitative semi-structured interviews is a
significant benefit of the mixed methods research design. Greene et al. (1989) argue that
enhancing validity is the main rationale for triangulation since incorporating strengths of two
or more research paradigm may offset intrinsic limitations of each research method, which in
turn overcomes the biases each method poses. In addition, Hammersley and Atkinson (2007,
p. 184) contends that “what is involved in triangulation is not the combination of different kinds

of data per se, but rather an attempt to relate different sorts of data in such a way as to counteract
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various possible threats to the validity of our analysis.” Interviews can be the best tool to
triangulate the results of quantitative analysis (Flick, 2008). Although statistical analyses of the
Crime Survey for England and Wales (CSEW) 2014/2015 produced generalizable findings,
due to the pitfalls of statistical analysis procedures, causal connections between variables might
justifiably be open to discussion. To make up for this disadvantage, | benefitted from semi-
structured interviews that were designed to both explore new aspects of victimisation and to

triangulate results of the quantitative analyses conducted at the first phase of the research.

Complementarity is another advantage of utilising a mixed methods research
methodology. Whereas triangulation refers to combining strengths of research methods to
justify research findings, complementarity denotes enriching research findings through
examining different facets of the phenomenon under consideration (Rocco et al., 2003; Johnson
and Onwuegbuzie, 2004; Petter and Gallivan, 2004). Onwuegbuzie and Johnson (2006, p. 51)
argue that mixing two research paradigms does not only mean triangulating or corroborating
two approaches, but it also means putting “complementary strengths” of these two approaches.
Semi-structured interviews with victims of economic cybercrime were conducted with the aim
of examining the phenomenon through lenses of victims, and with the aim of furthering
understanding of economic cybercrime victimisation. Complimentary use of both methods was
intended to help form a more sophisticated picture of economic cybercrime victimisation,
encapsulating both the experiences of victims and trends reflected in statistical analyses (Clark
and Creswell, 2014). Additionally, complementary use of two or more research methods also
enables clarification of the findings yielded from another method (Rossman and Wilson, 1985;
Onwuegbuzie and Collins, 2007). For instance, statistical analysis results demonstrated that
online shopping increased the risk of victimisation. However, it was not clear why online
shopping poses a threat. Semi-structured interviews with victims unearthed the causal

mechanisms that made online shopping a risk factor.
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The third rationale to apply a mixed methods research approach was development. In a
mixed methods paradigm, one research method may serve as a basis to develop another
research design (Caracelli and Greene, 1993). This requires sequential use of two or more
research paradigms to develop a sampling strategy or research aims (Teddlie and Yu, 2007).
The vulnerable population was discerned through statistical analysis of CSEW 2014/15, and
these results were utilised to form sampling criteria for semi-structured interviews. Moreover,
quantitative analysis results informed the development of the interview guide. Quantitative
analyses results informed semi-structured interviews by identifying new relevant interview

questions (Creswell, 2009) or by elaborating them (Creswell et al., 2003).

The results of a research method may sometimes indicate the need for exploring an
aspect of the phenomenon, which was not foreseen prior to the research process (Onwuegbuzie
and Teddlie, 2003). A mixed methods research design aids the researcher “to gain new insights
and to reframe the original understanding of the problem.” (Petter and Gallivan, 2004, p. 6).
For instance, the results of quantitative analysis pertaining to the impacts of electronic device
usage on the risk of victimisation, let me think about the effect of other technological elements
of cyberspace such as Wi-Fi usage. This idea initiated examining technological vulnerability

aspect of economic cybercrime victimisation.

Expansion is the last advantage of applying a mixed methods research design to be
considered. The rationale for applying multiple research paradigm is to investigate various
components of the phenomenon to expand the scope of the study (Greene et al., 1989; Greene,
2008). For instance, while quantitative research design tested the applicability of LRAT to
economic cybercrime, qualitative semi-structured interviews were used to expand findings of
guantitative analyses by providing in-depth perspectives of victims. Moreover, semi-structured

interviews were carried out with the aim of understanding unexpected results of statistical
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analyses conducted in the first phase (Rossman and Wilson, 1985; Morse, 1991). The
quantitative phase of the research indicated that online government website usage increased
the risk of victimisation. The causes of this unanticipated result were explored through semi-

structured interviews.

4.3  Research Design and Analytic Strategy

Several authors attempted to create a typology of mixed methods research design. For
example, Johnson and Onwuegbuzie (2004) describe research designs as a continuum, where
quantitative and qualitative research methods are at each pole, and mixed methods designs are
in the middle of them. Figure 4.1 illustrates this continuum of the research designs (Johnson et
al., 2007). Tashakkori and Teddlie (2003) identified forty types of mixed methods research
design in the literature. Implementation timing of research methods, the priority of methods
and mixing procedures of methods emerged to be three common criteria of grouping these
forms of mixed methods designs (Clark and Creswell, 2014). This doctoral research applied a
sequential quantitatively driven mixed methods research design to address the research
questions.

This thesis, which applies an objectivist victimological stance, aimed to discern the
causes of economic cybercrime victimisation and its psychological and behavioural impacts on
Internet users’ online lifestyles. Quantitative data (CSEW 2014/2015) was utilised to examine
the effect of Internet users’ online behaviours on the risk of experiencing economic cybercrime
victimisation. The breadth of online activities measured in CSEW 2014/2015 and the
quantitative analysis results informed the data collection and data analysis of the qualitative
phase of the research. Qualitative data utilised in a number of ways such as addressing the
weaknesses of CSEW 2014/2015 dataset, expanding and explaining quantitative analysis

result. This sequential analytic approach initially informed the formation of interview guide.
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The questions included in semi-structured interview guide constructed in a way to both
triangulate the quantitative findings and explore the issues that were not measured in
quantitative dataset. For instance, interview questions aimed to measure and understand the
impact of Internet users’ engagement with online deviancy on the risk of victimisation or
whether mobile application usage had an impact on the likelihood of experiencing economic
cybercrime victimisation. These types of questions aimed to find out the causal relationship
between Internet users’ online activities and the risk of becoming a victim were less open-
ended. The content analysis method was utilised to examine the patterns.

However, some more open-ended questions aiming to understand participants views’
and perceptions related to their victim identity and emotional and behavioural reactions to the
economic loss experienced were also included in the interview guide. For example, interview
questions “Some people who experienced economic cybercrime may not define themselves as
a victim. How do you feel about that?” or “Did your victimisation experience have any effect
on you apart from losing money?” aimed to explore victims’ perceptions of victim identity and
harm received other than financial loss. A discourse analytic approach might have provided
valuable insights into our understanding of cyber victim identity through examining the
construction of victim identity in social and cultural context (Dunn, 2008; Keller, 2012).
Anderson et al. (2001) successfully integrated content analysis and discourse analysis methods
while researching rape victims’ perceptions regarding victim-blaming. Yet, a discourse
analytic approach could not be applied in this doctoral research due to lack of information-rich
answers to the interview questions exploring participants’ perceptions of victim identity. This
could be viewed as the natural outcome of the research process informed by objectivist
victimological stance, and the research objectives focused on discerning the causal
relationships between Internet users’ online lifestyles and the risk of facing economic

cybercrime victimisation. Future studies informed by more objectivist victimological research
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aims may explore the formation of cybercrime victim identity through the application of

discourse analysis method. Figure 4.2 illustrates the phases of this doctoral research.

Figure 4.1
Mixed Methods Quantuum

Mixed Methods Broadly Speaking

I B B m—

Pure Qualitative Pure Quantitative Pure
Qualitative Mixed Mixed Mixed Quantitative
Qualitative Dominant Equal Status Quantitative Dominant

Figure adapted from Johnson et al., (2007).
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Figure 4.2
Visual Model of Research Design
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Procedure

Product

Quantitative Data Collection

Quatitative Data Analysis
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Qualitative Data Collection

Qualitative Data Analysis

Integration of the Quantitative and
Qualitative Results

Obtaining Permission to Use Crime
Survey for England and Wales
Getting Dataset 2015/2016

Data screening (univariate, multivariate)
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Discerning Vulnrable population
Finding out Correlates of Economic
Cybercirme

Building Binary Logistic Regression
Models
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Coding and content analysis
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Dataset of CSEW 2014/2015

Descriptive statistics, cross tabulation
tables, marginal association
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Text data (interview transcripts)
Excell file containing cyber-enabled
fraud incidents
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Crime Script of Economic
Cybercrime Victimisation

Discussion Implications Future researcl

Adapted from Ivankova et al. (2006) and Creswell and Plano (2007)
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4.4  Design of Quantitative Phase of Research

This research applied a secondary data analysis method, which is “an empirical
exercise carried out on data that has already been gathered or compiled in some way”, (Dale
et al., 1988, p. p.3) as a quantitative phase of mixed methods research design. The dataset of
CSEW 2014/2015 was used to test the applicability of LRAT to cybercrime as well as to
discern online lifestyle correlates of economic cybercrime victimisation. The Crime Survey
England and Wales, formerly known as the British Crime Survey, is a self-reported crime
survey and it has been conducted since 1981 (Office for National Statistics, 2015). It has been
conducted annually since 2001 (Jansson, 2007). Firstly, the underpinning rationale of using a
secondary dataset will be discussed, and then challenges and rewards of using the dataset of

CSEW 2014/2015 will be evaluated.

Accessing high-quality, accurate data may be the most important aspect of secondary
data usage (Goodwin, 2012). The design and data collection of the primary data requires both
expertise and effort (Patzer, 1995; Stommel and Wills, 2004). Secondary data such as Crime
Survey for England and Wales enables research to reach the highest quality of data, which is
beyond the ability and capability of a single person to collect (Cantor and Lynch, 2000; Smith,
2008). In addition, the application of sequential mixed methods research design may be time-
consuming since it requires the collection of both quantitative and qualitative data (Driscoll et
al., 2007; Mark, 2015). Using secondary datasets can alleviate this drawback of mixed methods
design (Johnson and Turner, 2003; Caruth, 2013). Not only data collection is time-consuming
but also variable coding is a lengthy process (Vartanian, 2010). The opportunity of
downloading Crime Survey for England and Wales in a various format including SPPS helps

to reduce the time spent on data preparation and coding processes.
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Lack of key variables may be considered as the most significant shortcoming of
secondary data usage (Bryman, 2008). Large scale crime surveys are usually conducted by
governmental agencies or private companies for the purpose of understanding the current state
of crime and its implications for policymakers. Although such surveys are very comprehensive,
they may still lack some variables that address the research question. Complimentary use of a
qualitative research method can up this pitfall of using secondary data (Ivankova, 2014; Biddix,
2018). The aspects that could not be addressed through secondary data may be explored via
qualitative data. After assessing the significance of secondary data usage, the challenges and

rewards of using CSEW 2014/2105 will now be evaluated.

The issue of accessing reliable secondary data about cybercrime is a well-established
college to cybercrime studies (Shenton, 2004; Yuan et al., 2014; Levi, 2016, 2017; Levi et al.,
2017). Crime Survey for England and Wales is considered to be one of the valuable sources
for criminologists since it seeks information related to various types of crimes (Ghosh and

Swaminatha, 2001; Crow and Semmens, 2008; Connelly, 2016).

Notwithstanding, a number of challenges and rewards were encountered due to CSEW
2014/2015 usage. Ill-presentation of cyber involvement in financial loss and fraud (Module 13)
was the biggest challenge faced. For instance, respondents owing a credit card were asked if
they experienced loss of money due to misuse of credit card and bank account information.
However, it was hard to identify the cases bearing cyber element at one point (Yuan et al.,
2014). It was not clear whether the victimisation was the outcome of a cold call or accessing a
fraudulent website. To overcome this challenge some variables were re-coded or merged
through SPSS syntax editor. The details of this process will be explained in the following

section.
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The ambiguity caused by the wording of the questions was another challenge
encountered (Patzer, 1995; Tashakkori and Teddlie, 2008; Connelly, 2016). The wording of
the questions related to online security measures failed to capture the chronology of the
occurrence of victimisation experience and application of security software, which hampered
the assessment of the effectiveness guardianship measures in preventing economic cybercrime
victimisation. The cross-sectional nature of the dataset was a challenge to identifying the
relationship between Internet users’ online actions and repeat economic cybercrime
victimisation. Longitudinal survey design may be helpful in tracing back the respondents’

online lifestyles.

Representativeness of CSEW is another issue. The CSEW 2014/2015 interviewed
35,000 adults aged over 16 (Office for National Statistics, 2016b). A minimum of 650
respondents was chosen from each Police Force Area (PFA). This large sample size is an
advantage of CSEW. Nonetheless, CSEW applies the multistage cluster sampling procedure to
recruit participants. This procedure uses the postcode address file (PAF) of people residing in
England and Wales (Maxfield and Babbie, 2015). Being a survey of households, CSEW
excludes those living in many different types of institutions, hostels, homeless, residential
homes, apartments (Bergman, 2008; Scurlock-Evans and Mahoney, 2016). This sampling
strategy impedes capturing the real extent of economic cybercrime victimisation in the UK.
Interviews with elderly participants aged over 60, disclosed that those living in shelter houses
were more vulnerable to economic cybercrime victimisation due to unavailability of help from
younger ones. Similarly, student participants emerged to be more likely to engage with risky
online activities like peer-to-peer sharing, which in turn increased the risk of loss of money

through virus infection.
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Despite the above-mentioned challenges of utilising dataset of CSEW 2014/2105, some
rewards were also received. An impartial picture of economic cybercrime and increased
validity and reliability are the benefits of using CSEW 2014/2105 dataset. CSEW provides an
unbiased picture of economic cybercrime victimisation when compared to other private
security survey providers (Guba, 1981; Mellon, 1990) . Due to the concerns over experiencing
adverse financial and reputational effects when the facts made public, private companies may
be reluctant to provide real figures or fail to present the whole nature of economic cybercrime
(Patzer, 1995; Malterud, 2001; Teddlie and Tashakkori, 2010). In addition, a high response rate
is considered to be one of the main requirements of validity and reliability of interpretations
based on the survey dataset (Whittemore et al., 2001; Denzin and Lincoln, 2017). Though
slightly lower than usual CSEW response rates ranging from 72% to 75%, CSEW 2014/2015
had a relatively high response rate with 70% , when compared to the average response rate of

52% for surveys (Finlay, 1998; Walsh, 2003; Raven, 2006; Hammersley and Atkinson, 2007).

4.4.1 Sample Size

Though the CSEW 2014/2015 had a sample size of 35,000 composed of adults aged
over 16 (Office for National Statistics, 2016b), dataset filtered to have more robust data. Since
the survey has a follow-up structure, all questions were not asked of all respondents, which
means that different modules have different sample sizes. In order to have a sample that
responded Internet-related questions, the dataset was filtered according to the question asking
whether participants accessed the Internet over that last twelve months. A data set of 5665

sample size was obtained after filtering procedure.
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4.4.2 Operationalisation

The Crime Survey for England and Wales 2014/2015 measures financial loss through
various questions. Both the Online Security Module (121" module) and the Financial Loss and
Fraud Module (13" module) include financial victimisation questions. Whereas the Online
Security Module includes the questions that measure pure online financial crimes, Financial
Loss and Fraud Module contain the questions that measure hybrid financial crimes, which can
be defined as financial crimes that can be the result of both online and offline causes (Flick,
1992; Wall, 2015). As discussed earlier, economic cybercrime is an umbrella term that covers
many types of online financial crimes (Levi, 2016, 2017) . Outcome variables that were used
in the analyses were created through recoding present variables. The following section will
explain the procedure of obtaining outcome variables such as online banking fraud, card-not-
present fraud and economic cybercrime. Firstly, the definition of terms is provided before

explaining procedures applied to obtain outcome variables.

4.4.3 Definitions of Outcome Variables

Online Banking Fraud: Online banking fraud refers to the loss of money from online

banking account through unauthorised access to online banking information.

Loss of Money through Virus Infection: Loss of money through virus infection
denotes the way that offender(s) gained access to either bank card information or online

banking account.

Loss of Money through Phishing (Responding Communication): Loss of money
through virus infection again refers to the way offenders accessed either bank card information

or online banking account.
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Online Identity Fraud: Online identity fraud is the gain of money through
compromised personal information such as bank card numbers or online banking account

details.

Card-not-present Fraud: Card-not-present Fraud occurs when bank cards are used in

the absence of a physical plastic card. It is also named as remote purchase fraud.

Economic Cybercrime: Economic cybercrime encompasses all forms of online

financial crimes.

Statistical Procedures to Obtain the Outcome Variable:

As stated above, being a follow-up survey, all questions were not asked all respondents,
which means that some variables had different missing values. This feature of the survey made
using merge or combine variables impossible as utilising in-built commands required the same
amount of cases to operate. Should in-built commands be used, the results would be erroneous.
To prevent this issue new commands were written through SPSS syntax editor. The syntax
coding procedure for obtaining online banking fraud will be explained below as an example.

Other syntax codes used to create variables can be found in Appendix Seven.

Online Banking Fraud (onln_bnk_frd): Online banking fraud variable was obtained
through a combination of three variables that measured different situations in which
respondents faced online banking fraud (gbnchk, gfrhwc and gfrhwe). Whereas variable
Qbnchk refers to the loss of money from a bank or building account while using the Internet,
variable gfrhwc denotes loss of money due to unauthorised access to online banking
information (hacking), and variable gfrhwe refers to the loss of money from a bank account
due to opening an email link opened into the fake website (phishing). Figure 4.3 illustrates the

process of obtaining an online banking fraud variable.
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Figure 4.3

The Statistical Procedure to Obtain Online Banking Variable

Loss of money from bank or building society accounts (QBNCHK)

s

Loss of money from bank account due to unauthorized access to
online banking information (e.g. online banking or credit/debit card) Online Banking Fraud

(QFRHWC)
o

Loss of money from bank account due to an email received or a link
opened into a fake website. (QFRHWE)

As Table 4.1 illustrates variables had different missing values, which indicate that all
questions were not asked, same participants. To overcome this issue firstly variables were
recoded into different variables (recode_gfrwhc, recode_qgfrhwe and recode_gbnchck). While
value O referred to the non-victim category, value 1 denoted to victim category. Missing values

were re-coded as a separate category and a value, 5, was assigned for this category.

Table 4.1
Descriptive Statistics for Online Banking Victimisation

Yes No Total Missing
Variables
Loss of Money from bank or building society account while using the Internet 42 26 68 21386
Loss of Mon_ey from bank or t?wldlng s_ocu_aty acco_unt due 274 1010 1284 20170
to unaouthorised access to online banking information
Loss of Money from bank or building society account due to 54 1230 1284 20170

an email received or a link opened in a fake website

After recoding variables, a syntax code was written to assign cases which denote
victimisation, non-victimisation and missing (not being asked that question) to their new
corresponding categories. Figure 4.4 illustrates the screenshot of the syntax editor. After the

execution of the command variable denoting online banking fraud (onin_bnk frd) was
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obtained. Lastly, the missing value category was re-coded as missing. The same procedure was

applied to obtain other variables.

Figure 4.4

Syntax Editor Screenshot

File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Run Tools Window Help

M AFELAN PO 2O 2R B
A OO BB M ~ b

bolF 1 DO IF
COMPUTE 2 (recode_gfrhwe =5 AND recode_gfthwe=5 AND recode_gbnchk =0) OR
ELSEIF 3 (recode_gfrhwe =5 AND recode_gfrhwe=0 AND recode_gbnchk =5) OR
COMPUTE 4 (recode_gfthwe =5 AND recode_gfthwe=0 AND recade_gbnchk =0) OR
ELSE 5 (recode_gfrhwe =0 AND recode_gfthwe=5 AND recade_gbnchk =5) OR
COMPUTE 5 (recode_gfrhwe =0 AND recode_gfthwe=5 AND recode_gbnchk =0) OR
END IF. 7 (recode_gfrhwe =0 AND recode_gfthwe=0 AND recode_gbnchk =5) OR
EXECUTE. 8 (recade_gfthwe =0 AND recade_gfthwe=0 AND recade_gbnchk =0).
9 COMPUTE onin_bnk _frd =0
10 z ELSE IF
" (recode_gfrhwe =5 AND recode_gfrhwe=5 AND recode_gbnchk =5).
12 |COMPUTE onin_bnk_frd =5
13 [ELSE.
14 |[COMPUTE onin_bnk _frd=1.
15 [ENDIF.

16 P |EXECUTE.

Line Coemmand Information

Loss of money through virus infection (lossevirimp): This variable was obtained
through a combination of two variables, (evirimpa and evirimpb), which measured whether
respondents lost money due to virus infection. While variable evirimpa refers to the non-
refunded loss of money through virus infection, variable evirimb denotes refunded loss of

money through virus infection. Figure 4.5 illustrates this process of coding.

Figure 4.5

Statistical Procedure to Obtain Loss of Money Through Virus Infection Variable

Refunded loss of money through virus infection
(e.g. by your bank, building society or credit card company)

if;: Loss of Money through Virus Infection

Non-refunded loss of money through personal data loss
(including any additional charges or costs that you incurred)
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Online Identity Fraud (lossedatimp): This variable was obtained through a
combination of two variables, (edatimpa and edatimpb), which measured whether respondents
lost money due to unauthorised access to personal information. Whereas variable edatimpa
refers to the non-refunded loss of money through personal data loss, variable edatimpb refers
to the refunded loss of money through personal data loss. Figure 4.6 demonstrates the process

of obtaining this variable.

Figure 4.6

Statistical Procedure to Obtain Online Identity Fraud Variable

Non-refunded loss of money through personal data loss
(including any additional charges or costs that you incurred)
(EDATIMPA)

f:: Online Identity Fraud

Refunded loss of money through personal data loss
(e.g. by your bank, building society or credit card company)
(EDATIMPB)

Card-not-present Fraud (cnp_fraud): CSEW 2014/2015 did not measure card-not-
present fraud directly; however, this variable can be obtained through subtracting cases that
represent financial loss due to real-world causes from credit card fraud cases. Firstly, variables
measuring the loss of money due to real-world causes, namely qgrecure, gidhwa, gidhwb,
gidhwd, gidhwf, gidhwg and qidhwh, were combined. In that way, variable quidw was
obtained. After that, cases of quidw were subtracted from the credit card fraud variable
(gcrduse) to obtain card-not-present fraud cases (cnp_fraud). Figure 4.7 demonstrates the

process of obtaining the card-not-present fraud variable.

Economic Cybercrime (econ_cyber): This variable was obtained through a
combination of five forms of economic cybercrime, namely online banking fraud, loss of
money through virus infection, loss of money through phishing (responding to

communication), online identity fraud and card-not-present fraud.

130



Figure 4.7

Statistical Procedure to Obtain the Card-not-present Fraud Variable

Step 1: Obtaining VVariable QCRDLOST

Loss of money following unauthorised
access to/use of your personal data (QRECUSE)

4=

Loss of money through theft of credit or bank card

(QIDHWA)
:E:

Loss of money through theft of personal documents
(e.g. cheque book, bank statements, pass book)

(QIDHWB)
:E:

Loss of money through your card details being Loss of M oney from Bank Cards
stolen/cloned when made a payment
(e.g. at a restaurant or petrol station) (QIDHWD) throth real-world causes (QCRDLOST)

=

Loss of money through a phone cal that received
asking for personal information (QIDHWF)

4=

Loss of money through someone visiting address
and asking for information (QIDHWG)

&=

Loss of money through insider corruption (e.g. corrupt
employee at a bank) (QIDHWH)

Step 2: Obtaining Variable CNP_Fraud

Loss of money through unauthorised credit card usage

(QCRDUSE)
— :»{ Card-not-present Fraud

Loss of money through credit card due to real-world
causes (QCRDLOST)

4.4.4 Operationalisation of Response Variables
LRAT proposes that crime is the combination of three elements: motivated offender,

suitable target and absence of capable guardian (Hindelang et al., 1978; Cohen and Felson,
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1979). Since the motivated offender is a given fact, two elements, namely exposure and
proximity to the motivated offender, were conceptualised as the function of a motivated
offender. Independent variables were grouped according to this LRAT victimisation model.

This section will explain the operationalisation of response variables used in the analyses.

Exposure to the motivated offender: In traditional crime studies, outdoor activities,
especially night-time activities such as going to a bar (retail outlet selling alcohol), was
hypothesised to increase risk of victimisation (Miethe et al., 1987; Mustaine and Tewksbury,
1998). Frequency of these activities was operationalised as a predictor of exposure to motivated

offender (Mustaine and Tewksbury, 2000a; Tewksbury and Mustaine, 2001).

Cybercrime studies applied RAT and LRAT as theoretical perspectives hypothesised
that individuals’ online life-style facilitate victimisation by increasing Internet users’ exposure
to motivated offenders (Choi, 2008; Holt and Bossler, 2013; van Wilsem, 2013b). Online
activities such as online shopping or time spent online was operationalised as the exposure
element of theory. The results of past empirical research suggest that time spent online (Pratt
et al., 2010; Reyns et al., 2011; van Wilsem, 2011, 2013b), online shopping (Pratt et al., 2010;
van Wilsem, 2011, 2013b), using social networking sites (van Wilsem, 2013b), using online
banking (Hutchings and Hayes, 2008; Reyns, 2013; Reyns et al., 2015; Williams, 2015), e-
mailing or using chat rooms/instant messaging (Marcum et al., 2010; Marcum, 2011; Reyns,

2013; van Wilsem, 2013a, 2013b; Williams, 2015) was associated cyber victimisation.

This thesis argues that online activities such as using social networking sites or using
email, chat rooms/instant messages should be operationalised as the proxy of proximity to a
motivated offender element of the theory since Internet users are not necessarily required to
disclose their personal information while accessing these online activities. Following this line

of logic, online activities requiring personal information reveal were operationalised as the
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exposure element of the theory. Online activities, using the Internet for online banking or
managing finances and shopping online, were operationalised as a proxy of exposure to the
motivated offender. Using online government websites was also operationalised as exposure
element as Internet users provide both financial and non-financial identifying information to
these websites. Frequency of Internet usage was another factor that hypothesised to increase
the risk of victimisation. Table 4.2 displays operationalisation of exposure to the motivated

offender in cyberspace.

Table 4.2
Exposure to Motivated Offender

Online banking or managing finances (e.g. paying credit cards)
Buying goods or services (internet shopping, inc. music / film downloads)
Online government services (e.g. tax returns, DVLA, council tax, benefits)

Frequency of Internet Usage

Proximity to Motivated Offender: Neighbourhood characteristics such as living in an
area mainly occupied by potential offenders were operationalised as proximity to motivated
offender (Miethe and Meier, 1990; Rountree et al., 1994; Fisher et al., 2010). Reyns et al.
(2011), who studied cyberstalking among college students, operationalised chat room usage as
proximity to motivated offender since Internet users and potential online offenders converge at
the same time and place. In this research, online activities such as using the Internet for social
networking, email, instant messaging and chat rooms, browsing for news or information and
playing online games was operationalised as proximity element of theory. Table 4.3 illustrates

the operationalisation of the proximity element of the theory.
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Table 4.3
Proximity to Motivated Offender

Social networking (e.g. Facebook, Twitter) or blogging
E-mail, instant messaging, chat rooms
Browsing for news or information (e.g. BBC, Wikipedia)

Playing online games/doing quizzes/competitions

Absences of Capable Guardianship: LRAT postulates that a capable guardian may
prevent the occurrence of victimisation (Cohen et al., 1981). Cybercrime literature divided
guardianship measures into two categories (Ngo and Paternoster, 2011; Vakhitova et al., 2015).
Whereas digital or physical guardianship denotes security measures provided by anti-virus
programmes or firewall; personal guardianship refers to security measures applied by Internet
users. This thesis categorised guardianship measures according to their aimed usage. For
instance, while some security measures aim to protect the integrity of computers from online
threats, other security measures aim to protect online accounts security. This categorisation of
guardianship measures would enable us to examine the ‘capability’ of guardianship measures
in providing a certain type of guardianship. For instance, whereas digital guardianship
measures can be useful to prevent virus infection, they may not be effective in protecting the
financial information of Internet users. This sort of categorisation will enable us to make a
more systematic analysis. Figure 4.8 and Table 4.4 demonstrate categorisation of guardianship

measures.
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Figure 4.8
Online Guardianship Measures

ONLINE GUARDIANSHIP MEASURES

ELECTRONICDEVICES' SECURITY

PROTECTION PERSONAL DATA PROTECTION

1

FINANCIAL PERSONAL ACCOUNT'S
PRECAUTIONARY MEASURES SOFTWARE-BASED INFORMATION SECURITY

PERSONAL

PRIVACY
PROTECTION

WIS PROTECTION PROTECTION

Table 4.4
Online Guardianship

1. Guardianship Measures to Protect Electronic Devices' Security
la. Precautionary Guardianship Measures to Protect Electronic Devices' Security
Only downloaded known files or programs
Deleted suspicious emails without opening them
Protected your home wireless connection (wi-fi) with
a password or been cautious using

1b. Software-based Guardianship Measures to Protect Electronic Devices' Security
Downloaded software updates and patches whenever prompted

Installed anti-virus or other security software, such as a firewall
Scanned computer regularly for viruses or other malicious software

2. Guardianship Measures to Protect Personal Data
2a. Guardianhip Measures to Protect Financial Information
Only used well-known or trusted sites
Checked for signs that a site is secure when
buvina online (closed padlock sian/httos website
2b. Guardianship Measures to Protect Personal Account's Security
Used complex passwords (contain letters, numbers and symbols)
Used a different password for each different online account
Logged out of websites when you are finished
Adjusted website account settings (e.g. privacy settings)

2c¢. Guardianship Measures to Protect Personal Privacy
Only added known persons as friends on social networks.

Been careful about putting personal details on social networking sites
(e.g. date of birth,place of work) / not put personal details online
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Control Variables: Control variables can be defined as “extraneous variables that
influence the outcome to represent potential confounds whose effects must be eliminated
before causal assertions regarding the explanatory variable can be made.”(Mehta, 2001, p.
2727). Previous research on cybercrime utilised demographic characteristics such as age and
gender as control variables (Bossler and Holt, 2009; Leukfeldt, 2015; Choi et al., 2016;
Leukfeldt and Yar, 2016). Though their studies yielded inconsistent results, they provided a

good insight to assess the impact of age and gender on the risk of cyber victimisation.

Education level and income have also been used as control variables in cybercrime
studies (van Wilsem, 2011; Leukfeldt, 2014; Policastro and Payne, 2014; Leukfeldt and Yar,
2016; Reyns et al., 2016; Wolfe et al., 2016). Leukfeldt and Yar (2016) found that education
those with higher education and paid job run a higher risk of experiencing malware infection.
Similarly, studies conducted by (Pratt et al., 2010; Paek and Nalla, 2015) found a positive
relationship between education level and online identity theft victimisation. In addition, Reyns
(2013) found that Internet users with higher income were more likely to be the target of online
identity theft. Education level and annual household income were included in logistic
regression analysis as a control variable. CSEW 2014/2015 used a 14 scale measure to divide
the annual household income level of respondents, however; Savage et al. (2013) categorised
British Population into seven groups, namely elite, established middle class, technical middle
class, new affluent workers, traditional working class, emergent service workers and precariat,
based on their annual household income. Their annual household income categorisation was
used in this research to examine victimisation tendency between these categories. Table 4.5

displays control variables utilised in binary logistic regression analysis.
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Table 4.5
Demographic Characteristics

Age
16-29
30-59
60+
Gender
Male
Female
Education
A levels or above
Below A-level
No qualifications
Income

Under £10,000
£10,000-£19,999
£20,000-£29,999
£30,000-£39,999
£40,000-£49,999
£50,000-£69,999
Over £70,000

445 Contextual Vulnerabilities Elements

Type of the Device Used to Access the Internet: To the best of our knowledge, up to
now, no research has examined the role of devices used to access the Internet in becoming a
victim of economic cybercrime. It is hypothesised that electronic devices such as mobile
phones, tablets create vulnerabilities for their users as these devices usually bear security
breaches (Symantec, 2016). Desktop computer and laptop used at home/work/college was

conceptualised as low-risk devices as these devices are usually protected with anti-virus
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programmes, there is limited access from strangers to these computers, and usually, secure
Internet connections are used to access the Internet. Laptops used away from
home/work/college, mobile phone and handheld computers were conceptualised as high-risk
devices since Internet users who use laptops used away from home/work/college to access the
Internet generally are more likely to use insecure Internet connections such as free public Wi-
Fi. Mobile phone and handheld computers were also hypothesised to increase the risk of
victimisation as they have some security issues such as mobile applications and accessing the

Internet via insecure public Wi-Fi (Table 4.6).

Table 4.6
Electronic Device Used to Access the Internet

Low Risk Devices
Desktop computer (at home or work or school/college)
Laptop (at home or work or school/college)

High Risk Devices
Laptop (away from home and work or school/college)
Mobile phone or smartphone

Handheld computer (e.g. iPad, tablet, palmtop)

45  Analytic Strategy of Quantitative Phase of the Research

Quantitative analyses were conducted to address two research questions: testing
applicability of LRAT to economic cybercrime victimisation and discerning online lifestyle
correlates of economic cybercrime victimisation. Statistical analyses ranging from univariate
to multivariate analysis were performed to address this goal. This stepwise approach was
implemented to conduct in-depth analyses while looking at various aspects of the phenomenon

under examination and make more reliable inferences (Singh, 2007; Field, 2009).
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Univariate analyses were performed to get basic information about variables to be used
in more complex analysis. Whereas bivariate analyses were conducted to test the presence of
relationship between online activities, online guardianship measures and experiencing
economic cybercrime victimisation; multivariate analyses were conducted to test the
applicability of LRAT to economic cybercrime victimisation through constructing binary
logistic regression models and three-way contingency tables. To that end, three hypotheses
were formed. The first two hypotheses, which assumes the presence of associations between
Internet users’ online lifestyles and facing cybercrime, were tested through bivariate analyses,

the third hypothesis was tested through multivariate binary logistic regression analysis.

4.5.1 Univariate Analysis:

Univariate analysis, the method of describing the data with frequency distribution and
graphs (Morris, 2006; Ruben and Babbie, 2009; Ho, 2013), was performed at the first phase of
quantitative analysis with the aim of both introducing the variables utilised in bivariate and
multivariate analyses and displaying frequency distribution of economic cybercrime
victimisation in the UK. Percentages, as well as frequencies, were reported. Graphs related to
these descriptive statistics were also provided. Univariate analysis through descriptive statistics
is a convenient way of describing data; however, they are not very informative in terms of
making inference (Tacq and Tacq, 1997; Denis, 2015). To overcome this limitation, bivariate

and multivariate analysis were conducted in the second and third phase of quantitative analysis.

4.5.2 Bivariate Analysis:

Bivariate Analysis is a sort of statistical procedure where the association between two
variables are examined without considering the effect of the third variable on the relationship
(Weinstein, 2010; Gordon, 2012). Bivariate analysis is also a powerful tool in testing

hypotheses (Walker and Maddan, 2008; Fitzgerald and Fitzgerald, 2013). Cross-tabulation or
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contingency tables were utilised to both examine the association between variables and to test
the applicability of LRAT to economic cybercrime. Some previous cybercrime studies
(Hutchings and Hayes, 2008; Bossler and Holt, 2009; Pratt et al., 2010; Reyns, 2013) used
Pearson’s correlation test to examine the association between two categorical variables,
however; while Pearson’s correlation test is more suitable to test the relationship between two
continuous variables, Pearson’s Chi-square test is more suitable to test the relationship between
two categorical variables (Blaikie, 2003; Field, 2009; Rosenthal and Rosenthal, 2011). Since
all the variables used in this research were categorical variables, Pearson’s Chi-square test and
Phi test were used to examine the presence, strength and direction of the relationships between

variables.

Pearson’s Chi-square or chi-square goodness-of-fit-test is a test of independence
conducted to evaluate whether the difference between observed and expected values is
significant (Russo, 2004). This test was utilised to determine the presence of the association
between online activities, guardianship measures and experiencing economic cybercrime
victimisation. To that end, firstly, the Null hypotheses (Ho), which asserted the absence of
association between variables and the alternative hypotheses (Ha) stating the presence of the
correlation were formed. Secondly, contingency tables were formed, and the statistical tests
(Chi-square and Phi) were performed through SPSS Quantitative Analysis software. A default
significance level of 0.05 (0=0.05) was set as the threshold for testing the hypothesis through
chi-square test since this significance level is more suitable for testing hypotheses (Churchill
and Doerge, 1994; Payton et al., 2003). Phi coefficient (0) was used to measure the strength of
measurement in Chi-square based analysis (Dytham, 2011; Jackson, 2013). Whereas values
from 0.00 to 0.10, referred to a weak association, values ranging from 0.11 to 0.30 denoted
moderate association between binary variables and values greater than 0.30 referred to strong

association (Healey, 2014). Based on these analyses inferences were made about the presence
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of the relationship between online activities, online guardianship measures, demographic

characteristics of the Internet users and experiencing economic cybercrime victimisation.

4.5.3 Multivariate Analysis:

Bivariate analysis is an efficient method to examine the relationship between two
variables whereas multivariate analysis is a more sophisticated tool to explore the relationship
between two or more variables while holding other variables constant (Weinstein, 2010;
Gordon, 2012). In other words, multivariate analysis enables researchers to control the effects
of other variables while examining the relationship between two phenomena (Agresti, 1996).
After deciding to conduct multivariate analysis, the choice of the appropriate test became of
utmost importance. As response variables in this analysis were dichotomous categorical
variables, namely categorical variables with two categories, binary logistic regression and log-
linear analysis were two possible statistical methods that could be used to research the

applicability of LRAT to cybercrime.

The log-linear analysis is a variation of cross-tabulation analysis which may be
considered as the generalisation of the Chi-square test (Spicer, 2005; Treiman, 2014). The log-
linear analysis is more suitable to examine the relationship between categorical variables
without making a distinction between outcome and response variables (Simkiss et al., 2015).
Binary logistic regression is a sort of regression where the outcome variable is dichotomous,
though, the response variables may have more than two categories (Osborne, 2014; Strickland,

2017).

This reserach applied binary logistic regression analysis method as this application
promises some advantages over running log-linear analysis: Firstly, while log-linear modelling
requires a two-step analysis process, logistic regression modelling yields results at one step

(Engel and Keen, 1994). Secondly and more importantly, binary logistic regression analysis
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yields more interpretable results since binary logistic regression analysis provide information
about the magnitude and direction of the relationship between outcome and response variables.
The log-linear analysis does not provide any information about the magnitude and nature of
association (Tansey et al., 1996). In other words, binary logistic regression analysis yields
result in that measure how one unit change in response variable causes changes in outcome
variable (Verma, 2012). Since finding out the impact of online activities on the risk of
experiencing cybercrime is one of the aims of this doctoral research, binary logistic regression

analysis emerged as the most appropriate analysis method to address the research questions.

4.5.3.1 Analytic Procedure:

Some assumptions should be checked prior to conducting binary logistic regression
analysis (Agresti, 1996; Weinstein, 2010). The absence of multicollinearity denoting a high
level of correlations between response variables (Pituch and Stevens, 2016) is the first
assumption of binary logistic regression (Field, 2009). It is vital to check the presence of
multicollinearity since in the case of multicollinearity; the response variables appear to have
no significant impact on the outcome variable, which may be contrary to the real situation (Ho,
2013). Variance Inflation Factor (VIF) is one way of diagnosing the presence of
multicollinearity between response variables (Gordon, 2012). VIF scores lower 10 can be
considered as lack of multicollinearity (Field, 2009; Gordon, 2012; Ho, 2013). The presence
of multicollinearity between response variables was checked through SPSS analysis software.
VIF analysis results ranged from 1.001 to 1.281, which indicated that there was no

multicollinearity between response variables.

After seeing that the data satisfied conditions for binary logistic regression analysis, the
components of theory, exposure and proximity to the motivated offender, target suitability and

absence of capable guardianship, were tested separately and then all components were put
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together to test LRAT theory as a victimisation model. The relationship between the outcome
and the response variables can be measured with Odds ratio. “The OR represents the odds that
an outcome will occur given a particular exposure, compared to the odds of the outcome
occurring in the absence of that exposure.” (Scotia, 2010, p. 227). Whereas Odds ratio values
greater than 1 indicated an increased risk of victimisation, those less than 1 indicated a
decreased risk of victimisation. Obtained Odds ratio (Exp (B)) values of test results were used

to draw inferences about test results.

Examining the relationship between demographic characteristics of Internet users and
the risk of experiencing economic cybercrime was another goal of this research since this
analysis results would inform qualitative sampling strategy. Three-way contingency tables are
considered to be suitable for the analysis where the researcher aims to observe the distribution
of the relationship between two variables over the categories of a third variable (Malhotra and
Birks, 2012). Another benefit of applying a three-way contingency analysis is the opportunity
to eliminate the confounding effect of a third variable (Agresti, 1996). Thus, three-way
contingency tables appeared to be an appropriate test to examine the risk of experiencing
economic cybercrime through categories of age, gender, education level and annual household
income. To that end, firstly marginal association tables were built for each demographic
characteristic. Marginal association tables are 2*2 tables that display the relationship between
two variables without considering the effect of third variable (Agresti, 1996). These tables were

used as a reference to compare the results of three-way conditional association tables.

A test of homogeneous association must be conducted to check the presence of a three-
way interaction between variables before conducting a three-way analysis since if there is a
three-way association between three variables lower level (two-way) associations cannot be

interpreted unambiguously (Azen and Walker, 2011). Breslow-Day test of homogeneous
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association and Cochran’s test were conducted to see whether the relationship between three
variables can be examined with three-way conditional association tables. After conducting
these two tests, Mantel-Haenszel tests were performed to interpret the degree of association
between using the Internet for online financial activities, risk of experiencing economic

cybercrime victimisation and different strata of demographic characteristics of Internet users.

This section of the chapter aimed to give an overview of the mixed methods approach,
the rationale behind utilising this research paradigm, research design applied to address
research questions and analytic procedures conducted to run statistical tests. The next section

of the chapter will provide a reflexive account of the qualitative phase of the research.

4.6 Reflexive Account of the Qualitative Phase of Research

This section of the chapter will provide a reflexive account of the qualitative phase of
this research. This reflexive account will be given from methodological and personal angles.
Given that dissecting these two aspects of reflexivity is impractical (Finlay, 1998), a
methodological reflexive account concerning assuring reliability and validity of this thesis as
well as personal reflexivity is dealing with my personal experiences as a non-British male PhD

student from a policing background will be interwoven.

It is widely accepted that a researcher’s background together with his/her personality
and epistemological stance influence the research process, initiating from formulating the
research questions to interpreting the research findings (Malterud, 2001; Colbourne and Sque,
2004). Reflexivity emerges as a key instrument in distinguishing the impact of the researcher
on each phase of the research. Finlay (2002, p. 532) argues that “reflexive analysis in research
encompasses continual evaluation of subjective responses, intersubjective dynamics, and the
research process itself.” Though it appears to be unattainable to find out a commonly agreed

definition of the term reflexivity (Lynch, 2005; Archer, 2007), it may be defined as a “process
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of reflecting critically on the self as researcher”” (Denzin and Lincoln, 2017, p. 246), the “human
as instrument” (Guba, 1981, p. 75). Methodological (epistemological) and personal reflexivity

are two variants of reflexivity to be dealt with at this part of the chapter.

Transparency, substantiated through a methodological reflexive account of the research
process, is considered to be essential in ensuring reliability and validity of the research
(Karnieli-Miller et al., 2009). Given that absolute objectivity is unattainable, an inevitable
consequence of human nature (Mellon, 1990), it is best to document the rationale of the
research and role of the researcher in the research process (Flick, 2008). In this sense,
reflexivity is perceived as a methodological tool in quest of maintaining reliability and validity

of the research (Finlay, 1998; Whittemore et al., 2001; Walsh, 2003; Raven, 2006).

Personal reflexivity, a way of disclosing the social self of the researcher impacted by
factors like age, gender and ethnicity, is another aspect of being reflexive (Usher, 2002).
“Personal reflexivity involves reflecting upon the ways in which our own values, experiences,
interests, beliefs, political commitments, wider aims in life and social identities have shaped
the research.” (Willig, 2013, p. 10). Recognizing and attempting to minimise the power balance
between the researcher and informants in criminological research is another value of being

reflexive throughout the research process (Grant, 2014; Lumsden and Winter, 2014).

4.6.1 Reliability and Validity

Though originated from the positivist epistemology, the concepts of reliability and
validity received considerable attention from both qualitative and mixed methods paradigms
(Patton, 1990; Strauss and Corbin, 1990). Needless to say, due to inherent epistemological
stances of quantitative, qualitative and mixed methods research paradigms, these two concepts
correspond to different meanings and applications in each paradigm (Kirk et al., 1986;

Baumgarten, 2010). From a positivist research perspective, while the terms reliability refers to
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the extent to which a measurement yields consistent and replicable outcomes; validity denotes
the notion of correspondence between the measure and the indicator, a term which underscores
the capability and success of indicator in obtaining the intended measurement (Carmines and

Zeller, 1979; Curtis et al., 2013; LoBiondo-Wood and Haber, 2014).

Qualitative research paradigm, where subjectivity and intrinsic researcher bias prevail,
perceives validity as a tool for gaining insights into informants’ experiences, reflections and
understanding (Maxwell, 1992). The researcher with his all inescapable influence on the
research process is the measure per se (Patton, 2002). Designing and implementing appropriate
research schemes (Brewer and Crano, 2000; Creswell and Miller, 2000; Golafshani, 2003),
developing strategies to prevent researcher bias (Maxwell, 2012) and reactivity (Hammersley
and Atkinson, 1995) are proposed to be the ways to secure validity in qualitative research. The
concept of reliability is generally perceived as inapplicable to qualitative research paradigm
(Stenbacka, 2001) since replicability is not an easy task due to subjectivity and unique nature
of qualitative studies (Beck, 1993; Merriam, 1998). Lincoln and Guba (1985) suggest the
concept of trustworthiness as the reminiscent of reliability and validity for the qualitative
research paradigm. Truth value, applicability, consistency and neutrality are the proposed
criteria to ensure trustworthiness in a qualitative study (Guba, 1981). These criteria are
proposed as “naturalistic counterparts” of reliability and validity (Guba, 1981, p. 76). Later,
Lincoln and Guba (1985) replaced these terms with their new corresponding concepts:
credibility, transferability, dependability and confirmability respectively. Credibility and
transferability are at the heart of this proposed model of trustworthiness (Shenton, 2004;
Connelly, 2016). The former refers to internal validity, and the latter denotes external validity.
Whereas dependability replaces reliability, confirmability is the analogy of objectivity (Lincoln

and Guba, 1985).
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With regards to the mixed methods research paradigm, which is proposed to overcome
the weaknesses and promote strengths of the two former research paradigms (Teddlie and
Tashakkori, 2006), suggests inference quality as the counterparts of reliability and validity
(Abbas and Charles, 2003). This approach, an integrative framework, seeking reconciliation
between views over reliability and validity between two leading research paradigms contends
that design quality and interpretive rigour are the paramount concepts in ensuring rigour in
mixed methods research (Tashakkori and Teddlie, 2003, 2008). Design quality refers to
selection and application of the appropriate research design that is capable of addressing the
research questions and goals, whereas interpretive rigour is about the assessment of accuracy
and consistency of the interpretation originated from the data (Teddlie and Tashakkori, 2010;
Levi etal., 2017). | implemented the steps suggested by Ritchie et al. (2013, p. 286) to conduct

rigorous research aiming to understand economic cybercrime victimisation.

As this thesis applied a sequential explanatory mixed methods research design, |
initiated the research process by conducting a quantitative analysis of CSEW 2014/2105. Upon
writing the first draft of qualitative results, |1 devised a sampling design informed by
quantitative analysis results to prevent researcher bias (Collins et al., 2006). Criteria of
participants’ demographics were set to obtain “symbolically representative” of the British
population. After recruiting participants and getting ethics approval, | conducted semi-
structured interviews in a way to allow respondents to express their victimisation experiences
without researcher manipulation (Dornyei, 2007). Iterative data analysis is generally accepted
as an essential method to prevent researcher bias (Creswell et al., 2003). To that end, |
implemented a systematic and iterative process of content analysis to obtain robust inference
from the data. In addition, interpretations were supported with evidence from both quantitative

analysis results and direct citations from interviews.
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4.6.2 Sampling

Robinson (2014)'s four-point approach was adopted to conduct sampling for the semi-
structured interviews. Defining the sample universe, deciding a sample size, selecting a

sampling strategy and sample sourcing are the steps of this approach.

4.6.2.1 Defining the Sample Universe

Delineation of a sample universe is the first step of sampling (Robinson, 2014). An
extensive review of the literature illustrated that most of the previous cybercrime studies (i.e.
Choi, 2008; Holtfreter et al., 2008; Bossler and Holt, 2009; Marcum et al., 2010; Choi, 2011,
Ngo and Paternoster, 2011; Reyns et al., 2011; Henson et al., 2013; Holt and Bossler, 2013;
Reyns et al., 2015) set college students as a sample universe. Although such sampling strategy
may be beneficial in accessing information-rich cases as most of the respondents were
knowledgeable about online threats, it may fail to illustrate all facets of the problem due to
under-representativeness of the target population. For instance, both the aforementioned
studies and CSEW 2014/2015 did not research the cyber victimisation among the elderly
population (those over sixty years) living in sheltered houses. This elderly population may have
certain properties such as being lonely or lack of computer knowledge, which separate them
from the other demographic groups. To address these sampling issues of the previous
cybercrime studies, this research set adult UK population who have access to the Internet as
sampling universe. Precise sampling criteria defining the characteristics of the target
population and eligibility of participation in this research were also defined (Nash and Scott,

2008; Salmons, 2017).

148



4.6.2.2 Sample Size

The sample size is considered to be one of the essential issues to be contemplated to
obtain desired research outcomes (Marshall et al., 2013; Ryan, 2013). Although quantitative
studies heavily rely on large number sample sizes due to some statistical concerns and the
desire of generalizability; qualitative studies, where in-depth understanding of the research
phenomenon is more stressed, apply relatively small sample sizes (Onwuegbuzie and Daniel,
2003; Rosenthal and Rosenthal, 2011; Emmel, 2013). It is evident that qualitative researchers
do not attach too much importance to sample size (Onwuegbuzie and Leech, 2007),
nonetheless, the sample size is still an important concern for the validity of research findings
as well as gaining an in-depth understanding of the research topic (Thomson, 2010). While
small sample size bears the risk of inadequate resource to gain insight, needless large sample
size put the risk of repetition in data (Padgett, 2016). Data saturation proposed by grounded
theory may provide a solution to these sample size consideration (Bowen, 2008). Adding new
participants to research to the point where repetitiveness emerges in data is at heart of this data
saturation method (Sandelowski, 1995; Dworkin, 2012). However, determining the saturation
point is not an easy task for novice researchers given the ambiguity of sample size guidelines
(Marshall et al., 2013). Following sampling size recommendation of the scholars is another
way of determining sample size. Literature suggests that a sample size ranging from twenty to
thirty is enough for an interview-based study (Morse, 2000; Creswell and Plano Clark, 2007).
A study researching the sample size of the PhD studies is adopting a qualitative approach has

found that the mean sample size of the PhD studies was thirty-one (Mason, 2010).

In addition, considering value of tracking trajectory of participants’ lives for
criminological studies (Farrington, 1991, 2006), conducting a longitudinal research would

enable us to follow online lifestyles and security behaviours of the participants, which could
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provide more information about the impact of online lifestyle on the risk of experiencing
economic cybercrime victimisation . However, conducting a longitudinal research was beyond
the capability of this thesis taking the lack of resources and time into account. Utilising a
control group would make up this drawback and provide an opportunity to compare online
behaviours of victims and non-victims. (David and Sutton, 2011; Lewis, 2013). Based on these

considerations sample size around thirty seemed appropriate for this doctoral research.

4.6.2.3 Devising a Sampling Strategy

It is argued that the choice of sampling strategy is mainly driven by the purpose and the
rationale of the research (Patton, 1990) as well as the desired extent of generalisability of the
findings (Rees, 2011; Sekaran and Bougie, 2016). The sampling strategy is generally viewed
as one of the focal distinctions between quantitative and qualitatively informed studies (Devers
and Frankel, 2000). While quantitative sampling is generally driven by probability sampling,
qualitative sampling heavily relies on non-probability or purposeful schemes (Carvalho and
White, 1997; Bamberger, 2000; Gerrish and Lacey, 2010; O'Dwyer and Bernauer, 2013).
Accessing information-rich cases is of paramount importance for a purposeful qualitative
inquiry (Teddlie and Yu, 2007) as “studying information-rich cases yields insights and in-depth

understanding rather than empirical generalizations.” (Patton, 2002, p. 230).

Neergaard and Ulhgi (2007) identifies twenty variations of qualitative sampling
strategies adopted by qualified researchers. | applied complimentary use of purposive sampling
maximum variation, quota and snowball sampling methods. This informed decision was made
“to achieve comparability across different types of cases on a dimension of interest.” (Teddlie

and Yu, 2007, p. 80).

Maximum variation sampling aiming to capture variations in perspectives through

recruiting participants having various backgrounds (Pitney and Parker, 2009; Mujere, 2016) is
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considered to be an effective sampling method for the interview based studies (Seidman,
2013b). Economic cybercrime encompasses various types of online financial crimes such as
loss of money through phishing or hacking (Seda, 2014). To examine the nature of various
sorts of economic cybercrime, no specific type of economic cybercrime victimisation was set
as sampling criteria. Losing money from bank cards, online banking accounts and e-wallets
such as PayPal as a consequence of online activities within last two years and having access to
the Internet were set as sampling criteria for the victim participants group. The sampling criteria
for the control group were using the Internet for financial purposes like online shopping and
not having a financial loss due to Internet usage. While the sampling criterion for experts was
working in IT departments of governmental organisation, it was serving in the cybercrime unit

for police officers.

The rationale of choosing quota sampling is to examine the impact of the contextual
conditions such as having an active online lifestyle, computer literacy or being alone in
sheltered house impacts the risk of victimisation. To that end, age and gender were set as
inclusion criteria for both victim and non-victim participant groups since implementing
attributes that the researcher wants to examine as inclusion criteria is a way of quota sampling
application (Polgar and Thomas, 2011; Schneider and Whitehead, 2013). Triangulating the
results displayed in Chapter Five and those of previous cybercrime studies (i.e. Bossler and
Holt, 2009; Leukfeldt, 2015; Choi et al., 2016; Leukfeldt and Yar, 2016) suggesting age and
gender differences in the risk of experiencing cyber victimisation was another goal of this
informed choice. Equal age and gender balance were established to explore age and gender
differences in economic cybercrime victimisation. Table 4.7 displays the inclusion criteria of

sampling for this thesis.
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4.6.2.4 Sample Sourcing

Recruitment Strateqgy and Gaining Access to Participants

Convenience sampling was adopted to recruit participants. Convenience sampling
considered to be most common qualitative method (Schneider and Whitehead, 2013) since it
provides an opportunity to access individuals who are available or easy to recruit (Kothari,
2004; Bachman and Schutt, 2016). Though this method saves time and effort in recruiting
participants, a possibility of lacking external validity that ensures generalisability of the
findings to the target population is the greatest challenge of this application (Blankenship,
2010; Maxwell, 2012). Missing the voice and perspective of individuals’ living in different
locations appears to be the main source of the external validity concern (Wells, 1999; Olsen et
al., 2013). The borderless nature of the Internet enabled me to overcome this drawback. With
the unprecedented proliferation of the availability of the Internet, most of the individuals have
access to the Internet regardless of their geographical locations. This means “a shift from
physical to discursive boundaries” (Given, 2008, p. 456). Taking this borderless nature of
cybercrime into account, I recruited participants regardless of their geographical locations. |
recruited most of my participants mainly from the North-East of the UK due to the ease of

accessing participants.
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Table 4.7
Sampling Criteria

First Group (Victims of Economic Cybercrime)
Age
Under 30 years
Between 30 and 60 years
Over 60 years
Gender
Male
Female
Being a Victim of Economic Cybercrime within last 24 months
Accessing the Internet
Control Group
Age
Under 30 years
Between 30 and 60 years
Over 60 years
Gender
Male
Female
Accessing the Internet
No Economic Cybercrime Victimisation Experience within last 24 months
Experts Group
Police Officers
Governmental Web Experts

Private Sector

153



Representativeness of the general population in convenience sampling is another issue
that raises the question of the external validity (Williams et al., 2018). As mentioned in the
previous sections of this chapter, most cybercrime studies used college students as a sample
universe due to the ease of access. This research addressed this challenge of representativeness
of the adult UK population through setting age and gender as inclusion criteria, which aimed
to achieve a balanced distribution with regards to age and gender of the participants.
Disseminating fliers, advertising on social media, community outreach and snowball sampling

were the strategies adopted.

Utilising fliers as a mean of recruiting participants is a popular way of advertising the
research, though their effectiveness in recruitment is open to question (Close et al., 2013; Rait
et al., 2015). After preparing fliers that advertise my research (Appendix Six), permission was
sought from the local branches of companies such as Tesco, Homebase, Wilko, Sainsbury and
Lidl to refer my research to their employers and display the fliers of the research in their
facilities allocated to their staff (Appendix Three). Fliers were also handed out to passers-by
on the street. Though some people got interested in the research, | faced difficulties in recruiting
participants as there was a reluctance to share personal information and victimisation
experiences with a stranger. This kind of recruitment difficulty is more prevalent in health care
(i.e. Chandra and Paul 111, 2003; Badger and Werrett, 2005; Howard et al., 2009; Donovan et
al., 2016) and criminology studies (Liamputtong, 2007; Logan et al., 2008; Buchanan et al.,
2009), where lack of trust and misconceptions about the research prevails. In addition, being
an international student, my accent alarmed some people about the risk of facing a fraud
attempt. Some of the people that | approached open heartedly asked whether my research was
a fraud attempt itself. However, this kind of challenge is not unique to my research. For
instance, O’Leary (2014) researching victim communities at two different locations in the UK

after two notorious high profile crime, had faced similar challenges while trying to gain access
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to these communities. He acknowledges suspicion about being a media member and lack of

trust as two barriers that impeded successful access to informants for his research.

Posting messages on social media was another recruitment method that I implemented.
The ability to reach a large number of potential participants and cost-effectiveness make
research advertisement through social media a preferred recruitment method (Fenner et al.,
2012; Ramo and Prochaska, 2012). A study conducted by Johnson et al. (2014) suggested the
use of social media in recruiting hard-to-reach population with rare diseases as a fruitful tool.
Though, Yuan et al. (2014) researching effectiveness of social media in recruiting participants
with human immunodeficiency virus-positive found weak a relationship between social media
posts and survey clicks. | posted advertisements on social media platforms such as Facebook,
Twitter and Callfofparticipants.com to make the research public; however, this method also

failed to raise a significant volume of interest for the research.

Though I knew that getting access to participants would be a demanding job, this failure
was an upsetting experience for me. Relating this failure to my ethnic background and lack of
communication skills were the main sources of the distress. Having fifteen-year law
enforcement experience, | always considered myself as an able communicator. After this
experience, | realised that it was power imbalance inherent to the relationship between law
enforcement officers and the public that facilitated communication on behalf of me (Togher et
al., 1997; Biradavolu et al., 2009). Yet, this time the power balance was in favour of individuals
whom | approached to recruit. This meant that | needed to develop skills for establishing

rapport in various social contexts, where different power balances present.

| also considered engaging with a recruitment company as a solution to this challenge.
However, | gave up this idea very quickly as it was accepting defeat. | thought I would not be

a real researcher without overcoming the barrier of establishing rapport with the target
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population. At this point in the research, besides getting advice from my supervisors about
confronting recruitment challenges, | referred back to the qualitative research literature to
identify potential barriers that hinder a successful recruitment process. To my surprise, | came
across a lot of papers discussing researcher distress. Lack of explanation about the benefits of
the research for the community (Myles et al., 2018), distrust to foreigners arose from fear of
crime provoking scam attempts or previous victimisation experience (Reynolds, 2003;
Ravenscroft, 2004; Stafford et al., 2007) and research fatigue caused by unprecedented volume
of research seeking participants (Galea and Tracy, 2007; Clark, 2008) emerged to be potential
barriers to recruitment. Community outreach (White and Verduyn, 2006; Metcalfe and Sexton,
2014; Tunetal., 2015) and snowball sampling (Penrod et al., 2003; Sadler et al., 2010) emerged

to be the most suitable recruitment strategies.

At this point in the research, | tried to recruit participants through personal referrals of
friends as well as members of the Age UK, members of Durham County International Women
Group. | attended several Age UK’s “Beat the Scam” meetings held in various locations of
Northeast. After the presentation of Age UK’s representative, I had the opportunity to explain
the goals of the research and its potential benefits for the community. Interview procedure was
also briefly explained to overcome the curiosity pertaining to data collection procedures. Care
was taken to avoid giving too much information about the research. Wengraf (2001) dubs this
kind of challenge as slang information, which may cause bias or diversion in respondents’
future accounts. Some of these meetings took place at sheltered houses. This provided an
opportunity to access individuals with various backgrounds while exploring the impact of age
and loneliness on the risk of experiencing victimisation. Most of the victim participants aged
over sixty years were recruited through these meetings. | also attended some events organised
by the Durham County International Women Group. | recruited some of my female victim

participants through this channel. Establishing rapport with International women group
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members boosted the visibility of my research as they shared my fliers within their social

networks and made referrals for snowball sampling.

Before beginning recruitment procedure, | envisaged that recruiting male participants
would be easier than recruiting female participants as approaching to same sex would be easier
in social circumstances. However, to my surprise, it was females who more readily accepted
participation. This gender difference in willingness to participate cybercrime research may be
explained with females’ curiosity about discovering the factors facilitated their victimisation
since my interviews would be an opportunity to contemplate about the occurrence of the
victimisation. Anxiety over disclosing online lifestyle may be a facilitator of male
unwillingness to participate research as the literature suggests that males are more inclined to
engage with deviant online lifestyle (Li, 2006; Sengupta and Chaudhuri, 2011; O'Dea and
Campbell, 2012). This hinted underscoring privacy and confidentiality issues while describing

the study to the target population.

Snowball sampling is found to be an effective sampling strategy for the studies dealing
with sensitive issues (Biernacki and Waldorf, 1981; Milne et al., 2004; Reyns, 2013).
Economic cybercrime victimisation experience might be considered as a sensitive topic to an
extent since victims mostly blame themselves and feel ashamed for losing money due to their
own mistakes (Levi and Pithouse, 1992; Mason and Benson, 1996). Accessing economic
cybercrime victims aged over sixty was a challenge as a flier distribution strategy indicated
that it was difficult to establish rapport with older individuals. Thus, | decided to apply
snowball sampling since the ease of recruiting hard-to-reach participants with similar eligibility

criteria is one of the advantages of snowball sampling (Sadler et al., 2010; Goodman, 2011).

After getting in touch with some elderly participants, | asked them if it was possible to

refer my research to their friends with similar experiences. As Internet usage, especially for
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financial purpose, among individuals over sixty years was rare when compared to younger
generations (Rege, 2009; Pratt et al., 2010), spotting older people without application of
snowball sampling strategy would be very daunting and a time-consuming process. Another
value of snowball sampling for recruiting hard-to-reach population is establishing a trust link
between the participants and the researchers (Shaghaghi et al., 2011; Dusek et al., 2015).
Distrust stemmed from both fear of crime linked to previous victimisation experiences, and
media representation of scam attempts was documented during the literature review.
Participants’ referrals were of great help in overcoming this significant recruitment barrier.
After recruiting participants and conducting the Interviews, | recruited some of my participants

through referrals of interviewees.

Participants

| recruited thirty-two victims of economic cybercrime, twelve non-victims as a control
group and ten police officers and experts dealing with economic cybercrime. Detailed

demographic information of the participants is demonstrated in Table 4.8.
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Table 4.8
Summary of the Interviews Conducted

Victims of Economic Cybercrime

Age Gender

Male Female
Under 30 years 5 5
Between 30 and 60 years 6 6
Over 60 years 5 S)
Total number of participants 16 16
Control Group

Gender

Male Female
Under 30 years 2 2
Between 30 and 60 years 2 2
Over 60 years 2 2
Total number of participants 6 6
Policing

Gender

Male Female
Police Officers 5 1
Governmental Web Experts 3
Private Sector 1
Total number of participants 9 1
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4.6.3 Ethical Issues and Obtaining Ethics Approval

Durham University School of Applied Social Sciences Ethics Committee gave approval
for the research in October 2016 (Appendix One). Participants were enabled to read the
participant information sheet (Appendix Two) before the interviews. Key points such as
anonymising their identity and recording interviews as well as the opportunity of quitting
interview or not responding any unwanted questions were explained verbally before asking
participants to sign consent form (Guest et al., 2012). Participant information sheets and
consent forms were sent electronically to participants who were interviewed via Skype.
Participants interviewed online were asked to send a confirmation email rather than signing a
consent form as printing, singing and scanning confirmation form would occupy participants’
time. Overall the ethics procedures also conformed to those set out by the British Sociological

Association (B.S.A.) (see https://www.britsoc.co.uk/ethics.)

4.6.4 Interview Guide

The development procedure of the interview guide was mainly informed by the results
of quantitative analysis. The content of the interview was arranged to both triangulate
quantitative analysis results and to research aspects that were not covered by quantitative
analysis (Appendix Five). This stage of the research was both explanatory and exploratory in

nature.

4.6.5 Conducting Semi-Structured Interviews

Semi-structured interviews, the effectiveness of which is determined by the power
relations between the researcher and the interviewee, is regarded as one of the most essential
data collection methods in qualitative research paradigm due to its flexibility and power of

generating in-depth knowledge through participants’ accounts (Edwards and Holland, 2013,;
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Jones et al., 2013). It was proposed that the researcher positionality informed by age, gender,
ethnicity and occupational background impacts the power relations in interview procedure
(Ybarra and Mitchell, 2008; Denzin and Lincoln, 2017). | applied some measures to maintain
a balanced power distribution between me and participants. To that end, interview setting,

social distance and attitudes towards participants’ reflections were utilised.

The opportunity of interview venue selection is generally regarded as a sign of power
distribution in favour of interviewees (Grant, 2014). Interview settings are considered to be of
utmost importance in conducting a fruitful knowledge production as some individuals tend to
withhold information due to the influence of environment on human nature (Dyck, 1997; Frost,
2009; Doody and Noonan, 2013; Albuquerque et al., 2014). While some individuals may feel
comfortable and relaxed in their home settings, some others may find the public place a secure
environment (Mann and Stewart, 2000). Participants’ home, workplace or public places may

be chosen as the interview site.

Selection of one of these sites introduces challenges as well as rewards. Convenience,
comfort, safety and travel costs are the considerations to be evaluated before making informed
decisions about interview site selection (Raworth et al., 2012). To offer the most convenient
interview setting, as a sign of respect to participants’ needs and preferences, I encouraged
participants to select the location of the interview before scheduling a meeting (Randall, 2011).
Interviews with participants who were under sixty years old were mainly conducted in public
places such as cafés and bars based on participants’ choices, though, social places as sites of
the interviews bear increased challenge of safeguarding privacy and confidentiality (Edwards
and Holland, 2013). Interviews were mostly scheduled to at quiet times and materials such as
interview guide, and voice recorder was not disclosed to overcome those challenges. |

memorised the questions in the interview guide and uploaded them into my smartphone, to
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refer should | need them, prior to the meetings. Interviews with participants who were over
sixty years old took place either at their home or at the common rooms of the sheltered houses.
Interviews with police officers and experts dealing with economic cybercrime took place at

their offices.

| aimed to create a welcoming and relaxing atmosphere for the interviews. Before
beginning interview procedures, | gave a brief description of the research including the aims
of the research. | explained the precautions aimed at safeguarding privacy and anonymity of
the interviewee (Welsh and Lavoie, 2012). Some of these precautions were deleting voice files
after transcription, anonymising participants’ name and destroying transcription after the
submission of the thesis (McCudden, 2015; van Heumen, 2015). After making sure that
participants understood the content of the participant information sheet and having the consent
form signed, | began with general questions such as demographic information and frequency
of Internet usage. Interviews were conducted in a flexible manner. | asked open-ended
questions to the participant and used prompts if | perceived that responded had difficulties in
understanding what | mean. In addition, some questions that appeared to be irrelevant to
participants’ victimisation experiences were not asked. For instance, if a participant lost money
due to responding a fraudulent communication (phishing), I did not ask questions related to
malware infection. Sensitive questions such as deviant online behaviour or participants’ social,
economic and psychological conditions were asked to the end of the interviews as most
participants appeared to be a little bit nervous at the beginning of the interviews. Establishing
mutual confidence and trust was another reason for leaving sensitive questions to the end of

interviews.

Interviews with participants under sixty years old lasted about forty minutes whereas

those with elderly people lasted slightly shorter as most elderly people did not use mobile
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devices or public Wi-Fi to access the Internet, they gave short responses to my questions related
to these technological aspects of victimisation. Interviews were audio recorded as it would be
helpful to listen to conversations again to get a sense of meaning attached by interviewee
(Fasick, 1977). Another benefit of audio recording is the opportunity to prove that interviews
were conducted with real people. Though, | faced a challenge of using an audio recorder. |
asked some questions related to deviant usage of the Internet. Middle age and older participants
mostly denied engaging with such online usage. Nonetheless, some of my participants admitted
to engaging with deviant online usage after finishing audio recording. This indicated the

existence of distrust in spite of efforts to ensure it.

It is proposed that the use of terms or phrases may have implications for the power
balance between the researcher and the respondent (Kvale, 2006; Hoffmann, 2007; Daley,
2010). | asked my participants whether they perceived themselves as a victim or not. Rather
than using the term ‘victimisation’, | reiterated the phrase, negative experience, to denote my
cautious manner for participants’ feelings. Kvale (2006, p. 489) propose this kind of attitude
as a sign of objectivity. “If social scientists want to become objective, they should seek the
rare, extreme situations where their objects have maximum possibilities for protesting against
what the researchers say about the situations where the objects are allowed to raise questions
in their own terms rather than the researchers’ term.” Daley (2010) who researched leshian and
gueer women community working in psychiatric and mental health services confronted
participants’ reactions for using the term lesbian instead of queer, a situation which widened
the social distance between the researcher and the participants. Hoffmann (2007) experienced
similar challenges when conducting a study at a coal mine. The use of the phrase, chairperson
rather than chairman, created ideological discomfort for one of her interviewees. She explains
this comfort as the sign of desire gaining power in the interview. “In this way, he did not merely

express his preference but asserted a condition I had to satisfy to gain his participation. ...he

163



determined the words I used, affecting the tone of the interview and its questions.” (Hoffmann,

2007, p. 335).

Disclosing my background to participants seemed to be a crucial decision as it might
have some practical implications for knowledge production. | had worked as a gendarmerie
officer for fifteen years prior to commencing my postgraduate studies (MSc Criminology and
PhD) at Durham University. As stated above, | desired to create an intimate and relaxed
atmosphere for an interview; however, | feared that disclosing my professional background
might hinder intimacy and broaden social distance between me and participants as some
participants might find talking to a police officer formal or rather annoying. Due to these
considerations, | preferred stating my doctoral student status while talking about me. Though,
| explained my identity to police officers both to create a sense of intimacy and prevent possible

future misunderstandings such as institutional concerns around the vetting issues.

My positionality as a researcher may be considered as a partial insider since | could be
regarded as an insider due to my professional background and active online lifestyle.
Nonetheless, I could also be considered as an outsider because of my ethnicity and age, which
certainly highlighted some cultural differences between me and participants. Fiona Measham
who experienced similar positionality issues as she was a clubber prior to research career,
explains this status as “for clubland researchers who are also clubbers, ‘taking sides’ means
confronting and exploring the conflicting emotions that arise from combining identities, and

interacting with ‘research subject’ on both a personal and professional level” (Moore and

Shepherd, 2006).

What | also have discovered was that my identity as a researcher was not stable
throughout the research vis a vis participant’s perception of myself (Lazarsfeld, 1958; Saunders

and Zucker, 1999). Depending on the participants’ age and our social relationship my
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positionality fluctuated. For instance, I sometimes was an ‘expert’ while interviewing with
older participants living in a sheltered accommodation but a son for my friend’s family.
Sometimes | positioned as an insider while interviewing postgraduate students and a complete
outsider during the interviews with female participants. Having law enforcement experience
helped me to adapt to this flux of identities. With regards to interviews with police officers, my
positionality fluctuated as well. I felt insider at times police officers talked about challenges
they faced; however, quite an outsider when they were explaining the structure of policing

combatting economic cybercrime.

I made use of this variety of identities during knowledge production. Having various
identities during the knowledge production phase of the research enabled me to look at the
economic cybercrime victimisation from different angles and gain rich information due to a
sense of trust and intimacy created. On the one hand, being an insider helped me to ask more
detailed questions about interviewees’ sincere perceptions about economic cybercrime and
possible reasons’ of becoming a victim. I observed that participants reflected more at times
when the social distance was very close. Though, they appeared to withhold themselves about
private issues like deviant online usage. On the other hand, being an outsider facilitated gaining
in-depth knowledge about online deviancy as the participants appeared to speak more freely to
a foreigner whom they will never see. With this aspect, my ethnic background, which

apparently hindered recruitment process, aided me during interviews.
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4.6.6 Pilot Study

Discerning the potential design errors and identifying the key challenges prior to
research is at the heart of conducting a fruitful study (Blessing and Chakrabarti, 2009; Daniel
and Sam, 2011; Locke et al., 2014). It is, therefore, of utmost importance to conduct a small-
scale pilot study before the main project (Hall and Hall, 2008; Maxwell, 2012). Many
criminology studies (Farrall and Gadd, 2004; Finch and Munro, 2005; Boyle et al., 2007; Horn
et al., 2015; Moore et al., 2016) conducted pilot studies prior to the main research not only to
test research design (David and Sutton, 2011) but also to find out the potential pitfalls of
research procedures (van Teijlingen and Hundley, 2002). Seven semi-structured interviews
were conducted with victims of economic cybercrime. Age of participants was the main criteria
for recruiting participants for the pilot study. Two participants were under thirty years old, two
interviewees were between thirty and sixty years old, and one respondent was over sixty years
old. I recruited an equal number of participants for each gender for two age categories under
sixty years old. Implementing pilot study provided several benefits in terms of research design

testing, interview guide alteration and assumptions testing.

The foremost benefit of conducting a pilot study for this thesis was pinpointing the need
for alterations to the interview guide. Though not unique to this thesis, the need to divide
questions into more comprehensive sub-sections, defining key terms, clarifying statements and
adding new questions emerged as issues to be handled. Some other studies (i.e. Shimmen,
2011; Sterner and Sheng, 2013; Garton, 2014) conducting semi-structured interview base
studies distinguished similar challenges. After conducting and transcribing pilot study audio
recordings, interviews were analysed to assess whether questions were clear enough to be
understood. | perceived that some of the questions needed to be divided into sub-questions as

they dealt with more than one topic at the same time. Moreover, | changed the wording of some
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questions as participants appeared to need an explanation of some terms such as phishing. New
questions were also added to the interview guide to clearly understand the causes of
victimisation. For instance, to distinguish between hacking and malware infection, a question
asking whether participants observed unusual slowness in their devices used to access the
Internet before experiencing victimisation. Besides, after reading pilot study transcriptions for
several times, | realised that there might be a relationship between individuals’ real word
problems or social conditions and experiencing economic cybercrime victimisation. New
questions asking participants’ social, economic and psychological conditions before

experiencing victimisation were also included in the interview guide.

With regards to testing the ability of the research design to address the research
questions and the hypotheses proposed, primary analysis of the pilot study interviews suggested
the interview guide’s significant capability to address these issues. What is more, primary
analysis of pilot study data indicated a possibility of integrating Protection Motivation Theory
(Rogers, 1975) and Coping Adoption Approach Paradigm (Lazarus, 1980) into one single
model, which is dubbed as ‘The Cyber Victimisation Coping Model ’ by this thesis (Figure

4.9). Viability of this proposed model was tested during the main study.
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Figure 4.9: The Cyber Victimisation Coping Model
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Another outcome of the pilot study was the choice of place for conducting interviews. I
conducted my interviews at cafés where there was loud music mixing with the noise of the
other customers. While transcribing pilot study interviews, | find out that the quality of
recordings was very poor, which made it difficult to transcribe. Based on this experience, |
tried to conduct the interviews at quiet times of cafés. Note taking was another strategy | used

to overcome poor recordings

4.7  Analytic Procedure: Content Analysis

This thesis utilised content analysis method to provide a systematically analysed,
replicable and valid account of economic cybercrime victimisation and discern the adverse
effects of victimisation experiences through victims’ lenses. Content analysis method can be
quantitatively or qualitatively driven. Quantitative content analysis is “a method of analysing
the contents of documents that uses quantitative measures of the frequency of appearance of
particular elements in the text.” (Jupp, 2006, p. 40). Whereas qualitative content analysis is “a
research method for the subjective interpretation of the content of text data through the
systematic classification process of coding and identifying themes or patterns” (Hsieh and
Shannon, 2005, p. 1278). The guantitative content analysis method was utilised to triangulate
the quantitative analysis of CSEW 2014/2015 and discern the impact of victimisation on
individuals’ behavioural and security adaptations. The qualitative content analysis method was
used to explore the factors affecting the likelihood of becoming an economic cybercrime
victim.

This thesis applied Miles and Huberman (1994)’s three-stage process of qualitative data
analysis. Miles and Huberman (1994, p. 10) argue that qualitative data analysis is a concurrent

process of three activities, namely ‘“data reduction”, “data display” and “conclusion
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drawing/verification”. The following section explains the procedures applied while analysing
the transcripts of semi-structured interviews and police reports.

Figure 4.10

Data Analysis Process

Data
collection

Data
display

Conclusions:
drawing/verifying

Data
reduction

Miles and Huberman (1994)'s Interactive Model of Qualitative Data Analysis

4.7.1 Data Preparation

Interviews were transcribed verbatim immediately after conducting the interviews.
Halcomb and Davidson (2006) underscore the essence of verbatim transcription for mixed
methods researcher due to the iterative process of data analysis. Rather than hiring a
professional transcriber, | transcribed the interviews myself. This self-transcription process
enabled me to get closer to data (Britten, 1995; Oliver et al., 2005) and to get a sense of what
respondents feel while speaking (Singh, 2007). However, the transcription process was
cumbersome, as it was difficult to understand the local accents. | listened to conversations
several times to understand the exact phrases quoted by participants. This difficulty turned into
an advantage as it allowed me to spend more time with my data. | noted some preliminary

thoughts and issues cited by participants while transcribing the recording. These memos
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enabled me to engage with data actively. | also had the opportunity to compare my initial
impression with those after analysis of the data.

Interview transcripts, together with police reports bearing 340 cyber-enabled fraud
cases were uploaded to NVIVO qualitative analysis software. | utilised Crime Script Analysis
Method to frame qualitative data analysis. Although this method is not used to analyse textual
data while coding or constructing themes, it helped me to frame the analysis process in a
systematic way (LeClerc and Wortley, 2013). The script Analysis method is used to analyse
the sequence of events to gain an understanding of crime process (Cornish, 1994). This method
divides the whole process into steps to enable researchers to examine the events that take place
at each step Hutchings and Holt (2015, p. 115). {Burgard, 2013 #71 who applied it to cyber
victimisation research created a three-step crime script, which is “getting hooked on, staying
attuned and cooling out” Based on their template, I categorised the qualitative data into three
sub-groups, which are being a target of an online attack, experiencing victimisation and post
effects of victimisation experiences. After organising the dataset, | started the data reduction

process.

4.7.2 Data Reduction

Data reduction is the phase where the data is reduced to its basic content in order to
have a condensed material (Schilling, 2006). The data condensation procedure is a continuous
and iterative process, including written summaries and coding (Berg et al., 2004). Hsieh and
Shannon (2005) distinguish three approaches of coding in qualitative content analysis method:
conventional content analysis, summative content analysis and directed/deductive content
analysis The researcher derives the codes and categories from the data during the analysis of
qualitative data in the conventional content analysis method. Keywords are derived from the

literature review, and they can be identified either before or during the analysis process in
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summative content analysis approach. Directed or deductive content analysis approach
requires a theoretically informed research. Previous research findings or theory is used to
derive codes (Hsieh and Shannon, 2005; Moretti et al., 2011).

Research questions, research aims, and research design shape the content analysis
method (Krippendorff, 2004). Being a theoretically informed quantitatively driven mixed
methods research, the qualitative data were used to triangulate quantitative research findings,
explain the relationships appeared in quantitative analysis and explore the issues that
quantitative analysis could not address. To these ends, directed/deductive content analysis
method was used to triangulate and explain quantitative results. Thus, most of the categories
that were utilised in content analysis were predefined by Lifestyle Routine Activities Theory
and Approach Avoidance Coping Paradigm. Conventional content analysis approach was
adopted to explore the emerging themes. Initially, the directed/deductive analysis process will
be explained, and then the conventional content analysis approach will be presented.

Analysis started with creating a new NVIVO project and defining each respondent as a
case. Afterwards, based on the theoretical frameworks, proximity and exposure to motivated
offender, target suitability, online guardianship, approach and avoidance categories were
created. Attributes such as the type of victimisation experienced (hacking, phishing, malware
infection or multiple victimisations) and demographic characteristics (age, gender) were
assigned to each case. Then, sub-categories were created as the analysis of the transcripts
continued. For example, digital, personal and password management categories created under
the main category of guardianship. The type of device utilised to access the Internet was another
sub-category created under the main category of target suitability. This analysis was mainly
based on less open-ended questions such as “Have you provided your personal details to be
eligible for a free Wi-Fi connection?” or “Which electronic devises did you use to access the

Internet prior to your victimisation experience?” Participants’ responses were coded under

172



these sub-categories. After this iterative process which required assigning participants’
responses to corresponding categories and sub-categories, a cross-tabulation analysis was
conducted. Matrix coding query feature of NVIVO software was utilised to examine the
relationships between respondents’ online lifestyles, demographic characteristics and
economic cybercrime victimisation.

Another NVIVO project was created to conduct conventional content analysis. This
analysis aimed to explore the causes of being an economic cybercrime victim and understand
the adverse post-victimisation impacts of victimisation experiences. This analysis was based
on more open-ended questions like “How your victimisation affected your online lifestyle?”
This analysis started with coding the textual data. Saldafia (2015, p. 3) defines a code as “a
word or short phrase that symbolically assigns a summative, salient, essence-capturing, and/or
evocative attribute for a portion of language-based or visual data.” Codes demonstrating
similarities were grouped under upper-level parent categories. Later, these interrelated
categories were grouped to discern the themes. Tables 4.9 and 4.10 and demonstrate the coding
process applied while developing the concept of contextual vulnerabilities, which was one of

the significant contributions of this thesis. Figure 4.11 illustrates analysis process.
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Table 4.9
Coding Process of Negative Life Events Category

CODE

CATEGORY

THEME/CONCEPT

Interviewer: Could you please describe me your social, psychological and financial
condition at the time of victimisation?

Respondent 1: To be honest, it was when my nephew was in the hospital. So, we were
all worried, and | had to buy many things with my card. So, | did not pay attention. We
were living in a bubble. You go to hospital and see a sick boy. You cannot concentrate
on what or where you buy it. Because we were there for seven weeks. And then once
you got home you feel better and come back to yourself, become more cautious. It was
quite an emotional, emotionally and physically draining, being at the hospital... Long
days...So it was just a seven-week bubble.

Familial
Problems

Respondent 2: | have moved over B. to D., and | work in N.. | was settling up. | was
getting an apartment through state agents, and there was various email back and forth.
They needed personal information from me, which | exchanged via email. They also
needed some bank details because | had to pay for a deposit and to set a direct debit
with the landlord

Changing social
settings

Respondent 3: | broke my long-time relationship just before that incident. It was really
hard times as | had a bad relationship, which was about to cost my life. | was in a new
place, making new friends. | was making a new life. I did not have financial issues. But
socially and psychologically, | was not at my best point. | was just a girl who was
trying to recover and trying to find a path again.

Psychologically
down/Breaking
Relationship

Respondent 4: | had just finished a long relationship. I have been looking for dating
sites. At that time, perhaps | was not alert about that kind of thing, a little bit depressed
about my situation. Because | have been in a long relationship and | was a little bit
down. I think that was part of it. That might have been where somebody got the
information from. Financially | was really well off. | got a good salary

Psychologically
down/Breaking
Relationship

Negative Life
Events

Contextual
Vulnerabilities
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Table 4.10

Coding Process of Contextual Vulnerabilities Concept

CODE SUB-CATEGORY SUB-CATEGORY CATEGORY THEME/CONCEPT
Age
. Gender . .

Cross-tabulation results Education Level Demographic Characteristics
Household Income

Confidence in getting a refund

Significance of sha_red information Perceived Severity Individual and

Lack of Internet skills . - . .

. . - Perceived Vulnerability Psychological Factors Behavioural

Social benefits of self-disclosure - e
Self-efficacy Vulnerabilities

Interconnectedness Perceived Rewards

Building a professional network

Same password usage

Weak passvyord usage Password management Password fatigue

Problems with memorising passwords

A large number of online accounts

Cross-tabulation results Impact of electronic devices Contextual

Installing unknown applications
Giving permissions to access the phone

Mobile applications

Free Wi-Fi Risks
Public access Internet

Secure Internet connection

Technological Vulnerabilities

Increased phishing attempts
Saving users’ personal information
Insecure shopping websites

Data Breaches of Companies

Macro
Vulnerabilities

Familial problems
Changing social settings
Breaking up a relationship

Negative life events

Decreased attention
Tiredness
Fatigue

Workload or fatigue

Living alone
Lack of Internet skills

Availability of consultancy

Socio-cultural
Vulnerabilities

Vulnerabilities
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Figure 4.11
Data Analysis Process
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Adopted from Miles and Huberman (1994) and Saldafia (2015)

4.7.2 Data Display

Miles et al. (2014, p. 7) define as display as “an organized, compressed assembly of
information that allows conclusion drawing and action.” Extended texts, tables, graphs and
diagrams as well as direct quotes, can be utilised to present research findings (Miles and
Huberman, 1994; Berg et al., 2004). As reading and evaluating extended texts can be a
cumbersome process due to cognitive overload (Onwuegbuzie and Dickinson, 2008), tables,
quotes and diagrams are increasingly utilised for visual representations (O'Flaherty and

Whalley, 2004).

David and Sutton (2011) suggest numerical tables and non-numerical code search
results as two display methods for qualitative researchers. This thesis utilised tables to
summarise the participants’ demographic characteristics, illustrate cross-tabulation results such
as the relationships between the types of electronic devices utilised to access the Internet, free

Wi-Fi usage and the type of victimisation experienced. Additionally, participants’ coping
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strategy adaption across age categories is also demonstrated through tables. Diagrams are also
used to summarise and illustrate the victimisation models built as a result of qualitative
analysis.

Besides these visual representations, direct quotes from victims’ accounts were also
heavily utilised throughout the qualitative result chapters. This thesis presented verbatim
quotes to provide evidence for the interpretations made (reliability and validity), illustrating
participants’ views and improve the readability of the thesis (Corden and Sainsbury, 2006).
Guest and MacQueen (2008) suggest presenting verbatim quotes to improve the validity of the
research findings as quotes demonstrate the raw data that interpretations were based on. The
quantity of verbatim quotes to be is one of the critical issues. Berg et al. (2004) argue that at
least three independent quotations should be provided for each interpretation to illustrate
researchers’ interpretation. David and Sutton (2011, p. 586) argue that presentation of examples
most of the times causes ambiguity about the representativeness of the examples given. Hence,
researchers need to clarify the extent to which selected quotes represent the data, or the relative
significance of selected extreme quotes for the particular interpretation should be explained.
To address these concerns, | acknowledged the number of cases linked to the theme presented
when the interpretations were discussed. Additionally, I also tried to provide at least three
separate account for each theme exemplified by verbatim quotes.

4.7.3 Conclusion Drawing

This is the last phase in Miles and Huberman’s (1994) three-step analysis process. This
step is where analytic conclusions were made (Berg et al., 2004). Being a theoretically
informed mixed methods research, quantitative analysis results of CSEW 2014/2105 were
juxtaposed to the content analysis findings in the light of Lifestyle Routine Activities Theory

and Approach-Avoidance Coping Paradigm to arrive conclusions.
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4.8 Summary

The mixed methods approach has been increasingly employed in social sciences over
the last two decades (Ivankova et al., 2006; Johnson et al., 2007; Greene, 2008), yet; it has
rarely been used in cyber criminology studies. This research is one of the first studies that
applied a mixed methods approach to study cyber criminology. This approach aiming to
combine the strengths of two research paradigms (Stenbacka, 2001) provided tools with both
to analyse large number sample size quantitative data and explore the underlying meanings of
the quantitative analysis results through victims’ accounts (Hesse-Biber and Johnson, 2015).
The significance of application this application for criminology lies in its ability to incorporate
generalizability of statistical analysis results with qualitatively enriched interpretations (Abbas
and Charles, 2003), which enables gaining an in-depth understanding of the underlying causes

of economic cybercrime victimisation (Clark and Creswell, 2014).
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Chapter 5 Quantitative Results

51 Introduction

This first empirical chapter presents the quantitative analysis results of the Crime
Survey for England and Wales (CSEW) 2014/2015. The goal of this first empirical chapter
was twofold: first, to test the applicability of LRAT to economic cybercrime empirically, which
may allow us to develop a new theoretical framework for cybercrime research and, the second,
discern online correlates of economic cybercrime victimisation. This chapter consists of four
sections. The first section of the chapter introduces descriptive statistics of variables utilised in
bivariate and multivariate analyses. This section aims to provide background information about
the general state of economic cybercrime victimisation. The second section of this chapter
illustrates bivariate and multivariate analysis results aimed to discern online lifestyle correlates
of economic cybercrime victimisation and to test the applicability of LRAT concepts to
economic cybercrime by testing hypotheses formulated. The penultimate section demonstrates
the results of statistical analysis measuring the impact of the type of device utilised to access
the Internet on the risk of experiencing economic cybercrime victimisation. The last section of

this chapter examines the extent of fear of cybercrime in the UK.

Lifestyle Routine Activities Theory (LRAT) asserts that people’s routine activities and
lifestyles may have an impact on the risk of being a victim of a crime (Hindelang et al., 1978;
Cohen and Felson, 1979). It is argued that “victimisation is not randomly distributed across
time and space”; thus, individuals’ lifestyles or routine activities put them into closer proximity
to motivated offers and increase their exposure to would be offenders at risky times and places
(Hindelang et al., 1978, p. 617). Cohen and Felson (1979) argue that crime is the product of

three elements that congregate at the same time and place. These elements are motivated
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offender, suitable target and absence of a capable guardian. The motivated offender is a given
fact, which can be ignored in crime analysis, since a motivated offender may always be present
(Osgood et al., 1996; Sasse, 2005). It is the individuals’ behaviours and lifestyles that facilitate
victimisation by increasing their target suitability (Hindelang et al., 1978). Hence, it would be
argued that LRAT perspective implicitly put the onus of victimisation on victims (Eigenberg,

2008).

As it was discussed in the first Literature Review Chapter (Chapter Two) extensively,
these theories were proposed to explain victimisation in the physical world; it is Grabosky
(2001) who proposed that these theories can be used to explain the victimisation in the
cyberspace for the first time. Since then, opportunity theories of victimisation perspective have
been applied as a theoretical framework in cybercrime victimisation studies. However,
explanation power and applicability of LRAT as a theoretical framework is a highly contested
issue (Yar, 2005). A number of cybercrime studies, the result of which yielded mixed evidence,
tested applicability of LRAT to cybercrime victimisation. Assessing the applicability LRAT
for economic cybercrime victimisation was one of the aims of this thesis since this argues that
testing applicability of LRAT may provide new insights, which in turn may enable proposing

a new theoretical approach to better understand victimisation in cyberspace.

There is extensive research on cybercrime victimisation for example; online correlates
of malware infection (Bossler and Holt, 2009; Holt and Bossler, 2013; Leukfeldt, 2015),
phishing (Hutchings and Hayes, 2008; Leukfeldt, 2014), online identity theft (Paek and Nalla,
2015; Williams, 2015), online harassment (Marcum et al., 2010; Marcum, 2011; Reyns et al.,
2011; Reyns et al., 2016), hacking (Choi, 2008; Choi et al., 2016) multiple forms of cybercrime
(Ngo and Paternoster, 2011; van Wilsem, 2013b; Reyns et al., 2015) and online fraud (Pratt et

al., 2010; van Wilsem, 2013a; Policastro and Payne, 2014) have been researched. However,
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online lifestyle correlates of economic cybercrime victimisation have not been researched yet.
Moreover, LRAT conceives peoples’ online behaviours and lifestyles as the facilitator of
victimisation. This thesis asserts that some other factors such as technological vulnerabilities

might have an impact on the occurrence of the victimisation.

5.2  Descriptive Statistics:
This section of the chapter illustrates the results of key descriptive statistical analyses,
which are about the variables used in quantitative analyses, to provide background information

about the frequency of each construct in the sample population.

5.2.1 Outcome Variable:

The outcome variable of this analysis is economic cybercrime victimisation.
Cybercrime is an umbrella term that encompasses various forms of online financial crimes
(Levi, 2016). Variable economic cybercrime victimisation was obtained through a combination
of variables representing financial loss through card-not-present fraud, online banking fraud,
online identity fraud, and loss of money through responding communication (phishing).
Statistical procedures while obtaining this variable were outlined in the Methodology Chapter
(Chapter Four). As Table 5.1 illustrates, 5665 respondents answered Module D of Crime
Survey for England and Wales 2014/2015. 7.5% of these participants reported experiencing at

least one form of economic cybercrime.

Figure 5.1
Table 5.1 Economic Cybercrime Victimisation
Economic Cybercrime Victimisation 100.0 - 925
90.0 —
Frequency Percent jgg
60.0
50.0 |
Yes 424 7.5 40.0 : |
No 5241 92.5 00 7
: 75
Total 5665 100.0 128
. Yes ‘ No ‘

181



5.2.2 Response Variables:

Table 5.2 displays descriptive statistics of response variables, namely online lifestyle
activities variables. Online lifestyle variables were grouped into three categories to illustrate
the constructs of the theory. Whereas online activities that require disclosure of personal
financial information were operationalised as exposure to the motivated offender, those which
do not necessarily require financial information disclosure were operationalised as proximity
to motivated offenders. As can be seen from Table 5.2, using email/chat rooms (85%),
browsing for news (80.7%) and buying goods or services online (80.5%) were the most popular
reasons to access the Internet. Conversely, playing online games/doing quizzes and

competitions was the least cited reason for accessing the Internet.
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Table 5.2

Frequency of Variables Representing Proximity and Exposure to Motivated Offender
Variable N %
Proximity and Exposure to Motivated Offender
Online Financial Activities
Online banking or managing finances (e.g. paying credit cards) (N=5665)

No 1903 33,6
Yes 3762 66,4
Buying goods or services (internet shopping, inc. music / film downloads)
No 1107 19,5
Yes 4558 80,5
Online Governmental Services (e.g. tax returns, DVLA, council tax, benefits)
No 2297 40,5
Yes 3368 59,5

Online Social Activities
Social networking (e.g. Facebook, Twitter) or blogging

No 2163 38,2

Yes 3502 61,8
E-mail, instant messaging, chat rooms

No 849 15

Yes 4816 85

Online Leisure Activities
Browsing for news or information (e.g. BBC, Wikipedia)

No 1094 19,3

Yes 4571 80,7
Playing online games/doing quizzes/competitions

No 3760 66,4

Yes 1905 33,6

Table 5.3 demonstrates online security measures that respondents applied in the last 12
months. As discussed in the Methodology chapter of this thesis, guardianship measures were
categorised into two main groups and relevant subcategories according to their intended usage.
This categorisation is novel to this thesis since past research generally categorised security
measures as digital and personal guardianship measures. When we look at the security
measures applied by respondents to ascertain electronic devices’ security, installing anti-virus
software (68.8%) and deleting suspicious emails without opening them (71.2%) was the most
frequently applied guardianship measures. Results pertaining to the security measures to
protect personal data demonstrate that complex passwords (65.6%), only using well-known or
trusted sites (61.6%) and logging out when finished (62.6%) were the most favourite

safeguarding measures to ascertain personal data security. However, it is interesting that
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personal data protection security measures, using different passwords for a different online
account (38.5%) and adjusting website account settings (e.g. privacy settings) (25.7%) were
the least preferred guardianship measures. Lack of these guardianship measures may lead to
loss of personal data such as financial and identifying personal information. Implications of

these results are checked here with statistical analysis and semi-structured interviews.

Table 5.3

Frequency of Variables Representing Guardianship Measures

Variable N %
Online Guardianship

Protecting Electronic Devices Used to Access the Internet
Precautionary Guardianship Measures to Protect Electronic Devices Used to Access the Internet

Only downloaded known files or programs 2598 45,9
No 3067 54,1
Yes

Deleted suspicious emails without opening them
No 1634 28,8
Yes 4031 71,2

Protected your home wireless connection (wi-fi) with a password or been cautious using
No 2472 43,6
Yes 3193 56,4

Software-Based Guardianship Measures To Protect Electronic Devices Used to Access the Internet
Downloaded software updates and patches whenever prompted

No 3069 54,2

Yes 2596 45,8
Installed anti-virus or other security software, such as a firewall

No 1770 31,2

Yes 3895 68,8
Scanned computer regularly for viruses or other malicious software

No 2868 50,6

Yes 2797 49,4

Protecting Personal Data
Guardianship Measures to Protect Financial Information
Only used well-known or trusted sites

No 2173 38,4

Yes 3492 61,6
Checked for signs that a site is secure when buying online (closed padlock sign/https website

No 2868 50,6

Yes 2797 49,4

Guardianship Measures to Protect Personal Account Security
Used complex passwords (contain letters, numbers and symbols)

No 1948 34,4
Yes 3717 65,6
Used a different password for each different online account
No 3485 61,5
Yes 2180 38,5
Logged out of websites when you are finished
No 2120 37,4
Yes 3445 62,6
Adjusted website account settings (e.g. privacy settings)
No 4211 74,3
Yes 1454 25,7
Guardianship Measures to Protect Personal Privacy
Only added known persons as friends on social networks. 2935 51,8
No 2730 48,2
Yes
Been careful about putting personal details on social networking sites
No 2389 41,6
Yes 3306 58,4
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Table 5.4 illustrates figures for the frequency of Internet usage. As can be seen from
Table 5.4, approximately 72% of Internet users accessed the Internet several times a day. This
result confirms the European Commission report, which says that 75% of the British population
access the Internet every day (European Commission Report, 2015). The figures for accessing
the Internet once a day and less often once a day are very close, approximately 15% and 14%

respectively.

Table 5.4

Frequency of Internet Usage

N %
Several Times a Day 4055 71.6
Once a Day 843 14.9
Less often than Once a Day 767 13.5

Table 5.5 displays the frequency of electronic device usage. The electronic devices used
to access the Internet were categorised into two risk groups. Whereas the electronic devices
used with a secure Internet connection were hypothesised as low-risk electronic devices, other
electronic devices using relatively insecure Internet connections and those generally lacking
some internal security measures like anti-virus software were conceptualised as high-risk
devices.  Descriptive  statistics  results  demonstrate  that laptop used at
home/work/school/college (72.9%) and mobile phone/smartphone (68.7%) were the most
preferred electronic devices used to access the Internet. Conversely (or something similar)
public access computer (10.6%) and laptop used away from home/work/college/school

(31.2%) were the least preferred electronic devices to access the Internet.
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Table 5.5

Frequency of Variables Representing Electronic Devices Used to Access the Internet

Variable N %
Low Risk Electronic Devices
Desktop computer (at home or work or school/college) 2486 43,9
No 3179 56,1
Yes
Laptop (at home or work or school/college)
No 1538 27,1
Yes 4127 72,9

High Risk Electronic Devices
Laptop (away from home and work or school/college)

No 3898 68,8

Yes 1767 31,2
Mobile phone or smartphone

No 1774 31,3

Yes 3891 68,7
Handheld computer (e.g. iPad, tablet, palmtop)

No 2835 50

Yes 2830 50
Public access computer (e.g. In a library, internet cafe)

No 5066 89,4

Yes 599 10,6

5.3.3 Control Variables:

5.3.3.1 Gender:

As Table 5.6 and Figure 5.2 illustrate, male Internet users faced economic cybercrime
victimisation at a slightly higher frequency than female participants. This small difference may
be interpreted as the lack of gender difference in economic cybercrime victimisation. However,
descriptive statistics is not enough to draw the inference; this issue will be explored through

bivariate and three-way analysis in the following section of this chapter.
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Table 5.6
Economic Cybercrime across Gender Categories

Frequency Percent

Yes 237 7.7

Male No 2830 92.3
Total 3067 100.0

Yes 187 7.2

Female  No 2411 92.8
Total 2598 100.0

5.3.3.2 Age:

Ages of respondents were divided into three categories to examine the distribution of
economic cybercrime victimisation through three generations of participants, namely young,
middle-aged and elderly interviewees. Whereas young and elderly Internet users reported

approximately similar victimisation figures, middle-aged Internet users reported the highest

Figure 5.2
Cybercrime across Gender Categories
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victimisation rates with 8% (Table 5.7 and Figure 5.3).

Table 5.7
Economic Cybercrime across Age Categories
Freguency Percent
Yes 62 6.6
16-29 No 874 934
Total 936 100.0
Yes 262 8.0
30-59  No 2999 92.0
Total 3261 100.0
Yes 100 6.8
60+ No 1368 93.2
Total 1468 100.0

5.3.3.3 Education Level:

When the figures of the victimisation were examined across three strata of education
level, it can be seen that there is a pattern of victimisation among Internet users: Internet users
with higher education level reported highest victimisation percentages and figures of the
victimisation decreases while education level decreases. Whereas Internet users with A Levels
or above education reported 8.5% percentage of victimisation, those with no qualifications

reported 4.2% percentage of victimisation. These figures appear to suggest that the education
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Figure 5.3
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level of individuals plays an essential role in the likelihood of experiencing economic

cybercrime victimisation (Table 5.8 and Figure 5.4).

Table 5.8
Economic Cybercrime across Education Categories Fi
igure 5.4
Frequency Percent Economic Cybercrime across Education Levels
9 85
Yes 300 8.5 &
A levels or above  No 3223 91.5 7
Total 3523 100.0 6
5
Yes 98 6.4 "
Below A-level No 1425 93.6
Total 1523 100.0 :
2
Yes 26 4.2 1
No qualifications No 593 95.8 0
Total 619 100.0 Alevels or above below A-level No qualifications

5.3.3.4 Household Income:

Distribution of economic cybercrime victimisation across different categories of
household income illustrates that whereas Internet users who have a household income under
£50,000 reported close victimisation percentages, those who have more than £50,000
household income reported significantly higher victimisation percentages. These results appear
to suggest that those with £50,000 household income were at increased risk of experiencing

economic cybercrime (Table 5.9 and Figure 5.5).

Table 5.9

Economic Cybercrime across Household Income Categories hg“re 35
Frequency Borcent Economic Cybercrime across Household Income
2
Yes 51 6.2
A Under £10,000 No 773 93.8 1055276382

Total 824 100.0 i 10.29900332
Yes 77 6.4 0

B £10,000-£19,999 No 1126 93.6
Total 1203 100.0
Yes 72 7.0 8 1251012571

C £20,000-£29,999 No 2961 93.0 696555318 6745362563
Total 1033 100.0 6is0nme 040066004
Yes 59 7.3 6

D £30,000-£39,999 No 754 92.7
Total 813 100.0
Yes 40 6.7 4

E £40,000-£49,999 No 553 93.3
Total 593 100.0
Yes 63 10.6 2

F £50,000-£69,999 No 534 89.4
Total 597 100.0
Yes 62 10.3 0

G Over £70,000 No 540 89.7 AUnder£10,000 BE10000-£19999 C 2000023999 D £30,000-£33999 E £40000-649009 FESO000£69999 G Over £70.000

Total 602 100.0
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This section has examined the descriptive statistics of the economic cybercrime
victimisation. Results indicate that whereas gender may not be a good predictor of the
likelihood of experiencing economic cybercrime victimisation; age, household income and
education level seem to be good predictors of the likelihood of experiencing economic
cybercrime victimisation. The results appear to indicate that middle-aged Internet users (aged
between 30 and 59), Internet users with higher education levels and higher household income
were at increased risk of experiencing economic cybercrime victimisation. The next section of
the chapter displays the results pertaining to online correlates of economic cybercrime

victimisation.

5.3  Online Lifestyle Correlates of Economic Cybercrime Victimisation

This section of the chapter aims to find out the online activities that may have an impact
on the risk of experiencing economic cybercrime victimisation. Testing the applicability of
Lifestyle Routine Activities Theory (LRAT) is another goal of this section. The analysis
process applied to achieve these goals is now briefly be explained. Initially, the relationships
between constructs of LRAT, namely online activities and guardianship measures and the risk
of facing economic cybercrime were examined through bivariate and three-way cross-
tabulation analyses. This examination aimed to distinguish statistically insignificant variables
since the omission of insignificant variables increases the predictive power of each variable
included into the binary logistic regression analysis to be conducted in the next step (Agresti,
1996; Field, 2009). After discerning statistically significant correlates of economic cybercrime,
the risk of victimisation posed by each element was assessed through binary logistic regression

analysis.

Firstly, the results pertaining to bivariate analyses will be discussed, and then those

related to multivariate analyses will be presented.
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5.3.1 Bivariate Analyses

The relationship between online activities and the risk of experiencing economic
cybercrime victimisation was examined through bivariate cross-tabulation analyses. Several
cross-tabulation analyses were conducted to test the two hypotheses (null-Ho and alternative-
Ha). Whereas the null hypothesis denoted the absence of a relationship between lifestyle
constructs and economic cybercrime, the alternative hypothesis referred to the presence of the
relationship. Chi-square test was conducted to test the statistical significance of the relationship
between variables. While P-values smaller than 0.05 enabled us to reject the null hypothesis
and accept the alternative hypothesis, P-values greater than 0.05 let us accept the null
hypothesis. Also, Phi test was done to assess the strength of the relationship between two
variables. As the outputs of the test results would occupy big space, summaries of the results

are displayed in the tables.

Hypothesis 1:

Ho= There is no relationship between online lifestyle and experiencing economic

cybercrime victimisation.

Ha= There is a relationship between online lifestyle and experiencing economic

cybercrime victimisation.

Hypothesis 2:

Ho= There is no relationship between the type of guardianship measures and

experiencing economic cybercrime victimisation.

Ha= There is a relationship between the type of guardianship measures and experiencing

economic cybercrime victimisation.
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5.3.1.1 Operationalisation of the LRAT Concepts

Operationalisation of the response variables according to the constructs of Lifestyle
Routine Activities Theory is displayed in Tables 5.10 and 5.11. Online activities such as using
online banking, online purchasing and online government services were operationalised as the
exposure element of the theory since Internet users reveal their personal identifying
information while accessing the Internet for those purposes. The frequency of Internet usage
was also operationalised as the exposure element since the more time spent online; the more
information is revealed (Hutchings and Hayes, 2008; Marcum, 2011; Leukfeldt, 2015).

Online activities, accessing the Internet for social networking, e-mail/instant
messaging/chatroom, browsing for news/information and playing online games, were
operationalised as the proxy measures of the proximity to motivated offender since Internet
users do not have to reveal their financial information while accessing these services. However,
using the Internet for those purposes still bears some risk as Internet users may disclose their

non-financial personal information while accessing these websites.
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Table 5.10

Response Variables

Variable Coding  Variable Name

Exposure to Motivated Offender
1. Online Financial Activities

Eusint3a Online banking or managing finances (e.g. paying credit cards)
Eusint3b Buying goods or services (internet shopping, inc. music / film downloads)

2. Online Government Services
Eusint3c Online government services (e.g. tax returns, DVLA, council tax, benefits)

3. Frequency of the Internet Usage
Recode_intern3 Several Times a Day
Once a Day
Less often than Once a Day

Proximity to Motivated Offender
3. Online Social Activities

Eusint3d Social networking (e.g. Facebook, Twitter) or blogging
Eusint3e E-mail, instant messaging, chat rooms

4. Online Leisure Activities
Eusint3f Browsing for news or information (e.g. BBC, Wikipedia)
Eusint3g Playing online games/doing quizzes/competitions
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Table 5.11

Response Variables of Online Guardianship Measures

Variable Coding  Variable Name

1. Guardianship Measures to Protect Electronic Devices' Security
la. Precautionary Guardianship Measures to Protect Electronic Devices' Security

Eprodeda Only downloaded known files or programs
Eprode4g Deleted suspicious emails without opening them
Eprode4l Protected your home wireless connection (wi-fi) with a password or been cautious using

1b. Software-based Guardianship Measures to Protect Electronic Devices' Security

Eprode4c Downloaded software updates and patches whenever prompted
Eproded;j Installed anti-virus or other security software, such as a firewall
Eprodedk Scanned computer regularly for viruses or other malicious software

2. Guardianship Measures to Protect Personal Data
2a. Guardianhip Measures to Protect Financial Information
Eprode4b Only used well-known or trusted sites
Eprode4f Checked for signs that a site is secure when buying online (closed padlock sign/https website

2b. Guardianship Measures to Protect Personal Account's Security

Eprode4d Used complex passwords (contain letters, numbers and symbols)
Eprodede Used a different password for each different online account
Eprodesh Logged out of websites when you are finished

Eprodedi Adjusted website account settings (e.g. privacy settings)

2c. Guardianship Measures to Protect Personal Privacy
Eprode4m Only added known persons as friends on social networks.
Eprode4n Been careful about putting personal details on social networking sites
(e.g. date of birth,place of work) / not put personal details online

5.3.1.2 The Results of Bivariate Analyses

Exposure and Proximity to Motivated Offenders

Table 5.12 summarises the cross-tabulation results for the association between online

lifestyle variables and economic cybercrime victimisation. The chi-square test results

demonstrate that all exposure to motivated offender variables were statistically significantly

associated with the victimisation. The chi-square test values are as follow: using the Internet

for “online banking” (x*=23.587, p<0.001), “buying goods or services online” (x*=25.754,

p<0.001) and ‘“online government services” (x*=29.616, p<0.001). Yet, the Phi values

(6=0.065, 0.067 and 0.072 respectively) indicate that the strength of the relationships was weak

since the Phi values lower than 0.1 can be interpreted as a weak relationship (Healey, 2014).
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With regards to proximity to motivated offender variables, playing online games/doing
quizzes/competitions was not statistically significantly associated with victimisation (x?=1.240,
p>0.05). Yet, other proximity variables, using the Internet for social networking (x*=4.714,
p<0.05), e-mail, instant messaging and chat rooms (x?=29.726, p<0.001) and browsing for
news or information (x>=5.321, p<0.05) were statistically significantly associated with the
victimisation. The Phi values (6=0.029, 0.072 and 0.030 respectively) indicate that the strength

of these relationships was also weak.

Table 5.12

Cross-tabulation Results for the Relationship between Online Activities and Experiencin Economic Cybercrime
Victimisation

Phi Chi-square Tests

Exposure to Motivated Offender

Online banking or managing finances (e.g. paying credit cards) 0,065 23.587*

Buying goods or services (internet shopping, inc. music / film downloads) 0,067 25.754*

Online government services (e.g. tax returns, DVLA, council tax, benefits) 0,072 29.616*
Proximity to Motivated Offender

Social networking (e.g. Facebook, Twitter) or blogging 0,029 4.714**

E-mail, instant messaging, chat rooms 0,072 29.726*

Browsing for news or information (e.g. BBC, Wikipedia) 0,03 5.321**

Playing online games/doing quizzes/competitions 0,015 1.240***

*=p <0.001 **=p <0.05 ***=p >0.05

Table 5.13 demonstrates the bivariate analysis result of the relationship between the
frequency of Internet usage and experiencing economic cybercrime victimisation. The Chi-
square test result demonstrates that there is a statistically significant relationship between the
frequency of Internet usage and economic cybercrime victimisation (x*=13.197, p<0.001). Yet,

the Phi value (6=0.048) indicates that the strength of this relationship is weak.

When we look at the percentages of usage, the figures suggest that frequent Internet
users were more likely to experience the victimization. Internet users who accessed the Internet

more frequently (several times a day and once a day) reported higher victimisation rates (8.1%
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and 7.6% respectively). Less frequent Internet users acknowledged considerably lower

victimisation percentages (4.3%).

Table 5.13

The Relationship between Frequency of Internet Usage and Economic Cybercrime

Contingency Table

Frequency of Internet Usage Victimisation Chi-square Test Phi
Yes No

Several Times a Day 8.1% 91.9%

Once a Day 7.6% 92.4% 13.197* .048

Less often than Once a Day 4.3% 95.7%

*=p <0.001

This section of the chapter tested the relationship between Internet users’ online
lifestyles and experiencing economic cybercrime victimisation. Chi-square results give us
enough evidence to reject the null hypothesis, which assumes the absence of the relationship
between online lifestyle and economic cybercrime victimisation, thus, accept the alternative
hypothesis stating that there is a relationship between online lifestyle and experiencing
economic cybercrime victimisation. Based on these results it can be proposed that there is a
statistically significant association between Internet users’ online lifestyles and economic

cybercrime victimisation.

5.3.1.2 Absence of Capable Guardianship

Table 5.14 illustrates the bivariate analysis results for the relationship between applying
online security measures and experiencing economic cybercrime victimisation. All
precautionary guardianship measures, only downloading known files (y?>= 6.650, p<0.05),
deleting suspicious email without opening them (y?=24.373, p<0.001) and protecting home
wireless connection (y?= 14.204, p<0.001), which were applied to protect electronic devices

security were statistically significantly associated with the victimisation. The software-based
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guardianship measures like installing security software (x?=25.633, p<0.001) or scanning the
computer regularly (x>=8.375, p<0.05), the protection measures applied to secure online
accounts such as using complex passwords (x?=5.369, p<0.05), using different passwords for
each online accounts (x°=6.119, p<0.05) and adjusting website account settings (x*=7.809,
p<0.05) emerged to be statistically significantly associated with economic cybercrime
victimisation. However, these relationships appeared to be weak as the Phi values for all above-

mentioned relationships were smaller than 0.1.

The guardianship measures applied to secure personal privacy such as only adding
known persons as friends on social networks (x?=2.838, p>0.05) or being careful about putting
personal information on social networking website (x°=3.235, p>0.05) were not statistically
significantly associated with the victimisation. This result may be attributed to the fact that
information provided to the social networking site may not necessarily contain financial details.
Hence, economic cybercrime victims did not apply any privacy-related security measures for

online networking websites.

Of the fifteen proxy variables of online guardianship, nine variables emerged to be
statistically significantly associated with victimisation. Hence, it gives us enough evidence to
reject the null hypothesis stating the absence of the relationship between online guardianship
and economic cybercrime victimisation, thus, accept the alternative hypothesis presuming the
presence of the mentioned relationship. Based on these results, it can be suggested that there is
a statistically significant association between online guardianship measures and economic

cybercrime victimisation.
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Table 5.14

Cross-tabulation Results for the Relationship between Guardianship Measures and Experiencing Economic Cybercrime

Variable Name Phi Chi Square Tests
1. Guardianship Measures to Protect Electronic Devices' Security
1a. Precautionary Guardianship Measures to Protect Electronic Devices' Security
Only downloaded known files or programs 0.034 6.650**
Deleted suspicious emails without opening them 0.066 24.373*
Protected your home wireless connection (wi-fi) with a password or been cautious using 0.05 14.204*
1b. Software-based Guardianship Measures to Protect Electronic Devices' Security
Downloaded software updates and patches whenever prompted 0.021 2.531%**
Installed anti-virus or other security software, such as a firewall 0.067 25.633*
Scanned computer regularly for viruses or other malicious software 0.038 8.375%*
2. Guardianship Measures to Protect Personal Data
2a. Guardianhip Measures to Protect Financial Information
Only used well-known or trusted sites 0.012 0.805***
Checked for signs that a site is secure when buying online (closed padlock sign/https website 0.026 3.941%*
2b. Guardianship Measures to Protect Personal Account's Security
Used complex passwords (contain letters, numbers and symbols) 0.031 5.369**
Used a different password for each different online account 0.033 6.119**
Logged out of websites when you are finished 0.005 0.147***
Adjusted website account settings (e.g. privacy settings) 0.037 7.809**
2c. Guardianship Measures to Protect Personal Privacy
Only added known persons as friends on social networks. 0.022 2.838%**
Been careful about putting personal details on social networking sites 0.024 3,935 %k

(e.g. date of birth,place of work) / not put personal details online

*=p<0.001 **=p<0.05 ***=p>0.05

LRAT posits that individuals’ lifestyles facilitate victimisation (Cohen et al., 1981).

One of the aims of this thesis was to test the applicability and explanatory power of LRAT as

a theoretical framework for cybercrime victimisation. To that end, this section tested two

hypotheses suggesting a relationship between LRAT’s three constructs, namely proximity and

exposure to the motivated offender and the absence of capable guardianship, and economic

cybercrime victimisation. The results of Chi-square tests supported the proposition of the

presence of a relationship between Internet users’ online activities and economic cybercrime.

However, all Phi values measuring the strength of the associations were weak. These weak

associations suggest that there might be other factors moderating the risk of victimisation other

than Internet users’ online activities.
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5.3.1.3 Control Variables

This section of the chapter examines the relationship between the control variables, age,
gender, education level and annual household income, and economic cybercrime victimisation.
Past cybercrime research examined the relationship between demographic characteristics of
Internet usage and the likelihood of experiencing different forms of cybercrime. Age, gender,
education level and annual household income were the most frequently researched
demographic characteristics. Results of previous empirical research pertaining to the
correlation between the demographics of Internet users and the risk of experiencing cyber
victimisation were controversial. Past research results suggest that age is correlated with
experiencing cybercrime victimisation (Pratt et al., 2010; Ngo and Paternoster, 2011; Paek and
Nalla, 2015; Choi et al., 2016; Leukfeldt and Yar, 2016) but (Bossler and Holt, 2009). Being
female is also found to be associated with the increased risk of the victimisation (Bossler and
Holt, 2009; Holt and Bossler, 2013; Choi et al., 2016); yet, Leukfeldt and Yar (2016) found no
association between gender and risk of facing the victimisation. Education level is also found
to be a statistically significant correlate of the victimisation (Pratt et al., 2010; van Wilsem,
2011, 2013a, 2013b; Paek and Nalla, 2015). Internet users’ income level is the most
controversial demographic characteristics. While some studies found that income is not
associated with the victimisation (Leukfeldt, 2014; Policastro and Payne, 2014; Leukfeldt,
2015; Leukfeldt and Yar, 2016), other found a strong association between income and cyber

victimisation (Reyns, 2013; van Wilsem, 2013a; Reyns et al., 2015).

Table 5.15 d