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ABSTRACT

The organisation and kinetics of charges at solid and soft interfaces play a central role
in biological signalling processes and are vital for energy storage technologies as well as
our understanding of heterogeneous catalysis. At the molecular-scale, such interfacial be-
haviour remains stubbornly difficult to characterise, due to the short-ranged interactions
between ions, their aqueous solvent and surface groups. Thus, continuum-scale models

quickly break down, especially close to the interface and with high charge densities.

This thesis addresses the question of ionic organisation using atomic force microscopy
(AFM), which uniquely combines sub-nanometre spatial resolution and the ability to probe
relatively long timescales. The use of small oscillation amplitudes allows the topography
of the ionic layer to be mapped while simultaneously extracting physical properties from
the sample or the interface itself, with time resolution spanning from tens of milliseconds

to minutes.

The structure of ions at hydrophilic interfaces is shown to be delicately sensitive to
the charges’ molecular structure (in the case of larger buffering agents) and their charge
density (for simple alkali cations). Specifically, the cations’ interactions with a model
lipid membrane and the waters around it lead to an attractive correlation energy which
generates nanoscale networks that evolve over the course of many seconds. These ionic
structures directly reduce the effective stiffness of the lipids, providing a mechanism for

the spontaneous control of membranes’ mechanical properties.

These ionic networks are significant in the case of confined fluids and provide an efficient
means of lubrication even under high pressures in sub-nanometre gaps. When sheared,
such fluid films are revealed to be non-Newtonian, with dynamics that depend on the
velocity and lengthscale of the motion. The results highlight the greatly damped kinetics
of ions and water molecules at interfaces, and shed light on the mechanisms behind their

transport through and along biomolecules.
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1.0 INTRODUCTION

Solvated ions are truly abundant in the natural world; it is impossible to find aqueous
systems that do not contain some form of mobile charges. The oceans — and the biological
organisms that evolved from them — tend to contain monovalent ions at concentrations of
hundreds of millimolar, and even nominally pure water will contain dissociating protons
and hydroxide ions. As such, it is vital to understand the behaviour and interactions of
these ions, not just with themselves, but also with the surrounding waters and interfaces at
the edge of the fluid phase. These interfacial systems are staggeringly common, from the
boundary between the Earth’s mineral crust and the sea, to the sub-nanometre channel
of a transmembrane protein. They present altered symmetry, electrostatics and chemistry
compared with the bulk, which can dramatically influence the ions’ dynamics, solvation
behaviour and general organisation, providing fertile ground for research in molecular bi-

ology, battery and energy storage technologies and the earth sciences to name just a few.

This chapter will review our current understanding of how ions interact with water,
both in bulk and at the interface, especially highlighting the limits of modern theory and
experiments. Firstly, the molecular-level interactions of water with ions will be briefly
introduced, along with properties that depend on the species of ion in solution. These
properties can be loosely categorised through the so-called Hofmeister series, which was
originally conceived to rank ions based on their ability to disrupt protein hydration shells,
and shall be reviewed in greater detail. We shall then discuss the perturbations induced
by solid surfaces on ionic distributions, the continuum-level theories devised to describe
them and the limits of their applicability. Over the past few decades, many experimen-
tal techniques have been developed that can probe the molecular-level structure of the
electrolyte and thus illuminate the gaps in current theoretical understanding. These will
be reviewed, with particular focus on state-of-the-art developments in atomic force mi-
croscopy that allow direct characterisation of ionic behaviour with unprecedented spatial
resolution. Finally, the (often conflicting) dynamic picture of interfacial fluid as measured
by different techniques will be presented, highlighting current discrepancies in the litera-
ture and how atomic force microscopy (AFM) is well-poised to explore aspects that remain

challenging to address through other approaches.
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(a)

Fig. 1.1: Schematic illustrating the altered symmetry and density of water molecules around dis-
solved cations (green). (a) A cation in bulk water: the waters’ oxygens (red beads) are
more likely to orient towards the positive charge and can form as many as two solvation
shells (blue gradient) that are distinguishable from bulk H,O. (b) Cations adsorbed into
a cavity in a crystalline solid. The interface breaks the spherical symmetry of (a), and
the solvation shells are affected by both the ions and the crystal’s periodicity.

1.1 lon-water interactions in bulk aqueous solutions

Many of water’s physical and chemical properties derive from its polar nature — the char-
acteristic angle and separation between its two hydrogens and central oxygen atom define
a permanent dipole, which is strongly sensitive to nearby electric fields. Thus the inclu-
sion of charged ions in liquid water dramatically affects both its bulk and molecular-level
properties; oxygens re-orientate towards cations and hydrogens prefer to point towards
anions. This leads to the concept of a hydration/solvation shell — the spherical lattice
of water molecules surrounding an ion that is in some manner distinct from bulk water
(illustrated schematically in Fig. 1.1(a)). That the dissolved ions induce a variation in the
macroscopic properties of water such as its viscosity [1] and air-fluid surface tension [2]
has indeed been known for over eighty years, but there continues to be fierce debate over

the molecular-level structural and dynamical changes that occur [3-5].

Historically, much has been made of ions’ ability to alter the native structure of pure
water. Ions were typically placed into one of two categories, depending on their capac-
ity to either increase the organisation of bulk water (“structure-making”) or disrupt it
(“structure-breaking”). Examples of the former category often included relatively small
(Na*, F7) or highly charged (Mg®") ions that increase water’s rotational correlation
time [4], decrease its exchange rate between hydration shell and bulk [3] or bind it so
strongly that it cannot be externally polarized [6]. Conversely, bulkier ions with lower
charge-densities (e.g. Rb*, NH, ") are usually defined as being structure-breaking as they

can enhance the self-diffusion of water [3], leading to a more disordered liquid. This
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SCN- Clo,~ I- Br- CI- F-

Structure-making
(Kosmotropic)

Structure-breaking
(Chaotropic)

4

NH,* Rb* K Na* Ca? Mg2*

Fig. 1.2: Partial representation of the Hofmeister series for anions (upper) and cations (lower). Ions
and water molecule (centre) are shown approximately to scale, with atoms represented by
their neutral van der Waals radii. The series reflects the fact that smaller ions with large
charge densities tend to structure nearby waters to a greater extent than their larger,
weakly charged relatives.

method of characterising ions is often discussed in the context of the so-called Hofmeister
Series [7, 8] (Fig. 1.2), which originally was a ranking of cations and anions based on their
ability to stabilise proteins (egg globulin) in solution. The solubility of an amphiphilic pro-
tein is dependent upon the access its surface has to water, and it was therefore postulated
that certain ions caused precipitation by “robbing” them of water, which is intrinsically

related to the extent of a hydration of a charge. Since its discovery in the late 19t?

century,
the series has been observed in many diverse scenarios, including colloidal mobility, lipid
hydration and binding and air-water surface tension. The ubiquity of Hofmeister effects in
aqueous systems comes from the fact that the dominant interactions are either ion-ion or
water-ion [9], which allows many subtleties of the surface (protein, air, crystal etc.) to be
simplified. The precise hydration of an ion, and the implications for its surface affinity and

dynamic behaviour at the interface will be explored in greater depth in section 1.3 and 1.4.

Perhaps due to its enticing simplicity, the Hofmeister classification of ions by their effect
on the organisation of water has endured, and the description of structure-maker/breaker
is commonplace in the literature. As is often the case however, aqueous solutions of

ions are too complex to allow such a straightforward classification; structural effects are
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strongly concentration-dependent (with studies frequently investigating near the salt’s
saturation limit [3]); their long-range effect on water is highly contentious [10-13] and
non-linear, cooperative behaviour between anions and cations is often exhibited [14, 15].
Further, the series can often be observed in different orders (either reversed or partially
reversed) depending on the pH, polarity and charge of the surface [16, 17], resulting in a
rather under-defined picture of the series. The long-lived nature of this debate is due, in
part, to different sensitivities in the experimental and computational techniques used to
probe it. For example, nuclear magnetic resonance (NMR) and X-ray and neutron scat-
tering tend to probe timescales on the order of nanoseconds to microseconds (essentially
static relative to the exchange time of waters between hydration shells and their bulk [5]).
The use of terahertz-frequency radiation and femtosecond pump-probe spectroscopy [14]
conversely, can achieve the picosecond time resolution necessary to study the dynamics
of water around ions. However, their interrogation of contrasting aspects of water (or
semi-heavy water, HDO') — the permanent dipole direction and O—H stretch, respec-
tively — render comparison with other techniques troublesome. Even molecular dynamics
(MD) simulations resist quantitative comparison with other techniques due to ambigu-
ous definitions of hydration shells, the simplicity of the chosen interaction model [5] and

the challenge of including grand canonical variables such as pH and electric potentials [18].

This being said, there are general features of water’s behaviour when interacting with
ions that have become well-accepted over time and will be of further interest when dis-
cussing interfaces in section 1.3. These include observations made from X-ray diffraction
that, for a given charge and geometry, the average distance between a metal ion, M, and
the water oxygens in its first hydration shell, ryi.o, increases with its size due to straight-
forward steric hindrance. This is especially significant for the the alkali-halides; their single
charge means their electrostatic perturbation of water, which decays rapidly as R~* when
interacting with a freely-rotating dipole [11, 19], is very sensitive to ry.o. In the case of
alkali cations, r\i.o increases monotonically from ~ 190 pm for Lit to 295 — 315 pm for
Cs™ (with typical accuracies in the tens of pm [4]). As well as the inclusion of salts al-
tering the time-averaged structure of H5O, its dynamics are accepted to be distinct from
that of neat water. Thus, polarizability [20], residence times [5], occurrence of “slow”
waters [14] and self-diffusion coefficient of water [21] are all distinct from neat water and

ion-dependent.

! Studies that probe vibrational modes of water molecules are often forced to use dilute mixtures of HDO
in heavy water (D;0O) to ensure that only a single O—H bond per molecule is excited, thereby avoiding
resonant transfer between both O—H bonds of H,O.
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1.2 Tons’ altered behaviour at the interface with solid and soft

martter

As illustrated in Fig. 1.1(b), an interface between the fluid phase and a solid or soft surface
distorts the spherical symmetry of simple ions and their solvation shells. The precise effect
of the surface depends on the ion’s size and charge as above, but also on the chemistry
and periodicity of the molecules making up the interfacial region [18]. This is typically
discussed in terms of hydrophilicity and hydrophobicity — i.e. the affinity of water for
a particular molecule or material. It becomes especially important when discussing the
structuring of ions against surfaces [16, 22|, as HyO will compete with ions for access
to surface sites, and the interplay between electrostatics and water’s affinity is a strong
determiner of interfacial behaviour. Before exploring this concept further in section 1.3,
it is necessary to discuss the continuum-level descriptions of how charged surfaces affect
the distribution of ions in solution. These models are in fact remarkably successful and
only begin to break down within a few nanometres of the surface, where molecular-level

effects become readily apparent.

1.2.1 Continuum influence of surfaces on ionic behaviour

Poisson-Boltzmann theory and the Grahame equation

The vast majority of solids when immersed in water will develop a charge, regardless of
whether they are electrostatically neutral in a vacuum, due to the dissociation of surface
groups or interaction with protons/hydroxyl ions from the fluid phase. Thus an elec-
trostatic perturbation of the bulk liquid is generated perpendicular to the plane of the
interface. Although the neat water screens the electric fields to some extent, ions with
the same charge sign as the surface (coions) will be repelled into the bulk, while those
with the opposite sign (counterions) will be attracted to the surface. The extent of this
depletion or enhancement in ion density, p(z), and its dependence on the separation from
the surface, z, can be readily modeled by assuming the charges have negligible volume and
are dissolved in a continuous solvent that they do not perturb. Clearly neither of these
assumptions is strictly valid, but they enable a powerful framework to be developed, from

which the molecular-level effects of ions at interfaces can be then discussed.

The ionic density is first assumed to have a Boltzmann distribution that depends on
the electric potential at that point, 1(z), such that p(z) = poo exp(—Zep(z)/ksT). Here,
Poo 18 the bulk ionic density, Z is the ion’s valency, e is the fundamental unit of electric

charge, kp is the Boltzmann constant and 7' is the absolute temperature. This can be
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then combined with the one-dimensional Poisson equation, d¢(z)/dz? = —Zep/eqe, to

give the so-called Poisson-Boltzmann equation:

9(z) _ Zeps exp ( _ Zezb(Z))'

a2 €€ kT

(1.1)
The relative dielectric permittivity of the fluid and that of free space are given by ¢ and
€p respectively, and emphasize that this theory relies on the treatment of the solvent as
continuous, with no ion-solvent interactions. Next, by integrating the ionic charge density
from the surface to the bulk solution where, by electroneutrality, the potential is assumed
to decay to zero, the density of ions can be related to the surface charge density, o, by
> iP0i = Y. Poci + 02/2e0ekpT, where the summation is over each species of ion, i,
in solution. Finally, by rearranging this and using the Boltzmann expression above, a
relationship between the surface charge density and surface potential can be arrived at,

known as the Grahame equation [19]. It is illustrated here for monovalent, symmetric

ions:

) e
0 = \/8cpepsckpT sinh (%z]iOT) ~ geRYY. (1.2)

The similarity is valid for small (25 mV) surface potentials, 1y, such that (eio/2kgT) < 1.
The constant ™! is known as the Debye length and satisfies
2 _ Poo,i(Zie)Z

= —_ 1.3
" cockpT (1.3)

In the Grahame equation, we have a straightforward way of estimating the charge
density at a surface, knowing just the potential produced by it and the bulk density and
valency of ions in solution. The low-potential result of equation 1.2 is also physically
intuitive; the surface charge is directly proportional to the potential in the same manner
as a parallel-plate capacitor of separation x~! and with plate charge densities +0. The
potential’s rate of decay in the bulk fluid can be found from combining the Boltzmann

distribution of ions with the gradient d¢)(z)/dz from equation 1.1 to give [19]:

¥(2)

_ 2]€BT1n[1+’}/6 :|’ (1.4>

e 1 — ye k=
with the definition v = tanh(e/4kgT). The behaviour predicted by these equations is
highlighted in Fig. 1.3 for a 50 mM solution of symmetric, monovalent ions (e.g. NaCl) and
surface charge density o = —0.0621 Cm~2, for which the Debye length, = = 1.36 nm.
It’s clear that the presence of a charged surface (here equivalent to ~ 0.39 e/nm?) induces
an order of magnitude enhancement in counterion concentration close to the surface and

subsequent reduction in coion density.
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Fig. 1.3: The potential decay (purple) away from surface of charge density o = —0.0621 Cm~2 in
a monovalent ionic solution of bulk concentration 50 mM according to equation 1.2 and
1.4. The effect on the cation and anion densities (dashed and dash-dotted lines) is also
shown and compared to the bulk value (grey horizontal bar).

It can be seen that, despite the potential dropping off much less rapidly than the ion
density (¢(z) o exp(—rz)), bulk conditions of p and v are reached already by 4k~ ~
5.44 nm. Hence in these conditions of moderate ionic strength, there is very little long-
range perturbation of the bulk fluid, but for ~ millimolar concentrations and below, the

interface’s influence will extend many tens of nanometres into the fluid.

1.2.2 Breakdown of continuum approximations

The results above are referred to as Gouy-Chapman theory, and describe very well the ionic
distribution in the vicinity of a charged surface, especially its capacitance [23]. Even next
to biological membranes, ions have been shown to obey this distribution at separations of
above 2 nm [24]. However, at distances smaller than a nanometre, Gouy-Chapman theory
becomes increasingly invalid. This is because these lengthscales are comparable to those of
the ions and the solvent molecules themselves, and specific surface details become increas-
ingly dominant [22]. For example, Fig. 1.3 shows that, for 2 < 0.4 nm (~ 0.3 £71), peation
smoothly increases up to 1.22 M, despite this surface separation being smaller than a hy-

drated ion. Thus, any meaningful interpretation of pcation at this scale is rendered unlikely.

The Poisson-Boltzmann approach gives no way to encode the plane of closest approach
of ions, never mind accounting for their different effective radii or hydration levels that
were discussed in section 1.1. These become increasingly significant as the surface charge
and bulk ion concentration increase; for the case of ¢ = —100 mV and ps = 150 mM,
the predicted distance between adsorbed ions is < 1 nm, meaning that specific molecular
effects and non-Coulombic interactions can no longer be ignored. Further problems are

encountered when there are two interfaces in close proximity — i.e. in the case of strongly
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confined ionic solutions. Here, when the surfaces’ double layers overlap, an extra elec-
trostatic pressure is generated that may force ions to condense from solution onto the
surface [25]. These act like reversible chemical reactions [26] and can change the sign of
the attractive/repulsive forces between surfaces [27], as well alter the interfacial fluid’s
dynamics [28]. This be discussed in much greater depth in chapter 4, where we will probe
the viscoelastic properties of strongly-confined electrolytes, as well as their impact on the
friction between two surfaces. Finally, implicit in Fig. 1.3 is that there is only variation
in ¥ and pion perpendicular to the surface. While this may be an acceptable approxima-
tion many Debye lengths from the solid where the charge can be treated as smeared-out,
chemical heterogeneities [16] and ion-ion correlations [29] induce in-plane variations in pion

that do not fit such a continuous model.

Many of these problems can be addressed with a simple, semi-empirical extension of
the Gouy-Chapman theory by introducing a static layer of adsorbed ions between the solid
and the electrolyte, named the Stern layer. In the simplest description of the Stern layer,
there is just one layer of adsorbed counterions that specifically adsorb onto the solid. The
centres of these ions, at z = ¢, represents the plane of closest approach, after which the
potential decays according to equation 1.4, but with a modified contact potential, 15, used
instead of 1p. More complex Stern layer models allow for indirectly adsorbed ions that
retain their hydration shell (Fig. 1.4) and adsorb at a larger separation, 0’ but are similar
in principle. Stern models typically assume that adsorbed ion layers act as capacitors (of

capacitance Cg;) in series with that of the Gouy-Chapman distribution of ions (Cgc).

Together, the Stern layer and the diffuse layer of ions are known as the electric double
layer (EDL). Conceptually, the EDL provides a useful framework from which to begin
investigating the structure and dynamics of ions at charged interfaces, and is invaluable
in the description of e.g. electrokinetic phenomena [30-33], but there remains the prob-
lem of the EDL essentially being a one-dimensional model, which pays no attention to
the in-plane dynamics or correlations of ions. This severely restricts discussion of more
dynamic interfacial processes such as charge regulation or competition with OH~ /H™ for
binding sites [25, 34]. Further, despite the acknowledgment of ions binding indirectly via
their hydration shells, there is still no explicit treatment of the solvent in EDL models,
which limits their ability to describe the underlying molecular drivers for interfacial charge

phenomena.
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Fig. 1.4: The introduction of a Stern layer to a model negative interface and its impact on the
potential decay. (a) The centres of specifically adsorbed counterions (red) define the plane
at §, but in more complex models, ions can also adsorb indirectly via a water molecule
(blue, dipole moment indicated by arrows), defined by a second plane, §’. (b) These
planes alter the rate of decay of potential in the same way as parallel-plate capacitors —
i.e. with a linear region of ¢(z). Figure partially adapted from ref. [23]

1.3 Solvated ions at solid-liquid interfaces: insights from the

main techniques

In this section, we will move away from theoretical, continuum approaches to studying
the behaviour of electrolytes, and focus more on experimental techniques that do not rely
so heavily on approximations which become increasingly invalid at the fluid’s edge. Tech-
niques with single molecule/ion resolution normal to the surface (i.e. z in Fig. 1.4), but
requiring in-plane averaging, will initially be discussed. Such methods usually involve scat-
tering or adsorption of radiation, and are extremely powerful as they describe equilibrium
interfacial structure with long time averages and statistics built up over at least hundreds
of square microns of the interface. Following this, the insight gained from more “local”
techniques will be addressed. This includes in silico simulations, which offer microscopic
analyses of the Stern layer, and also ground-breaking atomic force microscopy (AFM) de-
velopments that allow Angstrom-scale lateral resolution while probing timescales orders of
magnitude greater than the computational methods. Throughout this section, we shall see
that these methods reveal that the molecular characteristics of the surface and the influ-
ence they have on interfacial fluid must be considered to build up a realistic picture of the
interface. The effect of the interface’s chemical make-up, geometry and physical properties

such as stiffness on the structure of the fluids and ions will be especially highlighted.
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1.3.1 X-ray based techniques

We first focus on the use of X-ray reflectivity (XR) to analyse the structure of aqueous
electrolytes at solid interfaces. X-rays are powerful tools in this context, as they are able
to penetrate millimetres of fluid and have sub-nanometre resolution normal to the surface,
with atomic specificity in some cases [35]. A large portion of the progress in this field
begins with the work of Cheng et al. [36], which unveiled the structure of pure water in
ambient conditions at the surface of muscovite mica (a hydrophilic, atomically flat alu-
minosilicate). The authors used synchrotron radiation to probe the oxygen distribution
in the first ~ 10 A above the mica. While an interfacial model with which to fit the
data is still required (solid line in Fig. 1.5(a)), it was found that simplistic, structure-less
or oscillatory profiles could not satisfactorily describe the system. Instead, three com-
ponents of the oxygen distribution were required; a strongly adsorbed molecular film of
water, a “hydration” layer, and finally density oscillations close to the bulk fluid (shown in
Fig. 1.5(b)). It was found that one H,O or H;O™ molecule adsorbed per ditrigonal cavity
of mica and hydrogen bonded with the layer above it, with both layers having a density
approximately double that of bulk water. Similar results were found by X-ray scatter-
ing on calcite (CaCOs3) [37]. These revealed the presence of two independently adsorbed
water species that were vertically and laterally distinct, as well as significant surface re-
construction of interfacial Ca?* and 00327. Thus, the presence of a non-trivial interfacial
structure was found at ambient pressures that could not be adequately described without

acknowledging both the solid’s structure and the solvent’s propensity for H-bonding.

Since then, there have been a plethora of reflectivity studies that have aimed to fur-
ther reveal the breakdown of continuum theories at the solid-liquid interface, especially
in the case of ionic distributions [38—40]. Resonant anomalous X-ray reflectivity (RAXR),
which scans X-ray energy for a given momentum transfer, ¢, allows the interrogation of
individual ion species independently from the hydration structure. It was found that Rb™
ions in solution adsorb and disrupt the native hydration structure of mica and do so by
losing part of their hydration shell (so-called “inner-sphere” configuration; equivalent to
ions adsorbed at ¢ in Fig. 1.4). Sr?* jons can, in addition to this, adsorb without los-
ing any waters (“outer-sphere”). This behaviour of divalent ions — the formation of two
adsorption states with similar occupancies — seemingly contradicts strontium’s relatively
high energy of hydration (~ —1445 kJmol~!) and implies the existence of more complex
interfacial phenomena, such as a dramatic drop in water’s dielectric permittivity near the
solid [41-43]2.

2 In fact, this dielectric drop can be described in an identical manner to Stern’s strongly-adsorbed layer
of counterions (see Fig. 1.4), but in this case, the drop reflects the interfacial water’s reduced rotational
degrees of freedom, rather than the surface charge being counterbalanced by ions.
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Fig. 1.5: X-ray reflectivity (XR) allows the electron density in the first few Angstréms above solid
surfaces to be probed. (a) Reflectivity as a function of momentum transfer normal to the
mica interface, ¢,, in pure water. The best fit (solid line) based on modelling interfacial
layers allows the distribution of oxygens in the interfacial layer (b) to be calculated.
Dashed line indicates tail of Gaussian function used to model the mica’s “hydration
layer”. Figures adapted from [36].

As discussed in section 1.1, water’s interaction with an ion depends strongly on the lat-
ter’s valency (as expected from electrostatic considerations) but also on its species. Thus,
while divalent ions regularly form inner- and outer-sphere configurations on mica, the
proportional occupancy of these states and the energy required to transfer between them
varies in accordance with the hydration enthalpy of each ion [40]. The same is also true
of monovalent ions, typically with stronger species-dependent effects, due their smaller
charge. In fact, reflectivity studies showed that the larger alkali ions K+, Rb™ and Cs™
adsorbed almost entirely with inner-sphere coordination, whereas Li* and Na™ behaved
more like divalent ions, with a mix of inner- and outer-sphere adsorption profiles [44].
This is evident in Fig. 1.6(a), where rubidium adsorbs overwhelmingly in inner-sphere
configuration, but sodium has a much more complex adsorption profile. A more recent

reflectivity study found similar discrepancies between alkali ions of different sizes, but used
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Fig. 1.6: Resonant anomalous X-ray reflectivity can be used to gain additional, element specific
information about the Stern layer, shown in (a) for Rb", leading to a dynamic picture
of ion adsorption being mediated by water (cartoon in (b)). Here, rubidium’s hydration
waters generate an asymmetric free energy (AGP) landscape through formation of inner-
sphere (IS) and outer-sphere (OS) configurations that result in remarkably slow desorption
rates of ~ seconds. Figures adapted from [48].

complementary MD simulations to show that Li* and Na™ bound directly to mica’s triad
of surface oxygens, rather than its ditrigonal cavities [45]. The somewhat surprising conse-
quence of these results is that smaller cations with higher charge densities can have lower
effective surface binding affinities than their larger counterparts, due to strongly-bound
hydration water that prevents direct ion-surface contact. This effect is not solely limited
to crystalline materials however; X-ray standing wave measurements of oxide-water inter-

faces [46, 47] have shown similar ion-size dependencies of adsorption locations.

X-ray reflectivity is also well suited to study softer interfaces that bear relevance to
biological systems. For example, lipid monolayers can be spread at the air-electrolyte
interface and provide a useful model for how cell or organelle compartments respond to
different solutions. Lipids’ dynamic nature and often complex headgroup chemistry allow
for more subtle interactions with ions in solution than for hard minerals. In particular,
evidence has been found for charge inversion [49] (counterions overcompensating for the
surface charge), charge regulation [50] (counterions controlling the protonation state of the
interface) and ionic binding specificity [51] at the lipid-electrolyte interface. These effects
are non-trivial and require the cations’ binding to be correlated, either with themselves,
with anions (typically CI™ or OH ) or with the surface headgroups. These interactions
with soft surfaces have been validated by X-ray diffraction experiments that emphasise
the ability of ions to form ordered sub-phases above the lipids [52], and also to penetrate

deep into the headgroup region [53]. The latter case highlights the ability of ions not
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just to alter water structure, as we have seen previously, but to dramatically remodel the

interface itself by changing the packing of the monolayer as well as its thickness.

1.3.2 Non-linear optics techniques

The X-ray studies discussed above tend to require high-intensity synchrotron sources in or-
der to build up enough statistics from the small angle reflections. In contrast, lower-energy
photons in the visible spectrum are simpler to produce at high intensities, but lack intrin-
sic surface specificity. This problem can be bypassed using non-linear techniques, such as
sum frequency generation (SFG) spectroscopy. Here, an infrared laser (of frequency wig)
is incident on molecules at the interface, and is energy up-converted by a second incident
visible-range photon (frequency wy). The reflected sum-frequency signal is proportional
to the surface non-linear polarisation at wspg = wy +wir. This effect is directly reliant on
the second-order susceptibility, @), which, crucially, vanishes in situations with spherical
symmetry. As the SFG signal is strongly enhanced when the IR photon excites vibrational
modes of the interfacial species, the technique is well placed for investigating changes in

H50 molecules” dynamics due the interface or dissolved salts.

SFG is commonly used to probe two peaks associated with water structure in the
3000-3700 cm~! band. The first, at ~ 3200 cm™!, relates to the symmetric OH stretch
of tetrahedrally coordinated water molecules and therefore is used as a measure of how
“ice-like” the water becomes when in contact with a charged surface. This has been used
to show the orientation and in-plane bonding of H,O is severely dependent on the surface
charge (and therefore the pH) at oxide surfaces [54, 55]. In fact, the waters’ dipole ori-
entation reverses entirely when the surface polarity is changed [56]. The second peak, at
~ 3450 cm™!, is less well-defined, and usually associated with asymmetrically hydrogen-
bound water, i.e. less structured fluid. In a similar manner to the X-ray studies dicussed
above, once the pure water-solid interaction has been understood, the disruptive effect of
different ions on this structuring can be probed [57-59]. In particular, Jena et al. found
that the SFG signal only significantly changes for ionic strengths, I > 0.7 mM, where the
signal intensity drops dramatically [58]. This is due to a combination of the ions neutral-
ising the static electric field produced by the solid, which affects the third order suscep-
tibility, x(®) contributions, and also the interfacial fluid being structured, which impacts
solely x(?). SFG signals originating from the Stern layer have successfully unveiled the
complex water-proton-cation interactions at a soft interfaces of COOH-terminated fatty
acids [60] and phospholipids [61], with the latter highlighting the importance of counte-

rion condensation on modulating the response, both of the lipids and the interfacial water.
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There are numerous other examples of spectroscopic techniques that have been utilised
to investigate the structure of aqueous electrolytes at interfaces, including nuclear magnetic
resonance (NMR) [62, 63], adapted infrared spectroscopies [64] and neutron diffraction [65],
but for a more thorough discussion of available techniques and key results, the reader is

pointed to the review of ref. [66].

1.3.3 Molecular dynamics

The previous techniques discussed, while being able to access molecular-level details of
the ions or water, all require averaging of some form, typically over macroscopic in-plane
areas and many seconds of data acquisition. This results in the loss of structural infor-
mation parallel to the interface, especially organisation related to surface heterogeneity or
lateral correlations. Molecular dynamics simulations provide powerful insight into these
systems while bypassing many of the problems mentioned above. In short, these in silico
experiments comprise solving Newton’s equations of motion for particles, typically atoms
(although this depends on the level of coarse-graining). The potentials between each par-
ticle species are chosen either to reflect the nature of the system (such as covalent bonding
in a crystal with well-defined lattice angles) or to satisfy some known thermodynamic
constraint (e.g. surface tension or melting point of a liquid). As long as the system is
large enough, and sufficiently small time steps are used (~ fs), MD can provide micro-
scopic information about the structure of every species within the interfacial fluid at any
time or position within the simulation. Modern simulations can easily run to hundreds
of nanoseconds in length and therefore can address many of the uncertainties associated
with the spectroscopies above, including the dynamics of particular species (discussed in
greater detail in section 1.4) and hydrogen-bonding characteristics at the interface. The
limitations of MD studies typically relate to the subtle effects due to the choice of water
model used, capturing chemical reactions realistically and ensuring that the system size is

large enough avoid artefacts.

Mica has been a much-studied model surface in MD, partly because of how well-
characterised it has been through other methods. Simulations of systems similar to those
studied via XR have allowed the direct evaluation of the types of binding available to
ions [67-70]. Broadly speaking, these results agree with those produced experimentally;
cations’ specific interactions with water ensure that those with relatively high charge den-
sities have heterogeneous adsorption behaviours due to their increased affinity for both
the solvent and the surface. MD simulations can go much further than adding weight to
experimental data however; the artificial tweaking of interaction parameters allows deep

insight into the origin of interfacial effects. For example, Fitzner et al. [71] disentangled
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Fig. 1.7: Molecular dynamics allows atomic-level insight into the binding modes and behaviours
of different ions (a) as well as providing conformational snapshots (b) and the analysis
of specific atoms (c¢) at any time within the simulation. (a) adapted from ref. [16] and
shows ions at heights of z = 0.75 nm (upper segment) and z = 0.55 nm (Cs™, lower
segment)/z = 0.2 nm(Li*, Na*, KT, lower segment). (b) shows the lipid carbon chains
in grey; phosphate groups in orange/red; Cl  ions in green and a Ba?" ion in blue. (b)
and (c) adapted from ref. [72]

the contributions of interaction energy and interface morphology in the formation of ice
at a crystalline surface by adjusting the lattice parameter and adsorption energy con-
tinuously. This revealed the importance of the epitaxial arrangement of the first water
layer on the remaining bulk fluid’s interaction with the surface. Similarly, the work of
Schwierz et al. [16, 17] involved tuning the polarity and charge of a surface in aqueous
electrolyte in order to ascertain how differences in these material properties drives their
startlingly diverse interactions with series of cations and anions. Snapshots from these are
shown in Fig. 1.7(a) for a hydrophobic (upper) and hydrophilic surface (lower), illustrat-

ing how ion size and surface chemistry can substantially alter the proximal water structure.

MD also provides insight into the surface restructuring of soft surfaces that experi-
mental techniques can typically only explore indirectly. Phospholipid membranes are a
key model surface in this context and there has been a great deal of exploration of their
interaction with different ions and water. The review of Berkowitz et al. in ref. [24]
highlights how MD has revealed the “overscreening” of their dipole potential by water,
which results in even globally neutral phosphatidylcholine (PC) lipids having a negative

potential in aqueous solutions. This drives remarkably specific interactions with cations
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(especially Na™), leading to them penetrating deep into the membrane as well as forming
complexes as they tightly bind with three lipids on average [73]. MD simulations have also
confirmed experimental findings of charge inversion with La®* ions, with the intriguing
result that this behaviour is unaffected by the concentration of “background” monovalent
salts, unlike for solid systems [74]. Further exotic behaviour has been observed in simu-
lations of negatively charged lipids with the divalent counter ions Mg?*, Ca?* and Ba?*,
including the binding of many lipids to a single charge (as illustrated in Fig. 1.7(b)-(c)),
which has important implications for domain formation and lipid organisation in biological

membranes [72, 75].

1.3.4 Force-based interfacial studies: the surface force balance

The previous experimental techniques relied in some way on chemical interrogation of the
interface, whether the electron distribution in the case of XR, or the molecular vibrational
modes in SFG. The surface force balance (SFB) and atomic force microscope in contrast,
can directly measure the physical force between two surfaces which (for the purposes of
this discussion at least) are separated by an aqueous electrolyte. The instruments’ focus
on a non-specific interaction potential means they are versatile and are not limited to
specific elements or systems. However, the requirement of a physical probe means that
the interfaces investigated may not be in their equilibrium, native state, especially if large

confining pressures are imposed.

The SEB is principally composed of two curved mica surfaces which are oriented in a
crossed-cylinder geometry (illustrated in Fig. 1.8(a)), such that the equivalent interaction
energy per unit area of two planar surfaces, Ej,, can be directly related to the normal
force, Fiy, between the two by Fy/R = 27 Eiyt, known as the Derjaguin approximation [19]
(here, R is the radius of curvature of the cylinders). The force is measured via a stiff spring
coupled to one of the cylinders and the separation between the plates can be determined to
~ 0.1 nm resolution by monitoring the interference fringes generated by light reflected on
the mica surfaces. The SFB has allowed the direct testing of colloidal interaction models
such as that of Derjaguin, Landau, Verwey and Overbeek (so-called DLVO theory). This
theory assumes that at large separations, two surfaces in solution will primarily interact
electrostatically via their double layers, but when brought into close proximity, attractive
quantum-mechanical effects — the van der Waals force — dominate the surfaces’ response.
SFB studies routinely use DLVO theory to extract the apparent surface potential from
Fxn/R versus d curves (see e.g. the inset to Fig. 1.8(c)) with excellent accuracy and the
ability to observe in situ dynamic surface charging/regulation events [76]. Although the

theory includes short-ranged interactions, it relies on a pair-wise integration over atoms
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Fig. 1.8: The surface force balance as a tool to investigate structure at confined interfaces. (a)
The crossed-cylinder geometry (radius R) of curved mica plates allows the interaction
energy to be calculated (see text). Typical radii of curvature are ~ 1 cm. (b) Zoomed-
in schematic of box in (a) showing idealised liquid molecules (red) forced into a more
structured ensemble due to the normal force, Fy applied by the mica sheets. (c) The
interaction force observed in pure water by Israelachvili and Pashley demonstrates os-
cillations at small separations d, with a periodicity similar to the diameter of a water

molecule [77]. The inset shows that the long-range force for d > 3 nm agrees well with
DLVO theory (solid line).

within the surface but typically not in the intervening solvent (except indirectly via the
so-called Hamaker constant). Thus, as with the Gouy-Chapman theory of subsection 1.2.1,

specific dielectric and steric behaviour of the fluid at small separations is not considered.

This was highlighted by the work of Pashley which observed an additional repulsive
force, not predicted by DLVO, between the mica surfaces of an SFB separated by an aque-
ous solution, but only when dissolved ions were present [78, 79]. This so-called hydration
force decayed exponentially with separation over less than a nanometre and depended on
the concentration and type of ions in solution. It was postulated to be related to strongly
bound ions resisting desorption from the mica but later work showed that hydration re-
pulsion could still be observed in pure water [77] and even demonstrated an oscillatory
profile with a period commensurate with the diameter of an H,O molecule (~ 0.25 nm,
see Fig. 1.8(c)). The similar periodicity indicates that the force is generated by the pro-
gressive squeezing out of layers of ordered water from between the mica plates. That is,
the confinement induced by the SFB at small separations reduces the degrees of freedom
of the water and requires work to be done to remove molecules from the gap, an effect
expected for “simple” liquids in atomically smooth gaps [80] (illustrated in Fig. 1.8(b)).
Unsurprisingly, given the nanometre-scale separations investigated by SFB, the precise
nature of the hydration forces strongly depends upon the surface’s chemistry and the ex-

tent to which it induces ordering of water. For example, the oscillatory force profile is
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usually superimposed upon a long range, monotonic force that may either be attractive
or repulsive, depending on the local density and orientation of the water molecules at the
surfaces [81]. Despite this system of mica and pure water being over-idealised, it appears
that a “primary” hydration decay of the order of a few Angstréms is remarkably universal
in biological systems, including lipids, proteins, polysaccharides and nucleic acids, even

ones containing very low water fractions [82].

The versatility of SFB studies has allowed the chemical structure and behaviour of
diverse systems to be uncovered. This includes the surface restructuring of silica under
water to form a nanometre-thick “gel” layer of silanol (Si-OH) groups [83], as well as
the behaviour of electrolytes at the interfaces with conducting surfaces such as graphene
and gold [76, 84]. These latter examples present the intriguing possibility of being able
to reversibly control the interfacial structure by straightforwardly altering the surface po-
tential. While the technique has allowed the observation of complex local correlations
between ions [85], its ~ pm? interaction areas provide no way to determine how heteroge-
neous such interfaces are; that is, how smeared out the ionic behaviour is within the Stern

layer or the lateral dimensions of such variation.

1.3.5 Force-based interfacial studies: atomic force microscopy

Atomic force microscopy in many ways is very similar to the surface force balance; it
principally relies on the interaction force between two surfaces to provide interfacial infor-
mation, and thus can be used in similarly varied systems as SFB. However, rather than
macroscopic mica plates, AFM measures the force between a sample and a sharp tip (radii
of curvature of O(10 nm) or less) attached to a flexible cantilever, reducing the effective
contact area by orders of magnitude compared with its larger cousin. This allows it to
derive local information normal to the interface with sub-nanometre lateral precision (es-
pecially since asperities on the tip often mean there are only a few atoms interacting with
the sample at any one time). Further, the tip can be raster-scanned across the sample, al-
lowing the direct imaging of lateral variation in ionic interfaces with solid and soft samples,
often with Angstréom-level resolution. Since its development three decades ago, dynamic
modes of AFM operation have flourished [86, 87] (which will be discussed in greater detail
in chapter 2) and are now the norm when it is necessary to extract quantitative informa-

tion about the topography or material properties about a sample with nanoscale resolution.

Many AFM studies of the structure of the aqueous interfaces have focused on using
force-distance spectroscopy, wherein the cantilever is lowered towards the sample and ei-

ther its deflection, or dynamic properties such as oscillation amplitude are monitored as a
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Fig. 1.9: Dynamic AFM provides sub-nanometre resolution mapping of the hydration landscape.
(a) Molecular resolution topographic imaging of a DPPC bilayer on mica with strongly-
bound water by FM-AFM (line-by-line flattened). Transitions between imaging lipids
and hydration shells are highlighted by the red lines, reflecting height transitions shown
in (b): each jump corresponds to the diameter of a water molecule. (c¢) 3D representation
of topographic data in (a) highlighting stable imaging hydration “terraces” in blue, green
and orange. Adapted from ref. [93]; scale bar in (a) corresponds to 1 nm

function of distance. This allows similar information to be collected as that of Fig. 1.8(c)
but there is no requirement for the molecules/interfaces of interest to be grafted or evap-
orated onto curved mica or for them to be atomically flat. For instance, static force
measurements have investigated hydration forces at calcite [88], gibbsite [26] and more
complex systems containing proteins [89]. The use of dynamic AFM modes when per-
forming spectroscopy with sharp probes allows for more nuanced investigations of the
interface, including charge regulation [26] and dielectric measurements [90, 91| in ionic
solutions. At the Angstrom end of the scale, Kilpatrick et al. [92] measured the average
hydration forces presented by Nat and Mg?* above a mica surface. They observed a
monotonic primary hydration force as well as an oscillatory “structural” hydration force,
in an analogous manner to similar SFB results, but the authors argued that AFM effec-
tively measured an unperturbed interface, due to the small dimensions of the tip (2 nm
radius of curvature) and its slow oscillation dynamics (~ ps) compared to that of the
water’s diffusion (~ ns). However, this discussion assumed that water retained (and could
accurately be described by) its bulk diffusion coefficient in the presence of the AFM tip,

which is not necessarily so obvious, as we shall see in section 1.4.

The true power of AFM in interfacial studies lies in its ability to image and extract
quantitative topographical and mechanical properties from samples with sub-nanometre
lateral resolution. This atomic- or molecular-level resolution has only really become rou-
tinely possible in the last decade or so (at least immersed in water, at ambient temper-
atures), with work by the likes of Higgins [94] and Fukuma et al. [93, 95, 96]. These

authors were able to directly image the hydration structure on mica and a gel-phase lipid
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bilayer using frequency modulation (FM, see subsection 2.1.2) AFM, which showed that
oscillatory forces were responsible for the stable imaging of water and ions in the Stern
layer over many seconds of imaging time, as illustrated in Fig. 1.9. This was significant
because it was now possible to produce real-space mapping with unprecedented resolution
of the interfaces between solids and liquids, directly exploiting the strongly-bound hydra-
tion water that exists at the interface of many minerals [97] and bio-molecules [98]. The
results also held consequences for image interpretation of similar AFM studies; variations
in topography must acknowledge not only the molecular structure of the solid, but also
the specific organisation of the solvent as well as ions dissolved within it. Further work in
the group of Jarvis emphasised the role of hydration water mediated interactions in the

mesoscale organisation of both gel-phase [99] and liquid-crystalline [100] lipid membranes.

These initial developments in dynamic imaging of the hydration structure of the lig-
uid interface focused more on the implications for strongly-bound water, partly due to
the ~ 0.3 nm force periodicity which implied that the key activity was between the H,O
molecule and the surface. Studies did specifically address the impact of ions on the interfa-
cial structure however, with the variation in apparent topography in solutions of common
mono- and divalent cations systematically compared at the mica interface [101] and a
1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine (DPPC) lipid bilayer in gel phase [102].
These two studies complemented one another; both systematically measured ionic interfa-
cial effects, but the former probed the adsorption location of ions on a fixed surface with
negligible flexibility, while the lipids in the latter were shown to alter their headgroup
dipole orientation in response to the differing adsorption locations of Ca?t compared with

Na™ and in response to different concentrations of ions.

Following these results, and deeper understanding of the mechanism behind this en-
hanced resolution at smaller amplitudes [104, 105], more detailed studies of the local,
non-averaged organisation of single ions were carried out using dynamic AFM [34, 103,
106, 107]. Consistently with the previous work we have seen in this section, continuum
models and assumptions were seen to break down dramatically within a nanometre of solid
surfaces. The reactivity and adsorption structure of dissolved ions was seen to depend far
more on the ion species and concentration than on “intrinsic” features of the solid such
as its surface charge or pK, [34]. This was further emphasised by the breakthrough of
being able to image singly-adsorbed Rb™ ions in liquid [103]. Through assessment of the
rubidium coverage at varying bulk concentrations (Fig. 1.10) and complementary molecu-
lar dynamic simulations, Ricci et al. were able to show that the ions preferentially adsorb
in laterally ordered structures at the interface, despite their electrostatic repulsion. This

process was driven in great part by the hydration energy — that is, the free energy con-
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Fig. 1.10: Individual adsorbed Rb™ ions can be resolved via AM-AFM (a) and their profiles tracked
as a function of bulk concentration. (b) Measuring the relative rubidium coverage
(0/6max) with cantilevers of various stiffness allows adsorption models to be used that
highlight the need to include ionic correlations in descriptions of Stern layer. Figures
adapted from ref. [103]; scale bar in (a) corresponds to 5 nm.

tribution between the ions and their surrounding waters — and in fact was shown to be

remarkably general and not limited to charged, crystalline surfaces.

Clearly, from the myriad independent studies of this chapter, a thorough characterisa-
tion of water and ionic structure requires examining both z and z-y simultaneously. This
problem has been approached in recent years by the development of three-dimensional (3D)
AFM, which builds on Hélscher et al.’s 3D force field approach [108] and was pioneered by
Fukuma et al. [109]. While imaging, three distinct motions are applied to the tip; vertical
driving of the cantilever at resonance with small (< 1 nm) amplitudes; modulating the z
position of the cantilever with a sinusoidal motion at a much lower frequency (~ 200 Hz)
over a few nanometres and finally the conventional raster-scanning. Most commonly, this
procedure is undertaken in frequency-modulation mode [109-115], so that the change in
resonance frequency, Af, of the cantilever in each voxel can be directly converted into a
force by the method of Sader and Jarvis [116], allowing a “force volume” to be constructed.
In principle, however, the technique can be combined with any dynamic AFM mode, as
has been demonstrated using AM-AFM [117, 118] and also bimodal operation [119]. These
volumes are typically of O(nm?) and retain molecular-level resolution in every dimension.
As is common with AFM studies however, interpretation of the measured forces is rarely
straightforward. In analogy to the 1D cases of the SFB and AFM force spectroscopy,
oscillatory forces with periods close to the size of a water molecule (~ 0.3 nm) [109, 113,
117, 119], as well as ion-specific differences [112, 117] imply that the force is principally
due to the tip penetrating strongly-adsorbed water layers. However, experiments on softer
samples have revealed the importance of accounting for flexible surface groups, as well as

bulk compressibility of the layer when assigning features in the force [111]. There are
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also unresolved questions about the extent to which ions modify the measured hydration
landscape, and how much we can infer about water structure from highly concentrated
electrolyte solutions [114, 118, 120]. That being said, 3D AFM has shown exciting poten-
tial for directly quantifying the nanoscale properties of the solid-liquid interface; chemical
differentiation between single ions [112] and identification of adsorbed Kt [118] has re-
cently been made possible, as well as 3D mapping of the electrolyte-DNA boundary and
heterogeneously charged interfaces [120, 121].

1.4 Dynamics of aqueous solutions of ions

Thus far, we have considered mostly the time-averaged picture of the solid-liquid inter-
face, focusing on binding locations and geometries of ions, and how it depends on the
their interplay with water. Often this is because experimental techniques, such as those
discussed above, either require in-plane averaging (and so lose dynamical information), or
are assumed not to have the time resolution to track the ionic/hydration events. However,
time-resolved information is crucial for understanding transport through e.g. pores [122,
123], in-plane motion along membranes that can drive energetic processes in biology [124,
125] and chemical reactions occurring at the interface [126]. Further, these kinetics must
be considered if we are to understand the limitations of mean-field (equilibrium) approx-
imations such as DLVO theory and the EDL. We shall discuss first the short-timescale
dynamics of pure water and ions at interfaces, which are typically probed using simula-
tions, vibrational spectroscopy or more indirect electrokinetic experiments. We will then
move on to much slower dynamics that are accessible to techniques such as AFM. Lat-
ter such studies are often couched in terms of frictional forces transmitted by the fluid,
or effective viscosities, but they provide important molecular insight onto the dynamic

behaviour of the water and ions as well.

1.4.1 Short Timescale Dynamics

Molecular dynamics offers insight into the driving mechanisms behind the altered dynam-
ics of interfacial species and, despite its limitations to nanoseconds of simulation time, has
revealed the extent to which the proximal water layer’s structure dictates the dynamics
of subsequent layers, as well as dissolved ions. Rather counterintuitively, the first layer
of water against a solid surface can, in some instances, make surfaces hydrophobic in a
heterogeneous way, even on perfectly idealised substrates [127]. This Stern layer of wa-
ter strongly affects in-plane diffusion of ions, which have ballistic motion ((r(¢)?) o t2)
at sub-picosecond timescales and diffusive ({r(¢)?) o t) thereafter, due to molecular

“caging” [128]. Other simulations of a positively charged solid agreed with the nanosec-
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ond diffusive behaviour and showed that the effective diffusion coefficient, D, was reduced
by an order of magnitude for ions adsorbed to the surface (Dg- ~ 2 x 1077 cm?s7!)
compared with those interacting at a greater distance (Dy,+ ~ 2 x 1079 cm?s™1) [129].
These coefficients, as well as other experimental and in silico studies [68, 130-133], have
confirmed that while the interface and often some degree of confinement certainly does
retard the dynamics of the fluid (both ions and water) between a few times [133] and a
few orders of magnitude [68], it is not immobilised in the manner implied by, say, Fig. 1.4.
That being said, some groups have called into question the ability of MD timescales to
fully equilibrate strongly-hydrated ions such as Li*, which Hocine et al. estimated had a
relaxation time on the order of seconds [134]. Further, the notion of a stagnant interfacial
water layer which nevertheless allows finite ion mobilities (a common assumption in elec-
trokinetic studies) seems unlikely in the face of many MD simulations [135] and appears
to depend to a large extent on the model or technique used to probe the system. Gen-
erally however, studies which probe these ps-ns timescales appear to agree that ions and
water exhibit reduced, but certainly finite, dynamics at the interface for a broad variety

of surface charges, polarities and ion types.

1.4.2 Long Timescale Dynamics

The conclusions above imply that to any technique probing timescales greater than mi-
croseconds, the interfacial fluid will appear static, as the nanosecond dynamics will average
out into a global equilibrium state with the bulk fluid and surface. Indeed, that is the
underlying assumption of many of the conclusions of section 1.3 where, for example, the
oscillatory motion of an AFM tip (frequencies of 10s of kHz to MHz) is slow enough such
that the interfacial fluid can wholly rearrange itself in response (i.e. there are no vis-
coelastic effects), leaving a equilibrium picture of the molecular structure. However, we
shall see that experiments have observed interfacial relaxation times many decades greater
than this, on the order of milliseconds to seconds. Many of these investigate electrolytes
restricted in z to just a few molecular layers (so-called “nanoconfined” fluids), which has
clear implications for their ability to rearrange [136], but the shift to such dramatically

long scales is still unexpected.

We shall begin with the case of nanoconfined water, partly because it is so common-
place in biological and chemical engineering [123, 137-139], but also because it remains a
ill-defined and controversial topic among researchers [140-142]. For instance, SFB mea-
surements that impose a shear with one mica plate with frequencies of ~ 0.5-1.0 Hz
(equivalent in their system to shear rates of 45 = dv/dz = 10* s~!) have shown that

confined water retains essentially its bulk viscosity [28, 143-146]. This was predicted to
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be related to the strong hydrogen bonding nature of H,O; confinement suppressed the hy-
drogen bond networks that would promote higher viscosities and longer relaxation times.
The results qualitatively agreed with studies showing that confined water behaves as if it
were supercooled — i.e. remaining fluid despite a temperature below freezing point [147].
Further, the authors surmised that this fluidity was maintained even in the presence of
tenaciously adsorbed sodium, wvia the rapid exchange of water molecules between hydra-
tion shells of opposing Na™ ions. These studies placed an upper limit on the viscosity
of water being at most thirty times greater than bulk, depending on the ionic content,
although they could not discount the possibility of an additional monolayer of water being

present in their determination of mica plate separation [28].

These results are powerful, but on first sight appear to contradict theoretical [42, 43]
and experimental [41, 148] studies that show water’s dielectric permittivity, €, to be greatly
reduced from ~ 80 in the bulk down to as low as ~ 2 when confined or in close proximity
to an interface. This dampening of ¢ is a direct measure of the loss of rotational free-
dom for water dipoles, at least perpendicular to the plane, £, and implies a concomitant
increase in viscosity. However, it should be noted that despite the decrease of €, even
for relatively liberal confinements of hundreds of nm [148], Fumagalli et al. attribute the
dielectric changes to be governed by at most three layers of interfacial water. Thus, the
global viscosity as measured by SFB may not be dramatically altered in the same manner
as £ . Further, there is a clear disparity in frequency between the SFB results (O(Hz)) to
those of ref. [148] (kHz electric field modulation) and MD simulations which cover nanosec-

onds at most, and it is uncertain to what extent this would impact the conclusions reached.

More insight onto this discrepancy has been granted by studies using smaller probes,
which reduce the extent of the fluid’s confinement. These include traditional AFM, but also
adapted technologies that, for example use quartz tuning forks [149, 150] or optical fibres
in so-called “transverse dynamic force microscopy” [151]. These have been able to explore
many dynamic properties of nanoconfined water and ions, including the slip length [152],
stiffness and damping [153-156], storage and loss moduli [157] and viscosities [150-152,
158], but have provided an even wider spread of conclusions regarding their time-dependent
behaviour! Indeed, the effective viscosity of nanoconfined water, g = 1/n0, (for bulk wa-
ter viscosity at 25°C, ng = 0.89 mPas) has been variously measured as 103, 10%, 105 and
107 [151, 152, 158-160], implying that the precise, chemical and physical nature of the
confinement dramatically influences the measured dynamic profile. To some extent, these
discrepancies regarding confined water have been put to bed by the work of Jeffery, Khan,
Hoffmann et al. [153, 154, 161]. Their ultra-small amplitude (< 1 A), off-resonance AFM

technique directly showed that water underwent “dynamic solidification” above certain
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Fig. 1.11: AFM shearing experiments allow dynamic information about confined fluids to be re-
covered. (a) Schematic illustrating so-called “shear-force” spectroscopy, in which a
nanoscale probe is moved parallel to the interface with velocity vs. The viscosity of
the fluid, ), is related to the velocity gradient, dvs/0z, and the shear stress (lateral force
per unit area), Fy/A. (b) By applying an oscillatory shear to tightly confined water
(d = 0.4 nm), Li et al. showed the fluid’s relaxation time, 7, to dramatically increase
at low shear rates, 4. This reflected an “intrinsic” timescale for the restricted water of
7o = 0.06 £ 0.03 s (dashed lines), orders of magnitude greater than that of bulk water.
Schematic and graph adapted from from ref.s [152] and [162] respectively.

compression rates. This phenomena is characterised by a marked increase in the Maxwell
relaxation time, which indicates slow stress dissipation and a more solid-like behaviour.
Many of the inconsistencies in the long-timescale measurements of water’s dynamics could
be encompassed by this perspective; the rapid jump-to-contact in SFB studies of Raviv et
al. [144-146] promoted an elastic structure of water that had minimal fluid-like damping
and thus no measurable increase in viscosity. Shearing AFM measurements [152, 157—
159, 162] (for example, see Fig. 1.11) that confined the fluids in a slower, more controlled
manner, conversely resulted in a highly viscous interaction with the structured water and

large apparent values of 7eg.

Strong modification of the effective viscosity of interfacial water is likely to have a
significant impact for the diffusion of ions within the Stern layer. This appears to be
the case; AFM imaging can individuate single ions that remain stable over the multiple
line scans at the imaging time scale (ms-s) [103], even for the nominally much slower
3D AFM [118]. This implies that the in-plane relaxation time of the Stern layer is at
least on this timescale, and the observation of single ions [103] appears to contradict the
interpretation of topography changes as just representing average ionic densities [101].
Indeed, recent RAXR results (significantly, with no confinement and thus an unperturbed
interface) found relaxation timescales for Rb™ and Na™ on mica to be of the order of sec-
onds [48], relating to the complex energy landscape generated by inner- and outer-sphere

adsorption, as shown alongside a schematic representation in Fig. 1.6(b). These results
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correlated well with SFB measurements that demonstrated K™ condensation with exceed-
ingly slow desorption relaxation times of 7, = 11 £+ 2 min (equivalent to an energy barrier
of 33 £ 4 kgT') [145]. Perhaps the most extreme example of damped interfacial kinetics
was observed via second harmonic generation where moderate (> 50 mM) concentrations
of monovalent ions could “jam” pH changes by hours, in a manner that depended on the
hydration of the charged species [126]. This impact of water-mediated interactions is em-
phasised by the direct comparison of adsorption strength of different ions. For instance,
smaller ions such as Nat bind tightly to the interface and resist desorption, even under
extreme loads [28, 163], whereas caesium can easily be squeezed out from confined mica
layers, presenting barely any hydration repulsion [28]. While these results reflect binding
affinity, they nonetheless give an indication of the relative mobility of the ions once they
arrive at the interface. It is this immobility of ions relative to the waters of their hydration
shells that is proposed to give rise to hydration lubrication regimes [164], wherein strongly
hydrated counterions prevent wear of surfaces and produce strikingly low coefficients of

friction.

1.5 Conclusions

We have seen in this chapter how ions strongly modify the global and local properties
of the water around them by interacting with their dipoles. On the continuum level,
ionic effects at interfaces are very well described by the electrical double-layer and DLVO
theories, despite their neglect of specific solvent-ion interactions and surface chemistry
and heterogeneity. However, in systems with high ionic strength or surface charge, the
specific hydration of ions and their affinity for chemical groups at the interface become
increasingly important. The continuum breakdown evidenced by the structure of ions and
water within the Stern layer has been demonstrated with X-rays, simulations and non-
linear spectroscopy, as well as the perturbation caused by altering the charge-density of
chemical species or their relative concentrations. Force based studies have allowed more
direct interrogation of the energies associated with ion binding and dynamics, with AFM
allowing molecular-level lateral resolution on top of this. While the equilibrium structure
of ions mediated by water appears to be fairly well-defined, there remains controversies
in the literature over the relevant timescales of the ions’ and waters’ dynamics at the
interface. Most simulations and scattering experiments identify timescales reduced from
that of bulk but certainly still at the ns-us level. The assimilation of this with results
which clearly show some level of relaxation occurring on the millisecond-second-minute
time scales (discrepancies of up to ten orders of magnitude!) is as yet unresolved and
likely relies on the collective dynamics and jamming of many hundreds of molecules at

once.
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2.0 DyNnaMic AFM: TECHNIQUES AND CAN-

TILEVER CALIBRATION

The previous chapter outlined the many techniques which are available to characterise and
investigate the structure of solid-liquid interfaces. Of these, only atomic force microscopy
is able to operate on a wide variety of substrates fully immersed in liquid, extract physical
properties from the interface and produce maps with lateral and vertical resolution on
the sub-nanometre scale. These measurements shall prove crucial in this thesis’ work in
probing the nanoscale structure and dynamics on model crystals and biomembranes, and
we shall therefore explore this technique in greater detail, covering the basic principles of

operation, models of the cantilever’s motion in fluids, and various application examples.

This chapter will briefly give an overview of the motivations to develop AFM beyond
its initial “contact mode” origins to the (now standard) dynamic modes that regularly
enable a sample’s atomic-scale features to be resolved in ambient conditions in liquid. We
shall discuss the operation techniques that allow not just topographic information but also
material properties to be extracted from a sample. Finally, we shall demonstrate a novel
method to calibrate the cantilever’s flexural spring constant using just its thermal spectrum
and with no assumptions made about its shape. Accurate knowledge of the spring constant
is required if any quantitative information is to be gained from an AFM experiment, and
our technique avoids many issues with common models, including dependence on cantilever

shape and @-factor.

2.1 Features, observables and modes of AFM operation

We first begin with a brief introduction to the practical aspects of AFM operation. Like
other forms of scanning probe microscopies, it relies on a sharp tip being brought into
close proximity to a sample, and then monitoring an interaction between the tip and
sample as the tip is raster-scanned over a given area. By using a feedback system to keep
the interaction of choice constant, information on the sample’s topography, chemistry,

physical and electrostatic properties can all potentially be extracted, with a resolution



2. Dynamic AFM: techniques and cantilever calibration 36

that essentially only depends upon the tip size and the interaction’s spatial gradient.

2.1.1 Contact mode AFM

AFM relies upon monitoring a generic interaction force between tip and sample while it
scans, which allows a diverse range of samples to be studied in an equally broad span of
environments. The original design for the atomic force microscope [1] involved monitoring
the change in deflection, AD, of a gold cantilever with an ultrasharp diamond tip as it
was moved across an Al,Oj surface. When the cantilever’s normal displacement is kept
relatively small, the tip-sample force exerted on the surface, Fig, can be considered as a
Hookean spring such that Fis = k1A D, with k the flexural spring constant of the lever.
Thus, if the deflection is held constant by a feedback loop while the cantilever scans across
a sample (in what is known as contact mode imaging) maps of the topography can be

built up at constant force.

In that first instance, the cantilever’s deflection was monitored using a scanning tun-
nelling microscope (STM), with the associated complexity that that entailed. Much more
common in commercial machines now is the use of a laser focussed on the cantilever’s
reverse, with a four-quadrant photodiode (PD) used to detect the reflected signal (illus-
trated in Fig. 2.1). In this way, sub-nanometre changes in the cantilever’s static deflection
in z are translated into easily-detectable (vertical) movements of the laser on the PD.
The varying geometry of the detector laser, cantilever and PD among AFMs means that
there is no universal calibration from deflection (in nanometres) to laser displacement on
the PD (in volts). Instead the so-called inverse optical lever sensitivity (invOLS, S, Lin
nm V~!) must be calibrated independently in each experiment (this will be discussed later

in section 2.4).

The sensitivity of the cantilever to forces of O(0.1 nN) means that in ambient con-
ditions, van der Waals, electrostatic and capillary interactions can all conspire to make
the net tip-sample interaction long-ranged and non-monotonic in z [2], with additional
contributions from the thermal noise. These factors make feeding back solely on the force
troublesome, especially when the interaction force gradient, ki = dFis/dz, is greater than
the cantilever stiffness, as this will cause the tip to “snap” to contact with the sample,
degrading the force sensitivity [3]. Further, the constant normal and lateral forces exerted
by the cantilever while scanning can degrade both sample and tip in ways that are impos-
sible to track in situ, which can especially be a problem when it comes to softer, biological

specimens.
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Fig. 2.1: Basic components of a commercial AFM. Changes in the cantilever’s static deflection
(contact mode) or dynamic motion (FM or AM mode) while imaging are monitored by
the motion of the laser spot in the four-quadrant photodiode. These are used as part of
a feedback mechanism, which adjusts the z position of the sample to keep the imaging
parameter constant, allowing topography maps to be built up as the tip is raster scanned
across a sample (red zig-zag). (zoomed inset) In dynamic mode, monitored interactions
tend to be shorter-ranged, meaning that just the outermost tip atoms (grey, upper)
interact with the sample, enabling atomic-scale resolution in some cases (dashed line),
despite the tip’s nanometre radius of curvature.

2.1.2 Frequency modulation AFM

Many of the problems associated with contact mode imaging can be overcome by driving
the cantilever sinusoidally at one of its resonant frequencies, wy and altering the focus of
the feedback loops. Earlier examples of this technique measured the change of resonance

frequency, Aw, due to interaction between the tip and sample [4, 5],

Aw _ Fis
wo N 2]{51’

(2.1)

valid for ks < k1 and a constant force gradient over the oscillation range. In what became
known as frequency-modulation (FM) AFM, Aw and the oscillation ampltude, A, are kept
constant while scanning and so the tip tracks contours of force gradient, essentially provid-
ing the same information as in contact mode. However, there are considerable advantages
to operating the AFM dynamically. The measured interaction is the force gradient, which
is typically more short-ranged than the net force. This dramatically increases the maxi-
mum achievable resolution, as it allows just the last few atoms of the tip to participate in
the interaction, rather than the “macroscopic” body of the tip itself, as illustrated in the

zoomed inset to Fig. 2.1. Further, operating in FM mode allows for non-contact interro-
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gation of a sample, and minimises the 1/w cantilever deflection noise by operating at high

frequencies [2].

The first true atomic resolution FM-AFM experiments on silicon [5] were conducted
in ultrahigh vacuum and with surprisingly large amplitudes, A, (~ 68 nm), relative to
the chemical bond length. This inevitably meant that ks changed significantly during the
tip’s period, but it was found that these amplitudes were required so that the product k1 A
(equivalent to the maximum force) was great enough to overcome the attractive tip-sample
interaction. Since then, high resolution has been shown to be possible with a great range

of cantilever and operational parameters [6].

The above considerations are general for FM-AFM, but developments tended to focus
on imaging in ultra-high vacuums that allowed precise control over the cantilever and tip
environment. However, this misses out the great potential for AFM to operate in liquid en-
vironments on inert samples, which are clearly more relevant for this thesis. Operation in
liquid comes with many problems, not least the added damping on the cantilever’s motion
(discussed in section 2.2), which reduces the quality factor, @), and alters the associated
feedback response [7]. Nevertheless, technological advancements that allowed reductions
in deflection sensor noise to just 17 fm/v/Hz [8, 9] allowed true molecular [10] and atomic-
level [11] resolution in liquid to be attained by FM-AFM in 2005. This paved the way for
the explosion in FM-AFM studies of the behaviour of water and solvated species at the
fluid interface (see subsection 1.3.5), especially the imaging [12—16] and spectroscopy [17—
20] of hydration layers.

Frequency modulation AFM has proven its ability to achieve resolution comparable
to that of traditional STM, but immersed in fluid and on a great variety of samples. A
key benefit is the ability to fairly straightforwardly reconstruct the tip-sample force from
the recorded frequency shift [21-23]. This means that, with appropriate models for the
sample’s deformation, mechanical properties can be acquired, with the same resolution
and rate as for imaging. There has been great success in recent years by applying this
treatment to higher frequency oscillation modes of the cantilever, so that imaging and

mechanical mapping can be carried out simultaneously [24-27].

2.1.3 Amplitude modulation AFM

Fig. 2.2(a) shows the amplitude spectrum of the flexural vibrations of the cantilever due
solely to thermal motion in water at two different tip-sample separations (grey and black).

It’s clear that interactions with the sample and environment not only reduce the resonant
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Fig. 2.2: Modelling the frequency-dependence of cantilever motion. (a) Flexural cantilever vibra-
tions due to thermal motion recorded in water in bulk fluid (grey) and closer to the
sample (black). The added hydrodynamic damping as well as tip-sample interactions
in the latter situation cause a reduction in resonant frequency and amplitude (by Aw
and AA, respectively) of the first mode, as well as energy transfer to the second (peak
increase at ~ 0.9 MHz). (b) Treating the tip as a harmonic oscillator provides a useful
description of its amplitude and phase variation with frequency (equation 2.7 and 2.8).
Here a cantilever with wy = 0.25 MHz and @ = 3 is shown, both in the absence (grey)
and presence (black) of conservative and dissipative tip-sample interactions that modify
the effective stiffness and damping.

frequency of the first mode, but also its amplitude, A. This reduction in amplitude by
AA is key to the amplitude modulation (AM) AFM mode; the feedback loops adjust the
z-piezo height so as to keep the oscillation amplitude constant while scanning across the
sample. The excitation power and driving frequency are kept constant and the phase
difference, 0, between the driving signal and tip is allowed to vary. This in general allows
for simpler and faster control electronics than for FM mode; there is no need to alter
the driving frequency and monitor Aw in tandem because it is not necessary to keep the
cantilever at resonance [28, 29]. As the amplitude and frequency signals relate to the
variation of cantilever dynamics with separation from a surface, they both have similar

z-dependencies and so can achieve similar levels of resolution, for a given free amplitude.

In early experiments, AM-AFM was avoided as a technique because of the mode’s
response time, which behaves as 7 = 2Q /vy [4]. In air or vacuum, Q could be on the scale of
tens of thousands, which clearly limits the bandwidth for feedback, even for high resonant
frequencies. However, in liquid and with soft cantilevers, @ factors are reduced to O(1),
effectively removing this obstacle. The main disadvantage of AM-AFM is that extracting
or maintaining quantitative tip-sample interaction forces is much less straightforward than
for FM-AFM and a complete inversion method is the subject of continued research [30-32].

That being said, there are still many approximate tools to extract information that goes
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beyond sample topography by monitoring just the amplitude and phase of the cantilever’s

motion.

2.2 Approximating dynamic cantilever motion: harmonic os-

cillators and beyond

In contrast with contact mode, AM-AFM provides no direct way to measure the tip-
sample interaction forces. Instead, these must be inferred from the dynamic properties
such as cantilever amplitude and phase difference (relative to the driving excitation).
Thus, any quantitative expression about the interaction implicitly requires knowledge of
the cantilever motion. As cantilevers can be mechanically inhomogeneous with ill-defined
dimensions, and oscillate in viscous media, an exact description of cantilever dynamics
is usually beyond our grasp, but remarkable progress can be made with rather simple

models. One of these — the harmonic oscillator formalism — is discussed below.

We begin by assuming that the cantilever is a cuboid of dimensions L (length), b

(width), A (thickness) and can be described by the Euler-Bernoulli beam equation [28]:

4 2

%) 0
EI5W(x,1) + pebhg s W (2, 1) = Fexe + Fint, (2.2)

where E, I and p. are the lever’s Young’s modulus, rotary inertia and density respec-
tively. The excitation force is Fexe and W (z,t) is the displacement of a thin section of
the cantilever at position z along its length at time t. A generalised “interaction” force
is given by Fi,g, which contains contributions from the surrounding fluid, as well as direct
tip-sample forces. With the boundary conditions given by the tip being clamped at one
end (W (0,t) = 0), and the assumption that only the fundamental Eigenmode dominates
cantilever motion, the description of the tip (i.e. W(L,t)) as a damped simple harmonic

oscillator can be recovered [30]:

mé + ,ué + k1§ = F cos(wt) + Fipt. (2.3)

The probe’s instantaneous position is given by &, the effective tip mass is m, the damping
coefficient is 1 and ky is the flexural stiffness, as before. We have assumed the excitation
force is sinusoidal so that Fexe = F cos(wt), with angular frequency w = 27v. The quanti-
ties here can all be related to experimental observables by m = ki /wg, i = k1 /(Quwp) and
F = k1 Ap/Q, for angular resonance frequency wp and free (non-interacting) amplitude Ay.

This implies harmonic tip motion of the form
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&(z,t) = &(z) + A(2) sin (wt + 6(2)), (2.4)

where A(z) and 6(z) are the amplitude and phase of the cantilever end; precisely the

variables accessible during amplitude-modulation operation.

2.2.1 Phase-contrast imaging; extracting mechanical and energetic

properties with high lateral resolution

In general, the tip-sample interaction force is composed of a non-linear combination of
conservative, F., and non-conservative, F}, forces. However, use of the harmonic approx-
imation simplifies the form of the average energy dissipated by the tip over a cycle, Eqis; it
can be found by integrating & F,. over one oscillation period, leading to the expression [30,
33, 34]

k1A% (A
Bais = —1— ( -

0 ICOSQ — ::)), (2.5)
which is valid regardless of the form of F},., as long as the motion is totally harmonic. The
references of [33, 34] produce slightly different, but equivalent forms of equation 2.5. This
is key for AM-AFM imaging; the amplitude is (nominally) kept constant over a scan, and
any changes in the tip’s phase are thus entirely due to lateral variation in Fg;s through
interaction with either the interface or the sample itself. The ability of phase imaging
to directly resolve sample areas with different mechanical properties has been explored
to great extent for over two decades [35], with success on polymers [36, 37|, fabricated
monolayers [38] and entire bacteria [39], as well as more advanced high resolution imaging

of membrane proteins [40] and molecular details of the electrolyte-crystal interface [41-43].

The contrast in phase scans is sensitive to the AM-AFM imaging parameters such as
set-point amplitude (relative to Ag), because these determine the maximum force exerted
by the tip and thus the energy dissipated per cycle [36]. Quantifying the factors con-
tributing to Fy;s is usually impractical, not least because of anomalous energy transfers
between cantilever modes! [44-47], but for large Ag and significant tip-sample interac-
tions (i.e. physically tapping on the surface), it is still possible to relate the phase signal
to well-understood continuum mechanical properties such as stiffness [36]. The same can-
not necessarily be said of small-amplitude AFM in liquid with with Ag < 2 nm. In these
situations, depending on the molecular dimensions of the solvent, the tip will oscillate

between only a few discrete layers of fluid at the interface. Hence a significant proportion

1 See e.g. the increase in amplitude at v ~ 0.9 MHz in Fig. 2.2(a) when the cantilever is oscillating
closer to the sample.
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of energy will be dissipated into the fluid layers itself [48—53], often manifesting itself in
oscillatory tip damping profiles. This dissipation on a molecular length-scale is often as-
cribed to the energy required to continuously perturb and reform layers of solvent, and
thus gives information on how easy it is for fluid to slip across a solid or soft surface. In
fact, Voitchovsky et al. extended this analogy to formally relate the macroscopic concept
of “wetting”, measured via the contact angle of a droplet on a surface, to the microscopic
energy dissipation of an AFM tip oscillating in the interfacial fluid [41]. The work of ad-
hesion of a liquid to a solid, W, a thermodynamic concept expressing the energy required
to “create” a unit area of solid-liquid interface, was found to relate to the tip dissipation

by the equation:

/\Edis = ?\/ W51Wt1 (€_aa/2 — e_a(A+U)/2> . (2.6)

Here, the fluid’s molecular size and decay length of the interfacial layer are given by o
and « respectively, Wy is the work of adhesion for the liquid and the tip (determined
independently) and the effective radius of curvature of the tip is R. Thus, the measured
phase difference, 6 can be used, in combination with equation 2.5 and 2.6 to relatively
straightforwardly extract the nanoscale work of adhesion of a liquid for a solid, as long as
the tip spends the majority of its time oscillating within the interfacial fluid. Equation 2.6
was demonstrated to agree very well with the Wy extracted from contact angle measure-
ments, although a calibration factor, A, is required, likely due to simplifications inherent
in the model’s calculation of the pressure, the shape of the tip, or the thermodynamic

nature of the oscillation.

2.2.2 Alternative descriptions of cantilever dynamics

While the simple harmonic oscillator formalism has allowed a great deal of insight to be
gained from AM-AFM experiments, it is certainly rather simplistic in its assumption of the
tip being a point mass with totally independent excitation modes and linear interactions.
The properties of the cantilever’s fluid environment are also neglected in the majority of
models, except via perturbations that introduce an effective interaction stiffness, keg =
k + kint, and damping, peg = p + fing. LThese alter the oscillator’s resonance and quality
factor such that weg = \/m and Qe = Mwest/ llefi- Finally, we arrive at the well-
known expressions for the frequency dependence of the perturbed oscillator’s amplitude

and phase:
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F/m
((ngf —w?)? + (wweﬁ/Qeﬁ)2)

Waeft/ Qeff
tan (0 = L2, 2.8
an (6(w)) i (2.8)
both of which are illustrated in Fig. 2.2(b), for an unperturbed (grey, kint = pint = 0) and

perturbed oscillator (black).

Work by Sader [54], which modelled the frequency response of cantilevers with arbitrary
cross-sections, showed that for typical cantilever dimensions and resonant frequencies, the
harmonic approximation is invalid due to its assumption of inviscid fluids. Instead, equa-
tion 2.2 can be explicitly solved while accommodating the Navier-Stokes behaviour of the
fluid, leading to the dimensionless, complex quantity known as the hydrodynamic func-
tion, I'(w). The function effectively describes the frequency-dependence of the cantilever’s
energy dissipation as it oscillates in a viscous fluid and can be analytically solved for a

beam with a circular cross-section:

1y 4iK1(—iviRe)
ViReKo(—iViRe)

Here, the Reynold’s number for a fluid of density, pf, and viscosity, 7, is Re = pswb? /41,

Pcirc(w) (29)

and Ky, K1 are modified Bessel functions of the fourth kind. However for any other cross-

sectional form of cantilever, a numerical correction factor must be applied:

F(w) - Q(w)r‘circ(w) (210)

where the complex coefficients Q(w) for a rectangular beam can be found in equations
21(a) and (b) of ref. [54].

While the Sader approach has become a benchmark tool for describing the motion of
cantilevers, as well as calibrating their mechanical properties (discussed further in sec-
tion 2.4), it can rapidly lose accuracy in practice and does not easily capture non-linear
dynamics. Sader et al. highlighted this in a study that modelled the hydrodynamic in-
fluence of a solid surface on a vibrating cantilever [55], finding a dramatically increased
dissipation as the separation between the two decreased below the lever’s width. However,
even this analysis was based on the assumption that the cantilever’s width was constant
and much smaller than its length. These issues can be somewhat circumvented with ex-

plicit finite-element models [7] or numerical simulations [44, 56], but both methods are
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rather involved when compared to the relative simplicity of the harmonic approximation,

and the latter is still common in interfacial studies.

2.3 Approaches for obtaining high resolution in dynamic AFM

It is clear from the discussion thus far in this chapter, that a full description of the tip’s
behaviour when operating in liquid requires precise knowledge of cantilever properties,
operating parameters, sample chemistry and fluid dynamics. This is unlikely to be possible
and is certainly not practical in the vast majority of cases, especially in complex biological
systems that are far from ideal. Instead, over thirty years of AFM experiments and
simulations have shed light on the key parameters necessary to obtain sub-nanometre
lateral resolution in liquid, and various rules of thumb have been proposed. These can be
seen as minimum conditions that must be fulfilled if atomic-scale contrast to be acquired
(but do not guarantee it!). As high-resolution imaging of ionic organisation in the Stern
layer is key to many of the experiments presented in this thesis, the current best-practice
in AM-AFM imaging will be discussed and a practical guide to obtaining similar results

will be discussed.

2.3.1 Solvation forces and vertical resolution

Chapter 1 highlighted the manner in which solid and soft surfaces modify the density and
dynamics of aqueous electrolyte solutions, especially in the first few nanometres adjacent to
the interface. This is most clear in ideal, molecularly flat interfaces such as calcite, highly
ordered pyrolytic graphite (HOPG) or mica, on which oscillatory forces due to molecu-
lar layering are routinely observed [50, 57—-61]. However, even in the case of rougher or
more flexible surfaces, for which such high levels of ordering are not found, strongly-bound
ions or waters generate monotonic repulsive forces when separations between surfaces are
small [62, 63]. These forces reflect the energy necessary to remove solvated species from
the interface, and are well-modelled by an exponential decay in z [56, 64—66]. While such
repulsive interactions are generally termed hydration forces due to their prevalence in bi-
ological, aqueous systems, the reality is that as long as there is significant fluid affinity for
the solid (macroscopically equivalent to the fluid “wetting” the surface), such forces will

be present [41].

Solvation forces and their strength relative to other, longer-ranged interactions, are
significant because they determine the changes to the cantilever’s dynamic motion that
are detected and used as part of the feedback loops. Formally, the noise in the measured

height for any scanning probe technique, dh, is described by [2]
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0A

oh = IdA/dz|

(2.11)

Here the example uses the noise in the oscillation amplitude, but A can in principle be
any physical observable associated with the tip-sample interaction. Hence the resolution
fundamentally depends on the gradient of the interaction, |dA/dz|; this can be seen from
the high resolution of STM, which results from the electron tunnelling current having an
exponential distance-dependence [2]. The hydration forces will modify the cantilever am-
plitude via conservative and dissipative interactions (in a similar manner to Fig. 2.2(b)),
meaning that A(z) has a comparable exponential drop off to the hydration force, permit-

ting z-resolution of O(10-100 pm).

Recent advances in MD simulation capabilities, as well as the development of novel
AFM techniques (see subsection 1.3.5) have allowed the solvation structure and its effects
on tip forces to be probed in three dimensions experimentally and in silico, in compara-
ble systems with minimal assumptions [57, 58, 67-69]. The explicit simulation of a tip
throughout its oscillation cycle in ref.s [57, 67] allowed the precise mechanism of dynamic
AFM image formation from fluid density oscillations to be uncovered. The authors high-
lighted the importance of highly ordered hydration shells on both tip and sample, which
produced constructive and destructive “interference” in the free energy of the tip, as it
moves through the interfacial layer. Further, the repulsive force was seen to be generated
entirely by the confinement of water between tip and sample (although no dissolved ions

were considered in the MD simulations).

Thus, a crucial requirement when aiming for high resolution imaging is for both the tip
and sample to significantly structure the solvent, relative to bulk. This generates a well-
defined solvation landscape, with characteristic short-ranged variations in solvent density
that improve both vertical and lateral imaging quality. To some extent, this relaxes the
need for a truly atomically sharp tip; the short-ranged interactions allow just the final
few atoms to participate in the imaging process (inset to Fig. 2.1). Hence, even tips with
nominal radii of curvature of > 10 nm can still achieve atomic-scale resolution. This is
well-demonstrated for molecularly smooth surfaces, but as soon as a degree of roughness
or curvature is introduced, one must consider the convolution between tip and sample
shape. For example, if a surface displayed protrusions of idealised “spikes” (i.e. with a
negligible lateral profile), the finite width of the tip would broaden the apparent size of the
features, distorting the measured topography. This has been shown to be the case with
DNA, which has a radius of curvature of ~ 1 nm and thus is much less forgiving when

trying to acquire accurate sub-nanometre topography maps [70]. That being said, a recent
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3D-AFM study was able to successfully measure the hydration landscape of B-DNA, in

good agreement with reference structural models [71].

For biological applications in water, the need for structured fluid adjacent to the tip
and sample is not particularly hard to meet, as cantilever tips are commonly made of
silicon or silicon nitride which, despite being amorphous, can still order hydration layers,
especially if cleaned with e.g. UV plasma [72]. Biological samples are more heterogeneous,
but still structure interfacial water, often in a manner unique to their function [73, 74]

which allows AFM techniques to explore their hydration landscape with high resolution.

2.3.2 Anharmonic cantilever motion: the importance of small ampli-

tudes

As discussed in subsection 2.1.2, the repercussions of the cantilever’s oscillation amplitude
on imaging have been recognised since the earliest days of dynamic AFM. In fact, a key
approximation of many theories in both FM and AM-AFM (e.g. equation 2.1 and 2.6) is
that the force field encountered by the tip varies linearly over the course of one oscillation,
which allows meaningful interpretation of measured interaction stiffnesses. Thus, an ab-
solute scale for appropriate amplitude sizes is given by the length scale of the forces being
probed. As this thesis is primarily concerned with ions’ interactions with water and hy-
drophilic surfaces, solvation forces are clearly the relevant interaction. Their length scale
certainly varies, and occasionally a longer-ranged “secondary” hydration force is invoked,

but 2-4 A appears to be a good estimate for the primary hydration force decay rate [65].

To first approximation then, we should aim for free oscillation amplitudes of between
0.5-1.5 nm to exploit solvation forces and generate maps of the hydration landscape. In
principle, smaller amplitudes of O(A) are also appropriate [75], but these have thus far
been restricted to specialised off-resonance spectroscopy experiments that require inter-
ferometric detection systems [44, 66, 76, 77]. Implementing such small amplitudes in
commercial AM-AFM systems with optical detection (Fig. 2.1) would likely result in very
low signal-to-noise ratios — especially in water and with soft cantilevers — and in prac-
tice, we have not found this to generate stable high resolution maps. Our upper limit of
~ 1.5 nm appears rather high relative to the solvation force length scale, but we note that
some solids perturb the bulk fluid structure easily up to 1 nm from their surface (see e.g.
Fig. 1.6 [78]), and the tip will still spend a large proportion of its time oscillating within
the Stern layer. Either way, the amplitude range appears to reflect the tolerance of the

interactions that govern small-amplitude AFM.
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Aside from stating that the tip-sample interaction should be close to linear over an
oscillation, we have not yet offered a mechanism for why this should improve resolution.
Recent focus on AFM techniques that excite (or monitor) multiple cantilever oscillation
modes have offered insight onto this problem. By tracking the dynamics of a cantilever in
different imaging conditions (free/setpoint amplitudes, sample etc.), it is possible to mea-
sure the relative excitation of cantilever oscillation modes and thus quantify the parameters
that allow for the (admittedly subjective) “best” resolution. One important control pa-
rameter for AM-AFM is the amplitude used as a target for the feedback system — known
as the amplitude setpoint. In order for stable imaging, the setpoint must be below the
free amplitude in bulk fluid, Ay, because tip-sample interactions in general reduce A (see
Fig. 2.2). The setpoint ratio; A/Ay, is therefore an important determinant of tip dynamics.
Keeping this value close to 100% allows for gentle imaging conditions, where the tip be-
haves similarly as in bulk fluid. A value that is too high may, however, lead to instabilities
where the tip does not adequately track the sample topography. Reducing the setpoint
ratio to, say, below 50% reflects much harsher tip-sample interactions; to reduce the oscil-
lation amplitude so dramatically, the feedback loop is forced to move the cantilever closer

to the sample which can mean that the tip comes into destructive contact with the surface.

It was found that both the use of large free amplitudes and small amplitude setpoints
(i.e. harsh imaging conditions) degrade the apparent resolution and lead to dramatic
increases in the anharmonicity of the cantilever motion [46, 56]. This is a reflection of
the tip physically tapping on the sample and stimulating higher Eigenmodes. In contrast,
the conditions that lead to the best images were those that retained small amplitudes and
did not apply harsh forces (i.e. retained a high setpoint ratio). These correspond to the
tip oscillating primarily in the interfacial fluid, without making physical contact with the
sample. In this regime, where the fluid is more ordered, the tip loses significantly more
energy through non-conservative fluid dissipation than in the bulk [49, 66]. This reduces
the stimulation of higher modes, which allows the tip to be more adequately described
as a perturbed harmonic oscillator via equation 2.7 and 2.8. This harmonic motion has
the advantage of being more easily controlled by feedback loops and less likely to damage
the tip and/or sample with higher mode dynamics, which have much greater effective

stiffnesses.

2.4 Calibrating the flexural stiffness of AFM cantilevers

As it is the interfacial interactions that allow for stable imaging, it is of paramount im-
portance for high-resolution AFM (and for the field as a whole) that the forces at play

are accurately quantified. These forces are measured indirectly, via the bending of the
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cantilever, and so the flexural spring constant, k1, must be calibrated before this can be
achieved. The spring constant must also be known in order to quantitatively extract infor-
mation about the cantilever dynamics (equation 2.3) and thus the stiffness and damping

induced by the interfacial fluid.

We can in fact predict ki from the cantilever dimensions and its elastic properties

alone, which represents an idealised stiffness [79]:

1 Ebh?

k1:4 L37

(2.12)

where the cantilever Young’s modulus is given by E. However, typical lever widths, b, and
lengths, L, are on the micrometre scale, where manufacturing defects and variations are
commonplace. This can generate significant errors, especially considering the cubic depen-
dence on lever thickness, h (O(100 nm)). Further, cantilevers commonly have sputtered
coatings to enhance their reflectivity or functionalise their surface which will influence their
dynamics in a non-trivial manner [80]. Thus these purely geometric calibration methods
can be unreliable, especially if cantilevers with non-ideal shapes are used (e.g. triangular
or picket-shaped). We shall focus instead on more commonplace methods for finding the
stiffness, often in situ, that can better accommodate variation between cantilevers. These
methods take advantage of the fact that the cantilever’s equation of motion and resonant
frequency depend on k; and use the dynamic motion of the lever to determine its stiffness.
In subsection 2.4.3, we then derive and present novel equations to calculate ki, which
circumvent some of the key issues with current methods, notably their applicability to

arbitrary cantilever shapes and environmental dependence.

2.4.1 The thermal method

The calculation of the thermal noise in cantilever vibrations was first derived and im-
plemented by Butt and Jaschke [79] and begins with the equipartition theorem, which
states that every independent quadratic degree of freedom in a system in thermal equi-
librium contributes kg7'/2 to the mean total energy. Thus for small cantilever deflections

generated only by thermal noise (i.e. no driving excitations), we have

1 1
kT = =~k (2?). 2.1
QkB 2k1<z> ( 3)

This refers to the lever end’s absolute deflection, z, rather than the inclination in its long
axis, dz/dx, which is the quantity measured by the optical beam method, although the

conversion between the two is relatively straightforward.
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The power spectral density, P(w), of the reflected laser’s motion on the photodiode is
known as the thermal spectra (Fig. 2.2(a) shows the square root of this) and is recorded
in units of V2Hz~!. A calibration factor is required to convert the PD voltage change,
AV, to a cantilever deflection, Az, in metres (S, ! as mentioned earlier), but once this
is done, integrating P(w) over the entire frequency range gives a value for the mean
squared deflection. If we assume that the first Eigenmode dominates the deflection and the
cantilever moves under harmonic motion, then the noise can be written as a combination
of that of a simple harmonic oscillator (SHO) and a baseline white noise with no frequency

dependence: P(w) = Pspo(w) + Pyhite [81]. Then:
) =57 [ (Pono) + Puie) do
0

_ o0 Py
S / ( 4Py ) d .
Uy (@ = B (e Q) e ) 4 (2.14)

S;2 (;meffPoQ + K)

where K is a constant that represents the noise floor. Combining equation 2.13 and 2.14

gives:

2kgT

= 2.15
WweffPOQSl_2 ( )

for the squared inverse sensitivity, S, 2 effective resonant frequency, weg, and maximum

power, Fy.

Equation 2.15 thus provides a relatively simple way to measure the spring constant,
requiring only the thermal spectrum of a cantilever and a fit of the form of equation 2.7
to extract Py and @ from the first mode. It makes no assumptions about the cantilever’s
shape, and the harmonic approximation is generally a good one, as long as the cantilever

is far from the sample and in a Newtonian medium (i.e. one with no frequency-dependent

viscosity, n(w) = np).

The thermal method is not without limits however. The measurement requires accurate
fitting in order to extract the cantilever’s quality factor. This is rather trivial for cantilevers
in air; @) values can easily reach into the thousands, and the percentage error of the fit
is relatively low. When performing AFM in water or more viscous fluids however, @ is
generally less than 5, which means there can be significant variation in the extracted value,
depending on the region used for the fit. This is compounded by the fact that a low @
environment makes it more likely that oscillation modes overlap somewhat, increasing the

fitting uncertainties. The need for an accurate value for S, ! is a limiting factor also. S, L
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is conventionally acquired by monitoring the static deflection (in volts) of the cantilever
as the tip is moved into contact with a stiff substrate such as mica or glass. This results
in a linear region where, for a given z-piezo movement, Az, the deflection is found by
AV = S;Az. Hence, a first-order polynomial fit trivially extracts the invOLS, Sl_l. This
can be problematic, especially for high-resolution studies, because the procedure requires
hard, physical contact with a substrate that may irreversibly distort or damage the tip
apex. It can always be done retrospectively, but this results in uncertainty about the

forces applied when carrying out the experiment.

2.4.2 The Sader method

Sader’s method for calibrating the spring constant of a cantilever [82-85] derives from an
expression relating k; to the resonant frequency of a cantilever in a vacuum, wyac [86].
Clearly, for operation of AFM in ambient conditions, this is not particularly practical and
so the hydrodynamic function can be used to approximate the change in resonance to weg

upon immersion into a viscous fluid. This leads to the relation (for a rectangular beam):

k1 = 0.1906p b LQT ; (wesr )w2g- (2.16)

The fluid’s density is given by p; and I';(weg) is the imaginary part of the hydrodynamic
function of equation 2.10. We note that the derivation of this equation assumes @ > 1 [82],
the aspect ratio, L/b > 3 (ideally as large as possible), and still requires the cantilever
length and width to be known (although, significantly, not the thickness).

The equation can be generalised somewhat for cantilevers of different shapes [85], with
the caveat that I'(weg) can be determined, and the geometry-specific b and L can be
obtained. Rather than aim for analytic solutions for the hydrodynamic function as in
equation 2.9, Sader et al. provided practical fits of the I';(wesr) vs. Re(wes), of the form
I';(Re) = aqoRe®t®2l810Re along with fitting parameters, ag, a; and ap, for a variety
of different cantilever shapes. To do this, the cantilevers’ thermal spectra were captured
(using an interferometer so as to avoid requiring the conversion factor, S;” 1) at a range
of Ny and CO, gas pressures. Once the hydrodynamic coeflicients have been found for
a given cantilever, I';(Re) is then uniquely determined for any lever with the same plan
view, as the function is dimensionless [85], allowing for straightforward calculation of k;

in the future.

This is a successful approach that leads to accurate stiffness measurements when com-
pared to existing methods or manufacturer’s values [82]. There are no constraints on the

AFM geometry and it can in principle determine the stiffness for any thin lever, for which
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the thermal spectra, hydrodynamic coefficients and plan dimensions are known. This lat-
ter requirement is not trivial however; the coefficients must be obtained by recording a
thermal spectrum for a cantilever of known stiffness with the same plan as the lever of
interest while varying the gas pressure in a controlled manner — a capability not present
in the majority of AFMs. While Sader et al. provide the coefficients for a wide range
of cantilevers, full calibration of a novel shape would be a lengthy process. Finally, the
underlying dependence of equation 2.16 on the quality factor increases the uncertainty

when such calibrations are performed in situ in viscous liquids.

2.4.3 A shape-independent method for calculating the cantilever stiff-

ness

Derivation of the primary, shape-independent calibration equation

We now present our derivation of a novel set of equations to calibrate a cantilever’s flex-
ural stiffness. The calibration originates from the hydrodynamic approach incorporated
into Sader’s method but has no dependence on the lever’s quality factor, no need for cal-
ibration of S, ! and can be used in air or viscous liquids with comparable results. The
method makes no assumptions about the lever geometry and only requires two resonance

frequencies to be measured, each in air and the fluid of choice.

The real and imaginary parts of the hydrodynamic function are first parametrised as [7,

87]:

as
I''(Re) =a; + , 2.17
(Re) = a1 T (2.17)
T;(Re) b b2 (2.18)

We will make use of I, and take the coefficients to be a; = 1.0553; ag = 3.7997 [87]. These
can be used to relate the angular resonance frequencies of a cantilever in an arbitrary fluid,

Wen, to that in air, wep, for any oscillation mode number n [88]:

o (Ta1psb 3/2 (Ta2y/NfOF\ o
wfn( o +1) + il (72%]2 ) =2 (2.19)

By measuring two resonance frequencies in the fluid and air environment the two unknown
cantilever parameters of the areal mass density, Ec\h, and width, B, can respectively be

determined by
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(2.21)

where we use the caret to denote calculated values. The geometric parameters can then

be related to the flexural spring constant of the first mode by [89]

k1 = miw?, = 0.25mew?; = 0.25p.hbLw?,. (2.22)

Here, we have used mq = 0.25m, to relate the first Eigenmode’s effective mass, mi, to
the cantilever mass m, [89], which is then obtained through equation 2.20 and 2.21. Our
approach relies on the fact that the hydrodynamic function of the cantilever is, for a given
value of Reynold’s number, defined by geometry alone. Thus, measurement of the can-
tilever dynamics in two environments allows us to effectively “calibrate” the geometry of
the cantilever — that is, find that the appropriate lengthscales that define I'(Re), with no

explicit dependence on the shape or, importantly, the quality factor.

Experimentally evaluating the method

To assess the accuracy of equation 2.22, we compare its predictions for the flexural stiff-
ness of three differently-shaped cantilevers with those produced by the thermal method
(equation 2.15) and by Sader’s method. The cantilevers chosen have plan views that are
rectangular (RC800 PSA, Olympus), V-shaped (TR-400 PB, Olympus) and arrow-like
(Arrow UHF AuD, Nanoworld) (see Fig. 2.3(a)) and, to emphasise the other methods’
dependence on the quality factor, we assess the predictions in both air and ultrapure wa-
ter. To compute Sader’s stiffness for the beam cantilever, we make use of equation 2.16,
whereas for the V-shaped cantilever we use an adapted form; k1 = p beLA(Re)weﬁr, where
A(Re) is a hydrodynamic function modified for the V-shaped cantilever [85]. The results
are presented in Fig. 2.3(b).

The predictions obtained from our equation 2.22 broadly agree with the thermal
method and are as accurate as the Sader method in most cases, with reference to the
nominal stiffness value. We note that there is no independent measurement of k; here —
even manufacturer’s values are typically given with large uncertainties — and so there is
no formal method of accuracy for the model. The proximity of the thermal method and

nominal values does however imply that our results are accurate. As mentioned previously,
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