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ON THE POLITICAL COSTS OF  
SCIENTIFIC DISSENT  

 

 
Erin J. Nash  

 
Abstract 
 
Some speech acts about science can result in many non-experts in a political community holding 
false or inaccurate empirical beliefs. 
 
But if people do hold false or inaccurate empirical beliefs, should we be concerned? If so, why 
should we be concerned? What’s wrong, morally and politically speaking, with speech acts that 
misrepresent scientific testimony, or that otherwise count as misinformation about science?   
 
Philosophers of science have largely neglected these questions, despite such questions often be-
ing tied to ‘dissent’ about science. Instead, they have almost exclusively focused on the episte-
mological implications and benefits of dissent for knowledge production and scientific progress. 
Even those philosophers of science who in recent years have displayed scepticism towards dis-
sent have focused their arguments on its negative epistemic effects within, and on, the scientific 
community and science itself.  
 
Instead, the aim of this thesis is to provide a better understanding of the nature of the non-
epistemic consequences of dissent and the broader phenomenon of misinformation about sci-
ence for non-experts and for society more broadly. To achieve this, I bring contemporary analytic 
social and political philosophy into conversation with current debates about problematic speech 
acts about science within philosophy of science.    
 
I argue that some speech acts about science, including dissent, can interfere with and erode 
three core liberal democratic values: it can compromise personal autonomy; it can pre-emptively 
silence people, and thus constrain their freedom of speech; and it can undermine the democratic 
legitimacy of public policy. Moreover, I argue that these three consequences are interlinked. 
 
I conclude my thesis with an argument for maintaining a focus on communicative ethics, and 
by offering a basic framework for reasoning through the highly context-dependent evaluations 
of, and judgments that need to be made about, scientific dissent within different parts of the 
public knowledge system.    
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CHAPTER ONE 
INTRODUCTION 

 

 

In August of 1944, George Orwell attended a lecture by Oxford biologist John Baker at 

a PEN conference in London.1 During this lecture, Orwell became aware of the growing 

influence of the anti-Mendelian genetics of Soviet biologist and agronomist Trofim Ly-

senko. In the U.S.S.R, Stalin was aggressively sponsoring an artificial expert consensus 

around Lysenko’s specious science and engineering public confidence in its correctness 

(Caspari & Marshak 1965; Rossianov 1993; Stanchevici 2017). The resulting agricul-

tural policies, based upon Lysenko’s claims, led to famines that killed several million 

Soviets (deJong-Lambert 2012).2 

According to Orwell’s official biographer, the discovery that Stalin was persecuting sci-

entists who dissented from the Lysenkoist orthodoxy, and that he was fabricating scien-

tific results, was the catalyst for Orwell to begin working on Nineteen Eighty-Four (alt-

hough the idea had first come to Orwell a year earlier) (Shelden 1991). Orwell remained 

deeply disturbed by Lysenkoism right up until his death in January 1950: the penulti-

mate book he read was Julian Huxley’s Soviet Genetics and World Science: Lysenko and the 

Meaning of Heredity (1949), and one of the final cuttings he pasted into his notebook 

was an article quoting Lysenko as maintaining that ‘wheat can become rye’ (Orwell 

2010).   

Curiously, half a century or so later, historians of science began to unearth the inverse 

of this phenomenon. In post-war western societies, scientific dissent3 was being deployed 

                                                
1 As Orwell notes in a letter to C.D. Darlington, 14 March 1947.  
2 Lysenkoism was also adopted by Mao in China, leading to more famines and the deaths of millions of 
Chinese too (deJong-Lambert 2012).  
3 By ‘dissent’ I mean the act of not accepting, or of rejecting, a conclusion that is widely or officially held—
i.e. an expert consensus—and/or the act of asserting a claim that is inconsistent with an expert consensus. 
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in a way that was not dissimilar to Stalin’s campaign of misinformation: dissent was 

used to generate confusion and cast public doubt upon robust scientific findings. But in 

these cases, such strategies were being used not by the state but generally by large multi-

national corporations whose commercial products or services — tobacco, chemicals, 

waste, fossil fuels — harmed human health (e.g. Proctor 1996, 2011; Proctor & 

Schiebinger 2008; Michaels 2008; Oreskes and Conway 2010). For instance, for more 

than half a century, the tobacco industry and the scientists it employed publicly denied 

the existence of links between use of cigarettes and increases in morbidity and mortality. 

Moreover, the industry actively worked to obscure the knowledge of the harms that did 

exist, by claiming that the medical science and epidemiology were uncertain (Michaels 

2008; Oreskes and Conway 2010). It also used advertising to draw positive associations 

between smoking and health.  

According to the World Health Organisation (WHO) (2018), tobacco use kills one in 

two of its users. It is responsible for the premature deaths of more than 7 million people 

each year, and around 890,000 of these deaths are the result of non-smokers’ exposure 

to smokers’ second-hand smoke. The burden of tobacco-related illness and death is heav-

iest in low- and middle-income countries where 80% of the world’s 1.1 billion smokers 

live (WHO 2018). Many tobacco users remain unaware of the health risks associated 

                                                
I take dissent to differ from mere disagreement in that disagreement takes place when peoples’ opinions 
or beliefs fail to accord on some matter ‘X’, but where no broad or official consensus can be said to exist 
regarding ‘X’. I do not require dissent to involve an explicit rejection of the expert consensus, and I also 
understand dissent as encompassing cases where the speaker is not aware that an expert consensus exists, 
nor aware of the content of this consensus. My definition therefore departs from many ordinary usages 
of the term, e.g. those that hold that the mainstream consensus is known to the dissenter, and actively 
questioned or rejected. I depart from this way of understanding dissent, primarily because I am interested 
in actors who, even if they were not aware that they were making a dissenting speech act, ‘should have 
known’ that they were doing so, given epistemic and other obligations that they have. I want to make 
room for negligence and recklessness, as I think the literature to date overly focuses on deliberate acts of 
misleading others (e.g. in the work of Naomi Oreskes). This will become clearer in chapter two. It’s also 
important to note at this stage that, given the focus on dissent within philosophy of science, this is the 
main speech act I investigate in this thesis. However, it’s not the only speech act we might be interested 
in, and at times I talk about speech acts that misrepresent science or scientists’ testimonies, or that oth-
erwise misinform, including through omissions of information. These latter types of speech acts need not 
also be dissenting ones, but in this thesis I am interested in cases where they do tend to overlap.  
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with tobacco, and knowledge is often patterned by socio-economic class, with the poor-

est having the lowest levels of awareness.4       

The stories of Lysenko and Big Tobacco have far more in common than it looks like at 

first blush. On the surface, these two stories involve very different phenomena. But the 

central agents play the same essential role: they work to distort people’s perceptions of 

the epistemic landscape, to disorientate them, and ultimately, to manipulate their be-

haviour. These two strategies are different means to the same end: the goal of control-

ling mass opinion. Importantly, such manipulation does not require that every person 

be totally uncoupled from the relevant knowledge for it to be effective at achieving a 

political or financial goal; there need only be a sufficient number of people in a population 

who are detached and disorientated to an adequate degree. 

Concerns about the power of public opinion, and of it being able to be captured and 

manipulated, have a long history. For instance, it was British philosopher J.S. Mill’s 

concerns about the tyrannising potential of public opinion — rather than state power, 

as such — which primarily motivated his treatise On Liberty (1859/1991). In a letter to 

Harriet Taylor in January 1855, Mill says this work is urgently needed because ‘opinion 

tends to encroach, more and more on liberty’ (1972: 294). The sentiment appears in 

the essay itself, when he says that the greater danger to human freedom comes from a 

social tyranny. Such social pressure is ‘more formidable than many kinds of political 

oppression’, because ‘it leaves fewer means of escape, penetrating more deeply into the 

details of life, and enslaving the soul itself’ (1859/1991: 8-9).  

By the early years of the 20th century, scholars like Edward Bernays—Freud’s nephew and 

the so-called ‘father of public relations’—were conducting research into shaping public 

opinion and teaching these ‘techniques’ to practitioners to control human psychology in 

                                                
4 For example, in Indonesia, which is the fastest growing market for tobacco globally. Table 9.1 in WHO 

(2011: 83-85) presents the percentage of adults who believe that smoking causes serious illness, stroke, 
heart attack or lung cancer by current smoking status and selected demographic characteristics. For both 
smokers and non-smokers, the results are starkly patterned by education level. E.g. whilst 95% of those 
who have completed high school believe that smoking causes serious illness, only 66% of those who have 
completed less than primary school believe this. Similarly, whilst 75% of those who’ve completed a higher 
education degree believe that smoking can cause stroke, only 23% of those who haven’t completed pri-
mary school do.    

 



 13 

‘desirable’ ways (Bernays 1923, 1928a).5 In the American Journal of Sociology in 1928 he 

wrote an article called ‘Manipulating Public Opinion, the Why and the How’; in 1947 

the Annuals of the American Academy of Political and Social Science featured an article by 

Bernays called ‘The Engineering of Consent’. Chapter one of his book Propaganda 

(1928a), opens with the following assertion: 

The conscious and intelligent manipulation of the organized habits and opinions of 

the masses is an important element in democratic society. Those who manipulate this 

unseen mechanism of society constitute an invisible government which is the true rul-

ing power of our country. We are governed, our minds are moulded, our tastes formed, 

and our ideas suggested, largely by men we have never heard of…. It is they who pull 

the wires that control the public mind. 

It is well-known that Joseph Goebbels, the Minister of Propaganda of Nazi Germany 

from 1933 to 1945, was an avid follower of Bernays’ theories.6 Bernays learned that the 

Nazis were using his work in 1933 from a journalist. He later described receiving this 

news in his 1965 autobiography: 

They were using my books as the basis for a destructive campaign against the Jews of 

Germany. This shocked me, but I knew any human activity can be used for social pur-

poses or misused for antisocial ones. 

Given that the use of state-based propaganda and severe speech suppression helped to 

prop up the totalitarian regimes that blighted Europe in the 20th century, it’s hardly 

surprising that the focus in western liberal democracies since then has been squarely on 

the threat of the state and the resources it possesses to control public opinions (Carey 

1995; Stanley 2015). Over the past half a century or so, these societies have developed 

strong associations between dissent and truth-telling, and dissent and liberation. Today, 

dissent is celebrated across the political spectrum, and generally rightly so.  

                                                
5 During WW1 Bernays had worked for the government’s Committee on Public Information to build 
support for the war. He called this work ‘psychological warfare’ and viewed it as having great potential 
for peace-time applications (Ewan 1996).     
6 Even despite the fact that Bernays was Jewish. That he was makes this an even more tragic story. 
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A willingness to challenge accepted ideas – that is, to dissent – is now commonly em-

phasised as a key component, if not the defining feature, of the scientific ethos too.7 

Dissent within and about science been valorised by philosophers of science for its 

knowledge generating potential (Mill [1859] 1999; Popper 1959, 1972: 352; Feyerabend 

1975, Longino 1990, 2002); its capacity to help build and maintain empirical successes 

(Solomon 2001, 2006, 2008); and its ability to infuse scientists’ conclusions with objec-

tivity (Longino 1990, 2002). It has also been celebrated by science studies scholars for 

its role in fostering public confidence in science, in promoting trust between experts 

and the public (Beatty and Moore 2010; de Melo-Martin and Intemann 2018), in help-

ing to incorporate ‘lay expert’ and indigenous knowledges into scientific inquiry (Ep-

stein 1995), and in resisting technocracy (Jasanoff 1998). Some STS scholars seem to 

endorse Mouffe’s (1996) contention that consensus is the real threat to democracy.   

But in more recent years, several philosophers have started casting a more critical eye 

on dissent. These philosophical criticisms have tended to focus on the epistemic conse-

quences of dissent for science and the impacts of dissent on scientific communities. For in-

stance, Miriam Solomon (2001) was one of the first philosophers of science to question 

what we might even call the ‘consensus’ that had emerged within philosophy of science 

about the value of dissent in science and the disvalue of consensus — but her criticisms 

and prescriptions only accounted for epistemic values and risks:  

It follows that neither dissent nor consensus is invariably or intrinsically valuable for 

scientists; sometimes dissent will maximise empirical success and truth, and sometimes 

consensus will. In saying this, I am not only disagreeing with those who claim that con-

sensus is intrinsically normative, but also with Mill, Feyerabend, Longino, etc., who see 

intrinsic merit in dissent. Obviously, dissent will be appropriate when different theories have 

different empirical successes. On the other hand, consensus will be appropriate when one 

theory has all the empirical success. (2001: 101).       

                                                
7 This emphasis was perhaps bolstered in light of the roles of enforced consensus and group-think among 
scientists in the atrocities committed by the Nazis and in the Soviet Union. I’d like to stress that whilst 
there is no doubt that dissent in science, and about the empirical claims of scientists, can be extremely 
valuable, what motivates this thesis is that some dissent has almost certainly failed to contribute to, or 
has actively hindered, knowledge and scientific progress (Biddle and Leuschner 2015; Leuschner 2016; 
Biddle et al. 2017), and undermined non-epistemic goals and values too (Kitcher 2011). Some dissent is 
therefore problematic. 
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Similarly, Biddle and Leuschner’s (2015; also see Biddle, Kidd and Leuschner 2017) 

recent critique of dissent about science is framed as a concern about epistemically detri-

mental dissent, where the detriment relates to the knowledge of scientists and progress 

within science. The first key difference between this thesis and the majority of the philo-

sophical literature to date (with key exceptions being Kitcher 2011, Furman 2016, and 

Moore 2017), is that I focus on providing a better understanding of the non-epistemic 

consequences of problematic dissent for non-experts and for society more broadly, i.e. beyond 

the scientific domain.8 To do so, I bring contemporary analytic political philosophy into 

conversation with the current debate about dissent within philosophy of science. 

Other science studies scholars, whilst not denying that dissent can sometimes be prob-

lematic, and acknowledging that it sometimes has negative non-epistemic consequences, 

have for the most part argued that dissenting speech acts as such are not the ‘real prob-

lem’. A recent article by de Melo-Martin and Intemann (2014), for example, argued that 

other scholars’ attempts to ‘target dissent’ have been ‘misguided and dangerous’. In their 

more recent book — The Fight Against Doubt (2018) — they urge us to shift our attention 

away from dissent and back to the conduct of those scientists who subscribe to the con-

sensus and the institutional structures within which scientific research takes place. Alt-

hough I agree that scholars ought to pay more attention to the background conditions 

within which dissent arises and takes hold, I think that de Melo-Martin and Intemann’s 

directive is far too hasty. For one thing, finite resources force scientists, editors, journal-

ists, politicians, librarians, social media managers and so forth to make judgments about 

which speech about science to prioritise. Where such decisions are inescapable, or 

shouldn’t be avoided because of professional and moral obligations, philosophers still 

have a valuable role to play in interrogating the communicative ethics of different speech 

acts.  

Moreover, given that the vast majority of science communication is mediated and con-

trolled by private media corporations detached from democratic control, and that these 

                                                
8 For the purposes of this thesis, I understand problematic dissent to be a communicative act about sci-

ence that we have good reasons think is unsubstantiated, or that misrepresents another’s position, or first- 

or higher-order evidence, and that we reasonably believe constitutes a significant risk to some value(s). 
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entities often enjoy freedoms and powers that others’ do not,9 there is a reason to think 

that intermediaries deserve more scrutiny at this present moment, not less — including 

scrutiny of the impacts of their communicative practices on people and society. What is 

true of the threat that science and scientists pose to democracy is equally true, mutatis 

mutandis, of the owners and managers of the means of transmitting (mis)information 

to the public. Given that ordinary people often have no practical way outside the media 

of receiving expert testimony, and that scientific factual information is an important 

input into many decisions in our increasingly technologically-advanced societies, critiqu-

ing these intermediaries’ practices seems like an especially important task.     

My aim in this thesis is therefore to go some way towards a deeper understanding of 

these dynamics, and in particular, to identify some key non-epistemic consequences of 

problematic dissent. I argue that some dissent can interfere with and erode three core 

liberal democratic values: it can compromise personal autonomy; it can pre-emptively 

silence people, and thus constrain their rights to freedom of speech; and it can under-

mine the democratic legitimacy of public policy. Moreover, I argue that these three con-

sequences are entwined, and that together they threaten to further exclude the public 

from decisions in technical domains.  

I start, in Chapter Two, by defending the position that false beliefs are the sorts of things 

that can undermine our personal autonomy. In doing so, I illustrate two broad ways 

that false beliefs can curb an individual’s autonomy: by undermining their control over 

their choice of values, and by undermining their control over whether or not their ac-

tions realise their values. 

I then consider the conditions under which false beliefs can and cannot compromise 

personal autonomy. I critically evaluate Killmister’s, Taylor’s, and Mele’s criteria, and 

find them all wanting. I then develop an alternative account based on the notion of 

voluntary and non-voluntary false beliefs, which I connect to the extant literature on 

‘voluntariness’ from political philosophy and on the ‘should have known’ phenomenon 

                                                
9 Due to press freedoms and monopoly-like power over markets (e.g. the Murdoch-owned corporations 

control >70% of the print circulation in Australia; Facebook owns the three most popular social media 

apps, etc.).   
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within social epistemology. I argue that the voluntariness of our beliefs is crucial to 

whether we can subsequently be considered to have acted autonomously, and therefore 

also to what we are substantively responsible for.  

Building on this, in Chapter Three I explore the implications of compromising a per-

son’s autonomy on their freedom of speech. My aim is to challenge the background 

assumption held by some philosophers of science in debates about scientific dissent that 

the value of freedom of speech is necessarily only, or best, served via a thorough-going 

toleration of all forms of dissent about science in all parts of the public knowledge sys-

tem.  

To make my argument, I draw on feminist free speech theory developed by Catherine 

MacKinnon, Rae Langton, Jennifer Hornsby, Caroline West, Mary-Kate McGowan, and 

Lorna Finlayson. Although most of this scholarship has developed in the context of 

pornography and hate speech, I use its insights into ‘silencing’ and apply them to social 

relationships that have not (to my knowledge) been viewed through this lens: the rela-

tionships between scientific experts, intermediaries who communicate science, and the 

public.  

My contribution here is to develop an account of a new type of silencing that captures 

and explains one of the non-epistemic wrongs and harms of problematic scientific dis-

sent. First, I survey existing accounts of silencing and argue that the taxonomy is incom-

plete because the accounts all share two common background assumptions that often 

do not hold. From there I present a novel conception of silencing that I call ‘pre-emp-

tive’ silencing. As we shall see, there are compelling reasons in favour of regarding other 

types of silencing as free speech violations; so too, I will argue, for pre-emptive silencing. 

Although additional work would need to be done to show that any instance of pre-

emptive silencing is in fact a free speech violation, I demonstrate that this type of silenc-

ing is both philosophically interesting and deserving of further attention.  

In Chapter Four, I argue that because of the impacts of some scientific dissent on the 

autonomy and freedom of speech of the members of a political community, it follows 

that this dissent has the ability to undermine the democratic legitimacy of public policy. 
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I first argue that other scholars’ concerns about the impacts of scientific dissent on pub-

lic policy and democratic values (such as Philip Kitcher’s and Naomi Oreskes’) accord 

most closely with Rational Epistemic Proceduralist accounts of democratic legitimacy. 

However, using Fabienne Peter’s criticisms of such accounts, I argue that these scholars 

make unnecessary and controversial assumptions. I then introduce Peter’s own account 

of democratic legitimacy, Pure Epistemic Proceduralism, and argue that some dissenting 

speech acts about science interfere with the degree to which conditions of political fair-

ness, including epistemic fairness, are met; hence, such dissent can block or erode the 

democratic legitimacy of public policy. This argument sheds light on the democratic 

responsibilities of both scientists and those actors within the public knowledge system 

who mediate experts’ testimonies, such as journalists and politicians. If we accept that, 

as Moore (2017) argues, expert authority depends on the exercise of public judgment 

and live possibilities for non-experts to protest, oppose, and scrutinise the factual claims 

of scientists, we must attend more closely to the ways that intermediaries convey infor-

mation between experts and non-experts.  

In Chapter Five I present an argument against the claim that certain ways of responding 

to dissent are ‘misguided’ and ‘dangerous’. I then offer a basic framework for reasoning 

through the highly context-dependent evaluations of, and judgments that need to be 

made about, scientific dissent within different parts of the public knowledge system. 

I conclude, in Chapter Six, by providing a summary of the arguments presented in this 

thesis and pointing to some potential future research avenues.      
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CHAPTER TWO 
(MIS)INFORMATION, FALSE BELIEFS,  

& AUTONOMOUS AGENCY 

 

Introduction  

One of the primary epistemic consequences of problematic dissent about science is that 

such dissent can, and often does, result in many non-experts holding false or inaccurate 

factual beliefs about the empirical world. But should we be concerned about people 

holding false or inaccurate beliefs, and if so, why? In other words: what are the non-

epistemic consequences of misinformation-induced false beliefs?    

The first part of my tripartite answer to this question is that false and inaccurate factual 

beliefs can compromise our personal autonomy; they can undermine our ability to govern 

our own lives through our deliberations and actions.10 This view has been defended by 

Alfred Mele (1995/2001: 179-182), James Stacey Taylor (2009), and more recently, by 

Suzy Killmister (2013a). Other social and political philosophers have also made passing 

remarks which indicate they agree. Sisela Bok (1978: 20–21), for one, suggests that a key 

reason why the victims of liars feel resentful is that they ‘see that they were manipulated, 

that the deceit made them unable to make choices for themselves according to the most 

adequate information available, unable to act as they would have wanted to act had they 

known all along’ (my emphases). Although Bok and others focus on lies, and thus on 

false beliefs brought about by deliberate deception, I show here how we can also be 

wronged when our false and inaccurate beliefs are the product of others’ negligence and 

recklessness. I think victims of negligent and reckless misinforming speech acts are likely 

to—rightly—feel a similar sense of resentment, because these behaviours also affect their 

autonomy (i.e. their ability to make choices for themselves) as a consequence of the 

speaker’s failing to meet certain obligations or to take due care.         

                                                
10 I provide a more detailed definition of personal autonomy in the next section.  
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The conclusion that false beliefs have the potential to undermine personal autonomy 

is, however, contested — particularly by those philosophers who are internalists about 

personal autonomy. An internalist holds that personal autonomy depends entirely on 

the person’s mental state or structure at the point of action. On internalist accounts, 

personal autonomy is independent from external reality, i.e. a person’s past circum-

stances that cause her to hold some mental state; her present circumstances in response 

to which she is moved to act; or the future circumstances that come about as a result of 

her act. Michael McKenna (2005), for example, rejects the contention that false beliefs 

can undermine the autonomy of a person’s actions. Likewise, Nomy Arpaly says she 

doubts ‘whether anyone wishes to claim... that an ill-informed decision cannot be an 

instance of autonomous agency’ (Arpaly 2005: 175). For Arpaly, ‘ill-informed’ even in-

cludes those decisions that are linked to deception.  

Given the pride of place personal autonomy has within contemporary moral, social, and 

political philosophy, as well as applied ethics,11 this dispute has particularly far-reaching 

consequences for both theory and practice. Autonomy is invoked in defence of a wide 

range of rights, including the right to free speech (or, put differently, the freedom to 

dissent over empirical claims — a right I explore in the next chapter). Many of those 

defences of free speech that appeal to uninhibited public discourse as being essential 

for a well-functioning democracy can also be viewed as grounded in an ideal of auton-

omy (e.g. see Post 1993, a value I explore in Chapter Four).  

Autonomy is also importantly related to judgments about responsibility, often via the 

notion of voluntariness. A necessary condition for holding people substantively responsi-

ble12 for their choices and actions is that those choices and actions were voluntary 

(Olsaretti 2008: 119). And as Olsaretti (2004) suggests, a concern for voluntary choice 

can be grounded in respect for autonomy. Several important questions in moral, social 

and political philosophy are therefore likely to turn on, firstly, who is correct about 

                                                
11 Exemplified, perhaps, by the focus on 'informed consent’ in medical ethics. 

12 The term ‘substantive responsibility’ is Thomas Scanlon’s (1998, ch. 6). Roughly, substantive responsi-

bility has to do with the obligations people have towards each other’ and holding agents liable for their 

actions (p. 290).   
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whether false and inaccurate beliefs compromise autonomy, and secondly, if false beliefs 

can compromise autonomy, whose account of the conditions under which this can oc-

cur is correct.13  

I do two things in this chapter. First, I defend the position that false beliefs are the sorts 

of things that can undermine personal autonomy (§2.1.). In doing so, I provide a sketch 

of two broad ways false beliefs can curb a person’s autonomy: by undermining their 

control over their choice of values, and by undermining their control over whether or 

not their actions realise their values. Second, I aim to provide a better understanding of 

the conditions under which false beliefs can and cannot compromise personal auton-

omy, with the view to identifying when, and why, the transmission of misinformation 

through knowledge and information systems is problematic. In §2.2 I argue that that 

none of the accounts currently on offer are satisfactory: I critically evaluate Killmister’s 

(2013), Taylor’s (2009), and Mele’s (1995/2001) criteria for when false beliefs compro-

mise autonomy and find them all wanting. Then, in §2.3, I offer an alternative, positive 

account based on the notion of voluntary and non-voluntary false beliefs, which I con-

nect to the extant literature from political philosophy on voluntariness, as well as that 

from epistemology on the ‘should have known’ phenomenon. I then briefly discuss the 

conclusions my framework would yield about personal autonomy in the examples pre-

sented in earlier sections (§2.4), as well as the implications of my account for the debates 

within political philosophy on voluntariness and responsibility (§2.5). I argue that the 

voluntariness of our beliefs is crucial to whether we can subsequently be considered to 

act voluntarily or not, and therefore for what we are substantively responsible for. These 

findings have important implications for debates in democratic societies about relation-

ships between experts, intermediaries and the broader public. 

   

                                                
13 Additionally, although autonomy has generally been associated with liberalism, concepts similar to 

autonomy can be found in other comprehensive ideologies too, such as: the importance of non-domina-

tion, or independence from arbitrary power, in contemporary civic republicanism; the alienation of the 

worker from their Gattungswesen (‘species-essence’) in Marxism; and concerns about socialisation in fem-

inism (Killmister 2013b). It’s therefore possible that the implications of my analysis will be of relevance 

beyond the liberal political paradigm too, though I cannot explore this possibility further here.    



 22 

2.1. Two Ways False Beliefs Can Undermine Autonomy 

2.1.1. What is Personal Autonomy? 

Although the definition of personal autonomy is contested, all definitions share a com-

mon idea: that of self-governance (MacKenzie and Stoljar 2000: 5, Colburn 2010: 4, 

Killmister 2017). According to one standard view (Frankfurt 1971; Watson 1975), au-

tonomy is simply a matter of our second-order and first-order desires displaying coher-

ence. But this can’t be sufficient for self-government, because these formal conditions 

could be satisfied in a case in which a person had been systematically indoctrinated or 

brainwashed into the attitudes that they identify with and that structurally cohere. In-

tuitively, we wouldn’t want to say that such a person is autonomous with respect to 

attitudes that formed because another agent ran roughshod over the person’s independ-

ence of mind.  

I therefore favour Alfred Mele’s (1995/2001) dual-aspect view of autonomy, in which a 

person requires two distinct forms of control for self-government.14 First, they must have 

control over their values, desires, preferences, and related intentions. I’m going to call 

this type of control reflective autonomy.15 Second, Mele requires a person to have control 

over whether or not their actions succeed in realising their values, desires, preferences and 

intentions in the world. I call this component practical autonomy. Practical autonomy 

                                                
14 I am adopting Mele’s (1995/2001) account of autonomy, with some minor modifications, for my pur-

poses in this chapter. Mele’s account of autonomy is one of the most well worked-out and respected 

accounts of autonomy. As Mele is interested in what makes a person autonomous or non-autonomous, 

he requires someone to have ‘sufficient' control over both functions. But like Killmister (2017), I take 

autonomy to be a scalar concept, and so I'm primarily interested in what renders someone more or less 

autonomous (i.e. what enhances or curtails autonomous agency). I have therefore dropped the sufficiency 

clause in adopting Mele's conception of autonomy. My concern in this chapter is also with more ‘local’ 

types of autonomy, as opposed to ‘global’ (or lifetime) autonomy. I am concerned with whether in, a 

particular instance, an individual believes, desires, intends, or acts autonomously, rather than whether 

she counts more generally as an autonomous person. 
15 Mele calls this ‘psychological autonomy’. On my account, as with Killmister’s (2013a), reflection can 

be affective, involve the emotions and the imagination, and take place below the level of conscious aware-

ness. 
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refers to the extent to which a person causally determines whether they succeed or fail to 

realise their will in the world.16 

I take Mele’s account to share important similarities with two other accounts of auton-

omy that I will also be drawing on in this chapter: those of political philosophers Ben 

Colburn and Suzy Killmister. Colburn defines autonomy as ‘an ideal of people deciding 

for themselves what is a valuable life, and living their lives in accordance with that deci-

sion’ (2010: 19). The first part of Colburn’s definition (‘people deciding for themselves 

what is a valuable life’) aligns with Mele’s requirement that people have control over 

their values, desires, preferences, and related intentions (reflective autonomy). The sec-

ond part of Colburn’s definition (‘living their lives in accordance with that decision’) 

accords with Mele’s requirement that a person has control over whether or not their 

actions succeed in realising their ends (practical autonomy). Like Mele, putting one’s 

choices about what is valuable into action is part of what it means to be autonomous 

for Colburn. It is also part of what it means to be autonomous for Killmister too. 

Killmister defines personal autonomy as being ‘in control of one’s interactions with the 

world’ and it is ‘to have those interactions correspond to one’s self’ (2013b: 110).17 Thus, 

the second part of Killmister’s definition aligns with the first aspect of Mele’s and Col-

burn’s definitions, and the first part of Killmister’s definition is similar to the second 

component of Mele’s and Colburn’s. It is also worth noting that all three accounts of 

autonomy broadly map onto what J.S. Mill, in On Liberty, called ‘the only freedom which 

deserves the name’, which is ‘that of pursuing our own good in our own way’ (1859/1999: 

55).   

Suggesting that people should have reflective and practical autonomy is not to say that 

people are, or should be, maximally self-sufficient and causally isolated from others. As 

                                                
16 Note that as I understand autonomy, whether one succeeds or fails does not, in itself, bear on one’s 

degree of personal autonomy; one could fail to realise their values or intended actions but still be auton-

omous, even optimally or maximally so. What is required is just that it is a person’s own agency that 

determines whether they succeed or fail. For example, I might intend to sink at least one of my free throws 

to win the game but miss them both. But my failure to do so was the product of my autonomous agency.  
17 All three scholars are therefore externalists about autonomy, in that they all reject that an agent’s au-

tonomy depends entirely on their mental state or structure at a point in time.  
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socially and historically embedded beings, we are at least partially constituted by histor-

ical contingencies and social relations. Rather than self-sufficiency being the hallmark 

of autonomy, feminist analytic philosophers in particular have convincingly argued that 

our autonomy, and our very capacity to be autonomous, requires interpersonal connec-

tions, and even sometimes relations of dependency, with others (Mackenzie and Stoljar 

2000). Social relationships and socialisation can enhance an agent’s capacity for auton-

omy when these relationships and processes assist us to develop capacities for critical 

reflection, or to cultivate self-trust, self-confidence, and so on (Friedman 2003: 97). 

Therefore, what is important is not that we are partly dependent on others, but that the 

nature of our interpersonal relationships are appropriate, especially in terms of the degree 

to which these relations shape our lives, and the kinds of ways in which they do so. We 

therefore need to be able to distinguish between legitimate and illegitimate ways of in-

fluencing each other (Dworkin 1988: 11). 

Next, I provide a sketch of two key ways false beliefs have the potential to undermine 

personal autonomy: first, by undermining a person's control over their choices about 

their values and ends, i.e. their reflective autonomy (§2.1.2), and second, by undermin-

ing a person’s control over whether or not their acts succeed in realising the values and 

ends they have adopted, i.e. their practical autonomy (§2.1.3).18  

 

2.1.2. False Beliefs & Reflective Autonomy 

I take ‘values’ to refer to those things or qualities that we deem to be favourable or 

pursuit-worthy. Our values are sometimes referred to as our ‘ends’ or are described as 

those things that constitute our conception of ‘the good’. Our valuing practices involve 

instrumental and non-instrumental valuation, and include — but are also broader than 

— the formation and revision of preferences.19   

                                                
18 As will be made clear in due course, the presence of certain types of information (and the absence of 
certain types and/or amounts of misinformation) within a person’s socio-epistemic environment are, on 
my account, constitutive of these ‘control conditions’.   
19 I count preferences as types of values here. A preference is the outcome of an overall or total compar-
ative evaluation in which someone has compared and ranked alternative courses of action with respect 
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False and inaccurate beliefs can lead an individual to valuing something, or not valuing 

something, or under- or over-valuing something, that they would or would not value, or 

would value to a greater or lesser degree, if they had true or accurate beliefs. False and 

inaccurate beliefs can also lead to someone to interpreting and understanding their val-

ues differently, even if in some sense they would remain unchanged upon the formation 

of accurate beliefs.20 This in turn means that false beliefs can cause individuals to make 

different choices than they otherwise would have made if they had true or accurate be-

liefs. Consider the following example: 

Tennille 1 

Tennille lives in the U.S. in the 1950s. She highly values the pleasure she derives from 

smoking cigarettes (value 1, V1). Whilst Tennille also values her bodily health (V2), she 

does not believe that there are any harmful health risks or consequences associated with 

smoking (belief 1, B1). Tennille’s B1 belief has been significantly influenced by the to-

bacco industry’s misinformation campaign, which has featured prominently within Ten-

nille’s socio-epistemic environment. Her beliefs, mixed with her values, mean that Ten-

nille has a strong preference for smoking (V3) vis-à-vis not-smoking (V4). 

However, by the 1970s, the tobacco industry's misinformation campaign has waned — 

in part due to increasing government regulation of speech by the tobacco industry — 

and citizens are now better informed about the links between smoking and cancer. Ten-

nille has come to accept that smoking tobacco is a significant risk factor for many dis-

eases and avoidable premature mortality (B2). Although Tennille still values both her 

health (V2) and the pleasure of smoking (V1), her revised empirical beliefs (i.e. B2) 

prompt her to reconsider her all-things-considered judgement about the value of smok-

ing (V3) vis-à-vis not smoking (V4). This leads to a reversal of Tennille’s preferences be-

cause she now attributes more value to not smoking than she does to smoking (i.e. she 

now perceives not smoking to be more worthy of pursuit than smoking). Furthermore, 

                                                
to most (in cases of an overall comparative evaluation) or all (in cases of a total comparative evaluation) 
of what matters to them (Hausman 2012: 1-9). The inputs into this evaluation include (other) types of 
values (including desires), as well as beliefs about various facts that pertain to the decision problem 
(Hausman 2012: 5-6). 
20 E.g. even if ‘the equality of all persons’ remains someone’s fundamental value, more accurate empirical 
beliefs could plausibly lead them to revising their understanding of what exactly that value amounts to. 
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her preference for not smoking is now so weighty that she decides to quit smoking alto-

gether. 

 

It’s plausible that had the tobacco industry’s misinformation campaign not featured in 

Tennille’s socio-epistemic environment, or had it not featured as prominently as it did, 

Tennille would have been more aware of, and would have more readily accepted, the 

links between smoking, disease and premature death, perhaps even as early as these links 

were known in the 1950s. Since Tennille’s preferences reversed upon being apprised of 

this knowledge, in the possible world in which misinformation was absent (or reduced), 

it’s likely that Tennille would have come to the decision to quit smoking much earlier 

in her life. So misinformation, through a causal influence on Tennille’s beliefs, not only 

altered Tennille’s beliefs, but also altered some of her values — in this case, her prefer-

ence for smoking vis-à-vis not-smoking, as well as how strongly she held that value. 

Because Tennille’s misinformed state was the product of others’ deceptive agency — as 

it has been shown that the tobacco industry was aware of the link between smoking and 

cancer as early as the mid-1950s, but that it continued to publicly dispute this link (Proc-

tor 1996, Michaels 2008, Oreskes and Conway 2010) — in this case it’s clear that exter-

nal forces (other agents) played a significant role in controlling and sculpting the con-

tours of Tennille’s beliefs and values. Misinformation, through the false beliefs it in-

duced, eroded the extent to which it was Tennille who had control over her choice of values; 

Tennille’s reflective autonomy was therefore undermined.    

Of course, there will have been others whose preference for smoking, and the strength 

of that preference, would have been robust between misinformation-laden and misin-

formation-free worlds (i.e. the difference in informational and doxastic states would not 

have altered their preferences).10 However, the steady decline of both the proportion of 

adults who are smokers and cigarette consumption in most Western societies since the 

1970s (Gallup 2016) is evidence that the value people place on smoking is declining. As 

such, it is reasonable to think that there were many ‘Tennilles’ — that is, many people 

                                                
10 In these cases, whilst the presence of misinformation did not harm these people, it may have still 

wronged them. 
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whose autonomy was harmed — in societies in which the tobacco industry's misinfor-

mation campaign flourished. 

 

2.1.3. False Beliefs & Practical Autonomy 

To be autonomous, Mele requires that a person not only have (sufficient) control over 

their choice of values, but also that they have sufficient control over their capacity to 

make progress towards bringing about a state of the world in which those values are 

instantiated. To achieve this, a person generally needs to move from some situation A, 

where value V is not instantiated, to some situation B, where V is instantiated. To get 

from A to B, they will partly rely on information to help them construct a viable path 

between A and B that is also adequately in harmony with other values they hold.    

Misinformation can frustrate a person’s ability to realise their values in at least two key 

ways. First, misinformation can cause people to hold false or inaccurate beliefs about 

how to achieve their values, therefore thwarting their understanding of the best means 

to their end. Subsequently, the actions they carry out may at best result in limited pro-

gress towards achieving some end, and at worst lead them further away from realising 

that end. Again, consider Tennille, who upon being informed, rather than misin-

formed, about the health risks of smoking tobacco, has decided to quit smoking.  
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Tennille 2 

To move from situation A (smoking, on average, a packet of cigarettes per day), to 

situation B (complete cessation of smoking), Tennille requires information about the 

range of means available to help her quit smoking. Tennille’s primary information 

source is her general medical doctor. Tennille’s doctor provides her with information 

about the range of options available for smoking cessation (i.e. options M/N/O/P) 

together with advice about which strategy the current evidence base suggests is most 

efficacious, which he tells her is option M. Tennille selects M.   

However, it turns out that Tennille’s doctor has in fact misinformed her about which 

strategy is most efficacious. The current evidence base actually suggests that the only 

strategies that have performed better than mere chance are O and P, and P has been 

the most efficacious strategy for the highest proportion of people like Tennille. In 

fact, there is no evidence that option M works. M is actually a substance that Tennille’s 

doctor owns the patent for, and it generally enhances, rather than dulls, nicotine crav-

ings. As a result, Tennille’s addiction becomes entrenched, and she finds herself fur-

ther from realising her values. Had Tennille’s doctor provided her with information, 

rather than misinformation, she would have chosen option O or P and successfully 

quit smoking.    

 

There are variations of this example that illustrate how someone’s knowledge of the best 

means to their end can be jeopardised in similar ways. For instance, Tennille’s doctor 

could correctly inform her that P is known to be the most efficacious strategy, but mis-

inform her about which strategy she was in fact pursuing once she chose to pursue P; 

perhaps, for example, he tells her that the medication in the bottle is P, when it is actu-

ally M.  

The second key way that misinformation can frustrate a person’s ability to realise their 

values is when misinformation about the foreseeable costs, risks, and benefits associated 

with each of the options leads people to hold different all-things-considered preferences 

for strategies than they otherwise would have absent this misinformation. For instance, 

misinformation about potential side-effects may result in someone selecting an option 

that conflicts with and threatens other values they hold (i.e. values that are not at that 
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moment the primary object of reflection and action). Thus, they may end up not actually 

realising a number of their values, and this failure would not be appropriately attribut-

able to their own agency. For example: 

Tennille 3 

Imagine that although Tennille is provided with information about her complete op-

tion set, and despite being correctly informed about which option is most efficacious, 

Tennille’s doctor misinforms her about P’s side-effects. Unbeknownst to him, initial 

clinical trials actually found P’s side-effects to include significant neuropsychiatric 

risks, including the development of psychosis, especially in people who have previ-

ously had psychotic episodes. The pharmaceutical company that developed P actively 

worked to conceal this information by withholding these results and designing them 

away through methodology alterations in subsequent trials. The result is that Ten-

nille’s doctor, himself misinformed, gives advice to Tennille that is in fact misinfor-

mation, and which causes her to hold false beliefs about P. 

Importantly, as Tennille has previously suffered from psychosis and places a very high 

value on being psychosis-free, she would be unwilling to accept certain levels of risk 

to her mental health. If she was properly apprised of P’s neuropsychiatric risks, these 

risks would have acted as a constraint on Tennille’s choice; she would have ruled out 

P as a possible means to a smoke-free life and selected O instead. But as this infor-

mation was not transmitted to her, she bases her decision on misinformation and 

chooses to take P, which triggers psychosis.   

 

Therefore, the chain of misinformation, including omissions of information, from the 

pharmaceutical company to Tennille’s doctor to Tennille — omissions and misinformation 

about empirical facts that knowledge did in fact exist about, or could be legitimately expected to 

exist — frustrated Tennille’s ability to live her life in accordance with what is valuable to 

her. Mele (1995/2001: 180) would describe Tennille as having been informationally cut 

off from governing her life autonomously. Her flawed epistemic state meant that she had no 

control over whether, given that she acted with the goal of improving her health and 

avoiding psychosis, she would succeed. False beliefs compelled Tennille to select an op-

tion that, unbeknownst to her, harmed one of her most cherished values (i.e. her mental 

health), even though it helped her to achieve another (quitting smoking). Under these 
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circumstances, Tennille’s autonomy was diminished in comparison to a similar, but 

misinformation-free, counter-factual world. 

The depth and breadth of reflection and deliberation Tennille could engage in about 

which action/s to take was undermined and distorted by external forces, i.e. another 

agent's actions or omissions. In each of the examples outlined so far, rather than having 

a fair chance to succeed, owing to misinformation and omissions in information, Ten-

nille could not make progress towards her values; in some cases, misinformation led 

Tennille further away from them. The transmission of misinformation resulted in a 

situation in which certain preferences (values) became more likely to be arrived at than 

others in a way that wasn’t respectful of Tennille’s autonomy. To the extent that such 

misinformation causally affected Tennille’s decisions and subsequent actions, we can 

say that there was something about these choices that were not ‘Tennille’s’, and thus 

that misinformation — and the false beliefs it induced — undermined Tennille’s personal 

autonomy.  

 

2.1.4. The Internalist Objection (& Reply) 

Some philosophers, such as Michael McKenna (2005), would object to my conclusions 

about Tennille’s autonomy in each of the examples presented so far. McKenna holds 

that if a person attempts one act but, by virtue of a false or inaccurate belief, mistakenly 

does another, their autonomy should not be considered to have been affected. To sup-

port his position, McKenna (2005: 208–209) provides the following example: 
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Tal: 

‘[T]he perfectly competent morally responsible agent Tal arrives at Daphne’s house 

and discovers her unconscious and in immediate need of the drug known as “The 

Good Stuff”. Urgently searching through Daphne's cupboard, Tal finds a bottle 

marked “The Good Stuff”. He takes from it the prescribed dose and gives it to 

Daphne. Unfortunately Daphne’s fumbling pharmacist has accidentally given 

Daphne the wrong drug, “The Bad Stuff”, a drug that will kill people with Daphne’s 

condition. Daphne dies. Tal had no reason to be suspicious of Daphne’s pharmacist, 

and had very good reason to believe that the bottle in her medicine cupboard marked 

“The Good Stuff” actually contained “The Good Stuff” and not “The Bad Stuff”.’  

 

McKenna concludes that Tal acted autonomously in this scenario: ‘However we unpack 

the notion of “rule” in “self-rule”... there is no reason to think that Tal was not ruling 

himself in acting as he did’ (2005: 209). But he claims that Tal was not morally responsible 

for his actions, as he could not have reasonably foreseen the consequences of the action 

he carried out, and his action was based on a self-endorsed intention. For McKenna, 

being the recipient of misinformation about what substance was in fact in the bottle, 

and coming to holding a false belief about its contents, affects determinations of moral 

responsibility, but not of autonomy.       

As Killmister (2013a: 517) points out, McKenna’s conclusion turns on his premise that 

autonomy concerns acting on the basis of an intention that one endorses. In giving the 

drug to Daphne, Tal was following his self-endorsed intention e.g. ‘we should do what 

we can to rescue those who are suffering.’ For McKenna, an autonomous decision-mak-

ing process only has internal referents: an action is autonomous if and only if a person 

endorses the intention that prompted her action. As such, it is clear that McKenna 

would also take Tennille to be autonomous in all of the examples presented so far, as 

Tennille endorsed all of the intentions that moved her to act as she did.  

However, against McKenna’s general position, the first example demonstrated how false 

beliefs facilitated by misinformation can affect the very content of a person’s values, 

desires, principles, motivations and intentions ‘a long way down’. Recall that in this 

example, Tennille only preferred (valued) smoking over not smoking by virtue of her 
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misinformation-induced false beliefs. So if the presence of false or inaccurate beliefs 

determines, or significantly causally contributes to, the content of a person’s values, 

principles, motivations or intentions, it seems that the extent to which these attitudes 

can be said to have been autonomously endorsed is reduced. This is why other scholars, 

such as Mele, require agents to have control over both their choices of values, as well 

their decisions about how to pursue those ends; this way, an agent’s autonomy ‘up-

stream’ from any decision point or action is also secured.13 On Mele’s account, if a 

person's upstream values and other pro-attitudes have not been formed or adopted au-

tonomously, the autonomy status of linked downstream values, choices, and actions is 

also affected. In discussing whether a person (Beth) who has been brainwashed into 

having particular ends can deliberate autonomously about how best to achieve those 

ends, Mele says: ‘In virtue of her being compelled to have these ends or goals, Beth’s 

deliberation with a view to their achievement is not autonomously conducted’ 

(1995/2001: 178). When compelled pro-attitudes are input into a reflective process, 

their lack of autonomy taints the autonomy status of related downstream deliberation 

and outputs.    

Furthermore, as Killmister (2013a) argues, McKenna’s position only makes sense if we 

accept the background assumption that autonomy does not require there to be any con-

nection between our intentions and our actions. For McKenna, the content of a per-

son’s actions is irrelevant, because autonomy is determined with reference only to the 

mental command an agent gives themselves to act: ‘[autonomy’s] scope comes to an end 

at the moment in which an agent performs simple mental actions, such as deciding or 

choosing’ (McKenna 2005: 229, fn 14). On McKenna’s account, if a person’s command 

to themselves aligns with a self-endorsed principle, their following action would be con-

sidered autonomous, regardless of any features of the act itself. Killmister (2013a: 523) 

objects that internalists about autonomy like McKenna are therefore committed to the 

‘counter-intuitive notion that the success conditions for autonomous action bear no 

                                                
13 See Mele (1995/2001: Chapter Nine) where he argues that what he calls ‘psychological autonomy’ 

(roughly what I call ‘reflective autonomy’) requires that agents have no compelled values or other pro-

attitudes. 
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relation to the action performed.’ I agree that this is both counter-intuitive and an in-

adequate account of autonomy. Because, as Killmister (2013a: 520) emphasises, ‘the 

reason why a person acts is in order to fulfil their intentions,’ to not require some sort of 

relationship between one’s intentions and the actual action seems to neglect something 

critical about autonomy.   

Killmister’s own position is that to count as having acted on the basis of an intention, 

there needs to be ‘some’ connection between the action and the intention (2013a: 520). 

As such, she requires there to be some degree of coherence between an intention and an 

action if the action itself is to be properly considered self-governed.21  The aim of 

Killmister’s article is to draw attention to the ability of false beliefs to disrupt this coher-

ence. A person’s intention and action can become separated if they are misinformed, 

she says, with their subsequent actions leading them away from the realisation of their 

intention, i.e. ‘the reason [they had] for acting in the first place’ (2013a: 521). Killmister 

concludes that whilst autonomy requires that the actions we perform follow from moti-

vations that are in some sense our own, autonomy also requires that the actions we 

perform are those we intended to perform. 

Using a weak reading of Killmister’s account, one might then try to argue that there 

actually was sufficient coherence between Tennille’s and Tal’s motivations and their 

actions, and as such, that their actions ought to count as autonomous.22 It might be 

argued that the actions performed by Tennille [and by Tal] sufficiently tracked their 

intentions and self-commands to act, and as such, that their actions were autonomous. 

For instance, Tennille did in fact perform actions she instructed herself to complete like 

‘open the bottle’ and ‘consume the medication’. So — the argument would run — there 

actually was the necessary correspondence between Tennille’s intention and her action 

that would make it correct to say that she acted autonomously.  

However, in reply to this kind of objection, Killmister (2013a: 523-524) suggests that 

this would only be plausible if we do not allow any act individuation and take all actions 

                                                
21 Note that Killmister doesn’t specify just how much coherence there needs to be. 

22 I borrow from Killmister’s (2013a:523) response to what she calls a ‘weak externalist’ reading of 

McKenna’s argument here, and follow her argument’s structure.  
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to collapse into one single event. For example, Killmister would say that we would need 

to see no separation between, e.g.: 

(a) Tennille autonomously attempted to quit smoking; 

(b) Tennille autonomously consumed the medication given to her by her doctor; 

(c) Tennille autonomously consumed the nicotine craving enhancer. 

If one was to claim that Tennille acted autonomously throughout the episode ‘in gen-

eral’, such a broad-brush stroke would not allow for the possibility that there may have 

been aspects of the episode that were performed autonomously, and others that were 

not. As McKenna does not allow for act individuation, he would reject the suggestion 

that Tennille did not autonomously perform at least one act: consuming the nicotine 

craving-enhancer. Killmister would claim that the reason why taking the nicotine crav-

ing enhancer was not autonomous, while other actions (i.e. trying to quit smoking) likely 

were, rests on the connection between Tennille’s intentions and actions outlined above. 

For an act to be autonomous, Killmister stipulates that it needs to be connected in the 

right way with someone's intention to act. She suggests that it needs to be the same act 

that the agent has reflected on and resolved to perform. On her account, we can there-

fore say that Tennille reflected on and resolved to perform actions (a) and (b), but we 

cannot conclude the same for (c). 

Whilst I support Killmister’s use of act individuation in this example and agree with her 

conclusions about Tennille’s and Tal’s autonomy, I disagree with Killmister’s reasoning 

as to why Tennille’s and Tal’s false beliefs compromised their autonomy in these exam-

ples. I explain why next. 

 

2.2. Which False Beliefs Undermine Autonomy? 

Having defended the view that false beliefs are among those things that can undermine 

a person’s autonomy, I now turn to the questions: do all false beliefs compromise au-

tonomy? If not, which false beliefs compromise autonomy? Or in other words: under 

what conditions do false beliefs interfere with personal autonomy? 
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2.2.1. Killmister: False Beliefs That Break Relations Between Intentions and Actions 

As discussed, for Killmister (2013a), the sorts of false beliefs that compromise autonomy 

are those that break the relationship between a person’s intention and their action. This 

is because she takes autonomous action to minimally require acting on the basis of an 

intention, and this in turn requires there to be ‘some degree’ of coherence between 

one’s intention and one’s action. She argues that if the agent is mistaken about the 

object of her reflection — i.e. the action she is contemplating — she will fail to adequately 

comprehend the action, and her intention and action will become separated, with the 

act that she ends up performing failing to be directed towards her intention. Killmister 

uses the following example to illustrate her argument:  

Cake/Dog food: 

‘Let’s say I form the intention to eat a piece of cake. To fulfil this intention, I go to 

what I take to be the fridge and retrieve what I take to be a delicious cream-filled Swiss 

roll. In fact, what I have done is gone to the cupboard and retrieved a roll of dog food, 

which I am eagerly bearing towards my mouth’...[This action] ‘cannot satisfy my inten-

tion, and so the action is divorced from my self-governance. The order I give myself is 

to satisfy my desire for cake, yet that is not possible given the action I perform. As 

such, the action was not under the direction of my will’ (2013: 521).  

 

Of course, the false belief in question needs to be relevant, and Killmister is quick to 

point this out. Thus if the agent had the self-governed intention to simply ‘eat cake’, 

and thought that what she was about to eat was a cream-filled Swiss roll when it was 

actually a chocolate roulade, then I suspect Killmister would conclude that her auton-

omy wasn't diminished.14 This, as Killmister (2013a: 528)  explains with reference to a 

similar scenario, is because her reasons for her action under the false-belief scenario 

                                                
14 Killmister raises a similar example and concludes there that her autonomy ‘most probably would not 

be undermined’ (2013a: 528). 
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would have broadly matched those she would have for her action under the scenario in 

which she was not mistaken about the precise type of cake she was about to eat.  

However, there is something about Killmister’s account that doesn't seem quite right to 

me. This, I think, is because Killmister rejects the relevance of the etiology of the false 

belief/s in question, and whether such facts influence determinations of autonomy. 

Killmister makes it clear that her theory ‘does not make space for the source of the 

misinformation to affect the degree to which the agent's autonomy is reduced’ (2013: 

517, fn 4). However, not only does this position have an undesirable consequence — 

namely, an inability to be autonomously irrational or to autonomously fail, as it seems 

that failures and instances of irrationality will often be the result of some false belief/s 

disrupting the coherence between our intentions and actions — I also don’t think it 

accords with our intuitions. Consider the following two scenarios: 

Peter 

Peter’s higher-level intention is to pocket the black billiard ball to win the game. His 

sub-intention is to hit the black ball at an ~30-degree cut angle at a speed of 6-8km/h, 

as this is what he believes is needed for the ball to roll into the pocket. However, he 

has miscalculated what type of shot (action) is actually needed to sink the black ball; 

he in fact needs to hit the ball at a ~25-degree cut angle at a speed of 10-12km/h in 

order for the ball to go into the pocket. He therefore has false beliefs about the char-

acteristics of the action that is needed to fulfil his (higher-level) intention. He perfectly 

carries out the action he planned, but the ball does not roll into the pocket.  
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Tennille 4 

Tennille’s doctor provides her with an information sheet about the known side-effects 

associated with different smoking cessation options. The neuropsychiatric risks asso-

ciated with P are highlighted in bold and her doctor encourages her to consider those 

risks in particular. She has ample time to carefully read through this information, but 

Tennille only quickly scans it. Tennille overlooks key pieces of information and so 

comes to hold a false belief about the side-effects of P. She chooses P. The medica-

tion’s box also clearly highlights the risks of psychosis. She doesn’t read this either. 

She takes a course of P, and at odds with her deeply held values, ends up back in a 

bout of psychosis, despite successfully giving up smoking.   

 

Even though Peter and Tennille (4) hold false and inaccurate beliefs about the actions 

needed to fulfil their intentions, the etiologies of these false and inaccurate beliefs are 

tied to Peter’s and Tennille’s own agency: Peter and Tennille both maintained adequate 

control, and the right kinds of control, throughout their belief forming processes. We 

might say they had a fair opportunity to form accurate beliefs and to avoid forming inaccurate 

beliefs, and it was with full autonomous agency (Peter’s miscalculations, Tennille’s inat-

tentiveness) that they did not form accurate beliefs. They failed to do those things that 

were reasonably within their control to avoid forming inaccurate and false beliefs, and 

to form accurate or true beliefs. Thus, despite both Peter’s and Tennille’s intentions 

and actions coming to be being misaligned in the way that Killmister claims necessarily 

diminishes autonomy, these breaks were due to Peter’s and Tennille’s self-governed 

(autonomous) actions upstream of the point of action. When it’s the case that someone 

can be said to have autonomously formed a false or inaccurate belief, or to have auton-

omously not formed an accurate or true belief, it’s not clear that subsequent down-

stream reflections and actions tied to that mental state should count as non-autonomous 

merely in virtue of that false belief.   

I anticipate that Killmister would resist this suggestion. She specifically states that on 

her theory ‘the culpably misinformed individual is no more autonomous at the point of 

action than the manipulated individual, since all that matters is the way in which a false 

belief affects the decision-making process’ (2013a: 517, fn 4 - my emphasis). However, 
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there are good theoretical and practical reasons why we should resist this conclusion. 

Firstly, my proposal for thinking about the difference the etiology of false beliefs makes 

to a person's downstream autonomy is simply the inverse of Mele’s suggestion that when 

the autonomy-status of upstream choices is compromised, the autonomy-status of down-

stream deliberations and actions will be tainted; on my suggestion, if the autonomy 

status of an upstream event (such as the formation of a belief) is not compromised, then 

neither are the downstream deliberations and actions linked to that false or inaccurate 

belief, at least, as long as there are no other autonomy-compromising forces at play. Our 

autonomy has the ability to ‘carry through’ in the chain of events, so to speak.    

Killmister anticipates and replies to this kind of idea by suggesting that ‘the source of 

this intuition may have less to do with autonomy, and more to do with moral responsibil-

ity’ (2013a: 517, my emphasis), stating that a culpably misinformed individual can retain 

moral responsibility for her non-autonomous actions. Whilst Killmister (ibid: fn 4) 

notes that she does not have space to defend the position that autonomy and moral 

responsibility can come apart in this way, it seems she accepts that they can. There is at 

least one way we can interpret an existing legal practice to support Killmister’s view: the 

‘principle of prior fault’ found in criminal law rules in several jurisdictions holds that, 

for example, voluntarily intoxicated persons are liable (i.e. morally responsible) for 

crimes they commit, even if at the time they commit the crime (i.e. what Killmister calls 

the ‘point of action’), they are inebriated and their actions are non-voluntary (i.e. they 

literally lack the relevant criminal capacity at the time the crime is committed). Under 

this principle, conditions that would normally shield someone from some form of lia-

bility (e.g. not having voluntary control over one’s actions) fail to do so thanks to the 

fact that they are to blame for those conditions obtaining (Yaffe 2011). So on one read-

ing of the prior fault principle that accords with Killmister’s view, people whose actions 

are non-autonomous at the point of (criminal) action can still be held morally responsi-

ble for a crime they non-autonomously committed. 

However, I suggest that there is another way the prior fault principle can be interpreted 

which makes use of an idea that is the opposite of the one Killmister used earlier: in 

some cases, instead of act individuation being appropriate, prior fault may licence a type 
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of act aggregation.15 Rather than carving up the event by deconstructing it (as under act 

individuation), a person’s prior fault might provide good reasons for carving up an event 

more coarsely such that it integrates and unifies the person’s governance state over the 

event more broadly. It is because someone was culpable for their upstream decision to 

become intoxicated, and they had the capacity at that time to anticipate the potential 

consequences of this choice, that we are justified in treating the episode more coarsely 

and holding them responsible in some way for the general event. They are morally re-

sponsible because they were — in some meaningful sense — autonomous over the event 

generally.  

The following scenario illustrates this suggestion:  

Judy 1 

It’s Monday and Judy’s father’s birthday is on Thursday. She has promised him that 

he will receive a card from her on or before his birthday. Judy lives in Newcastle and 

her father lives in Eastbourne. She knows that Royal Mail aim to deliver first class 

mail between Newcastle and Eastbourne the next working day. She puts the correct 

stamp on the card and posts it. But Judy holds the false belief that every red postbox 

in Newcastle is emptied daily. This particular postbox is only emptied on Fridays, and 

this is clearly stated on the outside of the postbox. However, Judy did not check the 

sign due to her assumption (a false belief) as well as the fact that she was in a hurry. 

Her father’s card arrives two days late; he is hurt and disappointed in her for breaking 

her promise.  

 

Judy formed her false belief about how frequently postboxes are emptied autonomously. 

Nobody, and importantly not Royal Mail, communicated misinformation to her. It’s 

just that because it appeared that most of the postboxes are emptied daily, Judy overgen-

eralised and formed the (false) belief that they are all emptied daily. This was without 

                                                
15 There is also a slightly weaker interpretation of the prior fault principle which says that someone can 

be treated as if they were autonomous even if they actually were not. Some scholars take this to be equiv-

alent to the principle licensing the use of a ‘legal fiction’; e.g. in some jurisdictions the Intoxication Reck-

lessness Principle justifies the replacing of one mental state (negligence) for another (recklessness) in cases 

of voluntary intoxication (see Yaffe 2011). 
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warrant. Moreover, Judy had a good opportunity to correct her false belief, because 

Royal Mail had clearly stated on the outside of the postbox when the mail would next 

be collected from that particular postbox. Judy’s intentions (ensuring her father’s birth-

day card is delivered on time/posting the card into a postbox that will be emptied that 

day) and action (posting the card in such a way that it will be late/posting the card into 

a postbox that would not be emptied that day) came to be misaligned in the way that 

Killmister claims necessarily diminishes autonomy, and did so by virtue of Judy’s false 

belief. However, it would seem strange to say that due to her false belief Judy was in 

some way ‘not autonomous’ when she posted the letter, but that her father was still 

justified in holding her morally responsible for her failure to ensure his card arrives on 

time. Her father’s reactive attitude was justified because Judy was autonomous over the 

event; she never lost the degree or kind of agency required for autonomy. Killmister 

might try to individuate the actions so that there is one that Judy doesn’t autonomously 

carry out (e.g. perhaps: ‘Judy posted the card so that it would arrive late’). But I want to 

say that due to her prior fault (i.e. the false belief being the product of her own autono-

mous agency), her autonomy status ought to carry through, as her prior fault for her 

false belief provides a reason to aggregate, rather than individuate, actions. 

To provide a contrast to this scenario, let’s now pretend instead that before Judy posted 

the card someone had mischievously swapped the signs around on the postboxes in 

Newcastle.  

Judy 2 

Before Judy posts the card, she checks the sign on the postbox — it informs her that it 

will be emptied this evening at 6:30pm. But because it in fact won’t be emptied until 

Friday (someone has swapped this postbox's sign with that of another postbox), she 

holds a false belief about when the postbox will be emptied when she posts the card, 

and therefore about the chance her card will reach her grandpa on time by posting it 

in this particular postbox.  

 

The key difference between the two examples is that Judy (2) did not autonomously 

form the false beliefs she held: she was misinformed by the signs being swapped, and it 
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would have been unreasonable to expect her to form any other beliefs under these cir-

cumstances; there was no evidence to suggest that the signs had been switched. Because 

the false beliefs she held were not formed autonomously, these non-autonomous false 

beliefs tainted the autonomy status of related downstream actions. The presence of a 

non-autonomously formed false belief should, I submit, license act individuation. This 

would result in the conclusion that whilst Judy (a) autonomously attempted to post her 

grandpa’s birthday card to him to arrive on time and (b) autonomously put the card 

into a postbox, she did not (c) autonomously post the card in such a way that it would 

not arrive on time. In this rendition of the episode, the switched signs and the misin-

formation they conveyed interfered with and eroded Judy’s autonomy. As such, it would 

have been inappropriate for her father to hold her morally responsible for the card’s 

lateness (and for broken promises) under these circumstances.   

To sum up: whilst Tennille (4) and Judy (1) hold false beliefs that cause them to make 

mistakes that lead them further away from achieving their ends and values, they did not 

lose the requisite forms of agential control for autonomous conduct throughout the 

episode. Their choices and actions should still be considered theirs, and their autonomy 

should not be considered to have been undermined. They might be irrational and/or 

unsuccessful, but they were not non-autonomous or heterotonomous. This is in stark 

contrast to Judy (2). Here, Judy held false beliefs that caused her to make mistakes that 

led her further away from achieving her ends and values. But she formed these false 

beliefs non-autonomously; another person’s actions switched the signs around, and by 

doing so they misinformed Judy. Judy could not have legitimately been expected to resist 

forming such a false belief, because there was no evidence to indicate that the signs had 

been switched. She therefore lost a requisite form of control over her subsequent con-

duct for it to rightly count as autonomous. Certain actions should not be considered to 

be her actions — i.e. the card being posted in a way that meant it would be late.   

Those false or inaccurate beliefs that a person has, and that they can legitimately be 

expected to have resisted forming or to have corrected, should not, I contend, be con-

sidered to be the sorts of false beliefs that undermine their autonomy. Therefore, contra 

Killmister, false beliefs that break the relationship between intentions and actions are 

neither necessary nor sufficient for non-autonomy. 
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2.2.2. Taylor’s and Mele’s Answer: False Beliefs That Are the Product of Deception 

For both Mele (1995) and Taylor (2009), the variety of false beliefs that compromise 

autonomy are those that are a product of deception. Gerald Dworkin (1988: 14) also 

asserts that it is deception that differentiates autonomy from liberty, with deception 

undermining autonomy, but not liberty. Following a definition laid out by Mahon 

(2015), I understand deception as: 

Intentionally causing another person to acquire a false belief, or to continue to have a 

false belief, or to cease to have a true belief, or to be prevented from acquiring a true 

belief, or to intentionally allow another person to acquire a false belief, or to continue to 

have a false belief, or to cease to have a true belief, or to be prevented from acquiring a 

true belief.23 

If we look at all the examples presented so far in which we concluded that Tennille’s 

autonomy had been undermined, Tennille had been deceived, whether by the tobacco 

industry, her doctor, or indirectly by the pharmaceutical company. So too for Judy (2): 

whoever switched the signs on the post boxes deceived Judy. Deception therefore looks 

like a promising candidate for distinguishing between false beliefs that are autonomy 

undermining and those that are not.  

Mele (1995/2001: 178-182) refers to deception as a type of ‘covert and non-constraining 

control’. In discussing how deception affects autonomy, he asks us to imagine the case 

of King George, whose only access to the state of his kingdom is via his advisors.17  

 

                                                
23 Thus, the important thing is that I accept that deception must be intentional. See arguments made by 

Barnes (1997), Carson (2010), and Saul (2012) (among others). 
17 Mele doesn’t make it clear why King George’s only access to the state of his kingdom is through his 

advisors; for now, let’s just assume that George is bedridden, and his advisors are the only company he 

has. 
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King George 

King George’s fundamental value is to do what's best for his kingdom and its popula-

tion. His advisors provide him with information, and George makes various govern-

ance decisions — e.g. laws, regulations, tax rules, and budget allocations — using the 

information from his advisors as an input into his deliberations. But the advisors have 

their own agenda: to become wealthy at the expense of ordinary citizens. Because they 

know the King’s preferences, they know how to ‘game’ his decisions by systematically 

providing him with misinformation so that he will be led to make decisions that fur-

ther their own ends rather than George’s. His advisors deceive him, and their acts of 

deception undermine George’s autonomy.  

 

Mele concludes that:  

George plainly is not ruling autonomously. Hence, he is not autonomous in the sphere 

of his life that is most important to him. The staff are in control of his activities in that 

sphere. They control George by controlling what information he receives. One can say, 

if one likes, that the staff compel George to have certain pro-attitudes: for example, a 

desire to enact a certain law. ... George still intrinsically values the welfare of his king-

dom as a whole, but he is systematically deceived about the means to this end. 

(1995/2001: 180, my emphasis)   

Taylor (2009) would say of this case that King George's own will has been subjugated to 

the wills (or the collective will) of his advisors (his deceivers); they control George in a 

way that is incompatible with his self-government, and this explains why deception is 

inimical to autonomy. The nature of the deceiver’s controlling influence means that the 

deceived agent is no longer able to direct their life in the light of their own decisions 

about what is valuable. Here is Taylor’s summary explanation:   

If the information upon which the agent bases her decision has been affected by an-

other agent with the end of leading her to make a particular decision... and if she is not 

aware of the way in which this information has been affected, then she did not make the 

decision that (her deceiver) intended her to make. (2009: 7).  

However, against Taylor’s conclusion, it also seems possible for false beliefs to under-

mine a person’s autonomy without those false beliefs being deliberately or intentionally 
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brought about by another agent (i.e. another person's 'will' is not the driving force). We 

can modify earlier examples in accordance with this point to demonstrate. 

 

Tennille 5 (modified Tennille 2) 

Tennille’s doctor provides her with information about the range of options available 

for smoking cessation (i.e. options N/O/P), and the strategy the current evidence 

base suggests is most efficacious (e.g. option P). However, distracted by thoughts of 

his long list of patients, he mistakenly gives Tennille the wrong bottle. Whilst he 

tells her that the medication in the bottle labelled P is P, it is actually filled with a 

substance (M), which has the capacity to enhance, rather than reduce, her nicotine 

cravings.  

 

Tennille 6 (modified Tennille 3) 

Tennille’s doctor misinforms her about P's side-effects. Unbeknownst to him, initial 

clinical trials actually found P's side-effects to include significant neuropsychiatric 

risks. However, the pharmaceutical company that developed P was reckless with the 

results of these studies; the trial data was lost and forgotten about and therefore not 

communicated. This misinformation led Tennille to select an option that, unbe-

knownst to her, harmed one of her most cherished values (i.e. her mental health), 

even though it helped her to achieve another (quitting smoking).   

 

Neither of these examples feature agents that intentionally set out to mislead another 

person for their own ends; at most they feature agents who were negligent (example 5) 

or reckless (example 6). So even though they have not been deceived — as deception 

must be intentional — I think intuitively we would still conclude in these examples that 

Tennille’s autonomy had been undermined (and I will explain why momentarily). 

Therefore, an agent’s actions or omissions need not be deliberate to be a potentially auton-

omy-undermining force.  
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Perhaps Taylor might say that even though deception is not necessary it is still sufficient; 

if a false belief was brought about by deception then it has the capacity to be autonomy 

undermining. Against this, consider one last example: 

Tennille 7 

On the way to the doctor, Tennille speaks to a stranger at the bus stop about her goal 

to quit smoking. The stranger says that she is a pharmacist (even though she is not) 

and tells Tennille about P. Tennille asks her whether P has any known side effects 

and the stranger tells her no, even though she is well aware that there are a range of 

side effects, including the possibility of psychosis. The stranger happens to have some 

P and is willing to sell it to Tennille on the cheap. ‘Brilliant,’ Tennille thinks, and 

decides to go home instead of going to the doctor. She takes P and develops psychosis.  

 

In this example Tennille was deceived by the stranger. But Tennille had a range of op-

portunities open to her — opportunities that were not onerous, costly, or beyond her 

capabilities — to check that the assertions of the stranger were correct before she formed 

beliefs about P and acted on those beliefs: e.g., she could have continued to her appoint-

ment with her doctor. Given that she only met the stranger momentarily, and at a bus 

stop, it would have been unreasonable for Tennille to have taken the stranger to be an 

authoritative source about P, or to have been trustworthy, as she did not have adequate 

access to higher-order evidence to make such evaluations. Moreover, other people would 

have been entitled to expect that Tennille should have known that the stranger’s assertions 

might have been false. Goldberg (2017) defends the idea that we are entitled to expect 

that others have certain knowledge, and/or epistemic standards and practices, by virtue 

of the general requirements of morality. In this case, others’ legitimate expectations of 

what Tennille should have known stem from at least two particular moral considera-

tions. The first is that others sometimes need to make assessments about the culpability 

of Tennille’s ignorance to understand the degree to which Tennille’s downstream ac-

tions are the result of her autonomous agency. This is important for ascriptions of moral 

responsibility, and determinations of what Tennille is entitled to. Second, as an epis-

temic and moral agent herself, Tennille also, in turn, has epistemic responsibilities to 

others in terms of not further propagating misinformation.  
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Since Tennille, in these circumstances, ‘should have known’ that P carried a risk of 

psychosis, the autonomy status of her downstream deliberations, intentions, and actions 

cannot be affected by this false belief (similar to Judy (1)). In this instance, we should 

not think that Tennille’s autonomy was undermined by the stranger’s misinformation 

because the circumstances were such that Tennille herself was responsible for navigating 

the information and misinformation provided to her, and sifting truth from falsity. 

Tennille retained her autonomy in forming these beliefs, and thus over her subsequent 

actions.  

Therefore, the distinction between the intentional and non-intentional inducing of false 

beliefs in another through deception does not — contra Mele and Taylor — always help 

us identify when false or inaccurate beliefs compromise autonomy.    

 

2.3. An Alternative Account: Voluntary and Non-Voluntary False Beliefs 

One might now be tempted to reassess the earlier examples and conclude that Tennille’s 

reflective and/or practical autonomy was not actually diminished in at least some of 

those cases too; it might be thought that in those examples, Tennille’s false beliefs were, 

to a sufficient degree, a product of her own agency. Perhaps one might think that in the 

first example Tennille could have taken a more critical stance towards the material prop-

agated by the tobacco industry; had she simply gone to her library and read the latest 

medical journals, Tennille would have discovered that she had been misled. Hence, 

some might be inclined to say that Tennille’s preference for smoking should be consid-

ered to have been formed autonomously in this example, as she was free to conduct 

these investigations, and it was Tennille who chose not to; she formed a false belief 

about tobacco’s health risks as a consequence of her autonomous choice not to seek out 

more information. Likewise, it might be thought that because Tennille could have un-

covered her doctor’s deception in the second example simply by booking an appoint-

ment with another doctor for a second opinion, we should not view her autonomy as 

having been compromised in this example either.  

I think such conclusions would be mistaken. Although Tennille may have been nega-

tively free to form accurate beliefs and to avoid forming inaccurate and false beliefs, I 
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submit that Tennille’s false beliefs in examples 1-3, and 5/6, were not formed voluntar-

ily.18 It is because Tennille formed false beliefs non-voluntarily in these examples that 

Tennille’s autonomy was compromised. By contrast, it was because her false beliefs in 

examples 4 and 7 were formed voluntarily that her autonomy was thereby unaffected. I 

suggest that only those false beliefs that are formed non-voluntarily can compromise a 

person’s autonomy. But before I present my arguments for this claim, it will be helpful 

to provide a brief overview of the theory that defends the very possibility that at least 

some of our beliefs can be voluntarily formed.     

 

2.3.1. Doxastic Voluntarism 

Doxastic voluntarism holds that people can have voluntary control over their beliefs in 

much the same way that they can have voluntary control over their choices and actions. 

Under doxastic voluntarism, beliefs are the sorts of things that can at least sometimes 

be formed under the control of a person’s will. Although the position that people have 

direct voluntary control over their beliefs is widely rejected, there is a very strong con-

temporary consensus among philosophers that indirect doxastic voluntarism is true (Vitz 

2018). Indirect doxastic voluntarism claims that people have indirect voluntary control 

over at least some of their beliefs through, for example, carrying out research and eval-

uating evidence and testimony. I assume that this theory is correct, and for the rest of 

this chapter refer only to indirect doxastic voluntarism.  

But whilst indirect doxastic voluntarism establishes that we have the capacity to form at 

least some sub-set of our beliefs voluntarily, the crucial question is: under what condi-

tions do we in fact form beliefs voluntarily within these domains, and what conditions 

have the potential to erode the voluntariness of these beliefs? So far, the literature on 

indirect doxastic voluntarism has had little to say about what these conditions are. More-

over, those conditions that have been put forward have often been cashed out in terms 

of having ‘control over’ X, Y, Z, for example, which of course raises the question of 

what, exactly, having ‘control over’ entails. We need to avoid this kind of vacuity and 

                                                
18 See Olsaretti (2004: 137-141) for further discussion of the relation between freedom and voluntariness. 

Olsaretti defines freedom as pure negative liberty, and I follow her for my purposes here. 
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circularity if we want an account that is meaningful and useful. That will be my aim 

here.     

 

2.3.2. Can We Apply Pre-Existing Criteria for (Non)Voluntariness to Beliefs? 

Because beliefs and choices/actions are deeply analogous — i.e. beliefs and choices/ac-

tions are all generally grounded by reasons; all can appropriately be described as objects 

of deliberation and decision; all are open to moral evaluation; and beliefs are action-

like when understood as being assented to or accepted (Audi 2001) — one might wonder 

whether we can simply apply pre-existing criteria for (non)voluntariness to the case of 

belief formation in order to understand when beliefs formed in different contexts are 

(non-)voluntary. For instance, on Serena Olsaretti’s (1998, 2004, 2008, 2018) account 

of voluntariness, a choice or action is voluntary if and only if it is not forced, and it is 

forced if and only if it is made only, or primarily, because the alternative to it is unac-

ceptable, where the standard for the (un)acceptability of options is an objective standard 

of well-being. In short: a person chooses or acts non-voluntarily if they choose or act as 

they do because all other alternatives are unacceptable. Does it make sense then, to 

apply Olsaretti’s voluntariness criteria to beliefs, such that we would consider a belief to 

have formed non-voluntarily if a person forms it only or primarily because all other 

alternatives to forming that belief are unacceptable?  

I suggest it does not for two key reasons. Firstly, although there are important similarities 

between beliefs and choices/actions, there are also significant differences that make pre-

existing accounts of voluntariness (like Olsaretti’s) a poor fit for evaluating the volun-

tariness of beliefs. For one thing, when we’re forming our empirical beliefs, we’re mak-

ing a decision about what we should believe about how the world is, descriptively speak-

ing. On the other hand, when we’re at a decision-point that requires us to make deci-

sions about an action to carry out, we’re generally making decisions that relate to how 

we would prefer the world to be, and we act with the aim of bringing that state of the world 

into existence.24 Therefore, in some cases there might only be one real option in forming 

                                                
24 This sentence, and the one previous to it, has two sources of inspiration. Firstly, Anscombe’s (1963) 

distinction between, on the one hand, our (epistemic) beliefs, and on the other, our desires or moral 
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a belief about the empirical world, because the evidence might be such that there is no 

other answer to a particular descriptive question that is more correct or accurate (e.g. ‘Is 

there a red bus currently in this room?’, ‘Has the Earth’s climate system warmed since 

1950?’). If we applied Olsaretti’s criteria to those situations in which we answered these 

kinds of questions, they would yield a strange conclusion: that the formation of the 

belief was non-voluntary, because all other alternatives to forming it would have been 

unacceptable given that the evidence suggested that the proposition was beyond reason-

able doubt. This can’t be right. For some empirical questions there will only be one 

correct or most accurate answer, and it can’t be that if we accept that answer we have 

formed that belief non-voluntarily.  

Second, Colburn (2008), building on Olsaretti’s account, draws attention to the fact 

that whether a choice or act is voluntary or not depends upon the person’s motivation 

for their action, and hence upon their beliefs about their options. He goes on to say that 

if those beliefs are false or inaccurate, then an agent can in fact have several acceptable 

alternatives available to her, but the action she ultimately chooses might nevertheless be 

non-voluntary due to her ill-informedness about the existence of those acceptable alter-

natives. He concludes: ‘Hence, if we want to promote an agent’s opportunities to make 

voluntary choices, we cannot simply attend to the existence and quality of her options, 

but must also ensure that she is well-informed about them’ (2008: 111).19 I interpret 

Colburn’s stipulation here as a requirement that if we are to respect persons’ autono-

mous agency, we must provide them with a fair opportunity to form accurate empirical 

beliefs relevant to their actions.20   

                                                
beliefs. In the former case we want the ‘direction of fit’ to run from the world to the mind. We’re aiming 

for our beliefs to fit the world—to be accurate—and we will change our beliefs if they do not. In the latter 

case, we want the direction of fit to run the other way, i.e. from the mind to the world. We want the 

world to fit our desires or our sense of morality and justice. When it doesn’t, we want the world to change 

and might work to bring that about. The second is Arendt’s (1967: 78) assertion in her essay Truth and 

Politics that ‘all factual truth, of course, concerns the past’ and that only the future is open to action.    
19 Colburn gestures towards similar requirements in Autonomy and Liberalism (2010). 
20 In the case of evaluative, rather than factual, beliefs, this requirement might translate to an agent 

needing to be provided with fair opportunity to adopt one or more of a variety of evaluative beliefs. This 

might then mean that they need to be exposed to some variety of ideologies or ways of life to have formed 
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So, if we were to apply Olsaretti’s voluntariness criteria to beliefs, we would then need 

to incorporate Colburn’s amendments in that context too. We would end up having to 

say something like whether or not our beliefs are voluntary depends on our motivations 

for forming those beliefs, and hence upon our beliefs about forming our beliefs; we 

would need to be well-informed (i.e. have accurate beliefs) about forming our beliefs. 

We would then need to posit substantive epistemic criteria at this point (i.e. what counts 

as ‘well-informed’), otherwise we would end up in an infinite regress. But if we inevitably 

need to outline substantive epistemic conditions for the voluntariness beliefs at some 

stage, then it seems better to outline what these criteria are in the first instance. I see no 

advantage in having a two-step account that uses Olsaretti’s account at the first step, and 

then undertakes an epistemic evaluation against some substantive criteria at a subse-

quent step or at a meta level. It seems better to develop separate epistemic criteria to 

determine what ensuring that someone is ‘well-informed’ amounts to (i.e. what is re-

quired for a person’s beliefs to count as voluntary) which could be used by those using 

pre-existing accounts of voluntariness, but as a standalone account it could also be used 

for other purposes too.      

Therefore, the task of understanding the degree to which people form beliefs (non)vol-

untarily requires distinct substantive epistemic criteria.  

 

2.3.3. Epistemic Criteria for the (Non)Voluntariness of Beliefs 

In this section I develop a set of jointly sufficient criteria for assessing the voluntariness 

of a person’s factual beliefs about the world in a given circumstance. The application of 

these criteria, in turn, will aid evaluations of whether the transmission of misinfor-

mation in a given circumstance has the potential to undermine autonomy.   

Legal philosopher Seana Shiffrin gives us a clue as to what these conditions might be in 

her book Speech Matters (2014). Here she says we must guard against ‘distortive influ-

ences’ that frustrate a person’s reflection as they critically appraise another agent's 

                                                
these evaluative beliefs voluntarily, and hence for further choices and actions to count as autonomous. I 

put evaluative beliefs and requirements for the voluntariness of these kinds of beliefs to one side and 

focus only on factual empirical beliefs here. 
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speech. So, my provisional high-level answer to the question of when we should judge 

communicative practices to compromise the voluntariness of a person's beliefs, and by 

extension, their autonomy, is: when these practices inhibit a person in exercising their 

reflective capacities such that they can no longer be said to have fair opportunities to 

form accurate beliefs and/or avoid forming inaccurate beliefs.   

To give a more detailed specification of the conditions that constitute a 'fair oppor-

tunity’, we can refer back to the examples presented earlier in which our general intui-

tive appraisal suggested that the individual wasn’t adequately placed to reflectively criti-

cise the influence that was exerted on her from outside. Which specific features ac-

counted for our judgements that Tennille, Judy, and Peter in those examples were all 

unfairly compromised in their abilities to reflectively navigate the influences to which 

they were subjected?  

It seems that insulation was one important feature. Insulation can occur if important 

evidence has been omitted from, or is being suppressed within, a person’s socio-epis-

temic environment. Important evidence includes things like experts’ testimonies about 

P, experts’ reasons for P and for not-P, as well as higher-order evidence about these 

putative experts and the processes they used to arrive at their factual claims about P.21 

If adequate evidence is not available within a person’s socio-epistemic environment, 

their ability to put their reflective capacities to work will be impaired, and it will be more 

difficult for them to evaluate other's speech well. For instance, in Tennille (2), critical 

higher-order evidence was omitted from the conversation she had with her doctor: the 

doctor did not reveal that he owned the patent for ‘M’. Had this evidence been available 

to Tennille, she would have had a resource that she needed to better reflect on the 

trustworthiness of her doctor’s assertions and advice. Similarly, in Tennille (3) and Ten-

                                                
21 High-order evidence includes (but is not limited to): the degree and/or spread of expert (dis)agreement; 

who agrees/disagrees, and why; indicators of contenders’ competence, vis-à-vis the specific hypothesis; 

relevant potential interests and biases of contenders; indicators of honesty, and track records of integrity; 

how and why any consensus formed; the degree of meta-expert agreement, and other indicators of meta-

expert and interactive expert appraisal (Goldman 2001; Coady 2006; Anderson 2011; Coady and Corry 

2013, pp. 22–34; Lane 2014). 
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nille (6), critical information about the drug’s side-effects was omitted because the phar-

maceutical company had either deliberately withheld this evidence, or because it had 

recklessly or negligently failed to gather it.  

It might be objected that there were still ways that Tennille could have discovered at 

least some of this information for herself. Perhaps with enough effort it would have 

been possible for Tennille to track down the patent records. Whilst this might have 

been in some sense possible (i.e. Tennille was negatively free to do so) it seems unreasona-

ble to expect Tennille to go to such a length to gather this kind of evidence herself. Rosen 

(2003, 2008) makes a similar point in his work on culpable ignorance: just because it is 

possible in principle for an agent to obtain certain information, it can still be unreasona-

ble to expect them to have done so. In this case, this is because Tennille's doctor qua 

doctor (and the health system more broadly) had professional obligations to Tennille to 

provide her with information and to avoid misinforming her, as well as to make relevant 

higher-order evidence available to her. Her doctor’s role within the public knowledge 

system entitles Tennille to expect this of him, and to trust that he is providing her with 

the relevant epistemic goods and meeting institutional epistemic standards — what Gold-

berg (2017) calls ‘role specific epistemic obligations’ — as well as all other relevant pro-

fessional and basic moral obligations he has towards Tennille. Furthermore, Tennille's 

own position vis-a-vis others within the public knowledge system — namely, her reason-

able epistemic dependence on her doctor — means that we are not entitled to expect 

Tennille to do more than defer to his testimony, at least in this case. It would be an 

illegitimate expectation of Tennille if we did expect her to do such independent research 

(Goldberg 2017).     

Contortion was another important feature. By contortion I mean a bending or twisting 

of evidence, including other’s speech (e.g. experts’ testimony), through practices that 

misrepresent and obfuscate and render the epistemic landscape opaque. We saw this in 

many of the examples. Tennille’s socio-epistemic environment in the first example, for 

instance, would have featured widely disseminated misinformation and misleading 

statements about the health risks posed by cigarettes. Not only did tobacco companies 

explicitly deny the causal link between smoking and cancer and its addictiveness in their 
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public communications (Barnes et al. 1995), they also created various positive associa-

tions between physicians and cigarettes, as well as between smoking and good (rather 

than poor) health (Gardner and Brandt 2006, Proctor 2011). Moreover, analyses of to-

bacco industry documents have revealed that tobacco companies were aware of the in-

herent deceptiveness of the statements and associations they made, and that such mar-

keting tactics were intended to promote misperceptions (Pollay & Dewhirst 2002). Sim-

ilarly, Tennille’s doctor in the second example misrepresented which strategies the evi-

dence base suggested were effective; in the examples featuring Tal and Tennille (5), 

pharmacists’ labels had been placed on the wrong bottles; and in Judy (2), the official 

signs on the postboxes had been switched. All of these acts of commission or omission 

inhibited agents’ capacities to reflect in ways conducive to the formation of accurate 

empirical beliefs. 

It might be pointed out that in Tennille (7), the stranger also engages in contorting the 

evidence by lying to Tennille. However, in the context of this example, it seems reason-

able that Tennille is expected to undertake further evidence-gathering activities to verify 

the stranger’s assertions. Whilst it might still be morally wrong for the stranger to lie to 

Tennille (as Shiffrin 2014 argues), in this case this wrong doesn’t extinguish or override 

the legitimate expectations we have of Tennille in this context to resist forming inaccu-

rate empirical beliefs, and to improve her own epistemic situation. Moreover, Tennille 

had a good opportunity to do so by keeping her appointment with her doctor, rather 

than going home.  

Finally, that a person’s epistemic environment was overwhelmed in some way also seemed 

to contribute to the question of whether they formed beliefs voluntarily. The sheer vol-

ume and frequency of messages can sometimes compromise a person’s ability to exercise 

their reflective capacities and update their beliefs and credences appropriately. There is 

some evidence, for example, that we tend to believe that those propositions that are 

more familiar to us are more likely to be true (Schwarz et al. 2007). In example 1, Ten-

nille’s socio-epistemic environment was likely inundated with frequent misleading mes-

sages from the tobacco industry; the 1950s-1970s was the ‘golden age’ of tobacco adver-

tising before states started to regulate the industry’s speech in any serious way. In 1964, 

the same year that the U.S. Surgeon General published a report directly linking smoking 
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to cancer, tobacco companies were spending $250 million per year on advertising 

(Whiteside 1971). It’s also possible for information to be presented in a way that triggers 

the activation of motivated reasoning and cognitive shortcuts, which although can some-

times be an adaptive feature of our cognition, can in other circumstances be maladaptive 

and lead people to under- or over-estimate pertinent facts. Such mental phenomena are 

vulnerable to exploitation.      

The following conditions are therefore, I suggest, jointly sufficient criteria for a person 

having a ‘fair opportunity’ to form accurate empirical beliefs, and hence for their em-

pirical beliefs to be considered to have been formed voluntarily:  

 

Jointly sufficient conditions for the formation of voluntary factual beliefs: 

(1) In light of what is known at the time, or what one legitimately expects to be 

known, adequate evidence is available within the public knowledge system, and 

a person has effective access to this evidence. 

(2) The body of putative evidence a person has access to is generally presented with 

integrity; there are no significant misrepresentations or misleading uses of evi-

dence within important parts of the public knowledge system. 

(3) A person is able to deploy their reflective capacities.  

 
 

If, and to the degree that, one or more of these criteria are not met, a false or inaccurate 

factual belief formed under such conditions can be considered to have been formed 

non-voluntarily, as the person did not have an acceptable alternative to forming an in-

accurate or false empirical belief. And as mentioned, non-voluntarily formed (forced) 

false or inaccurate empirical beliefs are the sorts of things that can affect a person’s 

downstream autonomy, where and to the extent that those subsequent deliberations, 

choices, and actions are causally connected to the false or inaccurate belief.    

These conditions obviously have a significant degree of ambiguity and are open to in-

terpretation. This is intentional; whether or not the criteria are judged to be fulfilled in 

a given circumstance is an evaluation that is context dependent and that will need to be 
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made on a case-by-case basis. What counts as a person having ‘effective access’ to the 

evidence, for example, will depend on how technical the question at hand is, as well as 

various facts about that particular ‘potential knower’, such as the professional or social 

capacity in which they are seeking that information, as well as perhaps their educational 

background and other demographic factors. What we’re entitled to legitimately expect 

another person to know/have known should vary with variations in such factors. It of-

ten won’t be fair to apply the same standards of 'effective access’ to a medical doctor 

operating in their capacity as a doctor with that of a patient: we would generally have 

higher expectations of the lengths we expect doctors qua doctors to go to know about 

medical topics compared with their patients. Similarly, it’s plausible that it would be 

unfair, in many circumstances, to hold a single mother whose highest qualification is a 

high-school certificate to the same expectations of independent research as, for example, 

a highly educated professional who also has much more time available to do conduct 

the sort of research needed to form true/accurate beliefs, and resist forming false/inac-

curate beliefs.  

The second criterion requires us to make a judgement about what counts as the 'im-

portant’ part/s of the public knowledge system for any given question. This is to protect 

against the possibility of any instance of misinformation from any source coming to be 

necessarily autonomy-compromising. It can’t be the case that anyone’s omissions or mis-

informing speech necessarily compromises another person’s autonomy, as there are do-

mains over which others have legitimate expectations of us to resist forming false and 

inaccurate beliefs despite being the recipient of false, inaccurate or misleading infor-

mation from others. This is particularly so when our interlocutors or the persons we are 

listening to are our epistemic peers, when they are speaking qua citizen rather than in a 

professional capacity, and when speech occurs within more private spaces.25 The bounds 

of this domain are also context sensitive. This explains why we can consider Tennille 

(7) to have still had a fair opportunity to form accurate empirical beliefs despite the 

stranger lying to her. The ‘important parts’ of the public knowledge system in this ex-

ample were essentially Tennille’s doctor’s consultation room, and the parts of the public 

                                                
25 Importantly, this also provides for free speech protections. 
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knowledge system Tennille’s doctor relied on to provide Tennille with accurate infor-

mation (e.g. information from the pharmaceutical company, professional guidelines, 

peer reviewed articles, etc.). As there was not, in this case, any significant misrepresen-

tations or misleading uses of evidence within these parts of the public knowledge system, 

this criterion was met on this occasion.    

At this stage, the third criterion is a bit of a ‘catch all’ and admittedly doesn't seem 

satisfactory, even for a condition at this level of abstraction. It aims to capture the fact 

that rather than the evidential inputs into a person’s reflective processes being inade-

quate or distorted, external forces can work to disrupt or hijack a person’s actual cognitive 

capacities. For instance, in the example where Peter is playing pool, conditions one and 

two were fulfilled because there was enough evidence available for Peter to make the 

right calculations to pocket the ball, and this evidence has not been contorted by any-

thing that would misrepresent this evidence (e.g. mirrors had not been sneakily placed 

on the table in such a way as to optically misrepresent the angle between the ball and 

the pocket). However, if, as Peter was reflectively making calculations and lining up his 

shot, his opponent was firing darts past his head to distract him, this would have unfairly 

compromised Peter’s very capacity to reflectively make accurate calculations. Under 

such conditions Peter would not have had a fair opportunity to form accurate empirical 

beliefs. 

 

2.4. Application of Criteria 

Does the application of my framework to the examples presented within this chapter 

provide a good explanation for the conclusions we reached about the agent’s autonomy 

status in those examples? In what follows I explain the results of applying my framework 

to the key examples I drew on from other authors within this chapter. 

 

2.4.1. Cake/Dogfood (in Killmister 2013) 
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In Killmister’s example (p. 34), the first criterion would have been met because there 

was adequate evidence available to the agent that would have confirmed, beyond rea-

sonable doubt, that what she was about to eat was dog food rather than cake. The second 

criterion would have been met because the evidence had not been distorted; e.g. the 

dog food was not misleading labelled ‘cake’. And unless she was suffering from some-

thing like somnambulism24 at the time, the third criterion would have held too. Thus, 

contra Killmister, the person in her example, at least as the example is presented, should 

be considered to have autonomously, albeit irrationally, consumed dog food. They had 

adequate opportunity to form true/accurate beliefs, and as such they formed their false 

beliefs voluntarily. Because their false beliefs were formed voluntarily, they were auton-

omous over the episode.    

 

2.4.2. Tal (in McKenna 2005) 

In McKenna’s example (p. 30), the first criterion would not have been fulfilled because 

Tal did not have access to adequate evidence within an important part of his infor-

mation system. It was reasonable for Tal to believe, given the existence of an authorita-

tive pharmacist’s label on the outside of the bottle the medication was in, that the bottle 

contained the substance it reported to. In addition, there was no higher-order evidence 

that indicated that the pharmacy label was erroneous or untrustworthy. It would have 

been illegitimate for us to expect Tal to have gone to any further lengths to form true 

beliefs about what was in bottle under the circumstances. Therefore, because Tal did 

not form his false belief about the bottle’s contents voluntarily, it’s appropriate for us 

to individuate the relevant actions act individuation was appropriate, and contra 

McKenna, we can say that Tal did not autonomously give the ‘bad stuff’ to Daphne.    

Our conclusions, however, might be different if the bottle was not actually labelled with 

an official label from a pharmacist. If Tal had found Daphne unconscious and he had 

formed false beliefs about what was in an unmarked bottle (as well as what Daphne was 

in need of), our conclusion about the voluntariness of his beliefs — and consequently, 

                                                
24 This is the formal name for a behaviour disorder that originates during deep sleep and results in people 

performing other complex behaviours unconsciously while asleep. 
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his autonomy over the episode — may have been different. It would depend on the spe-

cifics of the evidence available to Tal at the time, and what beliefs would have been 

reasonable for Tal to have formed in response to the evidence base in that particular 

context.    

 

2.4.3. King George (in Mele 1995/2001) 

Was there adequate evidence available to King George within his knowledge system 

about the best means to his ends, and if so, did he have reasonable access to this evi-

dence? Without more information, it’s hard to make a definitive judgment. Even if 

there was adequate evidence available, whether or not George in fact had ‘effective ac-

cess’ to this evidence depends on why it was that George, according to Mele, only had 

access to the state of his kingdom was through his advisors. For example, why couldn’t 

George have visited villages in his kingdom and seen for himself that various policies 

were not working, and that poverty was getting worse? It’s likely that touring his com-

munity and talking to others outside his circle of advisors probably would have quickly 

revealed his advisor’s deception too.  

But for the sake of the argument, let’s assume that George was bedridden with an infec-

tious disease that meant that only a few people (his advisors) could visit him. Further-

more, let’s also assume that the advisors were very clever at covering their tracks so that 

there was no higher-order evidence available to George that would have cast doubt on 

their trustworthiness. If these were the circumstances, then we probably would conclude 

that his false beliefs were non-voluntary, and that his autonomy was compromised by 

the misinformation his advisors transmitted to him. However, as George is a state 

leader, we would have legitimately had very high expectations of him to know various 

things and to resist forming false/inaccurate beliefs. Moreover, someone in his position 

generally has access to many resources to fulfil these expectations. Therefore, we would 

probably only conclude that George was non-autonomous if his circumstances were as 

extreme as those I’ve painted here. 
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2.5. Implications for Voluntariness and Responsibility Debates 

Before I conclude, I also want to briefly comment on the implications of my positive 

account for debates within political philosophy related to voluntariness and responsibil-

ity.  

As I mentioned, an objection raised in response to Olsaretti’s account of voluntariness 

is that it exempts from responsibility those who act on the basis of false beliefs they hold 

as a result of negligence or obtuseness. Here’s Colburn’s description of this objection: 

It might be objected that if (unlike Hilda) one is responsible for being ignorant of ac-

ceptable alternatives, one is responsible for actions performed in that ignorance. I disa-

gree: if an agent acts on the sincere (but mistaken) belief that she has no acceptable 

alternatives, then at the time she makes that choice it makes no difference to either her 

voluntariness or responsibility whether she could at an earlier time have become better 

informed. We might hold her culpable for that earlier omission, but that is a separate 

appraisal. (2008: 103, fn 6). 

In response to this objection, Olsaretti, like Colburn, opts to bite the bullet. She says:  

Like Colburn, I think that we should bite the bullet here. If someone genuinely holds 

false beliefs about what options are available, and acts as she does in order to escape 

those options, then this has some normative significance, and she is not responsible for 

all the consequences she may be held responsible for had her choice been voluntary. 

(2008: 113, fn 3).    

I think biting this particular bullet is an unattractive move. An account that has impli-

cations for ascriptions of voluntariness and responsibility that does not take into ac-

count the etiology of our beliefs about our actions is inadequately sensitive to the com-

plex division of epistemic labour in our societies — and the interlinked epistemic stand-

ards, norms, and duties associated with that labour — that are crucial to peoples’ very 

abilities to identify, understand and discharge their responsibilities as moral agents. Bit-

ing the bullet is therefore likely to result in erroneous ascriptions of substantive respon-

sibility. Such errors can in turn lead to the wrong people within a network being blamed, 

punished, forced to compensate others or change their behaviour, etc. This would be 

unjust. We cannot justly hold someone substantively responsible if, and to the degree 
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that, their actions were due to false/inaccurate beliefs formed because someone else 

failed to discharge their epistemic duties to that person. Scanlon (1999: 258) argues that 

we cannot justly hold someone substantively responsible until we have ‘done enough’ 

by placing her in a situation in which she can make a choice that is not forced. Similarly, 

we cannot justly hold someone substantively responsible until we have ‘done enough’ 

by ensuring her socio-epistemic environment is such that her empirical beliefs are vol-

untary as I have characterised it. Moreover, leaving the underlying issues unaddressed 

by targeting the wrong actors may even encourage the flouting of epistemic responsibil-

ities within our information systems and facilitate their corruption and decay.       

As an illustration of how Olsaretti’s and Colburn’s account would lead to the wrong 

ascriptions of substantive responsibility, and how my framework would improve these 

assessments and practices, I’ll use an example that Colburn (2008) and Olsaretti (2008) 

both refer to. In this example, an armed robber holds up a bank demanding all the 

money in the safe. Despite appearances, the robber’s gun is actually not loaded, and so 

no one is actually at risk of being shot. But the bank staff have no way of knowing this. 

Fearing that she or others will be harmed if she does not follow his demands, the man-

ager opens the safe and hands over the money. Both Colburn and Olsaretti conclude 

that she did so non-voluntarily as even though the gun was not actually loaded, she acted 

as she did because she believed it to be, and hence because she believed she had no 

other acceptable alternative other than the choices and actions she carried out. How-

ever, what’s actually critical here is that, given the circumstances, it was reasonable for 

her to have formed this false belief. In this scenario, she did not have a fair opportunity 

to form accurate/true beliefs: she was confronted by an aggressive man holding what 

any sane person would have perceived to be an authentic, loaded weapon.  

However, if instead she was confronted by a child demanding that she open the safe 

with a gun that was obviously a water pistol, we would have concluded that it would 

have been unreasonable for her to form the false belief that the gun he held was loaded 

with lead bullets, and that lives were at risk. If she had opened the safe and offered up 

the money to the child on the basis of these false beliefs, we would have concluded that 
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she opened the safe and gave away the money voluntarily (and by extension, autono-

mously), as it would not have been reasonable for her to have formed this false belief 

under these circumstances.  

Therefore, what I have shown is why Olsaretti and Colburn need not, and should not, 

bite this bullet. My account of when empirical beliefs count as having been formed 

(non)voluntarily complements Olsaretti’s account of voluntariness for choices and ac-

tions. Using my criteria to determine the voluntariness of false beliefs, and of the sub-

sequent choices and actions related to these beliefs, closes a key gap in Olsaretti's frame-

work. It will enable those users of it to more reliably determine when the agent’s respon-

sibility for their choices and actions is and is not preserved. This is important because 

it is not appropriate to attribute moral responsibility to someone for their choices and 

actions where those choices and actions are the product of false/inaccurate beliefs they 

hold by virtue of reasonable deference to others. It will also help us to identify where 

responsibility ought to be placed, which will in turn improve the operation of our public 

knowledge systems. 

    

Conclusion 

In this chapter I defended the position that false beliefs are among those things that can 

undermine a person’s autonomy. I provided an overview of two broad ways false beliefs 

can do so: by undermining a person’s control over their choice of values, and by under-

mining their control over whether or not their actions realise their values. But because 

not all false beliefs are autonomy compromising, I then provided a framework to explain 

which false beliefs compromise personal autonomy. I argued that false beliefs are auton-

omy compromising when they are formed non-voluntarily. The (non)voluntary status of 

the etiology of false beliefs depends on whether a person possessed a fair opportunity to 

form accurate/true empirical beliefs, or to resist forming inaccurate/false empirical be-

liefs. I proposed a set of jointly sufficient conditions to identify these circumstances. A 

person has a fair opportunity to form true/accurate empirical beliefs (i.e. their empirical 

beliefs can be considered to have been voluntarily formed) if the following conditions 

all hold: (1) Given what is known at the time, or what one can reasonably expect to be 
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known, adequate evidence is available within the public knowledge system, and a person 

has effective access to this evidence; (2) The body of putative evidence a person has 

access to is generally presented with integrity; there are no significant misrepresentations 

or misleading uses of evidence within important parts of the public knowledge system; 

(3) A person’s reflective capacities are not otherwise unreasonably interfered with from 

without.     

Applying my criteria to the examples authors have used within the literature to date led 

to some interesting results: contra Killmister (2013) my account suggests that the person 

who eats dogfood rather than cake in her example was in fact autonomous; against 

McKenna (2005), Tal did not autonomously give ‘the bad stuff’ to Daphne; and the 

autonomy status of Mele’s (1995) King George is unclear. My framework also demon-

strates that Colburn and Olsaretti need not bite the bullet — false beliefs that are the 

product of carelessness and obtuseness can, in some circumstances, be voluntarily 

formed; hence, we are able to hold those people responsible for their choices and actions 

that are tied to such false beliefs.          

As the integrity of our personal autonomy is not solely an individual enterprise, and 

significantly turns on those relationships one is legitimately dependent on to acquire 

certain types of information, respect for the autonomy of others demands that certain 

actors within knowledge and information systems meet their practice-based, and general 

moral, obligations to provide others with certain types of information and to refrain 

from transmitting misinformation. When these actors fail in their epistemic responsi-

bilities, one important way people are wronged is in virtue of the potential of such acts 

and omissions to undermine their personal autonomy. 
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CHAPTER THREE: 
PRE-EMPTIVE SILENCING 

 

Introduction  

Chapter three argued that, under some circumstances, an individual’s personal auton-

omy can be compromised when they are misinformed by others. In this chapter I explore 

what implications (if any) misinformation-induced losses of autonomy can have, in turn, 

for these misinformed persons’ freedoms of speech.  

It’s often said that dissent over empirical claims, even that which misrepresents others’ 

testimonies or that is unsubstantiated, deserves special protection simply because it is 

speech. Therefore, no matter what we think of its content, we must afford it the protec-

tions that we extend to almost all speech. In their book The Fight Against Doubt, de Melo-

Martin and Intemann (2018: 75) say that:  

Prohibiting normatively inappropriate dissent could prevent or assuage public confu-

sion, lack of support for needed policies, wasted resources, and unwarranted conserva-

tism in scientific results. Nonetheless, in democratic societies this strategy is implausi-

ble. It clearly conflicts with democratic principles of free speech and expression. 

My aim in this chapter is to examine the prevailing assumption embedded in this and 

other assertions like it: that the value of freedom of speech itself is necessarily only, or 

best, served via a thoroughgoing toleration of all forms of dissent about science in all 

parts of the public knowledge system. 

Since the late 1980s/early 1990s, feminist free speech theorists have argued that some 

people’s speech can silence others in a way that violates their rights to freedom of 

speech.26 If these arguments are sound, then the very same free speech reasons for pro-

tecting some category of speech also provide a reason to restrict it, and hence we are left 

with a conflict of the same rights. Decisions must then be made about whose rights are 

                                                
26 I take the ‘silencing argument’ to have been first articulated by Catherine MacKinnon (1987, 1993), 

and since then to have been translated and extended by the likes of Rae Langton, Jennifer Hornsby, 
Caroline West, Mary-Kate McGowan, and Ishani Maitra (among others).  
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weightier. The free speech arguments of feminist philosophers and legal scholars have 

thus met traditional liberals and libertarians on their own sacred ground. ‘Silencing’ 

arguments have therefore been controversial and generated considerable attention 

within contemporary free speech scholarship over the past three decades.27  

I endorse Lorna Finlayson’s (2014) assertion that the silencing argument contains an 

indispensable insight, and more profound potential, than its defenders or its challengers 

have so far appreciated. Whilst most of the scholarship on silencing has been written in 

the context of issues like pornography and hate speech, I will here develop a new kind 

of silencing argument and apply it — perhaps somewhat surprisingly — to social relation-

ships that have been outside its purview to date: the relationships between scientific 

experts, intermediaries who communicate science, and the public. Silencing, I contend, 

is a much more widespread phenomenon than is usually acknowledged, and one that 

does not only affect those who are members of marginalised social groups. In particular, 

I think that a type of silencing can occur when the transmission of knowledge, infor-

mation and evidence between scientific experts and non-experts goes awry.      

My key contribution here is to offer an account of a new type of silencing that captures 

and explains the second of the three inter-related non-epistemic wrongs and harms as-

sociated with some dissent about science that I identify in this thesis. I first survey five 

existing accounts of silencing in the philosophical literature (4.1.). I then argue in 4.2. 

that it is unlikely that these five species represent a complete taxonomy of silencing 

phenomena, as all of these accounts share two common background assumptions that 

often do not hold. From there I present my novel conception of silencing, which I call 

‘pre-emptive’ silencing (4.3.). I argue that because pre-emptive silencing is a fairly wide-

spread phenomenon, so are the wrongs and harms it constitutes. As I contend in section 

4.4., there are compelling reasons for viewing existing accounts of silencing as free 

speech violations. Building off these arguments I will argue that certain instances of pre-

emptive silencing should also be regarded as being in violation of peoples’ free speech 

rights. Although this will not be not sufficient to show that any particular instance of pre-

emptive silencing is a free speech violation, I show that this type of silencing is both 

                                                
27 This prominence makes its current neglect within debates in philosophy of science over dissent all the 

more surprising. 
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philosophically interesting and warrants concern and further attention. In section 4.5. 

I address two key objections: that pre-emptive silencing is ubiquitous, and therefore an 

empty concept, and that pre-emptive silencing represents a ‘slippery slope’. My response 

to these objections clarifies the bounds of morally and politically problematic pre-emp-

tive silencing.    

 

3.1. Two Fundamental Types of Silencing 

Although several different species of silencing have been identified within the literature 

to date, they can be organised into two fundamental kinds of silencing: direct silencing, 

and indirect silencing.  

 

3.1.1. Direct Silencing 

A locutionary act is the production of words, phrases, or sentences. Cases of direct si-

lencing are those in which no locutionary acts are performed at all. Common cases of 

direct silencing are often associated with speech that orders or threatens (Langton 

1993). Sometimes a person orders silence when performing a particular social or pro-

fessional role, e.g. the judge who demands ‘Silence in the court;’ the tennis umpire who 

calls ‘Quiet, please;’ the exam moderator who requests that people in the corridor ‘Stop 

talking;’ and so on. Such speech acts bring about silence in virtue of the authority 

and/or power of the speaker within the relevant domain.  

There can also be speech, or expression, that silences because it has been vested with 

authority or power to elicit a silent response. When I lived in Bangkok, if I happened 

to be in a public place at 8 a.m. or 6 p.m. I would have to stand still and remain silent 

while the Thai national anthem Phleng Chat (in Thai: เพลงชาต)ิ was broadcast over loud 

speakers. I also had to stand and remain silent whilst the royal anthem Phleng Sanrasoen 

Phra Barami (เพลงสรรเสรญิพระบารม)ี played in cinemas before films. Those who do not 

remain silent in such circumstances face rebuke and social penalties. But they can also 

face more severe penalties too. In 2008, Chotisak Onsoong was formally charged with 
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lèse majesté for failing to stand during the royal anthem at a Bangkok cinema.28 Thai-

land’s lèse-majesté law criminalises speech that defames or insults Thailand’s King, 

Queen, Heir-Apparent or Regent. These laws silence speech by threatening potential 

offenders with imprisonment; people (generally) self-censor and remain silent because 

they (very reasonably) fear the severe consequences.   

 

3.1.2. Indirect Silencing 

In order to ‘do things with words’, certain things must be true of the context in which 

speech acts are uttered. These conditions, or the criteria that must be satisfied for a 

speech act to achieve its purpose, are called felicity conditions (Austin 1955/1962). Indi-

rect silencing occurs when there are objectionable failures of the felicity conditions nec-

essary for certain utterances to constitute speech acts of the kind the speaker desires. 

The distinctions among different types of indirect silencing relate to the different ways 

that felicity conditions can fail. 

Illocutionary Silencing29 

Illocutionary silencing30 was first identified explicitly by Langton (1993) and further de-

veloped by Hornsby and Langton (1998). A speaker who is illocutionarily silenced is 

silenced because, despite her audience hearing every word she utters, she is unable to 

make herself understood. This occurs when the audience fails to correctly recognise the 

speaker’s illocutionary intention, i.e. the speaker’s intention in relation to what sort of 

                                                
28 See ‘Thailand: Moviegoer Faces Prison for Sitting During Anthem’, New York Times, 24 April 2008. 

Charges were not dropped until 2012. Prison sentences are three to fifteen years per count. Thailand’s 

lèse majesté law has been described by some commentators as the ‘world's harshest’ and ‘possibly the 

strictest criminal-defamation law anywhere’. Also see: ‘How powerful people use criminal-defamation laws 

to silence their critics’, The Economist, 13 July 2017. 

29 Maitra (2009) engages with Langton’s and Hornsby’s accounts of illocutionary silencing and argues 

that their account ought to be replaced with her own account of silencing as ‘communicative disable-

ment’. I don’t summarise Maitra’s account here due to space. 
30 According to Austin (1955/1962), illocutionary acts are those that a speaker performs merely in virtue 

of uttering the right words in the right contexts. In such contexts, the utterance constitutes the act in 

question e.g. marrying. 
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speech act they are performing. This uptake failure occurs, for example, if Georgina says 

‘No,’ intending to refuse a sexual advance, and Michael fails to recognise her intention 

to refuse. Under such circumstances Georgina fails to communicate her refusal to Mi-

chael. Langton and Hornsby hold that pornography can silence women in this way be-

cause it can work to prevent women from achieving the effects they want to achieve in 

speaking (i.e. to successfully refuse a sexual advance); they contend that because pornog-

raphy is subordination, it can cause men to hear a woman’s ‘no’ as ‘yes’.31  

It’s important to note that Hornsby and Langton do not think that every occurrence of 

an uptake failure constitutes a type of silencing; only those that are brought about sys-

tematically. A systematic disablement is one that occurs robustly across a diverse range 

of contexts, and that is difficult to overcome when it does occur (Maitra 2009).32 For 

example, imagine that Fede is driving, and Sally is navigating. Sally tries to direct Fede 

to turn left, but he fails to recognise her intention to direct him because he is distracted 

by a person on a bike ahead who he thinks is his daughter. In this case, the addressee 

(Fede) fails to recognise the speaker’s (Sally’s) illocutionary intention (to direct), so there 

is a failure of uptake. But despite this, it is not a case of illocutionary silencing because 

the uptake failure in question does not occur as a result of systemic social dynamics. In 

this case, Fede’s failure to recognise Sally’s intention was an irregular fact about the 

situation. Under similar circumstances (i.e. when other men are driving and Sally is a 

passenger), it’s very unlikely that others (and in particular, other men) would fail to 

recognise Sally’s intentions. Thus, systemic features of society did not influence Fede’s 

recognition failure.  

However, in societies where men regard women as being incapable of navigating, and 

where this belief is very widespread, it’s likely that a man in such a society would not 

regard a woman’s utterance as a directive, just like they would not regard a cat’s meow 

as a directive, either. Because such a failure of uptake in the case of a woman making a 

directive would have been caused by systemic features, such a failure would constitute 

                                                
31 Note that this is not to say that the act they’re trying to perform (refusal) is causally downstream from 

the utterance. The utterance is constitutive of illocutionary acts e.g. a band leader giving an order to 

march is constituted by their speech act, not some effect they bring about after speaking. 
32 See Maitra (2004) for more on this notion of systematicity. 
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illocutionary silencing. Langton, Hornsby and others take the illocutionary speech act 

of pornography (subordination) to do just this, and so in doing, to be able to illocution-

arily silence women.     

Sincerity Silencing 

McGowan (2014) outlines an account of a distinct silencing phenomenon that she calls 

‘sincerity silencing’. This type of silencing also involves a systemic interference with one 

of the necessary felicity conditions of A successfully communicating to B, but this time 

the inference is with the sincerity condition rather than with recognising the speaker’s 

illocutionary intention. McGowan explains that this form of silencing occurs when a 

woman says ‘No,’ sincerely intending to refuse sex but when — although the man recog-

nises her intention to refuse — he mistakenly believes that she is refusing insincerely. In 

this case, the addressee recognises the speaker’s illocutionary intention (to refuse) but 

fails to recognise that the speaker is doing so sincerely. Where the hearer’s failure to 

recognise that the speaker sincerity condition is met is brought about in a systematic 

manner, it constitutes a case of sincerity silencing. It is not a case of illocutionary silenc-

ing, however, since the man recognises the woman’s intention to refuse his advances; 

thus, there is no uptake failure in cases of sincerity silencing. 

Speaker Authority Silencing 

In an earlier article, McGowan (2009) articulates another type of silencing, this time 

one constituted by a systemic interference with the recognition of the speaker authority 

felicity condition. Here, when a woman refuses sex by saying ‘No’, the addressee recog-

nises her sincere intention to refuse the sexual advance, but does not believe she has the 

authority to do so, and hence falsely believes that the attempted refusal fails. When one 

person falsely believes that another person does not have authority over who has sexual 

access to their body, and this false belief has a systemic cause, the communication failure 

counts as a type of silencing. One can imagine that this type of silencing commonly 

occurred in historic societies, and frequently still occurs today in contemporary societies 

that regard sexual intercourse within marriage as a spouse’s right.  

True Feelings Silencing 

More recently, McGowan (2017: 49-50) has outlined a fifth type of silencing that she 

calls ‘true feelings silencing’. This variety of silencing occurs when the addressee fails to 
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recognise that the refusal reflects the speaker’s true feelings. For instance, imagine a case 

in which a woman says ‘No’ and where the addressee recognises this as an authoritative 

and sincere refusal of his sexual overtures. However, in this case he also falsely believes 

that the refusal is not what the woman’s ‘deeper self’ really wants; he mistakenly takes 

her innermost or ‘truest’ desire to be to have sex with him, and proceeds to rape her. 

McGowan says that if, like the three immediately prior types of silencing, this false belief 

is brought about systemically, then another type of silencing has been committed.   

 

3.2. A Complete Taxonomy of Silencing? 

Rather than critiquing or defending any or all of these accounts of silencing, my interest 

is instead whether these types of silencing — assuming they are all sound — together 

represent an exhaustive account of the ways we can be silenced.  

One reason to suspect that they do not constitute a complete taxonomy of silencing is 

that the two fundamental types of silencing both share two background assumptions 

that don’t actually hold in many circumstances. The first of these assumptions is that 

people already have the communicative resources they need to outwardly express the 

content of their mind. All of the accounts of silencing we’ve encountered so far assume 

that silencing occurs either when, and because, people are blocked from being able to 

put these resources to work (as in cases of ‘direct silencing’), or that after deploying these 

resources, communication fails due to a mistake on behalf of the listener (as in all four 

varieties of indirect silencing). However, people can also lack the resources they need to 

communicate their thoughts and feelings to others.  

In Kristen Roupenian’s viral short story, Cat Person, we meet a 20-year-old college stu-

dent, Margot, who has just started dating a much older Robert.33 At the end of a date, 

Margot suggests that they drive to Robert’s house. As she watches him undress, she 

realises that she is not interested in sleeping with him. However, she doesn’t believe she 

possesses the communicative resources needed to halt the unfolding chain of events: 

                                                
33 Published in The New Yorker, 11 December 2017.  
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[T]he thought of what it would take to stop what she had set in motion was overwhelm-

ing; it would require an amount of tact and gentleness that she felt was impossible to 

summon. It wasn’t that she was scared he would try to force her to do something against 

her will but that insisting that they stop now, after everything she’d done to push this 

forward, would make her seem spoiled and capricious, as if she’d ordered something at 

a restaurant and then, once the food arrived, had changed her mind and sent it back. 

However, moments later, Margot seems to change her mind: the thought passes through 

her head that she may be able to derive some enjoyment from the experience after all. 

However, her train of thought reverses again after Robert’s hastiness is physically painful 

for her. She flinches, and Robert apologises and promises to slow down. Margot doubts 

the promise is sincere, but, once again, she feels a lack of communicative resources to 

convey the content of her mind: 

Yeah, right, she thought, and then he was on top of her again, kissing her and weighing 

her down, and she knew that her last chance of enjoying this encounter had disap-

peared, but that she would carry through with it until it was over. 

Margot ends up tolerating Robert as he single-mindedly throws ‘her around as if they 

were in a porno’ and makes her feel like a rubber doll that was a ‘prop for a movie that 

was playing inside his head’. 

Margot and Robert’s sexual encounter seems to be technically consensual.34 But Margot 

still considers it to be ‘the worst life decision’ she’s ever made. However, if it was con-

sensual, what (if anything) can we say was problematic and objectionable about it? In a 

recent article in Ethics, Rebecca Kukla says that ‘Consent, including completely autono-

mous, unmanipulated consent, is never going to be sufficient to make sex go well  —  we 

can consent to all sorts of lousy sex, including demeaning, boring, alienated, unpleas-

antly painful or otherwise harmful sex’ (2018: 3). The interesting question is why do 

                                                
34 Whether or not it in fact was even consensual may also be debated. It might be possible that even if 

Margot took herself to have consented, she had not. The reason for this is that consent presupposes 

authority over the thing we’re consenting to, and plausibly there are kinds of treatment that we just can’t 

give effective consent to (e.g. seriously debasing treatment). The debate would then shift to whether this 

sexual encounter in fact met the criteria for that sort of treatment. I put such issues to the side here and 

assume that this encounter did not raise any issues for consent. Thank you to Lachlan Umbers for raising 

this issue. 
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people consent to be treated that way? Of course, there are all sorts of explanations. 

However, given that much of what went wrong in Cat Person involved communication 

issues, it’s possible that silencing phenomena are at least sometimes part of the explana-

tion. But if we reflect on Cat Person, it doesn’t seem like any of the five types of silencing 

on the table so far occurred. Margot did speak, and Robert did seem to understand what 

Margot outwardly communicated. What Margot seemed to lack were the sorts of com-

municative resources that would have helped her to outwardly express what was actually 

running through her mind and what were her preferences in fact were. And it’s possible 

that the reason why Margot lacked these communicative capabilities has something to 

do with systemic patriarchal forces acting upon her, and whose power Robert did little 

to dissolve. So a new account of silencing might be in order if we want to capture these 

features and dynamics.  

Although I think that this would be a worthwhile project, I won’t be pursuing it here. I 

am more interested in probing the more radical implications of a second background 

assumption in existing accounts of silencing (and that an account of silencing based on 

Margot’s lack of communicative resources to speak her mind, as sketched above, would 

also likely share). That assumption is that we already have thoughts in our heads that 

are sufficiently well-formed and meaningfully our own that we wish to communicate. 

But it doesn’t seem like this is always or even generally the case: another prominent, but 

distinct, feature of Cat Person was the way that at various points in the story Margot 

seemed unable to identify what her thoughts, feelings, and desires actually were, or even 

whether she had any that could be counted as such at particular points. For much of 

the story she was confused as to what she thought, felt or wanted.         

Each type of silencing outlined so far takes the person to be silenced either at the point 

at which their expression, or the effect of their expression, is frustrated in some way; 

thus, each account assumes that the thoughts a person wants to express, or does express, 

are already present in their minds; that they are sufficiently complete; and that they have 

been formed ‘freely’ or voluntarily and can therefore be considered their own, in a 

meaningful sense. For instance, in the direct silencing example that references Thai-

land’s lèse-majesté laws, it’s assumed that individuals in Thai society generally actually 

have thoughts like ‘I think the King acted immorally’ or ‘I think Thailand should be a 
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Republic,’ and that the main issue is that they cannot outwardly express these beliefs 

due to their reasonable fear of imprisonment. However, it seems likely, given the severe 

criminal penalties, together with the presence of a well-oiled royalist propaganda ma-

chine which ensures that every nook and cranny of Thai society is saturated with royalist 

imagery,35 that such thoughts never enter into the minds of many Thai people in the 

first place. At least in one sense, I think these cases are even more concerning than those 

in which people do in fact entertain and hold such thoughts, but do not possess the 

freedom of speech required to outwardly express them, i.e. situations in which people 

retain their freedom of thought.  

Similarly, the focus of the other four types of silencing is on people being prevented 

from doing what they intended to do with their words. It’s not that they don’t outwardly 

express pre-existing thoughts that are their own, because they of course do in all of these 

examples. All of the women actually had the thought ‘I do not want to have sex with 

this man,’ and did in fact express this thought by saying ‘No’ or ‘Stop.’ Margot also had 

these thoughts, but was unable to express them. Yet within patriarchal societies, is it 

reasonable to assume that women generally already have such thoughts? Surely a defin-

ing feature of patriarchy’s success — or that of any other oppressive ideology — is that 

there will be (perhaps many) women who never even have such thoughts, possibly because 

they’ve been conditioned to think that making men comfortable is the most important 

thing, and who subsequently always say ‘Yes.’36 When these women consent to sex, 

                                                
35 After the military takeover of May 2014 the propaganda-peddling apparently worsened. As The New 

York Times reported in 2015, coup leader General Prayuth Chan spent $US 540 million on a promotional 

campaign with the moniker ‘Worship, protect and uphold the monarchy’: ‘The campaign includes tele-

vision commercials, seminars in schools and prisons, singing contests and competitions to write novels 

and make short films praising the king.’ 
36 The phenomenon I’m trying to highlight here has an affinity to the literature in analytic philosophy 

on adaptive preferences (e.g. see Nussbaum 2001, and improvements to Nussbaum’s account by Begon 

2015). But even more importantly, the concept of pre-emptive silencing that I develop in the next section 

has obvious links to theorising within both feminist and black radical thought about the mechanisms of 

oppression, the place of propaganda in these mechanisms, and the way that oppressed persons can come 

to internalise and perform their oppressors’ messages about them. In feminist thought, see e.g. legal 

scholar MacKinnon (1989, 1993) and philosopher Clare Chambers (2007). Prominent examples from 

black radical thought are Frantz Fanon (1952) and the South African apartheid activist Fanon’s writings 

inspired, Steve Biko (2002 [1978]). Notably, Crasnow and Waugh argue that feminist philosophers have 
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should we be unconcerned? Should we simply conceive of their speech as an accurate 

reflection the contents of a freely operating mind of her own? 

What seems to have been neglected in extant accounts of silencing are precisely these 

kinds of cases: those involving people who lack the sorts of thoughts we might expect it 

would be reasonable to have under the circumstances, and who by virtue of this say ‘Yes’ 

when it would be reasonable for them to say ‘No.’ What seems to have been neglected 

to date in the silencing literature — which takes for granted the prior existence of volun-

tary, sufficiently formed thoughts, and assumes that agents’ freedom of thought is intact 

— is the very relationship between our freedom of thought and our freedom of speech. In 

what remains of this chapter I argue that when certain conditions hold within our ex-

ternal socio-epistemic environments, we can be ‘pre-emptively silenced’, and silenced in 

a way that impinges on our free speech rights.     

 

3.3. Pre-Emptive Silencing 

As I shall now argue, another type of silencing occurs when people’s freedom of thought 

has already been or is, in the course of a social interaction, compromised by the speech 

of other agents. As I argued in chapter three, when we examine the etiology of mental 

content, it’s sometimes the case that the features of a person’s prevailing socio-epistemic 

environment mean that some of their beliefs cannot be considered to have been formed 

voluntarily. If we were able to compare the worlds that manifests under these conditions 

with a world in which people’s mental content was formed voluntarily, it’s plausible that 

we would then observe different states of affairs regarding: (i) who does and does not speak 

in relation to some topic; (ii) what people actually say when they do speak; and (iii) what 

                                                
paid insufficient attention to popular culture. The say popular culture is the ‘primary vehicle for present-

ing and reinforcing social roles and stereotypes of women that follow from, lead to, or perpetuate dis-

crimination on the basis of sex or gender’ (Crasnow and Waugh 2013: 1). Similar arguments have long 

been made by black feminist scholars. E.g. bell hooks (1992: 5), argues that the way blackness itself is 

seen, and how black women are treated, are determined by people’s reaction to popular representations 

of black women in the media. In a similar vein, Shawna Hudson argues that black stereotypes ‘reflect and 

distort both the ways in which black women view themselves’ and ‘the ways in which they are viewed by 

others’ (1998: 249).     
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people actually do with their words. Of course, the degree of (dis)similarity between these 

different worlds in relation to each of these features will vary depending on which beliefs 

within a person’s web of beliefs have been formed non-voluntarily. But I want to say 

that under certain circumstances, this can produce another kind of silencing that I call 

pre-emptive silencing because — whether intended or not — the conditions that result in 

a person forming beliefs non-voluntarily simultaneously serve to curtail the potential 

scope of a person’s future speech, and subsequently, what they are able to do with their 

words.         

It will help to present some examples of the phenomenon I have in mind.  

 

3.3.1. Intimate Trust Relations 

I’ll start with another fictional example, this time from the British film Sliding Doors 

(1998). The film begins with Helen, the protagonist, being fired from her job in Lon-

don. She leaves the office and goes to take the Tube home. At the station, her life — and 

the film — splits into two parallel worlds. In one of these worlds she manages to catch 

the Tube and she arrives home early. In the other, she narrowly misses the Tube, the 

next train is then delayed, and a subsequent chain of events means that she arrives home 

much later by cab. The following are the parallel conversations we observe within the 

two worlds when she first arrives home (note that it’s probably best to read the first 

column, and then the second):2 

 

  

                                                
2 The text that follows has been paraphrased from the original screenplay by Peter Howitt (1998). 
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SCENARIO ONE  

HELEN CATCHES THE TUBE 

SCENARIO TWO  

HELEN MISSES THE TUBE 

 

Setting: Helen enters the apartment. She is 

about to call out Gerry, her boyfriend, when 

she notices the towel on the floor and a dis-

carded coat. She can hear Elton John playing 

in the bedroom. She walks towards the bed-

room and opens the door. In the bed is her boy-

friend with another woman. 

 

Setting: Helen enters the apartment. Gerry is in 

the shower. His ex-girlfriend left moments ago. 

Helen: ‘I didn’t think you liked Elton 

John.’ 

Helen: ‘Hello... Gerry?’ 

Gerry: ‘I do sometimes.’ Gerry: ‘Helen, is that you?’ 

Helen: ‘Yeah? Just shows, you never really 

know people, do you? Well, I’ve had a 

dreadful day. I got sacked. And so did 

you, it would seem. Cup of tea?’ 

Helen: ‘Have you just got up, you lazy git?’ 
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The other woman (Gerry’s ex-girlfriend) leaves. 

Helen turns and walks out of the bedroom leav-

ing Gerry staring, speechless. Suddenly she 

turns and comes back through the door and 

launches herself on him screaming and punch-

ing. 

Gerry: ‘Yeah... I er... I didn’t sleep that 

well, you know er... then I went into a 

deep... really, er, deep, deep sleep when 

you left for some er... you know...I think I 

might be coming down with er...anyway 

what are you doing home at... Oh my God, 

what happened to you?’ 

Gerry turns radio off. 

‘Can’t stand Elton John, you know that. 

What happened? What happened to your 

head?’ 

Helen: ‘You bastard. You useless shagging 

bastard... I am working all the hours un-

der the sun to support you while you sup-

posedly write your first novel and I come 

home and catch you in Lady Shagging Go-

diva.’ 

Helen: ‘Well, I got sacked first, and 

mugged later.’ [Helen begins to crumble with 

the shock of it all]. 

Gerry: ‘Helen, try not to over-react.’ Gerry: ‘Wait wait — whoah, whoah, slow 

down — stop, wait a sec, wait a sec. OK. 

Come here. Just... [He puts his arm around 

her and takes her to the bed and sits her down, 

comforting her]. ‘That’s it. Now then, just re-

lax - take a deep breath. OK, just... Take it 

easy, you’ve obviously had a bit of a 

shock... You’re in shock, sweetheart. Now 

then... there we are.’ 
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Helen: ‘I should try-not-to-over-react?! 

Like I don’t have a point? Is that what 

you’re saying? Is it? I have a  point, Gerry! 

Believe me — I have a very big point. How 

long, huh? Do you love her? No, don’t tell 

me. I’m not interested — No, do tell me. I 

am interested. Hmm? Question’s too dif-

ficult? I’m only asking because I need to 

know exactly how big a mug I am. Hmm?’ 

Helen: ‘I waited for hours in casualty and 

I had to give a statement and all that and I 

couldn’t help thinking if I’d have just 

caught that bloody train it would never 

have happened. I’d have been home ages 

ago and...’ 

But Gerry simply can’t speak. So Helen an-

nounces ‘It’s over’, and picks up her coat and 

walks out, slamming the door.    

Gerry: ‘Well look you mustn’t think like 

that. You can’t go around wondering 

“what if this”, you know, “if only that”. It’s 

done now. Come on. I’m going to take you 

out.’ 

 Helen: ‘Oh, I love you Gerry’.   

 
 

Clearly, the conversations within the two possible worlds are radically different. Most 

obviously, the words uttered and propositions expressed differ markedly, as well as the 

balance of who speaks and who listens. But most importantly, not only does Helen 

speak her mind and tell Gerry precisely what she’s sincerely thinking and feeling in the 

first scenario, she also does several things with her words that she is not able to do in the 

second scenario — i.e. she performs radically different speech acts (Austin 1955/1975: 
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151-164). Her locutions perform at least three illocutionary acts. First, she gives a verdic-

tive37: she characterises Gerry as a ‘bastard’. Second, she issues a behabitive38: she protests 

his behaviour and treatment of her. Third, she performs an exercitive39: she announces 

that their relationship is over. Furthermore, communicating this makes it so: the perlo-

cutionary effect of this exercitive — the act performed by her communication — ends their 

relationship. 

In stark contrast, in the second scenario, through her locution ‘I love you Gerry,’ 

Helen’s verdictive is that Gerry is worthy of her love; the behabitive she issues is that 

she’s grateful for his concern and care for her welfare; and the exercitive she tacitly 

performs through her locutions is to endorse the continuation of their relationship. 

The speech acts between the two scenarios are therefore diametrically opposed to one 

another, and the two worlds are very far apart.  

The claim I want to argue for is that Helen was being silenced in the second scenario. In 

that world she was being prevented from speaking her mind. Whilst Helen does of 

course literally speak and perform successful locutions and speech acts, the words she 

speaks and the speech acts she performs are not hers, in a meaningful sense. This is be-

cause if Helen were adequately apprised of pertinent facts — that Gerry had been sleep-

ing with his former partner for many months — we know that she would not choose to 

utter what she does in scenario two; we know that it is likely that she would utter words 

and perform speech acts that say and do precisely the opposite, as scenario one makes clear. 

In the manifest world of scenario two, Helen was prevented from speaking these words, 

words that represented and reflected her mind; she was therefore being silenced.  

Helen was silenced by Gerry’s own speech, together with his omissions of speech. 

Through the speech Gerry expressed or withheld he conveyed a picture of the world to 

                                                
37 A verdictive is, according to Austin (1955/1975: 153) ‘the delivering of a finding, official or unofficial, 

upon evidence or reasons as to value or fact.’  
38 Behabitives include ‘the notion of reaction to other peoples’ behaviours and fortunes and of attitudes 

and expressions of attitudes to someone else’s past conduct or imminent conduct’ (Austin 1955/1975: 

160) 
39 An exercitive is ‘the giving of a decision in favour of or against a certain course of action, or advocacy 

of it’ (Austin 1955/1975: 155).  
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Helen that was not real — i.e. he misrepresented the world — which led Helen to form false 

and inaccurate beliefs about the world she actually inhabited (e.g. that her relationship 

with Gerry was sexually exclusive). By controlling what Helen believed, Gerry gained 

control over Helen’s internal reflections and the deliberative conclusions she reached. 

When Helen says ‘I love you’ in the second parallel world, the image of Gerry’s guilt-

stricken face over Helen’s shoulder indicates that Gerry is fully aware that Helen does 

not voluntarily believe and thus autonomously say these words. He knows that by not 

providing Helen with an adequate opportunity to form true/accurate beliefs to input 

into her deliberative processes — in Mele’s (1995) words: by ensuring Helen was ‘infor-

mationally cut off’ — that he manufactured Helen’s doxastic states, her profession of love 

for him (i.e. her speech), as well as the acts Helen performed with her words. We can 

therefore call the type of silencing Helen experienced pre-emptive silencing because it pre-

vented other speech and acts from happening and taking place.      

Helen’s socio-epistemic environment in scenario two would have failed each of the ep-

istemic criteria I posited for voluntarily formed beliefs in chapter three: 

(i) Adequate evidence was not available to Helen;  

(ii) Relevant evidence, where it was present or referenced, was significantly misrepre-

sented; Gerry misleadingly presented pertinent evidence by lying, misleading or other-

wise deceiving Helen;  

(iii) Gerry also interfered with Helen’s reflective capacities via ‘gaslighting’, which made 

Helen doubt her own reflective abilities (e.g. when later in the film he denied there was 

a second glass on the table and told Helen that she was paranoid and ‘seeing things’).      

If instead Gerry had confessed to Helen that he was having an affair, Helen would have 

had the information (testimonial evidence) she needed to reflect freely and to voluntar-

ily form thoughts and preferences that were meaningfully hers. When she subsequently 

spoke, she would have been able to properly speak her mind and thus do things she 

wanted to do with her words. She would not have been silenced.    
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In sum: where, and to the degree that, a person holds false or inaccurate beliefs, and 

these beliefs have been formed non-voluntarily, the autonomy status of their down-

stream actions — including their locutions and associated speech acts — suffers. In the 

domain of speech, this can produce a form of silencing: pre-emptive silencing.     

 

3.3.2. Scientific Experts, Intermediaries & the Public: 

It seems that the phenomenon of pre-emptive silencing is likely to be more common 

within some social relationships and circumstances than others. It will be a particular 

risk, I submit, in relationships characterised by significant asymmetries of knowledge, 

information and evidence between parties. One of these domains, as illustrated by the 

example from Sliding Doors, is intimate relationships. We don’t have direct access to the 

true thoughts and feelings of a partner; only they can know what they are truly thinking 

and feeling, and we rely on their testimony to gain access to this knowledge. In addition, 

short of hiring a private investigator or using surveillance equipment, we also don’t have 

direct access to another person’s actual behaviour and actions when we’re not present 

to observe it. Of course, it’s possible for there to be other evidence, including other 

people’s testimonies and higher-order evidence, that allow us to make inferences about 

another person’s thoughts, feelings and actions. For example, in the film, that Helen 

saw two brandy glasses beside the bed was one the clues that led her to eventually ask 

Gerry outright whether he was having an affair. But unless there is enough good evi-

dence to piece together a sound picture of what’s really going on — and evidently, cheats 

are often good at covering their tracks — these inferences will be made under conditions 

of significant uncertainty, and the picture we build in our minds could easily turn out 

to be radically inaccurate.  

Relationships between technical experts and non-experts are also often characterised by 

stark asymmetries of knowledge.40 There are at least two key ways in which the potential 

asymmetry in knowledge between experts and non-experts can be reduced or aug-

mented. The first relates to the actions of the experts themselves. If experts don’t share 

                                                
40 It’s possible that these two relationships are not actually different relationships, if one thinks that one 

is an ‘expert’ about one’s own thoughts, feelings, and actions, and that other people are, in comparison, 

not experts about these things, or at least that they generally have less expertise (there may be exceptions).  
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their knowledge, or they share their knowledge in a way that is inaccessible to those who 

are not experts, the asymmetry in the knowledge of experts and non-experts will grow. 

This is not always problematic, but it can be when the experts’ knowledge is morally or 

politically relevant. Likewise, if experts share misinformation with non-experts, the gap 

will also increase. For instance, let’s assume that in the first example featuring Tennille 

in chapter three (p. 25), there was a handful of scientists within the broader scientific 

community who were working for the tobacco industry and who asserted, when they 

believed otherwise, that smoking and cancer are unrelated. By propagating this misin-

formation, they likely contributed to widening the knowledge gap between the expert 

community and non-experts by creating the sort of confusion that can lead non-experts 

to assign lower credences to propositions that were accepted as being beyond reasonable 

doubt by a strong consensus of experts not employed by the industry. These experts may 

also have created or entrenched knowledge asymmetries by contributing to distorting 

higher-order evidence; they may have misrepresented the degree of (dis)agreement 

within the scientific community more broadly; exaggerated their own qualifications; 

omitted important caveats about the methodologies they used in their research; not 

been transparent about their own funding sources, etc. On the other hand, experts can 

contribute to reducing knowledge asymmetries by communicating scientific knowledge 

to non-experts in accessible ways, and by providing higher-order evidence alongside their 

first-order claims, as well as adequate accounts of the first-order evidence and reasoning 

that supports their claims.  

The second key type of actor within the public knowledge system that can augment or 

reduce knowledge asymmetries between experts and non-experts are intermediaries. In-

termediaries, like online and offline media outlets, are the primary conduits of scientific 

information to non-experts (Scheufele 2014). At their best, intermediaries can help to 

reduce knowledge asymmetries between experts and non-experts and provide non-ex-

perts with the higher-order evidence they need to assess the trustworthiness of putative 

experts and their claims. On the other hand, intermediaries can contribute to augment-

ing knowledge asymmetries between experts and non-experts by not reporting scientists’ 

first-order claims or giving these issues minimal coverage; misrepresenting experts’ testi-

monies; failing to provide adequate higher-order evidence for non-experts to make good 

judgements about the trustworthiness of putative experts; failing to present higher-order 
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evidence about experts with integrity; or otherwise interfering with non-experts’ reflec-

tive capacities, perhaps by exploiting their cognitive biases by intentionally framing in-

formation in a particular way. These problems are all the worse when the sort of higher-

order evidence non-experts need to assess the trustworthiness of the intermediaries 

themselves is also not made available.  

Therefore, when non-experts lack adequate access to experts’ testimonies, the science-

based information that should be made available to them, and pertinent higher-order 

evidence, they can be pre-emptively silenced. To demonstrate, let’s return to the case of 

Tennille from chapter three, who has decided to give up smoking and has asked her 

doctor for advice on the range of options available to help her quit smoking (see Ten-

nille 2, p. 27). 
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SCENARIO ONE 

TENNILLE’S DOCTOR MISIN-

FORMS HER 

SCENARIO TWO  

TENNILLE’S DOCTOR DOES NOT 

MISINFORM HER 

 

 

Tennille: ‘I’ve decided to quit smoking 

and I’d like some advice on the best way 

to go about doing so. Is there anything 

available to help me?’ 

 

Tennille: ‘I’ve decided to quit smoking 

and I’d like some advice on the best way 

to go about doing so. Is there anything 

available to help me?’ 

Doctor: ‘There are four main treatments 

available on the national health service. 

First, there is “M”, which we’ve had stun-

ning success with. Then there is therapy 

“N”,  medication “O”, and medication 

“P”. The evidence suggests that “M” is — 

by a long shot — the most effective prod-

uct available to help people stop smok-

ing.’ 

Doctor: ‘There are three main treatments 

available on the national health service: 

therapy “N”; medication “O”; and medi-

cation “P”. The current evidence suggests 

that the only strategies that have per-

formed better than chance are O and P. 

We’ve found that P has been the most ef-

ficacious strategy for women of your age.’ 

Tennille: ‘Ok, great. Are there any side-

effects or risks associated with taking 

“M”?’  

Tennille: ‘Are there any side-effects asso-

ciated with taking “P”?’  
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Doctor: ‘No... apart from a dry mouth.’ Doctor: ‘Yes... there are several, such as 

nausea, insomnia, and drowsiness. There 

have also been a couple of recent observa-

tional studies in Sweden and the U.S. 

that have found P to be associated with a 

small increase in the risk of psychosis in 

people with pre-existing psychiatric disor-

ders. However, at this stage, the empirical 

evidence is still very limited.’  

Tennille: ‘Could you please prescribe me 

a course of “M” then?’ 

Tennille: ‘I have actually previously been 

diagnosed with a psychiatric illness. I 

value my mental health above all else so 

I’m unwilling to risk it in any way. I think 

I’ll go with medication O then.’ 

Doctor: ‘Certainly. In fact, I happen to 

have some here you can have.’   

Doctor: ‘Certainly. I’ll write you out a 

prescription.’   
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Just like in the earlier Sliding Doors example, the conversations within the two possible 

worlds are very different. Again, the words uttered, and the contents of the propositions 

expressed, are noticeably dissimilar. Likewise, Tennille also performed very different 

speech acts in the two scenarios in response to her doctor’s own speech and speech acts. 

In the second scenario, Tennille issues at least one verdictive that she’s unable to in the 

first: that, all-things-considered, she prefers option O. Therefore, in the first scenario, 

Tennille was pre-emptively silenced by her doctor’s speech. His speech in this scenario 

conveyed a picture of the world to Tennille that was a misrepresentation of how the world 

in fact is, and this misrepresentation led Tennille to form false and inaccurate beliefs 

about the world she inhabited (i.e. that M was the most efficacious option, that M had 

no side effects, etc.). Thus, by controlling what Tennille believed, her doctor gained a 

significant degree of control over Tennille’s internal reflections, the deliberative conclu-

sions she reached, and her future speech. It should be concerning to us when someone 

gains control over another person’s future speech, because by doing so, as I have ex-

plained here, they simultaneously gain control over some of her future actions, since we 

do things with words (Austin 1955/1962). I contend that pre-emptive silencing is, there-

fore, a key mechanism used to manipulate people’s behaviour, and one that does not 

seem to have been identified and appreciated as such to date. 

Tennille’s socio-epistemic environment in relation to this matter would fail at least the 

first two epistemic criteria I posited for voluntarily formed beliefs in chapter three: 

(i) Adequate information or evidence was not available to Tennille;  

(ii) Relevant information was significantly misrepresented, and Tennille’s doctor mis-

leadingly presented pertinent evidence (e.g. by lying, misleading or otherwise deceiving 

Tennille);  

So, when Tennille asks her doctor to prescribe her M, she does not voluntarily say these 

words. Her doctor knows that by not providing Tennille with an adequate opportunity 

to form true/accurate beliefs to input into her deliberative processes — again, by ensur-

ing Tennille was ‘informationally cut off’ from the necessary and sufficient information 

and evidence — that he can manufacture Tennille’s doxastic states, her choice of M as 
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her preferred smoking cessation strategy, and her speech requesting that it be pre-

scribed.   

If instead, like in scenario two, Tennille’s doctor was honest and diligent and thus pro-

vided Tennille with the pertinent information and evidence she needed, Tennille would 

have had what she needed to reflect freely and to voluntarily form thoughts and doxastic 

states that were meaningfully hers. When she subsequently spoke, as she did in scenario 

two, she was able to speak her mind because she was not pre-emptively silenced by a 

deprived and distorted epistemic environment constructed by others’ speech. 

Since misinformation about science, as well as omissions of pertinent information and 

evidence, is currently a common feature of important parts of information systems (e.g. 

Oreskes and Conway 2010; Proctor and Schiebinger 2008), it seems that pre-emptive 

silencing is likely to be a pervasive phenomenon in many contemporary societies. As 

just one example, Furman (2016, forthcoming) describes the situation internally within 

South Africa’s ruling party during the AIDS crisis in the early 2000’s. She argues that 

the dissent of then President, Thabo Mbeki, about the cause of AIDS and the efficacy 

of anti-retroviral (ARV) treatment, suppressed other voices (other dissent) within his 

party over policy. One way to understand Furman’s claim is that these members were 

silenced in the direct silencing way of being silenced: they feared that disagreeing with 

Mbeki might ruin their political careers, for example. But another way to understand 

Furman’s claim was that Mbeki pre-emptively silenced his colleagues by acting in ways that 

distorted the epistemic landscape, such as by loading his Presidential Advisory Panel41 

on AIDS with an unrepresentative array of putative scientific experts on HIV-AIDS.  

This in turn means it’s plausible that there would be different actions — and, ultimately, 

outcomes — in a counter-factual world in which misinformation and misrepresentations 

were absent or reduced. Of course, this all depends on the degree of robustness between 

worlds, as some people’s beliefs, preferences, and actions — including speech-related 

                                                
41 Approximately 50% of members of this panel rejected or did not accept that (i) HIV caused AIDS 

and/or that (ii) ARVs could effectively suppress the HIV virus and check the progression of the disease 

into full blown AIDS.     
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actions — will remain the same regardless of any changes within their epistemic environ-

ments. Similarly, even if conversations differed between possible worlds, it could often 

be the case that the outcome would remain unchanged. I will talk more about these 

issues, as well as how we can determine under what circumstances the risk of pre-emp-

tive silencing should concern us, in the final section. However, before we do so, I’d like 

to explore the implications of pre-emptive silencing for people’s free speech rights.   

 

3.4. On Violating the Right to Free Speech 

Philosophers have argued that, under certain circumstances, silencing amounts to a vi-

olation of a person’s free speech rights. Feminist philosophers have argued that this 

includes those cases that involve mistakes on the part of the hearer. As Finlayson (2014) 

underscores, if these arguments are successful, they manage to turn the tables on tradi-

tional liberal defences of certain speech; if some speech (i.e. speech that silences) violates 

others’ rights to freedom of speech, that speech can no longer be defended simply on 

the grounds of the alleged fundamental or overriding importance of the right to free-

dom of speech. As we are left with a conflict of rights, and moreover, a conflict of the 

same rights between different parties, the question then becomes one of whose right to 

freedom of speech ought to take precedence.  

But one might wonder how this could be so if silencing phenomena do not involve 

limitations or restrictions on speakers as one might think free speech violations do. 

With regard to pre-emptive silencing, it doesn’t look like the sort of barriers to speech 

that are normally associated with free speech violations, such as threats of imprisonment 

or physical harm, are present. We therefore need a better explanation of how pre-emp-

tive silencing might plausibly be regarded as a free speech violation. But first, we must 

clarify what the right to freedom of speech amounts to. 

 

3.4.1. Extant Conceptions of the Right to Freedom of Speech 

To clarify the scope, extent, and structure of what a right to free speech is or should be, 

it’s helpful to first get a better understanding of what a right to free speech is not, or 
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should not be. Obviously, the right to free speech does not mean that a person is free 

to say absolutely anything, anywhere. Lots of speech is regulated (e.g. libellous state-

ments, child pornography, some advertising content, state secrets, insider trading, defa-

mation, contracts, certain forms of hate speech in some countries, etc.), and regulating 

speech in these ways is widely regarded as being consistent with a commitment to free 

speech. Schauer (2014) calls these instances of speech patently uncovered speech: commu-

nication that warrants no special protection against government regulation. Moreover, 

even speech that is not regulated directly can be regulated indirectly through time, place, 

and manner restrictions. Every society places some limits on speech, both formally 

through legislation and informally through social and professional norms, because 

speech always takes place within a social and political context of competing interests, 

values, and rights. If two instances of speech clash (e.g. when a protest disrupts and 

prevents a lecture) a decision must be made about whose speech ought to be prioritised 

in that context. This means that there can be no unlimited right to free speech, and it is 

for this reason that Stanley Fish (1994) asserted that there is no such thing as free speech.  

West (2003) suggests that the right to freedom of speech is therefore best thought of as 

a spectrum of different possible degrees and types of restrictions on speech. At one ex-

treme, West says, is a conception of the right to freedom of speech that merely protects 

a speaker’s negative freedom in expressing words in private. It doesn’t protect speakers 

from threats or severe penalties for expressing these same sentiments in public or quasi-

public settings, nor does it provide them with a right to have those words heard by an 

audience, nor for their uptake to be secured. On this understanding of the right to 

freedom of speech, government censors and totalitarian thought police would not vio-

late a speaker’s right to freedom of speech. I doubt that anyone outside of an authori-

tarian regime would conclude that this narrow conception of the right to freedom of 

speech was an adequate account of such a right.  

West notes that at the other end of the spectrum lies a very broad conception of the 

right to free speech which seems equally implausible, at least as a general account of the 

right to free speech. On this account, the public distribution of one’s speech is guaran-

teed rather than merely permitted. A speaker’s right to free speech on this account is 

violated when their words fail to receive wide public distribution and uptake, and for 
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whatever reason, whether that be because the speaker is afraid of public speaking or 

illiterate, or because potential hearers choose not to read their ideas or walk out of 

lectures.  

Given this continuum of possible understandings of the right to free speech, the ques-

tion is where on that continuum we should draw the line (or where we should draw 

various lines if we think this line might vary with context).42 Minimally, freedom of 

speech should allow speakers to express themselves as they please in at least some forums 

(e.g. their own homes, public places), and ensure that they are not prevented from speak-

ing by severe state threats (such as imprisonment). And perhaps there will be some lim-

ited circumstances in which something like the maximal conception of the right to free-

dom of speech will be guaranteed—e.g. for a defendant at a criminal trial—but this gen-

erally won’t be the case. In most circumstances, we will not take the right to free speech 

to be equivalent to the broad public distribution and widespread comprehension of a 

person’s speech.   

This is partly because it’s not feasible for people to be given such a right; there are scarce 

resources (e.g. only so many minutes in public meetings, column inches in newspapers, 

slots at conferences, etc.), many of which the state does not control, and that it has no 

place in dictating how these resources should be allocated. It’s also wouldn’t be appro-

priate to give people such a general right, because doing so would give rise to extremely 

burdensome duties that other agents would be obligated to fulfil, but which would in-

evitably unreasonably interfere with others’ freedoms of speech, especially those of the 

press, as well as other important rights and freedoms, such as freedom of association, 

the freedom to spend our time as we please, etc.  

We therefore need to draw a line (or lines) somewhere between these two extremes. In 

doing so we need to protect individuals’ freedom to communicate with others, but not 

at the cost of imposing unacceptable burdens on others, or by unjustifiably infringing 

other rights and interests. But exactly where should we draw the line(s)? What barriers 

                                                
42 This is the approach that I ultimately prefer. To my knowledge such an approach has only been out-

lined to date in a non-peer reviewed article by philosopher Robert Simpson in Aeon (2017), ‘‘Free 

Speech’ is a Blunt Instrument. Let’s Break It Up’: https://aeon.co/ideas/free-speech-is-a-blunt-instru-

ment-lets-break-it-up   
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on speech are permitted, and who is allowed to erect them? Which barriers are justifi-

ably considered impermissible? Two general lines have been proposed within the litera-

ture to date: the traditional liberal and the feminist conceptions of the right to freedom 

of speech.  

The Traditional Liberal Conception of Freedom of Speech 

Scholars such as Thomas Scanlon (1972), Robert Post (1990), Ronald Dworkin (1991), 

Daniel Jacobson (1993), and more recently Eric Heinz (2016) defend what I call here 

the traditional liberal conception of free speech. This understanding of the right to 

freedom of speech assumes that people are free to speak just so long as they are not 

prevented from producing sounds and scrawls that others are not prevented from hear-

ing or seeing. For these scholars, if someone is able to complete a locutionary act — that 

is, they are free of ‘literal obstacles like gagging, drowning out, or arrest by the police’ 

(Hornsby 1994: 140) — freedom of speech is satisfied. Many liberals also recognise actual 

or threatened interferences by non-governmental agents as actions that may also violate 

a speaker’s right to freedom of speech. 

The traditional liberal position is also that the right to free speech in itself does not 

require a receptive audience. Although an unreceptive audience does in some way ‘pre-

vent’ a speaker from communicating, this kind of prevention does not amount to a 

violation of the speaker’s right to free speech for those who endorse the traditional lib-

eral conception of free speech. Those who subscribe to the traditional liberal conception 

hold that it should not amount to a rights violation because to accept it as one would 

permit the imposition of a range of demanding duties on individuals to attend to others’ 

speech, as mentioned above: duties to not to avoid demonstrations, not to tune out 

when someone is speaking to you, not to walk out of events, and so on (Dworkin 1993, 

Green 1998).  

The Feminist Conception of Freedom of Speech 

However, feminist philosophers and legal scholars have argued that these conditions are 

insufficient for freedom of speech, even by libertarians’ and liberals’ own lights (Brison 

1998, 2000; Hornsby and Langton 1998; Langton 1999; West 2003). As a challenge to 
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the traditional liberal conception of free speech, Caroline West (2003) asks us to imag-

ine a government that allowed people the freedom to produce whatever sounds and 

scrawls they like, but that implanted meaning-scramblers in the heads of hearers that 

systematically prevented would-be hearers from comprehending the intended meaning 

of those locutions. For example, every time a citizen heard an utterance that was critical 

of government, the device would cause any listener to hear it as praise of the government 

instead. West argues that such a scenario would be at least equally as bad as that in 

which a government prevented speakers from producing sounds and scrawls altogether. 

Under both scenarios, speakers are prevented from communicating with others, which 

defeats what liberals take to be among the values of free speech in the first place: the 

right of speakers not to be prevented by the actions of other agents from communicating 

their ideas or opinions to those who might wish to hear them. West concludes that the 

speaker’s free speech rights should count as being violated under both scenarios.  

However, despite this, a right to free speech cannot simply be a right to communicate 

and to have one’s words listened to and fully understood by others. And the feminist 

conception of free speech definitely doesn’t guarantee communicative success in all 

cases. If I consistently fail to communicate instructions to my cat, my right to free speech 

has not been violated. My freedom of speech rights, even under the feminist conception, 

do not guarantee communicative success under all the circumstances I desire it inSuch 

rights do not permit me to speak anywhere, or at any time that I wish to. They also don’t 

impose a general duty on others to provide me with a communicative outlet for my 

speech. Rather, a feminist conception of the right to free speech stipulates that I have 

right to be free from certain sorts of systematic or systemic barriers to, and interferences 

with, successful communication. Here ‘successful communication’ can be understood 

as something like a hearer being able to accurately interpret the propositions I express. 

By systematic, I mean barriers that have been purposefully and methodologically erected 

according to a concealed plan (e.g. in the case of Sliding Doors), or that have been 

brought about as a result of a widescale failing of epistemic responsibilities due to neg-

ligence or recklessness. By systemic I mean barriers that arise merely because one is a 

member of a particular demographic group. This is the conception of the right to free 

speech endorsed by feminist free speech theorists like MacKinnon, Langton, West, 

Hornsby, Maitra and McGowan. 
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3.4.2. Communication-Based Conception of the Right to Free Speech 

Although I think the feminist conception of the right to free speech is a great improve-

ment on that of traditional liberals, I argue here that it still fails to track, account for, 

and protect an important value that ought to ground an understanding and justification 

of what a right to freedom of speech entails. This, I think, is because the feminist con-

ception of freedom of speech, like that of traditional liberals, is exclusively a speaker-based 

account of the right to free speech. It therefore neglects our listener-based interests in free 

speech, i.e. our interests in having ready access to the speech of others in our society. 

What West’s thought experiment brings into sharp relief is, I think, that speech is val-

ued because of its role in communication, where communication refers to sending and 

receiving information. Moreover, West’s thought experiment also highlights the fact that 

the traditional liberal conception of free speech, and our right to it, fails to pay sufficient 

attention to the way that language actually works. In particular, it fails to attend to the 

way in which what words mean — and so what it is possible for speakers to say or com-

municate in turn — depends on the social context, and that this context is significantly 

shaped by speech.  

Simpson (2015) suggests that we can describe the ‘social context’ of language by refer-

ring to the community or communities inhabited by speakers and listeners. As he points 

out, the words ‘communication’ and ‘community’ are etymologically descended from 

Latin terms that refer to the notion of things being shared or held in common. Simpson 

(2015) thus urges us to view these two concepts in ways that emphasise their connections 

to one another: 

Community might be conceived of as a state of human affairs defined by the establish-

ment or maintenance of reliable channels of interpersonal communication. Commu-

nication might be understood, in turn, as encompassing forms of idea-transmission that 

express or conduce to communal relations with others. One consequence of endorsing 

these kinds of conceptual links is that we'll be unable to say much about the ethics or 

politics of communication without first thinking hard about how our speech affects 

(and effects) our community. Claims about what we should and shouldn't say, and 

about what are appropriate reactions to communication (one's own, or others), will to 
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at least some degree hinge on our views about what constitutes a good and/or just 

'common life'.43  

Legal philosopher Seana Shiffrin (2014) has perhaps done the most to bring the im-

portance of this relationship into sharper relief. In developing a ‘thinker-based ap-

proach’ to free speech that encompasses both our listener- and speaker-based interests, 

she stipulates that our listener-based interests relate to what conditions are needed to 

accommodate the meaningful exercise of our capacities qua thinking beings. Among 

these conditions is the integrity of the processes and channels by which we reliably re-

ceive information from others. Should these processes be manipulated, hijacked or dis-

torted, or transmission channels come to be blocked, Shiffrin thinks our free speech 

rights ought to be considered to have been violated (Shiffrin 2014, ch. 4).  

What Shiffrin overlooks, but is important here, is that our listener-based interests are 

not entirely separate from our speaker-based interests, but rather entangled with them. 

Not only do we need access to other peoples’ speech literally to be able to learn to speak, 

more importantly, we need access to other peoples’ speech in order to speak our own 

minds. We use others’ ideas and statements as essential building blocks and scaffolding 

for our own. When we receive others’ ideas or statements, we evaluate them and either 

endorse, reject, or modify them before incorporating them into our doxastic web and, 

in turn, externalising them by expressing them out into the world. And speaking out 

loud is, in turn, also part of the process by we form mental content of our own. A well-

grounded and properly justified conception of the right to free speech must therefore 

account for these kinds of interests too.  

However, just as a right to free speech can’t be a right to be free from interferences in 

speaking under all circumstances, a right to free speech also can’t be a right to be free 

from interferences in properly receiving others’ communications in all circumstances ei-

ther. Therefore, I propose that we conceive of this aspect of our free speech right as the 

                                                
43 Interestingly, when Isaiah Berlin talks of negative liberty, he gestures to a ‘basic nucleus of needs and 

goals’ and suggests that the boundaries of this nucleus are ‘determined by the basic need to communicate 

with other similar beings’ (1969: lxii).  
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right to be free from certain sorts of systematic or systemic barriers to successfully receiv-

ing others’ communications. This, you will notice, is the mirror image of feminist phi-

losophers’ existing conception of the right to free speech, which I noted was based on 

the speaker’s interests. I suggest that the speaker- and listener-based aspects of the right 

to freedom of speech can be unified simply by understanding communication here more 

broadly, as an iterative and two-way, rather than a once off, one-way, process. The right 

to freedom of speech then simply becomes: the right to be free from systematic and systemic 

interferences in successful communication.44    

 

3.4.3. Pre-Emptive Silencing as a Free Speech Violation 

With this understanding of the right to free speech established, i.e., the right to be free 

from systematic and systemic interferences in successful communication, I now turn to consid-

ering whether pre-emptive silencing constitutes a free speech violation, and if so, under 

what circumstances. I’ll first briefly review the reasons why direct silencing and indirect 

(illocutionary) silencing have been argued to be violations of people’s rights to freedom 

of speech before presenting my argument for why we ought, in addition, to consider 

pre-emptive silencing to sometimes be a free speech violation too.  

Recall that direct silencing occurs when no locutionary acts are performed. These cir-

cumstances occur when, in response to the threatened consequences of expressing one-

self, people self-censor and refrain from speaking. I suggested that a paradigm example 

of this type of silencing was Thailand’s lèse-majesté law. Libertarians and liberals would 

classify this this law as an infringement of freedom of speech because it interferes with 

a person’s ability to make locutions. It interferes with a person’s negative liberty because 

the risks and costs associated with speaking — i.e. imprisonment — are much too high 

for someone to count as ‘free’.  

                                                
44 A similar understanding of this right has been put forward by McGowan (2014). My conception dif-

fers from hers slightly by encompassing what I have defined as systematic, as well as systemic, interfer-

ences. This enables me to account for the way that certain types of deception impact on others’ free 

speech rights, whereas McGowan is focused on the consequences of socially patterned power dynamics.   
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However, as previously mentioned, many feminist philosophers take this way of con-

ceiving of the right to free speech to be much too narrow; they claim that the right to 

free speech, properly understood, also extends to illocutionary acts. As I explained, illo-

cutionary silencing involves the addressee’s failure to recognise the speaker’s illocution-

ary intention, where this failure has systemic causes. This type of silencing involves com-

municative failure precisely because it involves an uptake failure on behalf of the lis-

tener. Because illocutionary silencing systematically blocks people’s ability to success-

fully communicate with others, it has been argued that the speech that causes systematic 

illocutionary silencing (e.g. certain types of pornography or certain types of hate speech) 

denies people’s rights to freedom of speech (Hornsby and Langton 1998, Matsuda et al. 

2018, McGowan 2014, West 2003).  

I also want to claim that, at least under some conditions, speech that causes pre-emptive 

silencing can violate other people’s free speech rights. However, it does so for different 

reasons than the other types of silencing surveyed. When speech about scientific matters 

pre-emptively silences, it can undermine the free speech rights of others in three key 

ways. First, if experts’ testimony is misrepresented and distorted by an intermediary, it 

interferes with experts’ free speech rights in a similar way to the way that women’s free 

speech rights are interfered with by pornography. Under both cases, successful commu-

nication between relevant parties is compromised by the speaker’s message to listeners 

coming to be scrambled in some way by a third party. In the case of experts transmitting 

testimony to non-experts, experts’ speech can be scrambled by intermediaries’ speech in 

a direct, literal, sense when an intermediary straightforwardly mis-reports experts’ testi-

mony. Alternatively, experts’ testimony can be scrambled indirectly when intermediaries 

cast unsubstantiated and unjustified doubt and confusion over the epistemic landscape, 

e.g. when they misrepresent higher-order evidence.   

Such interferences in the channels of communication between experts and non-experts 

frustrate non-experts’ listener-based interests in receiving experts’ testimonies unadul-

terated. There are two key aspects of this listener-based interest. First, non-experts have 

an interest in receiving experts’ claims undistorted so that they themselves can make a 

decision as to the experts’ trustworthiness and decide whether to defer to their claims. 

Second, as previously mentioned, this is important because we use others’ testimony as 
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building blocks and scaffolding for our own thoughts. This represents the second way 

peoples’ free speech rights — understood as the broader, communication-based concep-

tion I outlined in §4.4.2 — can be interfered with.  

The third way free speech rights can be undermined falls out of the consequences of 

these kind of interferences, as such interferences simultaneously frustrate a non-expert’s 

own speaker-based interest in successfully communicating their own minds to others. 

When matters are scientific or technical, or when they significantly turn on specialist 

information, a necessary condition for speaking our own minds in relation to these 

matters is that our access to experts’ testimonies are not disrupted or distorted. If this 

channel is interfered with in a way that cuts off or scrambles experts’ testimonies, then 

I will be unable to speak my own mind on this matter.   

At this point, I might be accused of confusing negative and positive liberty. Ronald 

Dworkin’s (1993) objection to Langton’s account of silencing was that it rested on a 

‘dangerous confusion’ between negative and positive liberty. In Isaiah Berlin’s famous 

essay on this distinction, he initially defined negative liberty as freedom from, that is, the 

absence of constraints on the agent imposed by other people (Berlin 1958/1969). He 

uses a metaphor to capture what he means by this:  

‘The extent of a man’s negative liberty, is, as it were, a function of what doors, and how 

many, are open to him; upon what prospects they open; and how open they are.’ (1969: 

lviii) 

He defined positive liberty both as freedom to, that is, the ability (and not just the oppor-

tunity) to pursue and achieve willed goals; and also as autonomy or self-rule, as opposed to 

dependence on others. 

Dworkin’s position was that if pornography silences (which he doubted), it does so by 

depriving women of positive, rather than negative liberties: it ‘denies them the right to 

be their own masters’ (Ibid: 106). This argument might be levelled at my account of pre-

emptive silencing too. Specifically, it might be argued that if certain instances of dissent 

about science — e.g. misinformation, or misrepresentations of scientists’ testimonies or 

higher-order evidence — silences, it does so by depriving non-experts of positive rather 

than negative liberties: it denies them the right to have the ability to think certain 
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thoughts and speak certain things (rather than just the opportunity, which they retain), 

and/or to be their own masters.45  

Langton, and other feminist scholars since, have strongly resisted this objection. In their 

replies, they have tried to find new ways of explaining how silencing effects women’s 

negative speech-based liberties, hoping to finally get those who disagree with them to 

see what they see. But rather than resist this objection, I accept the observation at its 

core: that some speech curtails non-experts’ positive speech-based liberties is precisely 

part of what I am arguing, as I will explain momentarily. But before I do, I want to briefly 

deviate from the main discussion to offer reasons for why we should not shy away from 

acknowledging the impacts upon positive liberties; the importance of positive freedoms, 

especially in the domain of speech, has been neglected in this debate for too long.  

Firstly, the view that we should prioritise negative over positive liberties today lacks good 

justification. Many of those who hold such a view cite Berlin’s ‘warning’ about the to-

talitarian tendencies of positive liberty. But in the introduction to Four Essays on Liberty, 

Berlin concedes that he didn’t initially pay sufficient attention to, or emphasise the 

pernicious tendencies of negative liberty enough, in his original essay. He reflects that 

he:  

should perhaps have stressed (save that I thought this too obvious to need saying) the 

failure of such systems [i.e. laissez fair capitalism] to provide the minimum conditions 

in which alone any degree of negative liberty can be exercised by individuals or groups, 

and without which there is little or no value to those who theoretically possess it. For 

what are rights without the power to implement them? (1969: xlv)  

He goes on to call such situations an ‘odious mockery’. So here it seems that Berlin 

acknowledges the importance of both forms of liberty, and their interrelationship. He 

agrees that both negative and positive liberty are ends in themselves (Ibid: xlix), and that 

‘The case for intervention, by the state or other effective agencies, to secure conditions 

for both positive, and at least a minimum degree of negative, liberty for individuals, is 

overwhelmingly strong’ (Ibid: xx).      

                                                
45 Note that it is the former I argue for in this chapter. I argued for the latter in chapter three on false 

beliefs and personal autonomy. 
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Berlin goes on to note that: 

[T]he rise and fall of the two concepts can largely be traced to the specific dangers which, 

at a given moment, threatened a group or society the most: on the one hand, excessive 

control and interference, or, on the other, an uncontrolled ‘market’ economy. Each 

concept seems liable to perversion into the very vice which it was created to resist. (Ibid: 

xx) 

At the time Berlin initially penned Two Concepts of Liberty in the mid-20th century, the 

general threats were to negative liberties — hence his focus on protecting it and exposing 

aberrations of positive rather than negative liberty. But arguably, the tables have now 

turned; the notion of negative liberty has been perverted into its opposite, and it is our 

positive liberties that demand attention and protection.    

So, when I say that some dissenting speech can pre-emptively silence non-experts, I ac-

cept that one aspect of this claim is that a positive, rather than negative liberty, is being 

curtailed. There is a sense in which, when someone is ‘prevented’ from speaking certain 

things as I am claiming they are, that they technically retain their negative liberty to say 

or write these words. Using Berlin’s metaphor, these doors remained open to non-ex-

perts. What misinformation and misrepresentations did was simply change the apparent 

rationality of going through one door rather than another, i.e. saying ‘X’ rather than ‘Y’. 

But it did not close either door. Absent dissent that misinforms and misrepresents, non-

experts would have better capacity to say what they want to say, but that is a positive, 

rather than negative liberty.  

But there is also an alternative reading of the situation. Under this interpretation, mis-

information and misrepresentations narrow a non-expert’s field of view in a way that 

means they cannot actually see that there are many more (open) doors to them. Perhaps 

misinformation and misrepresentations had the effect of throwing invisibility cloaks 

over these doors and concealing them, leaving non-experts to perceive there to be fewer 

doors in the room that there in fact are. A non-expert in this situation might even ‘feel’ 

very free because they’re able to walk through several doors and make a number of 

speech acts. However, what they don’t realise is that they’re simply walking through 

doors all within the one large room; little do they know that the doors they currently 

can’t perceive actually lead to several more rooms with lots more doors, some of which 
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lead to an outside world with yet more doors, and so on. If this is the effect some dissent 

about science has on non-experts, then it does in fact infringe upon non-experts’ nega-

tive speech-based liberties, because these opportunities have been blocked. The barrier 

isn’t a physical one, or as literal as those barriers accepted by libertarians and traditional 

liberals to block free speech, but it is a barrier all the same. Berlin himself even spoke 

of the ‘rigging of the means of influencing opinion’. He goes on to say that this often 

has had the effect of blocking and diminishing human freedom as effectively as the 

more overt and brutal methods of direct oppression — slavery and imprisonment — 

against which the original defenders of liberty lifted their voices (ibid: xlviii).  

While I have predominantly focused on non-experts’ liberties, it’s also important not to 

forget that some dissent can compromise experts’ negative liberties too, if it has the 

effect of systematically blocking experts’ ability to carry out particular (illocutionary) 

speech acts, such as informing non-experts.  

A similar objection to the one I have just explored would be to agree that the people 

who are pre-emptively silenced have been wronged, but to disagree that they have been 

wronged because their free speech rights have been violated. Daniel Jacobson (1995) 

raises this objection to feminist philosophers’ arguments about pornography and illocu-

tionary silencing. Although he agrees that a woman who is unable to refuse sex does 

suffer a moral wrong, he does not think there is any need to appeal to her right to free 

speech to explain what that wrong is. Instead, he says: 

What is so terrible about a woman’s being unable to refuse sex is the disablement of 

her autonomy, the resulting violation of her body, and assault on her well-being (Jacob-

son 1995: 76). 

One might object to my argument along similar lines and say that there isn’t any need 

for me to appeal to rights to freedoms of speech to explain what’s wrong: non-experts 

are wronged by certain dissenting speech about science because it can disable their au-

tonomy (as I argued in Chapter Three), or because their freedom of thought rather than 

speech is interfered with.  

I think this objection is too quick to dismiss the possibility that the silenced person was 

wronged in all of these ways, including with respect to their right to free speech. Such 
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an objection also overlooks the possibility that our autonomy and freedom of thought 

can be intimately tied up with the integrity of our free speech rights, properly defined, 

and vice versa. What my argument ultimately highlights and endorses is J.S. Mill’s thesis 

in On Liberty that freedoms of thought and speech are practically inseparable (1859; Nash 

and Simpson under review). We cannot, when it comes to speech in practice, distinguish 

between violations of freedoms of thought and speech even if we can in theory. In fact, 

Mill was interested in the inseparability thesis because he wants free speech to be upheld 

for the sake of freedom of thought; in Lucas Swaine’s terms (2016), thought is the basic 

liberty in the relation. The two freedoms may be practically inseparable, but freedom of 

thought is analytically distinct from — and in justificatory terms, more fundamental than 

— free speech, as well as other core liberties (e.g. conscience, association). So in this 

sense, if we should prioritise anything, it should be our freedom of thought and its 

preconditions.  

To summarise: I am indeed concerned that some speech silences others’ speech in a way 

that means there is less speech, and less diversity of speech, overall, and that as a conse-

quence, the Millian arena is deprived of ideas. And I hold that the mechanism for such 

silencing operates primarily via interferences in peoples’ freedom of thought. In block-

ing or scrambling the channels of communication between experts and non-experts, 

non-experts are prevented from using experts’ testimony as building blocks to construct 

other thoughts, and therefore to subsequently express other assertions and ideas. This 

can be construed as a type of positive freedom. But I am also arguing that certain speech 

pre-emptively silences others by depriving them of negative liberties to perform im-

portant speech and speech acts. Pre-emptive silencing goes some way to explaining why 

freedom of speech, as it has traditionally conceived by liberal orthodoxy, is a hollow 

privilege for victims of indoctrination, oppressive socialisation, or a poverty of epistemic 

resources — people who are only ever ‘parroting the views of someone else hidden be-

hind the scenes’ (Gilmore 2011: 536). Whilst parroted communication would indeed 

represent ‘successful communication’ from the standpoint of those who indoctrinate 

and engage in pernicious forms of socialisation, it cannot be considered successful com-

munication from the standpoint of those who speak. Nor will it be considered ethical 

communication by those who are affected, in turn, by such speech. Successful commu-
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nication must refer to those locutions and other speech acts that are sufficiently a per-

son’s own. A person’s free speech rights are thus compromised in this sense where such 

interferences occur.  

 

3.5. Objections to Pre-emptive Silencing (& Replies)  

In this final section, I consider and reply to two general objections to my account of pre-

emptive silencing and of it being, under some circumstances, a violation of freedom of 

speech rights.   

 

3.5.1. Objection one: pre-emptive silencing is an empty concept 

One might be concerned that pre-emptive silencing is a ubiquitous and seemingly una-

voidable phenomenon, and therefore, that it is ultimately an empty concept. What one 

person says is of course always going to be contingent on others’ speech, and in that 

sense, there are always going to be other things a person could have said and done with 

their words. In replying to Langton, Dworkin (1993: 38) says: ‘Creationists, flat-earthers, 

and bigots, for example, are ridiculed in many parts of America now; that ridicule un-

doubtedly dampens the enthusiasm that many of them have for speaking out and limits 

the attention others pay to what they have to say.’ Yet surely, says Dworkin, we should 

not think that that this violates their right to freedom of speech. 

In reply, I want to emphasise that not all communication is on a par, and therefore, 

neither are all communication successes, failures, alternatives, or omissions. I suggest 

that free speech concerns with regard to pre-emptive silencing should be limited to only 

those varieties of the phenomenon that can be reasonably anticipated to be morally and 

politically problematic. Given that adequate communication of expert testimony is an 

important aspect of a social division of epistemic labour that augments autonomous 

agency (as I argued in Chapter Three), misrepresentations of experts’ testimonies by 

third parties seems to be an important type of communicative failure that can cause 

morally and politically problematic pre-emptive silencing; it is thus a plausible candidate 

for concern. 
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So too with speech and omissions of communication in intimate relations. It is the 

potential for information asymmetries, combined with the high-stakes of the situation, 

that makes pre-emptive silencing in these situations morally problematic. This explains 

why we already have strong norms of honesty in our intimate relations. By contrast, 

there is a sense in which my friend deprives me of an opportunity to say ‘Could I please 

come too?’ when she initially declares that she’s not going on a holiday this year, but 

then later books a trip without telling me. But this isn’t a morally or politically problem-

atic type of pre-emptive silencing because my friend doesn’t owe me that information, 

nor the opportunity to speak those words, morally speaking.  

As well as limiting our concern to varieties of pre-emptive silencing that can be reason-

ably anticipated to be morally and politically relevant, we could also vary our concern 

about people’s free speech rights by the degree to which communicative interferences 

are unlikely to result in different states of affairs regarding moral or political outcomes 

between possible worlds. I take it that one of the reasons why many people are so con-

cerned about the widespread transmission of misinformation about HIV-AIDS, climate 

change, vaccinations, and the like, is because it seems plausible that, absent such mis-

representations and misinformation, a very different world would have emerged with 

potentially vastly different moral and political outcomes (I discuss this point in more 

detail in the next chapter). To the contrary, given that (1) a person can accept evolution-

ary science and be a theist (Weisberg et al. 2018) and that (2) many medical professionals 

who don’t accept evolution can still perform their professional roles (Everhart and 

Hameed 2013), it’s not clear that pre-emptive silencing associated with evolutionary sci-

ence has the same sort of moral and political risks and harms attached to it. 

 

3.5.2. Objection two: the ‘slippery slope’ objection 

Finally, I anticipate that many will be worried that by recognising the phenomenon of 

pre-emptive silencing and its harm to freedom of speech, we will inevitably slide down 

a slippery slope to the sort of political correctness that leads to extreme self-silencing, 

and then to pernicious varieties of state-based speech regulations and censorship. Whilst 

these concerns are both reasonable and important, by way of reply it’s worth drawing 
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attention to a response to slippery slope arguments made by Frederick Schauer (1985). 

Schauer suggests that slippery slope arguments are misleading because they implicitly 

suggest that we can be on or off the slope when no such choice in fact exists: we are 

inescapably on the slope whether we like it or not. The task, Schauer says, is always to 

decide how far up or down the slope we should choose to go, and both directions (i.e. 

towards more regulation or less regulation) can be slippery. Both directions can also 

lead to totalitarian-like outcomes, whether it be at the hands of the state (e.g. in terms 

of over-regulation) or non-state actors (e.g. in situations of under-regulation). It’s false 

to think that certain places on the slope are completely riskless or harmless, either to 

freedom of speech or other values. Once we abandon the incoherent position that there 

should be no limits on speech, it’s clear that we will always have to make controversial 

judgements about what should and should not be permitted to be expressed, where, 

and under what conditions; but there are no ‘invisible hands’ with the ‘marketplace’ of 

ideas.  

Fears about ‘slippery slopes’ are also generally based on mistaken understandings of how 

the regulation of speech works in practice. By identifying the phenomenon of pre-emp-

tive silencing, and by arguing that it is a violation of the right to freedom of speech, I 

have identified a kind of disabled speech (or potentially disabled speech) and located a 

new speech-related harm (or wrongful risk of harm). What I have not done is argued that 

in response to this phenomenon any speech should be regulated by formal or informal 

means. At most I have argued that there is a pro-tanto reason to address the source of the 

disabled speech. But much more needs to be done to argue that, all-things-considered, 

some speech ought to be regulated, by either legislation or other means such as profes-

sional or social norms.  

 

Conclusion 

In a reply to Berlin’s original essay and his almost exclusive focus on the virtues of neg-

ative liberty, McFarlane (1966) makes the point that to know one’s chains for what they 

are, instead of decking them with flowers, is often the first step to freedom, which may 

never come about if one either ignores their chains or loves them. In this spirit, this 
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chapter has identified and analysed a new freedom-constraining silencing phenomenon, 

that of pre-emptive silencing. It has also shown that we should have just as much reason 

to regard it as a free speech violation as we do to regard other types of silencing as such. 

Moreover, we have reasons to believe that pre-emptive silencing is a widespread phe-

nomenon, especially in the context of scientific expert-intermediary-non-expert rela-

tions. Since it constitutes a speech-related harm, or at best the wrongful imposition of 

risk of harm, we have excellent reasons to attend to pre-emptive silencing in both theory 

and practice. 
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CHAPTER FOUR:  
DISSENT, PUBLIC POLICYMAKING &  

DEMOCRATIC LEGITIMACY 
 

Introduction 

 
Numerous scholars involved in debates about dissent about science have cited the neg-

ative impact of problematic dissent on public policy as a key cause for concern. For in-

stance, in Merchants of Doubt, Oreskes and Conway (2010: 297) state that the failure of 

the U.S. (and, implicitly, other states) ‘to act on global warming and the long delays 

between when the science was settled and when we acted on tobacco, acid rain, and the 

ozone hole are prima facie empirical evidence that the doubt mongering worked.’ Like-

wise, in Science in a Democratic Society, Philip Kitcher (2011: 243) asserts that: ‘Climate 

deniers have successfully blocked attempts to introduce policies for coping with poten-

tial environmental change.’ Many other academics since, from a wide variety of disci-

plines, have expressed concerns about the impact of some forms of dissent within or 

about science on public policy (e.g. Biddle and Leuschner 2015; de Melo-Martin and 

Intemann 2013, 2014, 2018; Ding et al. 2011; Furman 2016; Nash 2018; van der Lin-

den et al. 2015).    

Many of these same scholars also cite concerns about the negative impacts of some dis-

sent on democracy46  or democratic values.47 Kitcher (2011: 243) characterises our inaction 

on anthropogenic climate change as a ‘huge failure of worldwide democracy.’ He claims 

that: ‘When [voters’] electoral choices ignore the threats of climate change, they freely 

                                                
46 By democracy I mean those societies that use a process of collective decision-making characterised by 
some type of equality amongst all members of that society. I take democracy as a fixed starting point in 
this chapter (i.e. I don’t interrogate the merits of democracy vis-à-vis other types of governance systems). 
One of this chapter’s aims is, however, to contribute to debates about what sort of democracy we should 
favour.  
47 Intemann (2017) and Pearce et al. (2017) are also concerned about the ‘democratic deficits’ in policy-
making associated with quarrels over empirical facts. However, they’re both of the opinion that the prob-
lem isn’t with the dissenting speech acts as such. 
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vote against their own interests. They are victims of the decay of democracy into statis-

tical plutocracy’ (2016: 13). Similarly, in a reply to Miriam Solomon’s book Social Em-

piricism (2001), Oreskes (2008: 253) faults Solomon for ignoring the way that certain 

dissent can ‘serve undemocratic political ends’. She reiterates this claim later in the article 

in a section that provides a descriptive account of the tobacco industry’s misuse of sci-

entific dissent: ‘In short, dissent can be a potent political tool, and nurturing minority 

opinions does not necessarily advance science, democracy, or rationality’ (2008: 261, my 

emphasis). It has been a common feature of Oreskes’ work since to point to the impact 

of mis- and disinformation on democracy (e.g. see Oreskes and Conway 2010; Baker 

and Oreskes 2017a: 9, 2017b: 65).  

In this chapter, I suggest that reservations about the impacts of problematic dissent on 

public policymaking and democracy are related, and best understood as concerns about 

the ability of some dissent about science to undermine the democratic legitimacy of public 

policy. Democratic legitimacy is a quality of political institutions, and of the decisions 

made through these institutions. It is what establishes, and qualifies, a democratic as-

sembly’s right to rule by defining the terms on which the members of that society should 

settle their disagreements about how to live their lives together. Democratic legitimacy 

can thus be understood as what creates political authority. If a political decision is made 

‘democratically’, then we have a strong pro tanto reason to comply with it, or to refrain 

from interfering with its implementation (Kolodny 2014a: 197).48 A unique feature of 

democratic societies is that this right to rule is created by those who are ruled. In democra-

cies there are no sharp divisions between the ‘binders’ and the ‘bound’ (Hershovitz 

2003: 210fn).  

To understand the legitimacy, and hence political authority, of public policy made 

within democratic societies, we therefore need an account of the conditions that ensure 

citizens exercise coercive power on equal terms with each another (Peter 2008; Kolodny 

                                                
48 It is a further question as to how the democratic legitimacy of public policy should be weighed against 
other considerations, such as whether or not the policy is morally permissible or just. For example, even 
if a policy is democratically legitimate, it might still be a gross violation of human rights. In such a case, 
citizens might have moral obligations of civil disobedience, or perhaps even stronger obligations. I put 
these interesting and complex ‘all-things-considered’ decisions about the limits to democracy to one side 
for this chapter. Of course, Oreskes, Kitcher, et al. might want to make a claim that some climate policy 
is unjust, and so grossly unjust that it over-rides any value of democratic legitimacy. But this is generally 
not the how they have discussed the issue of dissent for policymaking.  
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2014a, 2014b). Whilst some have argued that that these conditions concern only the 

procedural features that shape the decisions made, others argue that legitimacy depends 

— either exclusively or in part — on substantive features realised by the decision, such as 

whether or not a policy is collectively rational or in some other way the ‘correct’, ‘right’ 

or ‘true’ decision.  

In this chapter I argue that, thus far, concerns about the impacts of dissent about science 

on policymaking in democratic societies have implicitly involved a commitment to one 

of the latter conceptions of democratic legitimacy, i.e. those that depend, at least in part, 

on substantive features of outcomes. However, there are several issues with accounts of 

democratic legitimacy that turn on substantive features of outcomes. In particular, the 

assumption that there is a ‘correct’ policy outcome is controversial and, moreover, not 

well-suited to liberal democratic societies that endorse value pluralism and recognise the 

potential for reasonable disagreement about ‘the good’. Instead, I adopt a version of the 

former, procedural accounts of democratic legitimacy — Fabienne Peter’s Pure Epistemic 

Proceduralism — and show that even on an account that does not require a commitment 

to there being a correct outcome, some dissent about science can undermine democratic 

legitimacy. In doing so, I offer an alternative diagnosis of what goes wrong for public 

policymaking in democratic societies when problematic dissent about science flourishes 

in our public knowledge systems.  

This chapter proceeds as follows. First, in §4.1., I provide an overview of how a number 

of high-profile science studies scholars, like Naomi Oreskes and Eric Conway, and 

Philip Kitcher, have characterised the issue of problematic dissent for public policy in 

democratic societies. I argue that we can best understand these scholars’ concerns with 

reference to a strong version of a specific conception of democratic legitimacy known as 

rational epistemic proceduralism. In §4.2. I highlight the short-comings of rational epis-

temic proceduralism when it is used to understand what’s wrong with problematic dis-

sent for policymaking in democratic societies. In §4.3 I then introduce Fabienne Peter’s 

account of democratic legitimacy, pure epistemic proceduralism, and in §4.4 explain how, 

on this account, some dissent about science erodes the democratic legitimacy of public 

policy by undercutting political and epistemic fairness.    
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4.1. Rational Epistemic Proceduralism 

Philip Kitcher has argued that when problematic dissent distorts the Millian arena of 

ideas, public policy can come to be disconnected from the ‘will of the people’ (Kitcher 

2016). He writes:  

The picture I have painted is one in which the citizens of the affluent nations that might 

collectively solve large global problems find themselves in a state of false consciousness, 

partly induced by the breakdown of genuine democracy, in which the preferences they 

express at the ballot box fail to align with their interests (Kitcher 2016: 11, my emphases).   

Kitcher’s claim seems to be that there is something irrational about many people’s rea-

soning, either individually or collectively, because many people are failing to vote in 

ways that would best further their own ‘true’ interests.   

Some even hold this to be the case for those people or collectives that are the most 

resistant to action on anthropogenic climate change. For example, the argument em-

bedded within Oreskes and Conway’s (2014) fictional account of the future, The Col-

lapse of Western Civilization, is that by resisting action on climate change, many conserva-

tives and free market fundamentalists are in fact acting in ways that are increasing the 

likelihood of the very long-term outcomes they fear — namely, a vast expansion of gov-

ernment and market regulation. In other words, Oreskes and Conway’s implicit charge 

is that such people are failing to be rational, because the best means to their end of 

limiting the interference of government in the market over the longer term would be to 

concede some state-based action to address climate change now.  

We could view the issues these scholars are raising here as mere paternalistic worries. 

But to do so would miss a deeper concern that I think they have about the current state 

of science-informed policymaking in democratic societies. I suggest that these scholars’ 

concerns can be best understood as claims that some problematic speech acts about 

science, including some scientific dissent, has the potential to, and sometimes does, 

erode the legitimacy of democratic decision-making processes and the resulting public 

policy, where democratic legitimacy is understood (more or less) as it is expressed by the 
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family of accounts of democratic legitimacy that Fabienne Peter (2008) calls Rational 

Epistemic Proceduralism.49  

Rational Epistemic Proceduralist accounts of democratic legitimacy consider both pro-

cedural and substantive features of the decision-making process and its outcome to be 

relevant to evaluations of the legitimacy of democratic decisions (Peter 2008). Rational 

Epistemic Proceduralists, however, differ amongst themselves with respect to how much 

weight they think should be attributed to each of these criteria. But most importantly 

for my argument, all Rational Epistemic Proceduralists hold the background assump-

tion that there exists, independent of the decision-making procedure, a true or correct 

decision, i.e. an outcome that is the ‘right’ one. Joshua Cohen (1986: 34), for instance, 

in his influential account of epistemic democracy in Ethics, includes ‘an independent 

standard of correct decisions’ as one of the three elements of an epistemic interpretation 

of voting. Cohen (1986: 34, my emphasis) clarifies that ‘independent standard’ refers 

to ‘an account of justice or the common good that is independent of current consensus and 

outcomes of votes.’50 Similarly, as List and Goodin (2001: 280, my emphasis) make clear 

in describing epistemic democracy: 

The hallmark of the epistemic approach, in all its forms, is its fundamental premise 

that there exists some procedure-independent fact of the matter as to what the best or right 

outcome is. A pure epistemic approach tells us that our social decision rules ought to be 

chosen to track that fact.   

Since democracy’s performance with respect to tracking the ‘correct’ answers is what 

justifies democracy as means of collective decision-making for Rational Epistemic Proce-

duralists, whether or not democracy is in fact working to track that fact has a bearing 

on the legitimacy of the decision made.  

We can now see why some policy commentators’ and scholars’ concerns, like Kitcher’s 

and Oreskes’, about the impact of problematic dissent on public policy and democracy 

can be understood, more fundamentally, as concerns about the democratic legitimacy 

of public policy. In explaining their concerns, each of these authors invoke some notion 

                                                
49 This is Peter’s (2007) terminology; I adopt her classification system throughout this chapter. 
50 Note that in this article Cohen makes it clear that he is offering an account of epistemic democracy 
(or what he calls ‘epistemic populism’ in some places in the article), rather than a defence of it.   
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of truth or correctness with respect to individuals’ or a collective’s decisions. Kitcher 

(2016: 5), for instance, says that he takes it for granted that ‘we can legitimately speak 

of some events as objectively bad’ and that as such that he assumes the possibility of an 

‘objective discussion of values.’ For Kitcher, alternative substantiations of the demo-

cratic processes relating to climate policy are therefore viewed and assessed as differing 

in their truth- or correctness-tracking abilities; the better the truth- or correctness-track-

ing potential, the more legitimate its outcomes. Kitcher and others view collective policy 

choices (e.g. about (in)action on climate change) as objectively (in)correct, and their 

concern is that particular manifestations of democratic policymaking processes — i.e. 

those in which problematic dissent flourishes — reduce democracy’s correctness-tracking 

potential, and thus its democratic legitimacy.  

However, there are two key reasons to hesitate in accepting this explanation of what 

goes wrong for policymaking in democratic societies when problematic dissent flour-

ishes. The first is that the background assumption that there is generally a ‘correct’ policy 

outcome is controversial (Peter 2008: 345).51 Policy choices are, after all, fundamentally 

forward-looking value-laden decisions (i.e. about the kind of world one thinks ought to 

be brought into existence), rather than backward-looking or contemporary descriptive 

statements about factual matters (propositions about features of the world as has been 

or is). Even if there is, in at least some circumstances, a policy option which is in some 

objective sense more just or morally better than another, it’s not clear that this is even 

generally or often the case. It’s plausible that, by virtue of value incommensurability, 

there often won’t be an objectively correct decision, and that political life is replete with 

situations that are characterised by reasonable disagreement (Raz 1986: 342). This is 

perhaps all the more likely in societies that embrace and want to make room for value 

pluralism.   

                                                
51 I take Fabienne Peter herself to be agnostic about whether there are 'correct' policies independent of 

the democratic procedure. This distinguishes her from both rational epistemic proceduralists (who do 

take this to be the case, even they do not think that the correct policies can be identified apart from via 

democratic procedures, or who only think ‘correctness’ applies in general, at a higher level of abstrac-

tion than that of individual policies), and non-epistemic pure proceduralists, who take any type of 'cor-

rectness' to refer only to what the 'correct’ or the ‘right’' procedures yield. 
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A Rational Epistemic Proceduralist might reply that what they mean by the ‘right’ pol-

icy, or a policy that is in some objective sense collectively rational, is simply that the 

policy would be selected for by majoritarian aggregation if the votes that individuals cast 

were in fact based on their laundered preferences.52 However, while this is a fine re-

sponse in theory, it is difficult, in practice, to make the case that voters are failing to 

meet this standard, and hence to make the argument that dissent is undermining dem-

ocratic legitimacy in various cases. This is because people generally vote on a package of 

policies, or range of probable outcomes, when they vote for an elected representative, 

or participate in referenda, and many of these policies and outcomes will stand in trade-

off relations with one another. It’s therefore extremely hard — if not impossible — to 

read off how much weight individuals place on different policy beliefs and preferences 

by examining their all-things-considered policy decisions, and thus to assess whether the 

votes they cast were or were not aligned with their interests.  

As an illustration of this point, commentators often cite a probable reduction in gross 

domestic product (GDP) if some policy is implemented as sign that people who voted 

for this policy ‘voted against their own interests’. But it’s possible that oftentimes people 

view this as a price they are willing to pay for an increased chance of realising some other 

value. Claims that people voted irrationally or unsoundly are often guilty of overlooking 

such possibilities. Additionally, with respect to elected representatives, political and 

other strategic factors also come into play, which due to the backdoor nature of much 

of political manoeuvring, are factors that will not be able to be observed and accurately 

accounted for by an outsider attempting to judge the all-things-considered rationality or 

correctness of a policy move.     

Furthermore, it can be disrespectful at best, and dangerous at worst, to make claims 

about an individual’s rationality. An important part of Isaiah Berlin’s famous essay Two 

Concepts of Liberty (1958) was a warning about making judgments from our own limited 

                                                
52 ‘Laundered’ preferences are those preferences people would have were they to engage in a process of 

critical reflection, with full information, to filter and/or refine their preferences. Laundered preferences 

will therefore not be misinformed, maladaptive, self-defeating, etc. For more on laundered preferences 

see Goodin (1995).  
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standpoints about what other people’s ‘real’ interests are, and the grave injustices in-

flicted on people when they are forced to follow these interests rather than those that 

they themselves take to be their interests. When we are selecting an account of demo-

cratic legitimacy that we hope to operationalise in the ‘real world’, these considerations 

are important. If an account of democratic legitimacy can only be used to make assess-

ments of actual political decisions and situations at great cost of imposing extreme risks 

— perhaps especially to democracy itself — this is a serious limitation.  

Finally, as Peter notes (2007: 347), any assessment of a policy’s substantive qualities will 

only be able to, at best, account for those attributes we already know to be flawed in 

some way (i.e. sexist, racist, classist, etc.), and not those we are yet to collectively appre-

ciate as being wrong, and that are presently hidden within our background assumptions. 

It is also going to be the case that there will always be some degree of uncertainty as to 

whether we really are correct about which policies are unjust/irrational. Perhaps this un-

certainty will be even higher when the policy is attempting to adjudicate the rights claims 

or interests of two or more minority or disadvantaged groups, or when a society is char-

acterised by such stark inequalities that it becomes very difficult for people to appreciate 

what the lives of their fellow citizens are like. Whilst there will always be these episte-

mological barriers — which is what democracy is ultimately trying to overcome, resolve, 

and instrumentally benefit from — I take it that in these types of cases these barriers are 

even higher, and a sense of being ‘sure’ we have chosen the ‘correct’ outcome is even 

further from reach.  

On a much weaker version of Rational Epistemic Proceduralism it is assumed that there 

are correct policies to be found, though the rational epistemic proceduralist does not 

presume to know what they are. Whilst some democratic theorists may indeed only 

defend this weaker notion of democratic legitimacy, rather than anything similar to 

Kitcher’s implicit acceptance of a stronger version of democratic legitimacy, my argu-

ments in what follows do not depend on whether the form of Rational Epistemic Pro-

ceduralism adopted (or implicitly accepted) is a weaker or stronger version. My concerns 

hold even when no claims are made about what the right policy is. The only condition 

necessary for my critique is that there is assumed to be at least one correct policy deci-

sion, independent of the decision-making procedure; and as I have explained above, 
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this assumption is shared by both the stronger and weaker varieties of Rational Epis-

temic Proceduralism.   

In sum, there are worries that a procedure-independent standard for the legitimacy of 

policy made in democratic societies is in many or most cases either non-existent, elusive, 

or dangerous to make inferences about. In the remainder of the chapter, I offer a diag-

nosis of how some dissent about science can undermine democratic legitimacy without 

relying on the controversial assumption that there is such a standard. 

 

4.2. Pure Epistemic Proceduralism 

 

Fabienne Peter’s account of democratic legitimacy — Pure Epistemic Proceduralism — 

defines democratic legitimacy exclusively with regard to the fairness of democratic proce-

dures (hence why it is ‘pure’). Unlike other conceptions of epistemic democracy, such as 

those of the Rational Epistemic Proceduralists we encountered in the previous section, 

it does not treat the outcomes of decision-making processes as a source of normativity; 

democratic legitimacy is in no way dependent on criteria that refer to the quality of the 

outcome that the procedure generates.  

Peter’s account starts with, and is built up from, her recognition that there are both 

intrinsic and instrumental, and epistemic and non-epistemic, reasons to value democ-

racy. As these values are what ground Peter’s criteria for democratic legitimacy, it’s im-

portant we have a good understanding of these values before I outline her criteria at the 

end of this section.     

The primary intrinsic and non-epistemic reason democracy is valuable, Peter argues, is 

that democracy is a particularly important constituent of a society in which people relate 

to one another as equals. In democratic societies, the aspiration is that, as Kolodny 

(2014a: 196) says, ‘none rules over any other.’ Since all members of society are funda-

mentally moral equals, democratic decision-making procedures should be concerned 

with providing all persons with equal opportunity to influence political decisions (Ko-

lodny 2014a: 227). Call this the social equality aspect of political fairness. 
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The primary epistemic value associated with democracy that Peter (2007:344) empha-

sises is its knowledge-generating potential, or what she notes Amartya Sen (1999) calls the 

constructive function of democracy. In Sen’s words: 

[T]he practice of democracy gives the citizens an opportunity to learn from each other. 

… Even the idea of ‘needs’ (including the understanding of ‘economic needs’) requires 

public discussion and exchange of information, views and analyses. In this sense, de-

mocracy has constructive importance, in addition to the intrinsic value it has in the 

lives of the citizens and its instrumental role in political decisions. (1999: 3)  

As I see it, this knowledge-generating capacity stems from at least two key sources.  

Firstly, it is by exchanging information with our fellow citizens qua citizens, or qua in-

termediaries or advocates, that we come to obtain knowledge about what other people 

within our society, or other demographic groups: view as issues affecting their lives; take 

to be the best means to solve these issues; are and are not willing to trade-off to realise 

certain ends, etc. Moreover, this process itself can, in turn, generate new knowledge 

when and where it helps to unearth new truths, lead to improvements in the accuracy 

of people’s beliefs, or produce new ideas.53  

For example, there are many large asymmetries in socio-economic indicators between 

Indigenous and non-Indigenous Australians, and every election each of the major polit-

ical parties proposes different policies to ‘close the gaps’. In reflecting on and then com-

ing to a decision about which of the policy packages appears to have the greatest merit 

(which will in turn partly determine my voting choices), assuming I want to support the 

best possible policy for Indigenous Australians, I, as a non-Indigenous Australian, might 

gain valuable information by seeking out and engaging with Aboriginal and Torres 

Straight Islander Australians. This is because, as a non-Indigenous Australian, and more-

over one who does not live in close community with Indigenous Australians, I am likely 

                                                
53 This idea is connected to the concept of ‘situated knowers’, and thus to standpoint epistemology (see: 

e.g. Hartsock 1983; Collins 1986; Harding 2004; Wylie 2012). It has recently been the subject of a book-

length defence by Hélène Landemore (2012) in Democratic Reason. Democratic reason refers to the collec-

tive political intelligence of the many, which in turn is a function of individual epistemic competence 

and the cognitive diversity of the group. Landemore argues that it is for this reason that rule by the many 

is superior to alternatives, such as technocracy or autocracy. Similar ideas about the value of epistemic 

diversity and the ‘wisdom of crowds’ can also be found in Solomon (2001, 2006, 2008).  
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to have many misperceptions about the lives of Indigenous Australians, and to lack a 

good understanding of Indigenous Australians’ values and priorities, and what Indige-

nous Australians take to be the best and most effective means to various ends. Infor-

mation and testimony from my fellow [Indigenous] citizens, can, for example: (i) help 

to improve the accuracy of my empirical beliefs e.g. about the rates at which Indigenous 

youth are incarcerated, which can in turn lead to a better appreciation of the magnitude 

or seriousness of an issue; (ii) help me obtain a more comprehensive picture of the range 

of views and opinions within the indigenous community as to how the situation for 

Indigenous youth might be improved, and (iii) help me to better appreciate why it is that 

an Indigenous person, or sub-set of the Indigenous community, view one of the policies 

proposed as being preferable or morally unacceptable. 

The second key means of knowledge generation is that democracy provides citizens with 

an opportunity to receive the testimony of their fellow citizens qua experts, and moreo-

ver, to critically engage with and contest these experts’ claims. Through such processes, 

both experts’ and non-experts’ factual and other beliefs may change and improve, and 

again, new shared knowledge can be realised and objectives better met. Consider the 

way that, just decades ago, homosexuality was classified by psychiatrists as a mental ill-

ness and included within medical diagnostic manuals. The overturning of this particular 

consensus within medicine was, in a large part, thanks to the persistence of gay and 

lesbian rights activists, who were for the most part not psychiatrists or scientific experts, 

but who levelled incisive criticisms of many of the background assumptions and extant 

empirical literature on which psychiatrists had based their conclusions (Bayer 1987a, 

1987b; Drescher 2015). These contributions from ‘lay experts’ not only drove new 

knowledge generation and the correction of incorrect empirical beliefs amongst both 

experts and non-experts, but also helped overturn several unjust medical practices and 

broader public policies. The recognition that many of those members of society who 

aren’t contributory experts to an academic field often have expertise of other kinds, or 

valuable knowledge to contribute, has been an important development in philosophy 

of science and science studies over the past several decades.54    

                                                
54 One of the seminal papers on this front being Wynne (1989).  
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With this in mind, let us return to Peter’s Pure Epistemic Proceduralist account of dem-

ocratic legitimacy. For Peter (2008a: 138), an outcome (e.g. public policy) is legitimate 

if and only if the democratic processes that led to it meet conditions of political fairness, 

where political fairness requires that public deliberation and associated voting is:  

i) Carried out under conditions of social equality; and  

ii) Characterised by epistemic fairness.  

In the following two sections I further articulate what each of these conditions require, 

whilst also showing that some dissent about science can undermine the democratic le-

gitimacy of public policy, because some dissent reduces the extent to which these con-

ditions are met.    

4.3. Problematic Dissent and Socio-Political Equality 

Although Peter states that political fairness requires public deliberation under condi-

tions of social equality (2007: 138), she doesn’t provide more fine-grained detail on the 

precise nature of this condition. For our purposes here then, we can look to other dem-

ocratic theorists to provide us with a better sense of what these conditions are.  In par-

ticular, I will draw upon Niko Kolodny’s (2014a; 2014b) recent scholarship on this mat-

ter.  

4.3.1. Socio-Political Equality as Equal Opportunity to Knowingly Influence Political 

Decisions 

Kolodny’s argument starts from two basic premises: that all human beings are, on a 

fundamental level, moral equals, and that relations of social inferiority and superiority 

are inappropriate among moral equals (2014a: 226, 2014b: 300). Although certain hi-

erarchical social relations might be objectionable in many domains of human life, Ko-

lodny thinks that relating to one another as social equals is especially important in the 

political realm. This is because political decisions have a type of final authority over 

collective life and their implementation involves the use of coercion and force (2014a: 

226).  
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This leads to the further question: what it is to relate to others as social equals in the 

political realm? Kolodny contends that what matters first and foremost is the distribu-

tion of political power and de facto authority over communal life (2014a: 227).55 Thus he 

argues that for individuals to stand in relations of equality with each other, people need 

to have equality of opportunity to knowingly influence political decisions in line with their 

own judgments (2014b: 332, emphasis in original).56 Any deprivation of this equal op-

portunity would count as a type of subordination. 

Kolodny (2014b: 309-310) goes on to further specify what having equal opportunity to 

influence political decisions amounts to. He outlines five features.  

1. Firstly, what matters is that someone has an opportunity for equal influence, not 

that they exercise this opportunity. Thus, people can choose not to participate 

in a decision-making process without their decision to not participate having 

any bearing on their standing as a social equal.  

2. Second, our interests are in relative, rather than absolute, influence: each person 

simply needs to have as much opportunity for influence as anyone else has (Ko-

lodny 2014a: 199). It is also an ongoing relational interest, in that these relations 

of equality need to be instantiated in each application of a collective decision-

making procedure.  

3. Third, an individual can be said to have an equal opportunity to influence a 

decision when, and to the extent that, the decision was reached by a process that 

was positively sensitive to the choice or judgment of every person (2014b: 309). 

This contributory type of influence occurs when an outcome — which is deter-

mined by a combination of vectors of force (e.g. votes) — is sensitive to each 

particular vector of force without any of the magnitudes or directions of indi-

vidual vectors being distorted by the application of other vectors (e.g. your vote 

does not annul my own, but it can in combination with more votes in the same 

                                                
55 Whilst Kolodny acknowledges that asymmetries in ‘the distribution of means’ to chosen ends can be 

indicative of problematic varieties of socio-political inequality, he argues that this is not what principally 
matters because even if a benevolent dictator or a group of technocrats could reliably achieve distribu-
tional justice, we would still take that society to be marked by some form of objectionable inequality. 
56 Importantly, it is not required that decisions have equal opportunity of being made.     
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direction, out-compete the option I voted for) (Kolodny 2014a: 200; 2014b: 

320). More precisely, Kolodny stipulates that equal opportunity for contributory 

influence occurs when the following holds:  

By X-ing, I exercise equal contributory influence over a decision just when my X-ing has 

equal a priori chances of being decisive over the decision, that is, has equal chances of 

being decisive on the assumption that no pattern of X-ing by others is more likely than 

any other pattern. (2014b: 321)   

4. Fourth, Kolodny stipulates that what matters is equality of opportunity for in-

formed influence. He argues against those scholars who hold that it’s enough for 

social equality that individuals have formal social equalities (e.g. universal suf-

frage of the one person, one vote variety, where each vote has equal weighting). 

As Kolodny points out, in the extreme, disparities of information and 

knowledge could make one person another person’s slave (2014b: 310). Ko-

lodny explains this with a metaphorical reference to two individuals — one who 

is in chains and whose attempts to unlock their chains to liberate themselves are 

misfiring, because they’re currently only able to press numbers at random, and 

another person who knows the code to unlock their chains, but who doesn’t 

share the code with the unfree person because keeping them in chains somehow 

allows them to exploit this knowledge asymmetry to manipulate that person in 

a slave-like fashion. Note that the same idea applies to disparities in knowledge 

between social groups within societies too, such that one group can exploit asym-

metries in knowledge to co-opt other groups and individuals to further their 

own political projects, even if these activities are not in fact in the best interests 

of the individuals or groups they co-opt. Such power imbalances and risks of this 

kind of exploitation can be eased by ensuring that all persons have access to as 

much information as everyone else has.   

5. Lastly, they must have autonomous influence. By this Kolodny means that peo-

ple’s judgments must themselves be reached via ‘free reflection on what one 

takes to be relevant reasons’ (2014b: 310). He seems to include this condition 

to safeguard the voluntariness of individuals’ decisions about their final values 
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and ends. Kolodny says that: ‘It scarcely defuses the threat to social equality if I 

can manipulate the judgments that underlie your vote’ (2014b: 310).  

It’s not clear that these last two conditions are as distinct as Kolodny seems to think 

they are; being informed, or at least having sufficient opportunity to be informed, is 

related to personal autonomy, as I argued in chapter two. And the worry in both is about 

one person or group having the ability, by virtue of power differentials, to manipulate 

the others’ political influence in order to bolster their own. We might keep these two 

conditions separate though by saying that in condition four, the worry is that even 

though two people or groups share the same ends, they differ in the means by which 

they’d be willing to achieve that end, and one person/group disrespects this and uses 

the other person’s political influence to achieve one set of shared ends. By contrast, 

condition five guards against situations where one person or group is manipulated by 

another, more powerful group or person, in to thinking that they share a common in-

terest in X, when in fact Y is the less powerful person or group’s ‘real’ interest.   

However, it might be objected that even within democratic societies, some individuals 

will inevitably and inescapably have more power and authority (and thus influence) over 

collective decision-making than others. An objector might point to the presence of ‘tech-

nical experts’ in society, who necessarily generally have more knowledge in some domain 

than others, i.e. ‘non-experts’. They might argue that this asymmetry in knowledge gives 

experts greater relative power over decision-making vis-à-vis non-experts, and that this 

violates the equality constraint.57 Kolodny (2014b: 333) even suggests that:  

[T]he very division of labour [in society] seems to militate against [equality of oppor-

tunity for influence]. In any moderately complex society, some will be paid to acquire 

relevant political information, whereas others will have to acquire it, if they acquire it 

at all, in their spare time.    

I agree with Kolodny that the division of labour within society sets up inherent vulner-

abilities within democratic governance systems. It’s also true that these vulnerabilities 

can be exploited by those who wish to have greater relative (political) influence vis-à-vis 

others within society. But Kolodny himself provides us with resources that help us to 

                                                
57 Kolodny (2014b: 296) calls greater knowledge a ‘raw’ power. 
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appreciate, firstly, that it would be a mistake to view the mere existence of these asym-

metries as necessarily problematic, and second, that there are things we can do to ame-

liorate potentially problematic asymmetries, or the problematic aspects of them.  

With respect to the first point, Kolodny argues that what he calls a ‘judgment-depend-

ent’ inequality in opportunity for influence does not compromise equality of oppor-

tunity (2014b: 334). This type of inequality arises merely as the result of a hearer excising 

their judgment and pursuing their own convictions as part of their own equal oppor-

tunity for political influence. He gives the example of an Expert and a Crank, who both 

make factual assertions pertinent to a policy issue. If a Hearer, on the basis of their 

autonomous judgment, chooses to disregard the Crank’s testimony and defer to the 

Expert’s, thus accepting the Expert’s factual assertion as a premise in their own practical 

reasoning, the resulting inequality of influence that seems to arise between the Expert 

and the Crank is not a problematic one. This is because, on Kolodny’s reasoning, this 

inequality was the result of a third party’s own judgment. 

To extend Kolodny’s argument, the inequality in opportunity to influence others that 

arises between Experts and Non-Experts (and perhaps especially between ‘Experts’ and 

‘Cranks’), also seems to emerge as the result of prior democratically mandated and con-

trolled decisions about how epistemic labour will be divided up and allocated to best 

benefit society. We might say that there is a tacit background social contract between 

scientific experts and non-experts where the public has provided scientific experts with 

resources and a social licence to carry out research in exchange for practice- and policy-

relevant scientific information and knowledge. The Crank, on the other hand, has no 

such social contract with the public. As such a Crank may be ignored by a non-expert 

on the basis of not being bound by the same social contract, and thus may have less 

‘influence’ than the expert in the process. On the other hand, the Expert is understood 

to have a responsibility to share this knowledge and information, and moreover, to share 

it in a way that does not unfairly bolster their own personal political projects. As such, 

the actions of a scientist who behaves as a ‘stealth issues advocate’ (Pielke 2007), for 

example, may interfere with democratic legitimacy.  

Second, Kolodny explains that where potentially problematic inequalities in influence 

could arise, it’s generally possible for these asymmetries to be regulated in ways that 
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neutralise their presence, or convert them into assets that all benefit from equally. For 

instance, Kolodny (2014b: 295) argues that it isn’t necessary for social equality that there 

is a strict equality of ‘raw’ power or authority between people (e.g. all having the same 

knowledge). Rather, what social equality demands is that those who do have a latent 

potential for relative power or de facto authority over others (whether formal, legal, or 

otherwise), be resolutely disposed to refrain from exercising that greater power. They 

have to be willing to concede to others as much influence as they enjoy over common 

affairs, and to recognise that this is something to which others are entitled.  

This can be achieved via both the external regulation of potentially powerful or author-

itative people and sectors and their activities by democratic civilian control, as well as 

internal regulation (self-regulation or industry-regulation) and the development of ap-

propriate moral dispositions amongst practitioners (2014b: 296). These dispositions 

have a bearing on how those who occupy various social and professional roles — e.g. 

scientific experts, journalists who communicate about science, and politicians who 

make claims about science and scientists — inhabit these roles and use their considerable 

margin of discretionary power.58 When those with potential for greater power use that 

greater power over others and subordinate them, they exhibit a pathological disposition 

that undermines social equality and political fairness. By contrast, when they self-con-

sciously check this power and ensure that they exercise no more influence over political 

decisions than any other, they respect and further social equality, and as such, 

strengthen democratic legitimacy. 

The five aforementioned conditions therefore constrain the type of democracy we should 

have (Kolodny 2014b). Because speech makes up a large part of what politics is, these 

conditions might constrain the sorts of speech that we ought to welcome in a democ-

racy. If particular types of speech interfere with these conditions being met, people will 

not be provided with an equal opportunity to influence political decision-making, and 

the democratic legitimacy of associated public policy will be undermined. In what fol-

lows next I argue that some dissent about science can do just this. 

                                                
58 Also see Zacka (2018), who makes a similar argument for the development of the right moral disposi-

tions among ‘street-level bureaucrats’.  
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4.3.2. How some dissent about science interferes with realising equality of opportunity 

for political influence  

As I argued in Chapter Two, some dissent about science can lead to some people within 

a society non-voluntarily forming false or inaccurate empirical beliefs. That they have 

formed these false/inaccurate beliefs non-voluntarily in the first place is partly because 

there was not adequate information or higher-order evidence of sufficient integrity avail-

able within the public knowledge system. When public knowledge systems are charac-

terised by such conditions, many people will not have equal opportunity with their fel-

low citizens to influence policy in an informed way, as Kolodny’s fourth criterion re-

quires.  

Furthermore, in Chapter Two I also argued that the possession of non-voluntary 

false/inaccurate beliefs has the effect of compromising people’s personal autonomy on 

two fronts: by undermining a person’s control over their choice of values, and by un-

dermining their control over whether or not their actions realise their values. Because 

Kolodny requires that individuals have equal opportunity for autonomous influence over 

political decisions (condition five), where dissent about science produces non-voluntary 

false/inaccurate beliefs amongst hearers, and where these false/inaccurate beliefs are 

pertinent to public policy, political fairness will also be undermined from this angle too.  

In Chapter Three, I argued that when someone’s personal autonomy is undermined by 

certain types of dissent about science, they are pre-emptively silenced, and their freedom 

of speech is curtailed. When someone is silenced in this way, and as a result are either 

side-lined from democratic discussions and deliberations, or are not making speech acts 

in these conversations that reflect their own mind, it’s hard to see how someone can be 

understood to have a genuine opportunity for influence. Because someone who is pre-

emptively silenced and marginalised from democratic debates cannot be understood to 

have chosen to not participate — their non-participation was forced or compelled — the 

absence of their voice in political discussions and decisions bears on their standing as a 

social equal.  
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When these dynamics play out, Kolodny’s second criterion is violated because we are 

left with a situation in which some actors have greater relative opportunity for influence 

over political decisions vis-à-vis others within society. This is because problematic speech 

acts about science can work, on the one hand, to exclude some from having any influ-

ence on political decisions and, on the other hand, to co-opt others’ political influence 

and make use of it in a way that serves their own purposes. The cumulative effect is that 

some within society end up with much greater influence over political decisions com-

pared with others, and people’s interests will therefore be unfairly unequally advanced 

or hindered.  

With regards to climate policy, for example, what the domination of public debate with 

endless contestations of fundamental empirical claims has ultimately achieved is a con-

straining of both opportunities for political dissent within these arenas — due to oppor-

tunity costs as well as the effects of pre-emptive silencing (see Chapter Three)  — and a 

covert narrowing of the political space over time, as certain policy options have become 

physically impossible or otherwise unviable (e.g. holding global warming to 1°C).59 In 

contrast to this kind of tapering, efforts to clarify important features of the epistemic 

landscape don’t close down democratic deliberation or the range of policy possibilities, 

or favour one particular interest, because the acceptance of factual propositions cannot 

determine policy. In stark contrast to the way that problematic dissent confuses, conceals, 

and constrains, this clarity opens up the range of feasible policy directions at a point in 

time, and helps to provide for an equality of opportunity to influence decision-making. 

Moreover, the inequalities that do arise under such scenarios cannot be dismissed as 

they are not judgement-dependent inequalities; they are generally achieved through mis-

representations of science and expressions of misinformation that have the effect of by-

passing people’s critical faculties rather than engaging them. To be clear, this need not 

be a conscious, intentional process; some people might sincerely believe in the truth of 

the claims they express or transmit, and might not be intentionally taking away others’ 

                                                
59 At the time of writing, Earth’s climate system has warmed by about 0.9 °C from the mid-19th century 

to the present decade. It’s therefore almost certain that we will see an additional 0.1°C of warming by 

2100. And whilst keep warming to 1.5 °C is not yet physically infeasible, it will be extremely challenging 

to do so (Millar et al. 2017).    
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opportunities to voluntarily make up their own minds as they see fit. They might not 

be making calculated decisions to mislead people. But this does not mean their actions 

(their speech acts) are not negligent or reckless.       

In sum: where and to the extent that dissent about science undermines social equality 

in these ways, the democratic legitimacy of the resulting public policy is correspondingly 

eroded.  

 

4.4 Problematic Dissent and Epistemic Fairness 

As part of what counts as ‘political fairness’, Pure Epistemic Proceduralism calls for 

epistemic fairness. Recall that this is motivated in a large part by democracy’s ‘constructive’ 

function or knowledge-generating potential, as explained above. Peter makes clear 

(2007: 344) that the criteria for epistemic fairness are to extend to regulating public 

deliberation at the fact-gathering and analysis stages of policymaking processes, i.e. those 

stages many might have viewed as being only, or predominantly, within the purview of 

technical experts. Given the value-ladenness of science and science-informed policymak-

ing (Douglas 2009), this is an important virtue of Peter’s account in comparison to other 

accounts of epistemic democracy that overlook this quality.  

Peter doesn’t outline or definitively endorse one set of criteria for epistemic fairness. 

However, she does say that those epistemologies developed by feminist philosophers of 

science and epistemologists are among those that best fit her account (2007: 341). Be-

cause Peter seems to be particularly persuaded by Helen Longino’s social epistemology 

of science,60 I will use it here, first, to give more content to Peter’s account of democratic 

legitimacy and, second, to show how some dissent within or about science can erode 

epistemic fairness and thus democratic legitimacy. 

4.4.1. Epistemic Fairness Through Longino’s Social Epistemology 

Longino's account of the production of scientific knowledge, first developed in Science 

as Social Knowledge (1990) and then expanded upon within The Fate of Knowledge (2002), 

                                                
60 See Peter 2013, fn 11, p. 1264 for Peter’s own statement to this effect.  
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is known as ‘contextual empiricism’ (1990: 215), or ‘critical contextual empiricism’ 

(2002: 208). For Longino, it is the social character of scientific inquiry that allows sci-

entific knowledge to be produced. Individual observation and reason are necessary but 

not sufficient; they must be supplemented by collective, social processes.  

The social process of paramount importance for Longino is critical discursive interac-

tion. She says that: ‘Once propositions, theses, and hypotheses are developed, what will 

become scientific knowledge is produced collectively through the clashing and meshing of 

a variety of points of view’ (1990: 69, my emphasis). She says that scrutiny and criticism 

from a diversity of perspectives ‘not only spurs evaluation and re-evaluation of hypoth-

eses, but also leads to better appreciation of their grounds and of their consequences’ 

(Longino 2002: 129).  

She prescribes four criteria for scientific inquiry that she takes to be necessary to ensure 

the effectiveness of these discursive interactions (2002: 128–135). These four features are 

also known as ‘criteria of knowledge-productive capacity’, ‘norms applying to the social 

practices and processes of cognition’ and ‘conditions of effective or transformative crit-

icism’ (2002: 134). She thinks that the satisfaction of these norms helps to provide as-

surance that the theories and hypotheses accepted by scientific communities have been 

divested of the sorts of biases of individuals and sub-groups that can mislead (2002: 

134). She is also confident that her criteria will enable us to distinguish between social 

interactions that are productive of knowledge and those that are not.   

Her first criterion is that there be recognisable public venues for critiquing research to pro-

vide for the criticism of evidence, methods, assumptions, reasoning and claims from a 

variety of viewpoints. In outlining this criterion, she reminds us that criticism not only 

spurs evaluation and re-evaluation of hypotheses, but also leads to better appreciation 

of their grounds and of their consequences (2002: 129). She also thinks that various 

practicalities (e.g. space limitations), contemporary values (e.g. for positive, rather than 

negative, research results), and structural developments in science (e.g. commercialisa-

tion and privatisation of research, information, and ideas), all work against critical dis-

course and the ideal fulfilment of this first criterion.      
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Second, she requires communities to respond to and ‘uptake’ expressed criticism. This is to 

ensure that criticisms are not ignored but, rather, given careful consideration and ad-

dressed. Communities satisfy the requirement of uptake if they consist primarily of in-

dividuals who are genuinely responsive to criticism, and individuals are genuinely re-

sponsive to criticism if they are willing to question any of their beliefs by considering 

any criticism from any source, which importantly includes ‘non-experts’ (2002: 129).  

Longino’s third criterion, that there are publicly recognised shared standards for the evalu-

ation of theories, hypotheses and methodologies, is meant to ensure that criticism is 

relevant — that is, that it appeals to some standards held by the person(s) maintaining 

the position — as well as to make sure that what counts as relevant is not merely a func-

tion of the arbitrary whims of individuals but, rather, of a set of shared standards to 

which the community is bound (2002: 130). She also explicitly requires that these stand-

ards themselves be subject to occasional criticism (131). She again makes it clear that 

evaluations can be performed by anyone, rather than only those members of a commu-

nity that share those standards.    

Lastly, she stipulates that there must be a tempered equality of intellectual authority. 

Longino clarifies that intellectual authority refers to a person having the sorts of cogni-

tive skills (e.g. of observation, synthesis, analysis, and critique) that enable them to par-

ticipate in critical discussions and contribute to the understanding of matters they have 

less knowledge about than others (2002: 133, fn 19). Intellectual authority therefore 

differs from what Longino calls cognitive authority, which relates to the amount of do-

main-specific knowledge a person holds. Equality of intellectual rather that cognitive 

authority, she makes clear, means that scientific communities must include and attend 

to the criticisms of ‘outsiders’ (134). She requires that every participant of the discussion 

be respectfully regarded as equally capable of contributing persuasively and decisively to 

critical discursive interactions. She clarifies (132, fn 15) that equality here, as an episte-

mological rather than moral/political criterion, requires that all relevant perspectives be 

included, rather than only that different perspectives have an equal chance or equal oppor-

tunity of being included.  

Therefore (and importantly), not only is her criterion different from equality as a 

moral/political criterion (as in section 4.3. above), it is also stronger and therefore more 
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demanding. She asserts that the point of the requirement of equality is to ‘ensure the 

exposure of hypotheses to the broadest range of criticism’ (132, my emphasis); to maximise 

the community’s critical resources. This is required not only to protect against the sorts 

of injustices women and racial minorities have experienced in the past, but also help to 

ensure that there are no ‘cognitive failings’, and that any consensus that does form does 

so for legitimate reasons. For Longino, a legitimate scientific consensus is one that re-

sults from a ‘critical dialogue in which all relevant perspectives are represented’ (131, my 

emphasis), and where any assent is ‘unforced’ rather than merely the product of social 

and economic power dynamics (132). 

4.4.2. How problematic dissent interferes with the fulfilment of Longino’s criteria 

On an account of democratic legitimacy that uses Longino’s criteria, public policy in 

democratic societies, especially that informed by scientific information, will therefore 

be legitimate only if the science that underpins it was scrutinised within communities 

that meet Longino’s four criteria. The question then is whether the presence and extent 

of some dissent about science within public knowledge systems contribute to a failure 

to meet these criteria, and therefore by extension, to preventing/undermining epistemic 

fairness and thus democratic legitimacy.  

Firstly, it is plausible that some speech acts or omissions about science, including prob-

lematic dissent over scientific claims, can lead to situations in which non-experts are not 

able to recognise the public venues for critiquing scientific research. When this hap-

pens, the fulfilment of Longino’s first criterion will be interfered with. For instance, 

some dissent can lead non-experts to perceive that certain groups of people are in fact 

the relevant scientific community, when they are not, or when they are at best only a 

small part of it. A non-expert who believes this group of people are the relevant scientific 

community, and who proceeds to engage with this particular community on the basis 

of such a belief, may be under the impression that their comments and criticisms have 

been heard by the relevant scientific community when they will not have been.  

Perhaps something like this happens when members of the public and policymakers 

come to engage with the work of the Non-Intergovernmental Panel on Climate Change 
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(NIPCC) rather than the Intergovernmental Panel on Climate Change (IPCC), or 

simply with mainstream climate science. The NIPCC describes itself as: 

an international panel of scientists and scholars who came together to understand the 

causes and consequences of climate change. NIPCC has no formal attachment to or 

sponsorship from any government or governmental agency. It is wholly independent of 

political pressures and influences and therefore is not predisposed to produce politically 

motivated conclusions or policy recommendations.61 

They even say that the NIPCC was created: 

to take the IPCC’s place by giving honest scientists an alternative outlet for their work 

and citizens of the world a genuinely independent source of research on this issue (my 

emphasis).  

The NIPCC operates by mimicking the structure and activities of the IPCC. It publishes 

reports with similar titles such as: Climate Change Reconsidered: The 2009 Report of the 

Nongovernmental International Panel on Climate Change (NIPCC), Climate Change Reconsid-

ered: The 2011 Interim Report of the Nongovernmental International Panel on Climate Change 

(NIPCC), Nature Not Human Activity Rules the Climate: Summary for Policymakers of the 

Report of the Nongovernmental International Panel on Climate Change, and Climate Change 

Reconsidered II: Physical Science. The NIPCC says that ‘In the tradition of the IPCC’, it 

publishes its Summary for Policymakers in advance of completing the underlying report. 

These reports are written and reviewed by authors that claim expertise in climate sci-

ence, but who generally don’t have a track record of publishing articles in peer reviewed 

academic journals on the topics they write about for the NIPCC.  

However, given that the NIPCC’s operation and funding is tied to highly partisan think 

tanks — such as the free market Heartland Institute — and the fossil fuel industry, in-

cluding from the Koch brothers, there is room for scepticism about their claim to be a 

source of ‘genuinely independent research’. Additionally, at least two people involved 

in the NIPCC, Fred Seitz and S. Fred Singer, also have a long history as the U.S.’s chief 

merchants of doubt (Oreskes and Conway 2010).   

                                                
61 Taken from the NIPCC’s website: http://climatechangereconsidered.org/about-the-nipcc/, September 
2018. 
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The problem is that much of this higher-order evidence — information relevant to eval-

uations of the reliability of the source of the first-order evidence — is not relayed to the 

public. In a context in which this evidence is absent, and in which the NIPCC portrays 

itself misleadingly, it’s perhaps understandable that many non-experts have come to be-

lieve that the NIPCC, rather than the IPCC, is the relevant scientific community to 

engage with about climate science. To date, the NIPCC has run twelve ‘International 

Climate Change Conferences’, which are attended by many policymakers and interested 

lay persons. Lamar Smith, chair of the United States House Committee on Science, 

Space and Technology, was a speaker at last year’s conference. Perhaps the biggest worry 

though is not those very ideological people who have chosen to close themselves off 

within an echo chamber and not engage with the IPCC, but the people they in turn 

influence. The NIPCC is often uncritically quoted or referred to by journalists,62 and 

this may have the effect of misleading readers about both the first-order claims of climate 

scientists, and the higher-order evidence that relates to their trustworthiness. These mis-

representations can also cut them off from these communities in other ways, as I explain 

below.    

Some dissent also appears to frustrate the fulfilment of Longino’s second criterion: the 

need for scientific communities to respond to and ‘uptake’ expressed criticism. The 

expression of certain types of dissent can lead scientists and particular scientific com-

munities to — in many cases, very reasonably — avoid engaging with dissenters in general, 

due to the time wasting and attacks they’ve experienced in their previous interactions 

with other dissenters (Biddle and Leuschner 2015; Biddle, Kidd and Leuschner 2017). 

At one conference I attended last year, an astrophysicist admitted that he has a special 

email folder where he files away emails from those who claim they have found errors in 

Einstein’s mathematical equations. He doesn’t properly read these emails, or in many 

cases even open them. He said that he is ‘inundated’ with these kinds of emails, and 

that seriously reading and writing back to each one would have opportunity costs which 

                                                
62 As just one example, the Daily Mail, Britain’s highest circulating newspaper and the world’s most traf-

ficked online news site, published a news article summarising the NIPCC’s ‘scientific report’. See Johna-

than O’Callaghan, ‘Don't fear climate change - rising CO2 levels and a warming planet could be benefi-

cial, claims study’, 9 April 2014: https://www.dailymail.co.uk/sciencetech/article-2600565/Dont-fear-cli-

mate-change-rising-CO2-levels-warming-planet-beneficial-claims-study.html  
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would mean he would fail to meet a range of other professional obligations that he 

perceived to be more important or worthwhile. It seems very plausible that many scien-

tists, especially those whose science is embroiled in public controversy, deal with dissent 

in similar ways, for similar reasons. But it’s of course possible that in amongst the deluge 

of dissent that is not epistemically beneficial, there is dissent that is. Thus, some acts of 

frivolous or problematic dissent, by making unreasonable demands on scientists, may 

be displacing the attention other dissent would receive from scientists in a counter-fac-

tual world in which scientists’ inboxes were less inundated by dissent from non-experts.   

Some dissent may also contribute to making it more difficult for other non-experts to 

criticise the background assumptions of experts (i.e. the ‘shared standards’ within the 

scientific community) — Longino’s third criterion. As with public venues for critiquing 

research, these shared standards are meant to be able to be ‘publicly recognised’. But as 

Oreskes and Conway (2010: 247) note, some dissent not only misinforms hearers about 

scientists’ first-order claims, but also misrepresents the methodologies and processes sci-

entists have followed that led to them making those claims. If non-experts cannot accu-

rately identify the actual shared standards the scientific community is bound by, they 

will also be unable to recognise when the scientific community is and is not meeting 

these standards, or be able make good judgements or critiques about their appropriate-

ness. Criticisms under such circumstances are likely to misfire, and criteria three will 

remain unfulfilled.   

Lastly, some dissent can undermine the degree to which there will be a tempered equal-

ity of intellectual authority, which recall refers to equal abilities in observation, analysis, 

synthesis, etc. This is because in many cases, a pre-requisite for someone having a certain 

degree of intellectual skill is that they simultaneously have access to an undistorted pic-

ture of the relevant epistemic landscape. It seems unlikely that someone could count as 

a ‘skilled observer’, for example, if the evidence base upon which they are relying to 

make observations is systematically distorted in some way. One’s ‘skills’ as an observer 

don’t exist completely independently of the knowledge base upon which they are de-

ployed, and which subsequently, through a looping effect, in turn condition what the 

observer ‘sees’.  
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Perhaps someone might say that a skilled observer just would know that the evidence base 

is systematically distorted. But such person would then be some type of expert them-

selves, or at least that they would likely have a certain degree of interactive expertise as 

well as access to the sort of higher-order evidence that would indicate that the evidence 

is systematically distorted (rather than the sort of ordinary person Longino’s criterion is 

meant to make room for, who e.g. possess neither contributory or interactive expertise, 

nor direct access to higher-order evidence). For instance, someone could have perfect 

observational skills in one sense; they might, like Neo in the film The Matrix (1999), see 

a woman in a red dress walking through the street. But like Neo, they also might not 

know, or even be able to know through their own senses alone, a deeper truth; in Neo’s 

case, that the woman in the red dress, like the whole streetscape, is a computer simulated 

training program rather than the Matrix. Neo did not know he was in a simulation until 

someone with more expertise and knowledge than he had (i.e. Morpheus) testified to 

Neo that this was the case (i.e. shared his knowledge with Neo). Our cognitive skills are 

intrinsically entwined with the knowledge and skills of others, and perhaps especially 

with experts. To have equal intellectual authority with others, we depend on having 

undistorted access to others’ claims, as well as relevant higher-order evidence. 

Where and to the extent that dissenting speech acts about science, or omissions of in-

formation, mean that Longino’s four criteria are not met, epistemic fairness will be un-

dermined. This, in turn, means that some dissenting speech acts about science, and 

omissions, can check the democratic legitimacy of public policy.    
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Conclusion  

In this chapter I argued that concerns about the impact of problematic dissent about 

science on public policy and democratic values are best understood as concerns about 

the democratic legitimacy of public policy. Although much of the extant literature 

frames these concerns in ways that accord with the Rational Epistemic Proceduralist 

characterisation of democratic legitimacy, I argued that Fabienne Peter’s account of 

Pure Epistemic Proceduralism yields an alternative, and more attractive, diagnosis of 

the how problematic dissent can interfere with the democratic legitimacy of public pol-

icy. Peter’s account of democratic legitimacy avoids controversial assumptions about the 

correctness of the content of public policy, focusing instead only on the procedure it was 

made through. Peter’s Pure Epistemic Proceduralist account of democratic legitimacy 

rests on a link between procedural fairness and epistemic value. By requiring that public 

deliberation tied to policymaking is carried out under conditions of social equality and 

characterised by epistemic fairness, Peter’s account captures the important idea that inclu-

sive public deliberation is valuable not just for the ideal of political fairness that it em-

bodies, but also for its epistemic contribution to public deliberation and democratic 

decision-making. Using Kolodny’s more specific conditions for the social equality aspect 

of political fairness, and Longino’s criteria for epistemic fairness, I demonstrated that 

some dissent about science can interfere with the degree to which such conditions are 

met, and hence, can undermine the democratic legitimacy of public policy.   
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CHAPTER FIVE: 
MAKING DECISIONS ABOUT DISSENT 

 

 

Introduction 

My analysis so far has drawn attention to the fact that what makes some dissent within 

or about science ‘problematic’ is not merely a function of its negative epistemic conse-

quences, but also its undesirable non-epistemic risks and consequences. I have argued 

that under some circumstances, some dissent has the potential to compromise three 

interlinked values that are particularly important in liberal democracies: personal au-

tonomy, freedom of speech, and the democratic legitimacy of public policy. 

But what, if anything, should we do about problematic dissent? It’s worth noting that 

many people inevitably and inescapably must make decisions about dissenting speech 

about science every day. Teachers, librarians, media editors, journalists, journal editors, 

peer reviewers, book shop managers, politicians, social media companies, and so on, are 

all forced, due to limited resources and professional obligations, to make numerous 

decisions about speech about science, including what speech merits and will receive 

attention, and what kind of attention, in different parts of the public knowledge system.  

Whilst scholars seem to agree that some dissent can be problematic, there is currently 

deep disagreement about how we ought to respond to its expression and transmission, 

and whether certain types of responses help to facilitate progress or undermine it. For 

instance, in a recent article — ‘Who’s Afraid of Dissent?’ — Inmaculada de Melo-Martín 

and Kristen Intemann (dMMI) (2014) agree that challenges to a scientific consensus by 

dissenting voices can have considerable negative consequences, including to public pol-

icy (p. 596, p. 599). However, the purpose of their article is to argue that it is both 
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misguided and dangerous to try to minimise or discourage the expression and transmis-

sion of dissent within the public knowledge system that is perceived to be problematic. 

They label such minimising or discouraging the ‘targeting’63 of dissent.  

According to dMMI, targeting dissent is misguided because it fails to address what they 

diagnose as the ‘real problem’: the prevalence of false assumptions about the nature and 

role of scientific consensus, dissent and evidence in policymaking (pp. 599–607; p. 609). 

Targeting dissent is also dangerous, dMMI argue, because it likely increases instances of 

problematic dissent, deprives us of resources to criticise special interest science, and 

stifles legitimate dissent that is crucial to scientific progress and sound policy (pp. 607–

609). Consequently, dMMI conclude that scholars should turn their attention else-

where to make progress (p. 610) and propose correcting false beliefs about science-in-

formed policy through education as an alternative intervention. Two more recent pa-

pers echo similar arguments. Pearce et al. (2017) and Intemann (2017) claim that efforts 

to communicate the expert consensus about empirical claims — among those strategies 

that dMMI say constitute targeting dissent — are at best ineffective and at worst have a 

deleterious impact on public policy. Whilst Pearce et al. characterise consensus messag-

ing as a ‘distraction’ from more urgent matters, Intemann warns that it may simply 

reinforce what she argues are problematic assumptions about scientific consensus and 

its role in policymaking and that it may backfire, undermining trust in science.   

On the other side of the debate, science historian Naomi Oreskes (2004; and Conway 

2010; 2017) and cognitive scientists Jonathan Cook (et al. 2016; 2017) and Sander van 

der Linden (et al. 2014; 2016; et al. 2017), among others, hold that targeting problem-

atic dissent in certain ways is sometimes an effective, reasonable, and legitimate response 

to the risks associated with problematic dissent, especially in contexts where powerful 

political actors have either deliberately manufactured unwarranted levels of doubt about 

scientists’ empirical claims, or displayed a reckless disregard for the truth about empiri-

cal matters. To support their case, they point to research that suggests that mispercep-

tions of, for example, an expert consensus about empirical claims can be consequential 

                                                
63 I would prefer to use ‘checking’ dissent instead, as I think ‘targeting’ is an unduly loaded term. How-
ever, I will use dMMI’s language of targeting within this chapter for consistency. But I will return to the 
issue of terminology at the end of this chapter. 
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for policy, and that an improved understanding of the degree of consensus can lead to 

better engagement with empirical issues, and influence peoples’ policy attitudes (e.g. 

Ding et al. 2011). Even more promising for their position, studies have also found that 

this outcome often holds across the political spectrum, and that information about the 

degree of consensus can sometimes neutralise the effect of a person’s pre-existing 

worldview on the formation of their beliefs about empirical matters (Lewandowsky et 

al. 2013; van der Linden et al. 2014; et al. 2016). 

My aim in this final chapter is to offer a less polarised perspective that integrates, rather 

than sets into competition, insights from both sides of the debate. 64 However, because 

I think some scholars have been too quick to dismiss the importance and legitimacy, in 

some contexts, of various responses that dMMI classify as targeting dissent, I will also 

be providing a qualified defence of certain targeting practices, including consensus mes-

saging. I develop my case primarily via close critical engagement with dMMI’s article, as 

I take it to be perhaps the key paper in this debate. Notably, it is unclear whether dMMI 

take targeting dissent to always be misguided and dangerous, or just generally so. Alt-

hough they do not offer any such caveats, I will assume that they intend the latter, as it 

is more plausible.  

In the first part of the chapter (§5.1—§5.2), after clarifying what it means to target dissent 

and providing a more detailed overview of dMMI’s argument that targeting dissent is 

misguided, I present an additional set of assumptions that dMMI overlook, which make 

targeting certain problematic dissent as an obstacle to public policy sound in some cir-

cumstances. I call this the ‘Probability Argument’, as it focuses on the policy conse-

quences of non-experts’ having distorted perceptions of the probabilities that pertinent 

hypotheses are correct. Before moving on, I raise and respond to two objections to the 

Probability Argument: that it does not guarantee that any changes to policy as a result 

of targeting problematic dissent will make for ‘sound’ policy, and that the Probability 

Argument is simply the ‘deficit model’ in disguise. Whilst I have developed the Proba-

bility Argument in an attempt to go some way towards resolving disagreements over the 

                                                
64 Some of the scholars in this debate have already acknowledged their view that different approaches can 
coexist (e.g. Cook and van der Linden 2017).  
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wisdom and ethics associated with targeting problematic dissent, it seems a useful frame-

work for reasoning about science communication more generally. It also further clarifies 

the critical role and significance of higher-order evidence, a concept that has often been 

neglected in scholarship on science communication. As such, it has significance beyond 

just this corner of the philosophical and science studies literature.    

In the second part of the paper (§5.3—§5.4), I examine dMMI’s argument that targeting 

dissent is dangerous. I show that the same reasons dMMI provide to ground their argu-

ment that targeting dissent is dangerous also apply to not targeting dissent; as such, it 

remains very unclear whether targeting dissent, or not targeting dissent, will be riskier. 

I then move to considering dMMI’s education solution to problematic dissent. I argue 

that in many cases we have good reasons to doubt both that correcting false philosophies 

of science-informed policy will be effective, and that any approach heavily dependent 

on education will be sufficient and riskless in our non-ideal world. These arguments 

lead to further misgivings over the position that targeting problematic dissent is (gener-

ally) misguided and dangerous. I conclude, in §5.5, by showing that education activities 

are often not clearly distinct from strategies that target dissent, and suggest that this 

offers us some clues as to a way forward. I also provide guidance for reasoning about, 

identifying, and responding to problematic dissent, and raise what I see as important 

considerations for future scholarship.  

I want to stress that I do not make a general argument that pushes toward it being 

generally misguided and dangerous not to target dissent. Nor do I argue that targeting 

dissent is always or generally sound, or that targeting dissent is never risky or harmful; 

under certain circumstances, it surely is. I am simply calling attention to the fact that 

there are cases where targeting dissent is not misguided and dangerous, and where doing 

so will be a sound, reasonable, and legitimate response. I hope to push the discussion 

toward the development of a more contextual and nuanced approach to evaluating and 

responding to dissent, one that attends to both epistemic and non-epistemic values and 

consequences and takes an all-things-considered perspective.  
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5.1. What is ‘Targeting’ Dissent? 

According to dMMI, ‘targeting dissent’ is any attempt to minimise or discourage dissent 

that is perceived to be problematic (p. 593). They draw attention to three common tar-

geting practices: 

First, dMMI say that dissent can be masked, when, for example, the full range of opin-

ions that exist on some matter are not reported, or when a consensus position is em-

phasised (pp. 596–597). As an illustration of the former, dMMI cite the example of 

scientists presenting only those general claims they all agree on to the public and poli-

cymakers, whilst simultaneously not conveying information about other claims they dis-

agree about, or downplaying their significance. As an example of the latter, they point 

to efforts to quantify and highlight the scientific consensus on the existence of anthro-

pogenic climate change. 

Second, dMMI point out that dissent that is perceived to be problematic can be silenced 

(p. 597). According to dMMI, an example of silencing occurs when dissent is ‘hindered 

through the peer-review process’ (p. 597). A prominent example of an explicit silencing 

of dissent within an academic journal was the South African Medical Journal’s announce-

ment that it would no longer accept articles containing certain dissident views on 

AIDS.65  

Third, dMMI note that dissenters can be discredited, when, for example, their financial 

and political ties to private industry or partisan think tanks are publicised (p. 598). 

Oreskes and Conway’s research on the ‘manufacturers of doubt’ is raised again as an 

example of this practice. According to dMMI, not only does discrediting dissenters hin-

der dissent directly, but it also does so indirectly by deterring funding agencies, publish-

ers, and other scientists, from engaging with dissidents’ work, or conducting, funding, 

or otherwise supporting, similar research. 

These explanations and examples are not exhaustive of the kinds of activities that count 

as masking, silencing and discrediting dissent and dissenters. I understand these catego-

                                                
65 See van Niekerk (2003). Thank you to Katherine Furman for providing this example. 
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ries to also include things like:  the exclusion of some dissent from curricula, or empha-

sising a consensus position rather than providing ‘balanced’ lessons; non-academic me-

dia refusing to publish certain dissent, such as the decision of the Los Angeles Times to 

no longer publish letters claiming there is no evidence for anthropogenic climate change 

(Thornton 2013); and journalists discrediting scientists by revealing fraudulent scien-

tific practices and undisclosed financial interests, as in Brian Deer’s investigations of 

vaccine dissident Andrew Wakefield (Godlee, Smith and Marcovitch 2011). Nor are the 

three categories — masking, silencing and discrediting — a comprehensive taxonomy of 

what constitutes targeting dissent; according to dMMI they simply represent three par-

ticularly common ways dissent is targeted.  

Now that we are clearer about what counts as targeting dissent, we can move to critically 

engaging with and evaluating dMMI’s arguments.   

 

5.2. Is it Misguided to Target Problematic Dissent? 

The first of dMMI’s two key arguments is that treating dissent about science as an ob-

stacle to the development and enactment of public policy, and consequently targeting 

this dissent, is misguided (pp. 599–607). dMMI contend that those who target dissent err 

because the means they deploy will not achieve their end. This is so, dMMI reason, 

because the decision to target dissent rests on unjustified assumptions about the nature 

of scientific consensus and dissent, and the role of each in policymaking (p. 595). They 

focus on two assumptions — a scientific consensus is necessary (pp. 599–604), and a sci-

entific consensus is sufficient (pp. 604–607), for sound policy — and claim that concerns 

about dissent are only plausible under these assumptions (p. 599). dMMI argue that both 

of these assumptions are false (p. 609), and therefore that targeting dissent is misguided 

because it will not actually facilitate sound policymaking. I will refer to these assump-

tions about the role of a scientific consensus in policymaking as false philosophies of sci-

ence-informed policy.66    

                                                
66 dMMI note other false philosophies of science-informed policy e.g., that: science needs to be certain (p. 
600); unanimous expert consensus is required (p. 601); scientific knowledge is the only factor that can 
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According to dMMI, it is the prevalence of these particular false beliefs amongst non-ex-

perts that is the most fundamental issue (p. 604), and therefore the ‘real problem’ (p. 

609); the dissenting communicative acts themselves are, dMMI assert, the wrong targets 

of concern (p. 599). They claim:   

If our arguments are correct, the problem is not with the dissent as such, even dissent 

that is not epistemically valuable, but with an incorrect understanding of the nature of 

consensus and dissent and their role in sound public policymaking. Addressing the real 

problem should be our aim (p. 609, emphasis added). 

Note that dMMI are making causal claims here, including a claim about which causal 

factor is the predominant or most fundamental driver of what they call unsound policy 

(i.e. an attribution claim). Based upon this understanding of the causal mechanism, 

dMMI propose an alternative solution to the concerns of those who currently target dis-

sent: educating policymakers and the public about nature of scientific consensus and 

dissent, and the role each can and should play in policymaking (p. 595, p. 604; 2013). 

dMMI believe that this alternative will not only successfully facilitate sound policymak-

ing, but that education is a ‘better strategy for addressing the problem’ because ‘it avoids 

the additional dangerous consequences associated with targeting dissent’ (p. 604).  

Without doubt, dMMI are right to highlight the way that flawed conceptual schemes 

can distort decision–making. By pointing to the way that false philosophies of science-

informed policy can contribute to generating the consequences of problematic dissent, 

dMMI have made an important contribution to identifying the sorts of misconceptions 

that should be corrected, and ideas that should be covered, within education on science 

and society. They have also identified one high-level strategy that could be implemented to 

enhance non-experts’ resilience to problematic dissent, and that may be efficacious in 

dampening its harmful consequences.  

                                                
legitimately influence policy (pp. 606–607). I don’t focus on these false philosophies for two reasons: 1) 
they aren’t dMMI’s focus; 2) I take it that they are caricatures of science-informed policy that few, if any, 
contemporary scholars endorse.  
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However, dMMI’s argument that targeting dissent is (generally) misguided is unsuccess-

ful. This is because there is an alternative set of assumptions that capture several con-

siderations that dMMI overlook and that together make it sound to target problematic 

dissent in some circumstances. I show this via the Probability Argument.  

 

5.2.1. The Probability Argument  

The Probability Argument can be summarised as follows:  

P1.  Where a scientific hypothesis (H) is pertinent to policy (P), a person’s level of 

support (or otherwise) for P can be influenced by their perception of the proba-

bility (Pr) that H is correct.  

P2.  Non-experts rely on experts’ testimony, as well as higher-order evidence — such 

as the degree67 of expert agreement about Pr(H) — to form beliefs about Pr(H).   

P3.  Problematic dissent can causally contribute to non-experts holding false or inac-

curate perceptions of experts’ first-order claims, as well as of higher-order evi-

dence. This affects a non-expert’s ability to form well-calibrated beliefs about 

Pr(H).  

P4.  Targeting problematic dissent can prevent this speech from entering and circu-

lating through the public knowledge system, or certain parts of this system, 

and/or can reduce its regularity and reach, and consequently its impacts. As 

such, targeting dissent can help some, perhaps many, people to more accurately 

perceive first- and higher-order features of the epistemic landscape, and hence, 

to form more accurate beliefs about Pr(H). Given the relationship between Pr(H) 

and P (see P1), some, perhaps many, peoples’ attitudes towards P will therefore 

differ when certain problematic dissent is targeted, compared to a counterfactual 

world in which this problematic dissent is not targeted and perhaps even unwit-

tingly helped to flourish.  

                                                
67 Note that dMMI generally treat consensus as a binary, presence-absence phenomenon. I think it’s more 
helpful to understand consensus as a scalar concept, and to talk about the degree and spread of expert 
(dis)agreement.  
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C.  Targeting problematic dissent is a sound strategy for curbing the negative conse-

quences of problematic dissent on policy in some, perhaps many, circumstances.    

In what follows I discuss and defend each of these assumptions.    

 

(P1) The significance of the perceived probability that a pertinent hypothesis is cor-

rect 

In democratic societies, the development, enactment, and continuity of public policies 

(Ps) rests in part, and often to a considerable degree, on the extent to which potential 

voters (and to a lesser extent the public in general) support P. The extent to which an 

individual supports or opposes P partly reflects their subjective assessment of how well 

justified P is (Druckman and Lupia 2000).68 This assessment partly turns on whether, 

and to what extent, they: believe that there is a need for P; support P’s objectives; take 

P to be capable of meeting these ends; and are willing to accept trade-offs associated 

with P. These beliefs and attitudes are influenced by a person’s values and normative 

views, in concert with their understanding of how the world is, forecasts about how the 

world could be, and best estimates of the likelihoods of such scenarios. For some policy 

issues, scientific information will be pertinent. 

Where a scientific hypothesis (H) is relevant to P, how probable a person takes H to be 

— Pr(H) — can influence the person’s assessment of how well justified (or not) P is.69 For 

instance, whether, and the degree to which, exposure to second-hand smoke can elevate 

risks to non-smokers’ health will be relevant to many peoples’ subjective assessments of 

how well justified a policy that prohibits smoking in workplaces (PPSW) is.70 Therefore, 

                                                
68 By ‘support’ I mean that that person would then act in ways that further P, rather than opposing P and 
behaving in ways that prevent or reverse P, or at least that their support of P would feature as such in 
their deliberations about all-things-considered decisions. I take ‘justified’ to mean underpinned by good 
or legitimate reasons. 
69 Consistent with the role probability plays in rival descriptive theories of decision (i.e. expected utility 
theory and prospect theory), as well as in key philosophies of mind (e.g. Clark 2015).   
70 The tobacco industry’s own research noted this. The Roper Report (1978, cited by CDC 2006) reported 
the widespread public belief that ‘What the smoker does to himself may be his business, but what the 
smoker does to the non-smoker is quite a different matter’. It also predicted that, as the belief that second-
hand smoke exposure could harm non-smokers became more widespread, public support for smoking 
restrictions would grow. 
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the probability that a person assigns to the following hypothesis, for example, can influ-

ence their assessment of how well justified PPSW is, and thus whether, and to what extent, 

they support or oppose PPSW: 

HC: Exposure to second-hand smoke in workplaces increases a non-smoker’s risk of lung 

cancer, on average, by 15–20%.71 

 

Ceteris paribus, the higher a person perceives Pr(HC) to be, the more justified they will 

take PPSW to be, and the stronger their support (or the weaker their opposition). Im-

portantly, it is possible that once some Pr(H) reaches a certain threshold, a person may 

then take P to be justified enough to support, or at least be neutral towards, P, all-things-

considered. What this threshold is will depend on a person’s values, among other fac-

tors, and will therefore be unique to each individual. Thresholds are also sensitive to 

contextual factors, e.g. may shift in response to changes in the status of other hypothe-

ses.   

To illustrate, take León, who thinks that it is unlikely that second-hand smoke exposure 

can increase the average non-smoker’s risk of lung cancer by 15–20% (i.e. he takes Pr(HC 

) = 0–0.33). This, in conjunction with his strong normative beliefs about the importance 

of smokers’ negative freedom and of government interference being undesirable, means 

that he initially strongly opposes PPSW. By contrast, Frida is much more accepting of gov-

ernment regulation, and has a very low tolerance for risks of harm being imposed on 

others. She also takes Pr(HC ) = 0–0.33, but given her values she weakly supports PPSW. 

Now imagine that at some later time León and Frida both come to accept that Pr(Hc) 

>= 0.95, i.e. that it is extremely likely that HC is correct. With these updated beliefs 

(their values remain unchanged), León now weakly, and Frida very strongly, supports PPSW.  

 

(P2) Non-experts depend on expert testimony and higher-order evidence to form be-

liefs about Pr(H) 

                                                
71 Of course, I am not saying that this is the only hypothesis or consideration someone could take to be 
important to their deliberations about P. I isolate one hypothesis here for illustrative purposes; ultimately 
many considerations are entangled in a complex web.       
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How León and Frida form their beliefs about HC is important. When H relates to a 

domain of specialist knowledge, non-experts rely on expert testimony to provide them 

with the best knowledge about H available, including estimations of Pr(H).72 Most 

straightforwardly, non-experts can defer to experts’ assertions such that they directly 

employ experts’ claims as premises in their own reasoning. But non-experts can also 

form impressions about Pr(H) more indirectly, e.g. León and Frida may have originally 

estimated Pr(HC) = 0–0.33 because the media’s reports were frequently along the lines 

of: ‘whilst some medical scientists say it is virtually certain that exposure to second-hand 

smoke increases the risk of lung cancer in non-smokers by up to 20%, they remain 

deeply divided, with significant numbers of experts who dispute this claim, and who 

think there is zero chance this is the case.’  

Non-experts also use higher-order evidence — that is, evidence about putative experts 

and the processes they used to arrive at their claims — to form their beliefs about Pr(H). 

Higher-order evidence is often conveyed to non-experts by intermediaries, such as the 

media, when communicating putative experts’ first-order claims. It includes (but is not 

limited to): the degree and/or spread of expert (dis)agreement; who agrees/disagrees, 

and why; indicators of contenders’ competence, vis-à-vis the specific hypothesis; relevant 

potential interests and biases of contenders; indicators of honesty, and track records of 

integrity; how and why any consensus formed; the degree of meta-expert agreement, and 

other indicators of meta-expert and interactive expert appraisal (Goldman 2001; Coady 

2006; Anderson 2011; Coady and Corry 2013, pp. 22–34; Lane 2014). That non-ex-

perts use higher-order evidence in this way also has empirical support. For example, 

several studies have demonstrated the causal role of the perceived degree of expert con-

sensus in the belief formation of non-experts (Lewandowsky et al. 2013; van der Linden 

et al. 2015; et al. 2017; Hamilton 2016; Maibach and van der Linden 2016). These 

studies found there to be greater convergence between non-experts’ and experts’ beliefs 

about the (non)existence of empirical phenomena as non-experts’ perceptions of the 

degree of expert agreement became more accurate.  

                                                
72 I simply take an expert to be someone whose competence in a domain is secure. They need not be a 
professional scientist.    
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When experts disagree about Pr(H), or when a non-expert perceives there to be expert 

disagreement, higher-order evidence plays an especially important role in helping non-

experts to adjudicate between conflicting first-order claims. Upon consideration of 

higher-order evidence, if a non-expert perceives some putative experts or the processes 

they used to lack credibility or trustworthiness, they may discount their testimony and 

take Pr(H) to be higher or lower than stated. This is positive when it helps non-experts 

to form more accurate beliefs. Perhaps León later accepted that Pr(HC) >= 0.95 partly 

because he came to understand that only a handful of putative experts accepted ¬HC, 

and that, although scientists, they lacked the necessary types of domain-specific expertise 

to competently assess the likelihood that HC is correct. These evaluations, however, can 

go awry when the putative higher-order evidence non-experts base their assessments on 

is itself misleading, inaccurate, or false, as non-experts may then mistakenly discount, 

buy into, or inflate some testimony.    

Critically, given the relationship between a person’s beliefs about Pr(H) and their atti-

tudes towards P, a non-expert’s awareness and perception of the epistemic landscape, 

which includes higher-order evidence, can influence the extent to which they support 

or oppose P. Misperceptions of key features of the epistemic landscape can be difference 

making to a person’s strength of support or otherwise for P, and in some cases, even to 

whether or not they support P, all-things-considered. For example, if a person misper-

ceives the degree of expert agreement about some Pr(H) to be ‘X’, when it is in fact ‘Z’, 

it is possible they might fail to support P when a degree of agreement ‘Y’ about Pr(H) 

would have been sufficient for their support. Or even if they correctly perceive the de-

gree of expert agreement, they may misperceive this view to be that Pr(H) is ‘X’, when it 

is in fact ‘Z’, and they would have supported P if Pr(H) was at least ‘Y’.73 Thus, when 

non-experts’ perceptions of the epistemic landscape are distorted — e.g. when they be-

lieve that there is much weaker expert agreement about an empirical matter than there 

actually is — this can affect the probability they assign to H or ¬H, and consequently, 

their evaluations of P and actions with regard to P and related issues.   

                                                
73 This is reflected in studies that have found that for some policy issues, presumably those where empir-
ical information is highly relevant, policy attitudes are linked to perceptions about the degree of expert 
agreement about pertinent empirical facts (e.g. see Ding et al. 2011).  
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dMMI consider something close when they say: ‘Presumably, the idea is that in order 

for a science-based policy to be justified, there must be good reason for thinking that 

the science is more likely to be true than to be false. If the existence of scientific consen-

sus is thought to indicate that a theory is likely to be true, then the necessity of consensus 

for adopting a policy would seem to follow’ (p. 600). But they reject this because ‘it is 

not clear that a consensus is the best indicator of truth. Presumably, what is important 

is not the existence of a consensus per se, but rather the fact that consensus was formed 

in epistemically appropriate ways’ (p. 600). However, note that on my account, Pr(H) 

need not be >0.5 (i.e. ‘more likely to be true than to be false’) for a person to consider 

P to be justified (as illustrated by Frida’s initial support for P, despite Pr = 0–0.33). 

Additionally, if a consensus has formed in an epistemically appropriate way, then the 

degree of consensus is one piece of meaningful higher-order evidence (Coady 2006), as 

dMMI themselves acknowledge.  

 

(P3) Problematic dissent can contribute to non-experts holding false or inaccurate 

beliefs  

A non-expert’s ability to form beliefs about Pr(H) that are apportioned to the actual 

evidence can be adversely affected by problematic dissent in at least three key ways. First, 

when the erroneous claim ‘X’, an instance of problematic dissent, is asserted about 

Pr(H), a non-expert may form the belief ‘X’ by straightforwardly deferring to this asser-

tion. They may do so because ‘X’ is made to seem plausible, and the putative higher-

order evidence presented makes the testifier appear credible and trustworthy and that 

there are no additional reason/s to reduce one’s credence or hold a different belief. 

Alternatively, ‘X’ may be the only claim about Pr(H) available, or the most prominent, 

within that person’s socio-epistemic environment74; there is some evidence that we tend 

to believe that those propositions that are more familiar to us are more likely to be true 

(Schwarz et al. 2007). Or, a non-expert might accept ‘X’ because they are: engaged in 

motivated reasoning (Kunda 1990; Kraft, Lodge and Taber 2015); making inferential 

                                                
74 This could be due to acts of omission. Under such circumstances, non-experts may not be given fair 
opportunity to form accurate beliefs about Pr(H). I put this issue to one side for this chapter to focus on 
actual communicative acts.  
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errors due to confirmation bias (Nickerson 1998); or because the assertion of ‘X’ triggers 

other cognitive phenomena such as cultural cognition (Kahan et al. 2011). 

Second, a non-expert might form the inaccurate belief ‘Y’ about Pr(H), by using the 

variation between putative experts’ competing claims (e.g. ‘Z’, which is correct, and ‘X’) 

to arrive at some value for Pr(H) in between what they perceive to be two equally credible 

claims. In such cases, dissenting speech, or the way it is presented, modifies non-experts’ 

perceptions of Pr(H) more indirectly by influencing their perceptions of higher-order 

evidence. When a problematic dissenting claim is asserted, it can be done so in a way 

that misrepresents (exaggerates) its epistemic credibility, and/or misrepresents (under-

states) the epistemic credibility of opposing claims. Methods can be framed as reliable 

when they are unreliable. On the other hand, legitimate scientific practices can be 

framed as suspicious or duplicitous, when they are in fact uncontroversial. Putative ex-

perts can be falsely accused of scientific fraud, or they can be engaged in fraudulent 

activity without non-experts being any the wiser. How qualified an interviewee is to 

comment on the status of a particular scientific hypothesis can be exaggerated, or on 

the contrary, downplayed. The degree of expert (dis)agreement can be skewed; interme-

diaries and informants can engage in ‘false balance’ (Boykoff and Boykoff 2004), or 

plain bias (Manne 2011, 50–54), and thus lead non-experts to perceive experts to be 

more divided than they really are, and so on.  

Third, some dissent can misrepresent experts’ testimony about first order facts whilst 

exploiting genuine higher-order evidence to lend credibility to the false or inaccurate 

statements made about experts’ first-order claims. For example, early in 2013, the Aus-

tralian, Australia’s widest circulating national newspaper, ran a front-page story with a 

headline that asserted: ‘Sea rise “not linked to warming”’.75 This article was supposedly 

based on the findings of a team of climate scientists, Gregory et al. (2013), and com-

menced with the pronouncement that: ‘The latest science on sea level rises has found 

no link to global warming.’ But this claim was patently false; the article grossly misrep-

resented Gregory et al.’s research and conclusions, as well as the state of scientific 

                                                
75  The article no longer appears online, but a copy of the print version can be viewed at: 
https://doi.org/10.6084/m9.figshare.5481100.v1  
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knowledge about sea level rise more generally. Dr John Church, one of the study’s au-

thors, said of article: ‘Sea level clearly is linked to climate change, it clearly is linked to 

greenhouse gases and that was in the paper quoted by the Australian. The quote is, I am 

sorry, inaccurate’ (quoted in Creagh 2013).  

Whilst in this case the Australian retracted the online version of this article and issued 

a correction in print, this isn’t necessarily sufficient. Retractions and corrections are 

often ineffective because it can be difficult to un-do false or unsupported beliefs once 

they have taken hold (Gilbert et al. 1990; Thorson 2015). Discredited and corrected 

misinformation can also have a powerful ongoing effect on people’s memory and rea-

soning (Lewandowsky et al. 2012), and moreover, sometimes even make matters worse: 

the ‘backfire effect’ suggests that correcting false beliefs can work to further entrench 

those beliefs (Kuklinski et al. 2000; Nyhan and Reifler 2010; Nyhan, Reifler, and Ubel 

2013). Corrections can also result in misinformation becoming more salient, which is 

problematic because, as noted earlier, we tend to believe that propositions familiar to 

us are likely to be true. This all only serves to worsen the impact of problematic dissent, 

and of course means that those who actually do intentionally mislead others for their 

own ends have additional incentives to propagate misinformation in the first place.   

It’s not hard to imagine then, how certain types of dissent could have led León and 

Frida to initially perceive expert opinion on HC to be deeply divided when in fact there 

was a very high degree of expert agreement that HC was virtually certain (i.e. Pr = 0.99–

1), and there were good reasons to think this strong consensus had formed in epistemi-

cally appropriate ways. Owing to this dissent, León may have failed to support a policy 

that he would have at least weakly supported, absent this distortion in his understanding 

of the epistemic landscape.76
 But most importantly, notice that León and Frida did not 

hold false philosophies of science-informed policymaking: they did not take a scientific consen-

sus per se to be necessary or sufficient to justify policy (as evidenced by Frida’s initial 

support of PPSW despite her perception that experts were divided). Nor did they think 

                                                
76 This also serves to illustrate that the greater the misalignment of one’s perception of certain facts and 
the actual facts, the more likely it is that one will be less successful in achieving their own goals, or living 
their life in a way that is consistent with their values. This is likely to be morally and politically significant 
when deception is involved, or when the consequences of holding a misperception fall on a person’s 
dependent or on other people. I do not explore this particular issue further here.  
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that a unanimous expert consensus was required (both supported PPSW when they still 

perceived there to be experts who rejected HC), that the science needed to be certain 

(both supported PPSW whilst perceiving there to still be a 0–5% chance HC was incorrect), 

or that scientific knowledge was the only factor that could legitimately influence their 

policy preferences (both Frida and León’s values influenced their preferences). The issue 

here (particularly in the case of León, who initially did not support a policy he would 

have otherwise supported) was instead that they were unable to form well-calibrated 

beliefs about Pr(H), primarily because they were unable to accurately perceive the degree 

of agreement among experts and other higher-order evidence. This was either because 

they did not have access to the requisite information and evidence, or because they 

personally lacked the capabilities required to make competent judgments about the ep-

istemic credibility of competing claims and evidence. Being embedded within socio-ep-

istemic environments that failed to provide this evidence and that was rich in misinfor-

mation and distortions, they could not distinguish between dissent that did present a 

real challenge the consensus position and dissent that did not.  

(P4) Targeting problematic dissent can assist non-experts to form accurate beliefs  

I’ll now explain how the three strategies dMMI raise as being commonly used to target 

dissent can assist some (perhaps many) people to more accurately perceive epistemic 

features pertinent to their practical reasoning. First, imagine a psychology lecturer who 

chooses to initially mask: (1) the discredited claim that non-heterosexuality is itself a 

mental illness; and (2) the presence of a minority of psychiatrists who dissent from the 

(now) expert consensus, and official position of societies like the American Psychiatric 

Association, that non-heterosexuality is not a mental disorder. She chooses to do so 

because she has good reasons to suspect that many of her students have underlying 

prejudices towards non-heterosexual people, and as such is concerned that raising this 

dissent early within the course might trigger unconscious biases, making it harder to 

achieve learning objectives. Additionally, when she does eventually introduce her stu-

dents to the past controversy and the presence of a dissenting minority who still believe 

non-heterosexuality should be classified and treated as a mental illness, she does not 

teach it as a ‘balanced debate’ with two equally credible sides; she does not frame the 

dissidents’ position as being on an epistemic par with that of their opponents (nor a 
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moral one). Based on her experience, her sense is that these measures, in this context, 

facilitated better engagement with the issues discussed in class and likely helped at least 

some of her students to form more accurate beliefs than they otherwise would have if 

she had raised this dissent in the first lesson, or had not emphasized the consensus 

position throughout the course in certain ways.     

Now let’s consider how the South African Medical Journal’s (SAMJ) silencing of certain 

dissident views on AIDS from that particular forum helped non-experts to form more 

accurate empirical beliefs. At the time SAMJ made this decision, in 2003, South Africa’s 

AIDS public health crisis was at its peak, with approximately one in four adults with 

HIV. Its President at the time, Thabo Mbeki, publicly denied the link between HIV and 

AIDS, as well as the efficacy of anti-retroviral (ARV) medication. He instituted policies 

denying HIV-positive citizens ARVs in parts of South Africa, and publicly justified and 

tried to legitimate these policies with reference to what he had accepted as empirical 

facts. If, in such circumstances, South Africa’s most eminent medical journal had con-

tinued to publish dissenting articles denying the well-established link between HIV and 

AIDS, it would have been conferring credibility on Mbeki’s (and others’) empirical as-

sertions, and tacitly recommending the need for non-experts to give serious considera-

tion to such views. Instead, by indicating that such articles no longer had a place in its 

journal because the evidence for the link between HIV and AIDS was so overwhelming, 

the SAMJ was providing non-experts with an important piece of higher-order evidence: 

that the experts associated with SAMJ did not take claims denying the link between HIV 

and AIDS to merit serious consideration. Such a move plausibly contributed, either 

directly or indirectly, to more South Africans coming to doubt the credibility of Mbeki’s 

assertions, and how well justified his policies were, than they otherwise would have if 

the SAMJ continued to offer up their journal as a forum in which AIDS dissidents could 

express their views.  

Finally, much of the scholarship dMMI characterize as a targeting strategy to discredit 

dissenters has in fact publicly revealed and discussed critical higher-order evidence, some 

of which had previously been actively suppressed and concealed from the public. 

Through the work of the scholars dMMI reference, such as Proctor, Michaels, Oreskes 
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and Conway, Shrader-Frechette, and Elliott (among others), we now have a deeper un-

derstanding of the interests and biases, strategies, and misconduct of players in so-called 

scientific controversies.77 Likewise, high-quality investigative science journalism in some 

cases has brought relevant higher-order evidence to light to be scrutinised by the public. 

Importantly, these scholars and journalists themselves often have various types of exper-

tise — e.g. meta-expertise and interactive expertise78 — and frequently have unique access 

to putative experts and evidence. Their scholarship and journalism can therefore be 

understood as a type of testimony too: about the credibility of different experts and their 

claims. Sometimes implicit within this testimony is their judgment that a consensus has 

been reached in epistemically appropriate ways. As such, it is valuable additional higher-

order evidence that non-experts can use in forming their own beliefs.     

Returning again to León, to the extent that his impression of the epistemic landscape 

was initially distorted by unsubstantiated dissent, or dissent that misrepresented others’ 

positions or suppressed higher-order evidence, then if counterfactually this speech had 

been judiciously targeted in a way that successfully reduced its frequency and intensity, 

or its perceived credibility, it’s possible — even probable, perhaps — that León would 

have perceived significant features of the epistemic and policy landscapes more accu-

rately. Given the relationship between a person’s perception of first- and higher-order 

facts and their evaluation of how well justified policies are, León’s initial attitude toward 

PPSW most likely would have been different; in this case, more supportive. It’s also likely 

that he would have formed his policy attitudes and preferences with greater levels of 

autonomy, given my arguments in Chapter Three.   

For certain issues, these seemingly small differences in each person’s perceptions, when 

combined in aggregate with all similar changes across a population, can result in a sig-

nificant difference to the trajectory of policy, as I argued in Chapter Four. Take, for 

example, the 2003 Iraq war, a decision that significantly turned on, and was publicly 

justified with reference to, the alleged status of just a few key empirical claims, most 

                                                
77 Leuschner (2016) makes a similar argument. 
78 Following Collins and Evans (2007), I take meta-expertise to be expertise used to judge other expertises 
and experts, and interactive expertise to be having necessary and sufficient knowledge and skill within a 
domain such that one can engage with contributory experts fluently, and in sophisticated ways.    
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famously that Iraq possessed and was developing weapons of mass destruction. In a 

2003 study, Kull, Ramsey and Lewis found that the majority (60%) of U.S. citizens held 

at least one of three key misperceptions about empirical features that were cited by pol-

iticians to legitimate their decision to go to war; only 30% had no misperceptions. More-

over, they found that these misperceptions were highly related to peoples’ attitudes to-

wards the Bush Administration’s decision to go to war, both before and after the war 

commenced: the presence of misperceptions was the most powerful predictor of support 

for the war, with those misperceiving 4.3 times more likely to support the war than those 

who did not misperceive. Further still, the presence of each additional misperception 

was associated with sharply higher support for the war (one misperception = 2.9 times 

more likely; two misperceptions = 8.1 times more likely; three misperceptions = 9.8 

times more likely). It is plausible that it would have been significantly more difficult for 

Bush and other politicians to elicit and maintain support for the decision to go to war 

if the public had not held such misperceptions. By giving citizens incorrect and mislead-

ing information, support was gained for a policy. Whilst this example is not from sci-

ence, I think it helps us to be more imaginative about the likely cumulative conse-

quences on public policy when large proportions of the population within democracies 

hold significant misperceptions about key empirical matters.79     

 

(C) Targeting problematic dissent can be a sound strategy to curb its negative policy 

consequences. 

To summarise: problematic dissent can interfere with non-experts’ abilities to accurately 

perceive the contours of epistemic landscapes. This can in turn hinder a non-expert’s 

ability to form accurate beliefs pertinent to their practical decision-making. These inac-

curate beliefs mean that some peoples’ subjective evaluations of how justified a given 

policy is differ from what they would be in a counterfactual world in which this dissent 

was absent or reduced; this can be true even when they do not hold false philosophies of science-

                                                
79 This was the best data-backed example I could find to demonstrate this point. Not all public policies 
will have such a tight relationship to empirical features, but many do, and are reasonably perceived as 
such by significant proportions of populations (e.g. prohibitions on smoking in public places seems to be 
one).   
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informed policy. Targeting problematic dissent can prevent it from entering and circulat-

ing through the public knowledge system, or certain parts of this system, and/or can 

reduce its regularity, reach, and impact. As such, targeting dissent in pursuit of policy-

related ends will not be misguided in some, perhaps many, circumstances. The Proba-

bility Argument therefore provides a prima facie case, and a pro-tanto reason, for targeting 

problematic dissent about science. Whether or not one should target dissent ‘all-things-

considered’, and if so, how, is a different matter, which I will discuss in §5.6. 

 
5.2.2. Responses to two objections 

Here I raise and respond to two objections. The first is that even if the Probability Ar-

gument shows that targeting dissent can sometimes influence the trajectory of policy, 

this trajectory will not necessarily bend towards ‘sound’ policy (remember: ‘sound’ pol-

icy is what dMMI take to be the aim of those who target problematic dissent). For ex-

ample, if one’s definition of ‘sound’ climate policy is holding global warming to one 

degree Celsius, it seems unlikely that targeting problematic dissent about empirical 

claims would help to secure this end. However, if one took a much wider view of what 

counts as ‘sound’ climate policy — e.g. for ‘action’, broadly construed rather than ‘inac-

tion’ — emerging evidence suggests that more accurate beliefs about higher-order evi-

dence, such as the degree of scientific agreement about the existence of anthropogenic 

climate change, is an important gateway belief associated with increased support for 

policy action across the political spectrum (van der Linden et al. 2015).  

Alternatively, someone might not be interested in the trajectory of public policy at all, 

nor in the content of policy being in some objective sense ‘sound’; they might question 

whether such a notion even makes sense, as I argued in the last chapter. Instead, they 

might hold that what’s most important in democratic societies is that when more people 

have better calibrated perceptions of the epistemic landscape, more people will be sub-

jectively assessing policy as sound or unsound by the lights of their own value system and 

reasoning, rather than because they have distorted perceptions of empirical features. So, 

rather than being interested in the specific content of public policy, as dMMI presume, 

someone might instead be moved to target certain dissent because they are interested in 
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securing a particular type of policymaking process, perhaps even to secure the democratic 

legitimacy of science-informed policy, I argued in the previous chapter.  

Intemann (2017) and Pearce et al. (2017) are also concerned about democratic deficits 

in policymaking caused by quarrels over empirical facts. However, they think that these 

debates can either by resolved by other means (e.g. Intemann suggests more discussion 

of evidence and mechanisms than consensus) or side-stepped (e.g. Pearce et al. advocate 

greater discussion of values and policy options) to make policy progress. However, I’m 

sceptical that these untested strategies will be as effective as these authors believe. For 

one thing, I think it’s likely that the factual questions they hope to avoid will inevitably 

re-appear in these conversations. I also don’t think they manage to escape notions of 

consensus. For instance, Pearce et al. (p. 4) claim that political progress was made on 

the Montreal Protocol largely due to the unexpected discovery of the Antarctic ozone 

‘hole’ rather than the scientific consensus about long-term ozone depletion. But they 

fail to acknowledge that part of the reason why this was accepted as a ‘hot crisis signal’ 

is that there was a strong expert consensus that the ‘hole’ existed and was unlikely to 

quickly disappear. Similarly, Intemann (p. 201) urges scientists to communicate features 

of their theories or models that make them reliable or trustworthy, such as the ability 

to make novel predictions. But presumably a novel prediction only counts as such, and 

thus is meaningful in the way Intemann says it is, if the status of the prediction as ‘novel’ 

has been backed by their peers. If instead there were significant disagreements among 

relevant experts over whether or not it counts as novel, or whether the prediction could 

even count as having been confirmed, then it’s not clear how reliable or trustworthy a 

non-expert ought to take a claim about a novel prediction to be.     

The second objection I anticipate is that the Probability Argument is just the ‘infor-

mation deficit model’ of science communication and policymaking in disguise. The cen-

tral tenet of the information deficit model — a model widely rejected within the STS 

and science studies communities — is that any public scepticism or negative attitudes 

toward science, or a policy that has been informed by science, can be explained by peo-

ple just not knowing enough; if they only knew more and better ‘facts’, they would 

accept the science, or support a policy that has been developed with reference to those 
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empirical claims. Because the Probability Argument is motivated by a focus on the com-

munication of information and evidence, I can see how someone might think that it 

shares this same tenet. However, the Probability Argument does not hold that every per-

son’s doubt or negative attitudes towards science or policy can be fully explained by not 

knowing enough, or in some cases at all. It only suggests that in some circumstances some 

people’s doxastic attitudes about a scientific hypothesis can be partly explained by mis-

perceptions of key features of epistemic landscape, and that in many cases these doxastic 

attitudes would differ in degree, or kind, if those people were provided with additional 

information, or if misinformation was reduced or eliminated within their socio-epis-

temic environments. The Probability Argument suggests that in some cases doing so will 

influence some people’s degree of support or otherwise for a particular policy. These nu-

ances distinguish the Probability Argument from the ‘deficit model’.  

 

5.3. Is Targeting Dissent Dangerous? 

So far, I have argued that dMMI do not succeed in establishing that targeting dissent is 

misguided, even generally. What they have identified, however, is one potential part of 

the problem (false philosophies of science-informed policy), and one aspect of a possible 

solution (education). I take my argument in the first part of this paper to be sufficient 

to re-open the debate about the soundness of targeting dissent. Moving forward, I sug-

gest that we focus on developing a better understanding of the specific conditions under 

which targeting dissent, or not targeting dissent, will be misguided or sound. However, 

making such judgments is inevitably bound up with questions about the riskiness of the 

consequences of pursing different courses of action.80 Therefore, I now turn to dMMI’s 

charge that targeting dissent is dangerous, which I understand to mean that doing so can, 

or is likely to, cause unfavourable or harmful consequences. dMMI argue that targeting 

                                                
80 In §5.6 I point out that before we can make these judgments, we first need to better understand, and 

make a case for, our: final values; what values we are and are not willing to trade-off along the way; and 
what is morally permissible (or even demanded), in a particular context.  
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dissent is dangerous for three key reasons. Whilst I agree that all three reasons are gen-

uine risks and legitimate concerns, I show that these same dangers can also be present 

in situations in which dissent is not targeted.  

 
5.3.1. It is not clear that targeting problematic dissent leads to an increase in its fre-
quency 

The first reason dMMI provide to support their contention that targeting dissent is 

dangerous is that targeting dissent is likely to lead to a greater frequency of problematic 

dissent (p. 607). They suggest that this then signals to dissenters that contesting the 

science is an effective strategy, and thus provides them with an incentive to make mis-

leading remarks, spread misinformation, and manufacture doubt. dMMI also claim that 

targeting problematic dissent suggests to listeners that the dissent targeted does appro-

priately challenge and weaken the consensus position, and therefore that the dissent 

targeted should be considered by non-experts when they are deciding what to believe.   

 

However, it seems at least equally plausible, and perhaps even more plausible in some 

cases, that not targeting certain instances of problematic dissent could lead to an increase 

in its frequency; if nobody attempted to discourage or reduce the presence and efficacy 

of problematic dissent, there could be an even larger incentive to create and disseminate 

it. The presence of voices targeting problematic dissent may currently be operating as 

counter-vailing forces and disincentives, keeping the frequency and influence of prob-

lematic dissent (as well as its consequences) at reduced levels compared to a counterfac-

tual world in which no targeting of dissent took place. Similarly, the targeting of some 

dissent about science could equally reflect precisely the opposite of what dMMI suggest: 

it could indicate to listeners that the dissent targeted does not in fact challenge or weaken 

the consensus position, and therefore that non-experts should not take it into account 

when forming their beliefs. I suggested that this was the case when the SAMJ refused to 

publish articles denying the link between HIV and AIDS. dMMI do not account for the 

way that claims allowed to circulate through the public knowledge system can become 

normalized merely by familiarity, and legitimised by the social endorsement they are 

tacitly given, especially when those actors are perceived to be authoritative or epistemi-

cally privileged in some way.  
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More evidence, especially empirical evidence, is needed to determine whether, and un-

der what circumstances, targeting problematic dissent, or not targeting problematic dis-

sent, is likely to lead to an increase in its frequency.  

 

5.3.2. Not targeting problematic dissent can also create ‘chilling effects’ 

dMMI also argue that targeting dissent is dangerous because doing so is likely to result 

in a ‘chilling effect’, silencing dissenting voices that genuinely ought to weaken a pre-

vailing expert consensus (p. 608). These chilling effects, say dMMI, occur when scientists 

feel the need to self-censor to protect their careers and reputations, or when particular 

research and conclusions are suppressed in peer review, editorial processes, and funding 

decisions. Whilst there is no doubt that this type of chilling effect does occur, there is 

growing evidence that the presence of certain types of dissent about science has distinct 

chilling effects of its own; it too can lead to legitimate voices being stifled or silenced, 

or scientists being discouraged from making certain claims or researching certain topics 

(Kempner 2008; Biddle and Leuschner 2015; Lewandowsky et al. 2015; Sharman 2015; 

Leuschner 2016). Furman (2016) also helpfully provides an example from the policy-

making arena: the way that the dissent of then South African President, Thabo Mbeki, 

about the cause of AIDS and the efficacy of ARVs, suppressed other voices (other dis-

sent) within his party over policy. Where different chilling effects stand in a trade-off 

relationship, judgments will need to be made about which chilling effect is more prob-

lematic, and whose speech ought to be prioritized.   

 
5.3.3. Targeting the targeting of problematic dissent also risks stripping away resources 
needed to guard against special interest science  

Lastly, dMMI warn that targeting dissent can strip away the resources needed to guard 

against the influence of special interest science (p. 607). The thought is that because 

vested interests can sometimes manufacture an expert consensus to further their own 

objectives, dissent is critical to our ability to successfully challenge these interests; by 

targeting problematic dissent in Case X, we may be discouraging the very sort of critique 

required to oppose the influence of vested interests in Case Y.  
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However, not targeting problematic dissent, and also targeting the targeting of problem-

atic dissent, could also discourage the very sorts of critique and actions required to op-

pose vested interests who manufacture dissent rather than consensus, or who are reck-

less and negligent when speaking about science. In doing so, these actions also seem to 

risk stripping away a key resource (i.e. the judicious targeting of problematic dissent) 

sometimes needed to guard against the influence of special interests. dMMI’s argument 

here therefore seems more appropriate as a response to a position that all dissent in and 

about science is problematic and should be targeted, rather than my nuanced and par-

ticularistic position that some dissent is problematic, and that it can be sound, reasona-

ble and legitimate to target some problematic dissent in some circumstances. The onus is 

on dMMI to show that even the judicious targeting of dissent in delimited circum-

stances will have the effect of stripping away resources in the way that they contend, and 

further, that their own position does not unjustifiably strip away a resource that is 

needed and legitimate in some contexts.    

 

5.4. Education and Targeting Dissent 

Based on dMMI’s criteria for an action counting as ‘dangerous’, it seems that the jury 

is still out as to whether, in a particular circumstance, targeting dissent or not targeting 

dissent will be the risker option. But even granting this, and even if one accepts my 

arguments in §5.3. too, one might still argue that not targeting dissent simply ought to 

be preferred because it is more likely to be more efficacious and less dangerous than targeting 

dissenting speech, i.e. it will have a more desirable net effect, all-things-considered. Alt-

hough I do think that this will be the case in some circumstances, in this section I aim to 

cast further doubt on this position as a more general conclusion by critically examining 

the soundness of, and the risks associated with, dMMI’s proposed alternative: educating 

policymakers and the public to correct false philosophies of science-informed policy. I 

will also briefly explore challenges associated with education solutions more broadly.   

 

5.4.1. It is unclear how efficacious education that corrects false philosophies of science-
informed policy will be   
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The chief weakness of dMMI’s alternative to targeting problematic dissent is that despite 

claiming that the prevalence of false philosophies of science-informed policy is the ‘real 

problem’ (p. 604; p. 609), dMMI do not provide any evidence to support their conclu-

sion that it is these specific erroneous beliefs that are significantly causally responsible for the 

negative consequences problematic dissent generates. Particularly important here would 

be empirical evidence of what proportion of non-experts hold such beliefs, and how 

correcting these particular false beliefs in some sub-population can be reasonably ex-

pected to make a significant difference. As dMMI do not provide this information, what 

positive impact we can anticipate education to correct false philosophies of science-in-

formed policy to have remains very unclear. This is especially because issues will persist 

even when people have perfect beliefs about science-informed policymaking if non-ex-

perts are still unable to perceive various empirical features relevant to their decision-

making with adequate accuracy, as I argued in §5.3. 

 

A further challenge for dMMI’s proposal is that it is also possible for problematic dissent 

to be deployed to undermine non-experts’ understanding of science-informed policy. 

This extends Oreskes and Conway’s observation that a key aspect of the Tobacco Strat-

egy has often involved spreading erroneous understandings of scientific practices (2010, 

p. 34, pp. 267–274). Should the focus turn to educating non-experts about science-in-

formed policy, this is probably what we should expect to happen. Notably, the infamous 

‘Luntz Memo’ included talking points on this front: e.g. he recommended that Repub-

licans emphasize ‘the importance of acting only with all the facts in hand’ (emphasis in 

the original) (Luntz 2003, 137–138). dMMI’s solution may therefore simply involve 

pushing the problem back a step, and it’s not clear that the problems associated with 

misinformation and misrepresentation can be overcome without targeting at least some 

problematic dissent, at some level or stage, or within at least some parts of the public 

knowledge system.  

 

5.4.2. Challenges for any education solution  

However, some might still try to maintain that there remains a way we can educate away 

the problems to avoid the negative consequences of problematic dissent. Towards the 
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end of their article, dMMI deviate from their main proposal (correcting false philoso-

phies of science-informed policy through education) to claim that we should simply ed-

ucate non-experts in such a way that they themselves are able to ‘distinguish between dis-

sent that is appropriately consensus-undermining and that which is not’ (p. 604); re-

member, this is what I noted as being León’s fundamental problem (p. 23). While it is 

unclear what kind of education dMMI envisage here, note that if this was achieved the 

third premise of the Probability Argument — that some dissent can contribute to non-

experts holding false or inaccurate beliefs — would fail. Such a solution seems, at first 

blush, to be unobjectionable; who would deny such capabilities for all? If everyone could 

successfully sift truth and falsity for themselves it would of course mean that it would 

be virtually impossible for anyone to be misled by others’ problematic dissent. In fact, 

it would ultimately mean that there would be no such thing as ‘problematic’ dissent. 

But although this solution sounds ideal, once its deeper implications are probed it be-

comes clear that this suggestion does not adequately attend to several challenges and 

complexities associated with addressing problematic dissent through education in our 

non-ideal world. 

Firstly, whilst it is currently wildly unclear what kind(s) and degree(s) of expertise people 

would need to competently evaluate the epistemic merits of dissenting speech, one pos-

sibility is that dMMI had in mind something like a mass education campaign to improve 

peoples’ general critical reasoning skills. Scholars have been optimistic that the capaci-

ties needed to reason well about competing putative experts’ claims are within reach for 

most people (e.g. see Anderson 2011), especially as they involve skills we already deploy 

when we assess everyday experts, like mechanics and doctors. Whilst I support such 

proposals in principle, I have several concerns about how realistic they are in practice, 

and therefore just how confident we should be about their ability to alleviate the conse-

quences of problematic dissent in the absence of other measures. Firstly, in all likeli-

hood, such efforts will be starting from a low baseline of skills. Wineberg et al. (2016) 

found that even highly educated and digitally savvy students at Stanford University have 

very poor reasoning skills in evaluating the credibility of online sources. Of course, it 

could be the case that those with less formal education are actually better at these tasks. 

But without this evidence, such findings should at least give us moment for pause. En-

suring everyone develops sufficient capacity for even the most basic of critical tasks, 
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perhaps especially in societies with stark pre-existing educational inequalities, is likely 

to be extremely difficult.   

Moreover, reaching large numbers of adults, most of whom are no longer in formal 

education, would be an enormous challenge (as dMMI acknowledge). One of the only 

extant forums for such education is the mass media. But large parts of the media have 

played, and continue to play, a significant role in generating, relaying, and amplifying 

problematic dissent (Boykoff 2011; Painter 2011). In media markets driven by profit 

that are subject to only minimal regulation, sensationalism, and even falsity, are incen-

tivised. It is therefore hard to see the media being used to carry out any kind of civic 

education without first at least partly addressing the underlying issues in media culture 

and norms of public communication that are currently aiding and abetting the mass 

distribution of misinformation. Even if an alternative channel or forum is created, its 

educative function could be undermined by the parallel existence of an unreformed 

network of influential entities that continue to transmit enormous amounts of misin-

formation and frequently misrepresent others, including educators. But addressing me-

dia culture and norms of public communication, including issues associated with social 

media, is likely to require interventions that count as targeting problematic dissent. For 

example, while Robert Manne (2011, p. 114) calls for media outlets and journalists to 

engage in ‘courageous criticism’ of rivals that practice unethical reporting, even this so-

lution — a form of informal ‘industry self-regulation’ — could plausibly count as a type 

of ‘silencing’ or ‘discrediting’ of dissenters.81 Additionally, even possessing the best crit-

ical skills does not solve the problem of having adequate access to the right kinds of 

higher-order evidence to make use of these skills. And higher-order evidence, as I ex-

plained in §5.3, can be actively, negligently or recklessly suppressed or distorted, often 

by the very intermediaries we reasonably rely on to provide this evidence to us.  

Lastly, but perhaps most importantly, suggestions that narrowly focus on, and propose 

improvements via education to individuals’ own cognition, in the hope that they will 

                                                
81 This is precisely how the Australian itself perceived Manne’s critique of its practices and Manne’s calls 

for others to engage in ‘courageous criticism’ of the Australian (e.g. see reply to Manne by its Editor in 
Chief titled ‘A critic untroubled by facts who seeks to silence dissent’ (Mitchell 2011). Ironically, Mitchell 
ends the article by calling on editors at Fairfax and the ABC not to publish anything written by Manne.    
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then be capable of sifting truth from falsity about specialist domains of knowledge them-

selves, risk being overly individualistic. Such solutions neglect the socially embedded, 

and collective, nature of human cognition and knowledge, and overlook several possi-

bilities: that we may have certain epistemic or informational distributive entitlements 

(Coady 2010) that can be interfered with by certain types of dissent; that we could be 

subject to a type of epistemic injustice or epistemic oppression when our positive free-

dom to know something is restricted by particular dissenting communicative acts (as per 

my chapter 3); that actors who occupy certain nodes within the public knowledge system 

may have special obligations to supply certain types of information, or to refrain from 

propagating misinformation or misrepresenting evidence, and that people can be 

wronged when these actors fail to discharge these responsibilities. If any of these possi-

bilities hold, then the fundamental defect should not be viewed as residing primarily, 

or even at all, internally within individuals’ own heads, but externally in the socio-epis-

temic environments they are embedded in, and upon which they reasonably depend to 

form beliefs about specialist domains of knowledge. Calls for non-experts to be generally 

left to make their own decisions about the accuracy of speech concerning such domains, 

and placing the burden on individuals to successfully sift truth and falsity, may even 

actively foster the abrogation of epistemic responsibilities and create room for exploita-

tion, and political manipulation, to take place. This would in turn aid the consolidation 

and reinforcement of problematic power structures that condition features of the public 

knowledge system, which can in turn work to prevent, or considerably delay, social and 

political paradigm shifts.  

Even where education solutions appear to be successful, neglecting the correction of 

malfunctions and unethical practices within socio-epistemic systems may leave underly-

ing structural problems and institutional dynamics intact and dormant, ready to re-

emerge when education efforts can no longer keep pace with science and technology (if 

they ever could). Similarly, even if the challenges identified thus far could, over the long 

term, eventually be overcome without recourse to targeting dissent along the way, it 

would surely take an extremely long time to get to the point where there were no longer 

any significant negative consequences associated with problematic dissent (if it is even 

possible to reach this point). By this time, many negative downstream consequences 

may have already occurred, or be too late to prevent. The impacts that can be traced to 
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certain dissenting communicative acts — including those non-epistemic consequences 

emanating from the failure or delay of certain policies being implemented, or actions 

being carried out — are the sorts of costs that need to be weighed against the anticipated 

benefits of not targeting problematic dissent. I further explain such evaluations in the 

next section. 

   

5.5. Identifying problematic dissent and choosing a response  

Based on my responses to dMMI and the arguments I have defended in this chapter, 

my conclusion — at least at this stage — is that the best general strategy to deploy to counter 

problematic dissent, is pluralistic: we should simultaneously implement education ef-

forts, whilst also demanding and working towards improvements in the integrity and 

proper functioning of the informational ecosystems within which individuals are situ-

ated, and upon which they reasonably depend. However, what particular strategy or strat-

egies we ought to deploy in any given circumstance will be highly context dependent. In some 

circumstances, the most efficacious and ethical response will be to target some problematic 

dissent in some way. In other circumstances it will be better to respond to problematic 

dissent by critically evaluating it, and/or by educating listeners on the place of such 

dissent in policymaking processes. However, we shouldn’t think that this will always be 

desirable or appropriate (e.g. when this dissent itself is likely to silence others), nor al-

ways be possible or the first-best option given limited resources of time, space, attention, 

etc.     

My suggestion of embracing a plurality of approaches, rather than just the single strategy 

dMMI advocate, is further supported by the observation that targeting dissent and edu-

cation are often not distinct activities. Although we have, up until now, treated targeting 

dissent and education as separate, unrelated, and mutually exclusive, this is largely a 

false dichotomy, as these activities are often entangled. Nowhere is this more apparent 

than in the case of the regulation of speech about tobacco products, which has involved 

the state curtailing the tobacco industry’s freedom to publicly dissent over certain em-

pirical claims that have been accepted as being beyond reasonable doubt. The Final 

Opinion of the case United States v Philip Morris USA even went as far as permanently 
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enjoining (i.e. permanently silencing) the Defendants (tobacco industry representatives): 

   

from making, or causing to be made in any way, any material false, misleading, or de-

ceptive statement or representation, or engaging in any public relations or marketing 

endeavor that is disseminated to the United States public and that misrepresents or 

suppresses information concerning cigarettes (2006, p. 3).  

 

Tobacco companies are now also required by the state to include certain messages about 

health risks on their products and advertisements. Such measures are at once an exam-

ple of targeting (silencing) dissent, and of education; the regulation of speech on tobacco 

products has been credited as one of the most far-reaching and effective aspects of edu-

cation campaigns (Hammond 2011; U.S. National Cancer Institute and World Health 

Organization 2016). Thinking again of the examples of targeting dissent raised in this 

chapter, we can appreciate that each instance of targeting dissent simultaneously had an 

educative function, and therefore that it is often difficult to neatly separate targeting 

dissent from education.   

Even so, one might worry that the pluralistic approach that I advocate assumes we can: 

(1) accurately identify ‘problematic dissent’, especially in the present when we need to 

act, rather than just in hindsight,82 and (2) successfully select the most appropriate re-

sponse/s to problematic dissent in any given circumstance. I have two replies to these 

very important concerns. First, despite the inherent uncertainties, we can sometimes be 

very confident, and justifiably so, about certain dissent being problematic, e.g. public 

dissent sponsored by the tobacco industry denying the link between smoking and can-

cer. Surely targeting this dissent, as we do today through regulating the tobacco indus-

try’s speech, has been and is still valuable, even if most of the damage was done before 

these regulations were put in place. And given that western tobacco companies are now 

focusing on expanding into new and emerging markets in low-income countries, where 

large proportions of populations are not aware of the health risks associated with smok-

ing (WHO 2011), it’s not clear that most of the damage has already been done on a 

                                                
82 Thank you to an anonymous reviewer for Perspectives on Science for pressing me on this point.  
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global scale. The WHO also reports that, based upon the past experiences of other coun-

tries, the governments of many of these countries are working towards putting in place 

measures to avoid the worst impacts of misinformation spread by Big Tobacco.    

Second, it’s possible that we currently under-estimate the extent to which we can make 

good judgments about dissenting speech about science ‘in the moment’. We can evaluate, 

for example, whether it has had sufficient expression across time and place; whether it 

has received adequate attention and response; the likelihood that its expression will lead 

to epistemic or non-epistemic benefits, or harms; whether those expressing it have a 

claim to expressing it, or being heard, within a particular forum; or whether some dis-

senting speech might actually suppress the speech and dissent of others. 

The alternative to attempting to make good judgments — i.e. ‘not interfering’ — also 

seems very unattractive. In many cases, such an approach would lead to endorsing the 

market as a superior, omnipotent information processor, and in our highly and increas-

ingly resource stratified non-ideal world, this merely ends up prioritising the speech of 

those who can buy or otherwise capture the means of producing and transmitting 

ideas.83 

Of course, we could, and most likely will, make mistakes about what is and is not prob-

lematic dissent and about how to appropriately respond to it; these judgments will nec-

essarily be decisions made under uncertainty, and will involve epistemic and non-epis-

temic risks. As such, they will often be value-laden decisions. But so too are decisions to 

not target problematic dissent, and this has generally not been properly acknowledged 

within the debate so far. Insofar as decisions to consider dissent problematic or not, and 

                                                
83 Phillip Mirowski (2015, 2017) has characterised this as an expression of ‘neoliberal epistemology’. 

Mirowski holds that neoliberalism is, first and foremost, a set of epistemological precepts, recruited in 

service of a political program. He traces this back to the Mont Pelèrin Society, which Karl Popper was a 

member of. But interestingly, in a section in Conjectures and Refutations (1972) called ‘Some Practical 

Problems: Censorship and Monopolies of Publicity’, which was a lecture Popper presented at the Mont 

Pelèrin Society, he lays out a series of questions that indicate that he was: aware that some speech was 

potentially problematic (‘The problem of propaganda and advertisement versus the spread of infor-

mation’); concerned about the social consequences of this speech (‘The problem of propaganda for cru-

elty’); but that he had no answers about what to do in response to such speech (‘No theses are offered in 

this section—only problems’). 
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to target it or not, are informed by judgments about how bad the consequences of erro-

neously doing so are likely to be, there will be no value-free or value-neutral moves; those 

who advocate not targeting dissent, or the position that we should address bad speech 

with more speech or education, are often merely assigning hefty weight, and giving pri-

ority to, epistemic values, such as a greater probability of obtaining new knowledge, over 

non-epistemic risks and harms. But this kind of ‘Millian orthodoxy’ neglects the possi-

bility that sometimes the things we take to be true really are true, and that various non-

epistemic benefits can be worth the risk or even cost of some epistemic loss (Schauer 

2012). What we need then, are well justified ‘all-things-considered’ assessments of the 

status of specific dissent about science, and how we ought to respond to it in different 

contexts.  

As my position is that these ‘all-things-considered’ assessments and decisions are highly 

context-dependent, and thus should be made on a case-by-case basis rather than in the 

abstract,84 I will not attempt to reach conclusions about particular instances of dissent 

here. What I will do, however, is provide a sketch of the sorts of considerations I think 

should factor into these evaluations and decisions, and how future scholarship by phi-

losophers and science studies scholars could contribute.  

First, those making assessments and judgments about speech acts about science should 

try to determine what the interests, rights and legitimate claims of the speakers and 

listeners are in that particular context. Evaluators should start to think about whether 

there is the potential for any of these interests or rights to come into conflict. Further-

more, they should consider who holds a duty — legal, professional or moral — to fulfil 

that interest, right, or claim. 

Next, the potential epistemic consequences of that speech being uttered or published 

should be considered, including the rough likelihoods of such consequences, and 

whether these epistemic risks can be expected to vary for different sub-groups within the 

audience.  

                                                
84 Perhaps this even explains why, as dMMI questioningly point out (p. 602), dissent that has differing 

characteristics is often targeted for what seem to be ‘unsystematic’ reasons. 
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From there, one can try to establish what the flow-on effects of these epistemic conse-

quences are likely to be, in terms what non-epistemic consequences may emerge, and how 

likely they are to do so. In this thesis I have highlighted three non-epistemic conse-

quences that I believe are particularly important and central to the question of prob-

lematic dissent in democratic societies: effects on personal autonomy, freedom of 

speech, and the democratic legitimacy of public policy. But there are undoubtedly many 

more. Again, one will need to ask whether these consequences are likely to differ for 

different people, and with what further repercussions.      

The range of options for responding to this dissent, and the epistemic and non-epis-

temic risks of each, will also need to be thought through and contrasted. For example, 

how does allowing someone who has been known to misrepresent his colleagues’ re-

search to present at a conference alone in a single slot compare to offering him only a 

presentation slot on a panel with other experts? Or do his recent violations of research 

and communicative integrity mean that his presence is likely to do more harm than 

good, especially when his slot could be given to someone else who presents a new angle 

of critique? There are lots of possibilities that need to be thought through with nuance.      

By this point, the epistemic and moral landscape will hopefully be much clearer. One 

should be in a much better position to identify a broad range of epistemic and non-

epistemic benefits, risks and costs associated with a particular speech act being expressed 

within a particular forum, in a particular way, by a particular actor, and as well as the 

benefits, risks and costs of treating that speech in a particular way. Where these costs 

and benefits stand in a trade-off relationship will hopefully be apparent, but it’s worth 

remembering that these tensions and trade-offs are likely to be different in different 

parts of the public knowledge system, and to vary depending on who the speakers and 

listeners are. Think about the potential differences, for example, when a forum is com-

posed of all or mainly contributory or interactive experts, versus the situation in which 

a room is mostly full of non-experts.  

What is left then, is the task of weighing up what’s more important within a particular 

context to make an ‘all-things-considered’ decision about the status of a particular dis-

senting speech act (i.e. problematic/normatively inappropriate, or not, and perhaps the 

degree to which it is), and how that speech act, or potential speech act, ought to be 
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treated within that particular part of the public knowledge system. The decisionmaker 

should ask themselves which values and risks, in the specific context of the decisions 

they must make, are weightier than others, and why. 

Once a decision has been made, it can then, where appropriate, be justified to others 

by being transparent about the content and process of the reasoning underpinning this 

decision, including: the values, empirical assumptions, and evidence base that informed 

it; the values encapsulated by evaluations of dissent as ‘problematic’ or ‘not problematic’ 

and charges that certain ways of responding to dissent are ‘dangerous’; the values one 

thinks a particular response to dissent can help achieve, or risks undermining; and the 

values one is and is not willing to trade off to secure other values. Such explanations 

should avoid empty appeals to ‘free speech’ and the like, and instead clearly articulate 

what a right to free speech is understood to be constituted by, for whom, and how the 

decision is expected to further that value.    

Because these activities are normative, it seems that moral, social and political philoso-

phy will need to play a much greater role in these debates than they have to date. In 

particular, as the debate about dissent in and about science parallels, but lags well be-

hind, progress that has been made in the free speech debate more broadly, it would 

benefit from closer connections to this scholarship. 

Scholars should also make greater use of empirical research to provide credible evidence 

of the potential for different strategies to achieve particular objectives, or to have certain 

consequences or side-effects, in different contexts. However, at the same time, there is 

a need to critique this research, especially the validity of its conclusions, and how far 

findings are warranted to be generalised. We should also be mindful that the evidence 

required might not yet exist, that there may be genuinely competing theories and models 

within this literature, or that different models, theories and findings apply to different 

individuals, sub-populations, or scenarios. 

Before concluding I would like to make a brief comment on terminology choice. 

Throughout this chapter I used dMMI’s language of ‘targeting dissent’ to aid the tracing 

of arguments. However, ‘targeting’ is a loaded word, as it commonly refers to the object 

of an attack. I think the use of such language has the effect of unfairly and unduly 
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influencing a reader’s attitude towards such responses before they have had an oppor-

tunity to properly engage with the substantive arguments, and largely via an unconscious 

mechanism. Therefore, I suggest the term ‘checking’ should be used in its place, where 

to check dissent means to halt or slow its progress, or prevent it from entering, some 

part of the public knowledge system. An added benefit of employing this terminology 

is that because checking also means to examine something to determine its accuracy, 

quality, or appropriateness, it reminds us that before we check dissent (in the first mean-

ing of the word), we must check it (examine it), carefully and thoroughly, reflect on it, 

and ensure we have good reasons for our subsequent actions.  

 

Conclusion  

I have argued that dMMI’s argument in ‘Who’s Afraid of Dissent’ is unsuccessful: it is 

far from clear that checking problematic dissent about science is even generally mis-

guided and/or dangerous. Under some conditions, checking dissent will not be mis-

guided: the Probability Argument shows that checking dissent can help non-experts to 

more accurately perceive critical features of epistemic and policy landscapes, and there-

fore assist people to form well-calibrated factual beliefs relevant to their normative pol-

icy-related decisions. It also demonstrates that checking dissent can help to secure other 

ends unrelated to policy content. In criticizing dMMI’s claim that checking dissent is 

dangerous, I did not argue that checking dissent does not carry risks; rather, I demon-

strated that the arguments forwarded by dMMI also apply to not checking dissent, and 

highlighted the reasons we have to doubt that dMMI’s proposed education alternative 

will be efficacious and riskless in several contexts.  

Once a fuller account of the potential negative risks and consequences associated with 

dissenting speech acts about science are brought into sharper relief, and doubt is cast 

on the putatively risk-free nature of refraining from checking dissent and addressing the 

problem alternatively through education, it becomes very plausible that certain ways of 

checking certain types or instances of dissent could, in some circumstances, be the less 

misguided and dangerous action, or be complementary to, or even sometimes an aspect of, 

education. We should not rule out the soundness or reasonableness of checking dissent, 
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or of any other response to problematic dissent, a priori, but rather should adopt a nu-

anced and contextual all-things-considered approach.  
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CHAPTER SIX: 
CONCLUSION 

 

 
In response to the overwhelming focus in the literature to date on the epistemic conse-

quences of dissent for science and scientists, my aim in this thesis was to provide a better 

understanding of the non-epistemic consequences of problematic scientific dissent for non-

experts and society more broadly. Specifically, I wanted to articulate what is politically prob-

lematic about speech acts about scientific issues that misrepresent experts’ testimonies 

or that otherwise contribute to non-experts being misled about the contours of epis-

temic landscapes. I delivered a three-part answer to this question: some speech acts 

about science are politically problematic because they threaten three core liberal demo-

cratic values: (i) personal autonomy, (ii) freedom of speech and (iii) democratic legiti-

macy of public policy.   

In Chapter Two I defended the position that false (and inaccurate) beliefs that are the 

product of problematic speech acts and omissions about science can compromise per-

sonal autonomy; holding erroneous beliefs can undermine a person’s control over their 

choice of values as well as whether their actions realise their values. However, I argued 

that only those false beliefs that are formed non-voluntarily are autonomy-compromising. 

The (non)voluntary status of the etiology of false beliefs depends on whether a person 

possessed a fair opportunity to form accurate factual beliefs or to resist forming inaccu-

rate factual beliefs.  

I proposed a set of jointly sufficient conditions to identify these circumstances. An em-

pirical belief can be considered to have been voluntarily formed if and only if the fol-

lowing conditions all hold:  

(1) In light of what is known at the time, or what one can legitimately expect to be 

known, adequate evidence is available within the public knowledge system, and a 

person has effective access to this evidence;  
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(2) The body of putative evidence a person has access to is generally presented with 

integrity; there are no significant misrepresentations or misleading uses of evidence 

within important parts of the public knowledge system;  

(3) A person is able to deploy their reflective capacities.     

Chapter Two therefore illuminated the way that the integrity of our personal autonomy 

is not solely an individual enterprise and instead significantly turns on those relation-

ships we are legitimately dependent on to acquire certain types of knowledge and infor-

mation. Respect for the autonomy of others demands that certain actors within 

knowledge and information systems meet their professional — and general moral — ob-

ligations to provide others with certain types of information and to refrain from trans-

mitting misinformation. When these actors fail in their communicative responsibilities, 

one important way that people are wronged is by virtue of the way in which such acts 

and omissions can undermine their personal autonomy. 

Following on from Chapter Two’s conclusions, Chapter Three then asked: what, if any, 

implications does such a loss of autonomy have for misinformed persons’ freedoms of 

speech? I identified and analysed a new freedom-constraining silencing phenomenon 

that I called pre-emptive silencing. Pre-emptive silencing occurs when people’s freedom of 

thought has already been or is, in the course of a social interaction, compromised by 

the speech of other agents. The conditions that result in a person’s forming beliefs non-

voluntarily thus also serve to curtail the potential scope of a person’s future speech and 

therefore what they can do with their words.     

Chapter Three also argued that we have just as much reason to regard pre-emptive si-

lencing as a free speech violation as we do to regard other types of silencing as such. 

Moreover, we have reason to believe that pre-emptive silencing is a widespread phenom-

enon, especially in the context of scientific expert-intermediary-non-expert relations. 

Since it is a speech-related and communication-based harm and/or wrong, we have am-

ple reason to attend to the phenomenon of pre-emptive silencing. 

The aim of Chapter Four was to explore how the non-epistemic consequences identified 

in the two previous chapters could impact upon the development of science-informed 

public policy. I argued that concerns about the impact of problematic dissent and other 
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speech acts about science on public policy and democratic values are best understood 

as concerns about the democratic legitimacy of public policy. Although much of the 

extant literature frames these concerns in ways that accord with Rational Epistemic Pro-

ceduralist accounts of democratic legitimacy, I argued that Fabienne Peter’s account of 

Pure Epistemic Proceduralism yields an alternative, and more attractive, diagnosis of 

the how problematic scientific speech can interfere with the democratic legitimacy of 

public policy.  

Peter’s account of democratic legitimacy avoids controversial assumptions about the 

correctness of the content of public policy and instead focuses only on the procedure it 

was made through. Peter’s Pure Epistemic Proceduralism rests on a link between proce-

dural fairness and epistemic value. By requiring that public deliberation tied to policy-

making is carried out under conditions of social equality and characterised by epistemic 

fairness, it captures the important idea that inclusive public deliberation is valuable not 

just for the ideal of political fairness that it embodies, but also for its epistemic contri-

bution to public deliberation and democratic decision-making. Using Kolodny’s more 

specific conditions for the social equality aspect of political fairness and Longino’s cri-

teria for epistemic fairness, I demonstrated that some dissent about science can interfere 

with the degree to which such conditions are met and, hence, can undermine the dem-

ocratic legitimacy of public policy.   

Finally, in Chapter Five I turned to the question: how should we respond to the exist-

ence and circulation of problematic dissent and other problematic speech acts and omis-

sions about science within our public knowledge and information systems? I closely ex-

amined de Melo-Martin and Intemann’s argument that ‘targeting’ the dissenting speech 

acts is misguided and dangerous and argued that their argument was ultimately unsuc-

cessful, as it is far from clear that checking problematic dissent about science is even 

generally misguided and/or dangerous. 

 I developed the ‘Probability Argument’ to show that certain ways of checking the pres-

ence or reach of problematic dissent within knowledge and information systems are not 

misguided because doing so can often help non-experts to more accurately perceive crit-

ical features of the epistemic and policy terrain and can therefore assist them to form 

well-calibrated factual beliefs relevant to their decision-making. In replying to de Melo-
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Martin and Intemann’s charge that checking dissent is generally dangerous, I did not 

argue that doing so does not carry risks; rather, I demonstrated that the arguments they 

offered for this claim also apply to not checking dissent. Additionally, I highlighted sev-

eral reasons we have to doubt that their proposed education alternative will be effica-

cious and riskless in non-ideal, practical contexts.  

Once a fuller account of the potential negative risks and consequences associated with 

dissenting speech acts about science are brought into sharper relief, and doubt is cast 

on the putatively risk-free nature of refraining from checking dissent and addressing the 

problem alternatively through education, it becomes very plausible that certain ways of 

checking some types or instances of dissent can, in some circumstances, be the less mis-

guided and dangerous action or be complementary to, or even sometimes an aspect of, 

education. We should not rule out the soundness or reasonableness of checking dissent, 

or of any other response to problematic dissent, a priori. Instead, we should adopt a 

nuanced and contextual all-things-considered approach. I concluded by sketching a 

basic framework of the reasoning process different actors should undergo when evalu-

ating dissent and making decisions about how they ought to respond to it.   

The key direction I think future scholarship on dissent and other speech acts about 

science should take is a series of detailed case studies of particular speech acts in partic-

ular contexts. These case studies should offer ‘all-things-considered’ evaluations of the 

ethics of speech acts and various responses to them in that context. Such a case study 

approach would help to identify ‘exemplars’ of beneficial and pernicious dissent and 

scientific speech as well as well- and poorly-judged responses to these speech acts. Given 

the radical context-dependency of these judgments, I think this approach is more suita-

ble than trying to come up with a set of abstract general communication principles.    

There is also more work to be done to further connect debates about dissent and speech 

acts about science to other debates and bodies of academic literature at the interface of 

philosophy of science and political epistemology, for example, the literature on epis-

temic responsibilities (e.g. Code 1987) and epistemic trust (e.g. Grasswick 2010, 2014). 

At the interface of philosophy of science and political philosophy/theory, a particular 

area of need, I think, is in developing a better understanding of the professional duties 

of various actors vis-à-vis science communication, such as those who occupy important 
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nodes in public knowledge systems, e.g. scientists, politicians, journalists, and media 

managers. Considering the rapid advancement of science and technology in our socie-

ties, together with widening inequalities and our present struggles to find broad agree-

ment on common factual foundations upon which democratic deliberations can be con-

ducted, I think that communicative ethics—especially in the realm of specialist infor-

mation—is an important area for philosophers to continue to contribute to.    
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