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Abstract

The electricity network is undergoing significant changes to cater to environmental-deterioration and fuel-depletion issues. Consequently, an increasing number of renewable resources in the form of distributed generation (DG) are being integrated into medium-voltage distribution networks. The DG integration has created several technical and economic challenges for distribution network operators. The main challenge is basically the problem of managing network voltage profile and congestion which is caused by increasing demand and intermittent DG operations. The result of all of these changes is a paradigm shift in the way distribution networks operate (from passive to active) and are managed that is not limited only to the distribution network operator but actively engages with network users such as demand aggregators, DG owners, and transmission-system operators. This thesis expands knowledge on the active distribution system in three specific areas and attempts to fill the gaps in existing approaches. A comprehensive active network management framework in active distribution systems is developed to allow studies on (i) the flexibility of network topology using modern power flow controllers, (ii) the benefits of centralised thermal electricity storage in achieving the required levels of flexibility and resiliency in an active distribution system, and (iii) system resiliency toward fault occurrence in hybrid AC/DC distribution systems. These works are implemented within the Advanced Interactive Multidimensional Modelling Systems (AIMMS) software to carry out optimisation procedure. Results demonstrate the benefit provided by a range of active distribution system solutions and can guide future distribution-system operators in making practical decisions to operate active distribution systems in cost-effective ways.
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Chapter 1

Introduction

In this chapter, an overview of the research questions addressed in this thesis has been outlined. The chapter also outlines the main aims of this research that were achieved through several objectives derived from the research questions. These objectives are the subject of subsequent chapters in this thesis. Meanwhile, a list of publications (published, under-review, and planned) is also outlined at the end of this chapter.

1.1 Background

Environmental concerns coupled with the rapid depletion of fossil fuel resources have led most countries across the world to move from conventional power plants to renewable and green resources. The electricity generated by renewable resources has shown a tremendous rise accounting for more than 465 TWh between 2006 to 2016 in the main EU countries as depicted in Figure 1.1 [1]. A rapid expansion trend can be observed in the quantity of electricity generated from wind and solar power generations which are 3.7 times and 44.4 times higher in 2016 than 2006, respectively. In the context of UK, total electricity generated by main renewable energy resources has increased more than 65 GWh (7.09 times) in a decade as shown in Figure 1.2 [2]. Apart from the large-scale renewable resource integration at the transmission levels, small scale renewable resources in form of distributed generation (DG) have also been integrated in distribution networks (medium and low voltage networks) to a
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Unlike transmission network, the distribution network generally operates in unidirectional power flow with a central supply point. On the other hand, renewable resources such as solar or wind are inherently intermittent which might be low during peak demand. High number of DG integration in distribution network, therefore, creates enormous technical challenges in terms of power quality, protection, stability and reliability, etc. [8–11]. This requires distribution network operator (DNO) to take proactive actions to face these challenges.

![A growth of electricity generation from renewable resources in the EU-28 countries between year 2006 and 2016](image)

Figure 1.1: A growth of electricity generation from renewable resources in the EU-28 countries between year 2006 and 2016 [1]

A common practice to connect DG is based on the “fit and forget” concept where DG owners are required to carry out an assessment on the hosting capability of network for the intended DG installation that must not create technical problem under any circumstances. The worst-case scenarios, for example, DG output at maximum level and load at minimum level or vice versa, are usually considered in the assessment. The capacity of DG unit depends on site installation in the network. This challenge has been addressed in the literature using three different approaches; 1) identify the best location for predefined DG capacities [12], 2) calculate the optimal DG capacities at pre-defined locations [3,13], and 3) determine the optimal DG capacities and locations [14–16]. The second approach is more realistic because renewable based-DGs are subjected to availability of resources and geographical constraints. Although the determination of DG capacity could avoid the technical problem, the level of DG penetration is further hindered by the relatively slow pace of network reinforcement and might increase cost and/or prevent achieving
Figure 1.2: Electricity generation by main renewable resources in the UK between year 2006 and 2016 [2]

the renewable energy target. In addition, the occurrence probability of worst-case scenarios seems to be only few hours in a year [17] and thus, it is not beneficial to restrict the DG capacity for the due cause.

In another concept, known as the “fit and manage” concept, DG capacity is not restricted to a certain level as long as their outputs are controlled in a manner set by network operators in order to maintain stability and continuous safe operation of the distribution network [18]. This concept is not only limited to engagement with DG owners but includes other distribution network participants such as demand aggregators and the transmission system operator. More efficient, cost-effective and reliable electricity supply chain can be achieved from the incorporation of all participants via smart grid technologies (i.e, smart metering, digital communication, intelligence electronic devices, etc) [19]. This approach has brought more active components (i.e, flexible demand, non-firm generation, energy storage) into distribution network and creates the new challenge of managing these “active” distribution networks. This appears under the term “Active Distribution Systems (ADS)” as defined in [20]. De-
pending on the available network management schemes (commonly known as active network management or ANM), the ADS can be operated in a very similar fashion to how transmission systems are operated. In this context, term “Distribution System Operator (DSO)” is more suitable for future DNOs to cover the new dimension of their operation.

The ADS plays an important role to mitigate the occurrence of congestion issues (i.e., voltage and current congestion) from increasing demand and DG penetration in distribution networks. It has attracted enormous research interest to tackle the issues over the past few years. The research works have been done from different perspectives, for instance, coordinated volt-var control [21], coordinated dispatch of DGs [22–26] and network reconfiguration [6, 27, 28]. The management architecture used in these works can be classified into centralised and decentralised. The centralised approach is generally applied for the incoming day based on forecast information (i.e., demand and generation forecasting tool) to address wider network constraints. On the other hand, the decentralised approach lean towards real-time application and can be used to correct of any inaccuracies from the forecast data. This thesis mainly focuses on the centralised framework – known throughout this thesis as the “ANM framework” – which is based on a day-ahead optimisation. It is more suitable when considering energy storage applications as part of the congestion management scheme. Furthermore, demand side management requires an advance information for possible actions to achieve the network requirements. Although the day-ahead ADS planning framework has been widely discussed in the previous works, there are still some questions need to be answered.

### 1.2 Research Questions

The concept of ADS is generally understood and accepted by the research community. Arguments in the research mainly focus on the use of optimisation technique, objective function, variables of loads or generators, technology of energy resources, system constraints and taxonomy [29]. This thesis is looking into the application of new enabling technologies in distribution networks that could support ANM day-
ahead planning for improving flexibility, resiliency, and operation of a future ADS. 
Overall the following Research Questions (RQ) are identified:

RQ1 How should an ANM framework for day-ahead operational planning be mod- 
eelled efficiently in terms of computational expenditure and complexity?
An ANM framework normally incorporates an optimisation procedure based 
on the multi-period optimal power flow formulation as presented in [13,30,31]. 
Several objective functions have been used for the optimisation problem to 
take environmental impacts into consideration [32–37], improve system volt-
ages [38–40] and reduce network losses [3,41]. An ANM framework may there-
fore include multiple objective functions to address all of the aforementioned 
objectives. Meanwhile, the ANM framework should also incorporate different 
roles exerted by different actors (e.g. demand aggregators, DG owners) and 
enabling technologies (e.g. demand side management) within the network. 
These roles include DG power import/export [18, 42], incorporating demand 
response [43, 44] and rescheduling electrical vehicles charging times [45, 46]. 
The detailed model of the actors/enabling technologies is a complex problem 
and solved individually. Integrating them in a framework can lead to heavy 
computational burden. It is therefore essential to develop models that are 
computationally efficient and yet achieve the required performance. In this 
thesis RQ1 is the overarching theme of the thesis which is addressed in steps 
throughout Chapters 2 – 5. In Chapter 5, a unified ANM framework is intro-
duced which is suitable for solving multi-period optimisation problems for a 
distribution network with any topology (radial and meshed, AC or DC), and 
with a variety of enabling technologies such as demand side management.

RQ2 How should an enhanced network reconfiguration scheme using power elec-
tronics control be integrated within an ANM framework?
One of the important ADS features is the ability to provide flexibility in dis-
tribution network configurations. This has been applied using network recon-
figuration technique for added benefits in operation such as reducing system 
losses [41,47–50], fulfilling voltage constraints [28,51,52] and improving reli-
ability [53–55]. The network reconfiguration technique traditionally makes use
of the available normally open switches and sectionalising switches in the network. Statuses of the switches are alternated in a specific coordination so that power flow can be re-routed through feeders with less congestion and at the same time maintain the network radial topology. To obtain the best performance in the coordination, the switches are normally remotely controlled (i.e. they are called Remote Controlled Switches or RCS) [56]. Due to fluctuation in the demand and power injection especially from DG-based renewable resources, rapid changes of the switching statuses should be expected. This can lead to shorten the switch’s life-time and increase maintenance costs. Static power electronics devices that are less subject to mechanical stress have witnessed increasing applications in distribution networks including static var compensators [57], power conditioning units [58] and soft normally-open points [59,60]. In this thesis, the use of such devices for fast network reconfiguration and voltage regulation is investigated. Their incorporation within an ANM is also studied and investigated. RQ2 is mainly the subject of Chapter 3.

RQ3 (a) What is the best way to model a realistic large-scale thermal energy storage? (b) How should such a model be integrated within an ANM framework without compromising tractability?

Energy storage system (ESS) technologies have special characteristics enabling them to operate either as generators or loads. It works as load in charging cycle by absorbing energy from distribution grid and when necessary it works as generator in discharging cycle by injecting energy back into the grid. With such flexible characteristics, the ESS could resolve the issue of mismatch between demand and generation. As a result, the use of ESS in ADS has seen a growing interest in recent research works [26,61,62]. An alternative ESS technology, known as pumped thermal electricity storage (PTES), is suggested in [63–65] to overcome geographical constraints with less impact to environment and low capital investment cost at a very long life cycle. The current model gives emphasis on thermodynamic studies that contains physical features of PTES in details. It is able to capture the behaviour of PTES in
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every milliseconds which is not necessary for ADS applications. Too simple a model using fixed round-trip efficiency as used in [26] neglects the realistic operational characteristics of the PTES which in turn will be neglected when incorporated within an ANM framework. Therefore, an appropriate model of PTES is required which captures such details. Meanwhile, the model need be tractable for incorporation within the ANM framework. The subjects of RQ3 (modelling and integration) is addressed in Chapter 4.

RQ4 How should a hybrid AC/DC network be modelled and solved for purposes of ANM?
The renewable resources-based DG such as wind and solar generations often operate through an internal AC/DC/AC conversion stage. There are also different types of DC loads introduced in the market such as electric vehicle’s charging facilities, DC data centres, LED lighting systems and variable-speed machines. It means more DC integration should be expected in the distribution networks. To reduce energy conversion steps and improve system efficiency, the distribution networks are suggested to operate in a full DC system [5]. However, the idea of converting MV distribution grids into DC systems cannot be done in totality due to the existence of many legacy AC equipment/infrastructure. Instead, it is more realistic to go through a gradual and step-by-step change from full AC to full DC. Consequently, a small portion of the existing distribution network will be converted to DC as more DC operated loads/DGs are integrated and operated as a hybrid AC/DC system. For the purposes of computational analysis (e.g. ANM framework) and modelling, AC and DC load flow formulations are different and therefore two separate platforms AC and DC need be developed and information exchanged between them to solve the hybrid AC/DC system [66]. This practice of solving AC and DC networks separately may however add to the computational burden and it is more straight forward computationally to solve the entire network in a unified manner. Thus, a unified formulation that is able to address both AC and DC problems should be formulated for the AC/DC hybrid system. RQ4 is the subject of Chapter 5.
1.3. Aim and Objectives

The main aim of this research is developing a new distribution system management scheme – known as ANM – using the state-of-the-art technologies for day-ahead planning at the presence of high levels of renewable resources while ensuring the security of supply. The overall objectives for this work are outlined as follows:

1. To develop a flexible distribution network configuration using power electronic control for application in day-ahead ADS operation and planning.

2. To establish an appropriate model of pumped thermal electricity storage for a centralised storage system in the medium-voltage distribution networks.
3. To investigate the benefits of hybrid AC/DC system using different configurations within an improved ANM framework and considering the operation security.

1.4 Thesis Structure

The main content of this thesis consists of 6 chapters including this introduction chapter. The rest of this thesis is organised and summarised as the following:

Chapter 2 describes the major challenges of the distribution network operation when considering high intermittent energy resources and demand fluctuations. Then, the concept of ADS is explained with the focus on its key components that can be used to address the afore-mentioned challenges. It also reviews different network management techniques and schemes that are relevant to the ADS concept. From the reviewed information, a model of active network management framework is developed within a simulation tool and applied on two selected benchmark distribution networks. The operating conditions of the networks are validated using a commonly used power simulation package. The case study presented at the end of this chapter shall be known as the “base case” throughout this thesis.

Chapter 3 explores the potential of flexible distribution network configuration using modern power flow controllers based on power electronics control. It starts with a review of the benefits of configuration flexibility using the existing conventional network reconfiguration methods. A modern power flow controller based on voltage source converters is introduced to replace mechanical switches that are used in the conventional approaches. An enhanced network reconfiguration method is then introduced based on the application of the power flow controllers. The enhanced network reconfiguration is then compared to the conventional network reconfiguration and the base case and the performance of each case is evaluated in terms of system loss, DG curtailment, voltage regulation, line loading, and total operational costs.

Chapter 4 develops a reduced model of pumped thermal electricity storage without neglecting its realistic operational characteristics for energy storage applications.
when incorporated within the ANM framework. Meanwhile, a review of different energy storage technologies is given in the beginning of the chapter to distinguish their basic characteristics and give their performance overview for comparison purposes. The use of energy storage in the context of ADS applications in the previous works are reviewed and adopted in order to develop the reduced PTES model. The developed model is assessed with a detailed thermodynamic model and applied in one of the test network to showcase its performance when incorporated within an ANM framework. The analysis focuses on operational errors caused by fixed round-trip efficiency model as compared to the reduced model.

Chapter 5 studies the benefits of hybrid AC/DC systems to facilitate flexible operation whilst adhering to a pre-defined operational security criterion. This chapter starts with a brief review of the work done in literature on power systems operational security. It also highlights how the concept of ADS can help fulfil the security requirement within an improved ANM framework. This new security-constrained ANM is then applied to the hybrid AC/DC network. A unified formulation for both AC and DC systems is developed and applied within the new framework. One of the benchmark systems is used for this study and the performance are compared between different AC/DC system configurations.

Chapter 6 draws overall conclusions of the thesis. It also discusses the limitations of this work which can be used to derive potential directions for future work.

1.5 Publications

The outcomes of this thesis have been published or submitted for possible publications. A list of the publications and their relationship to chapters of the thesis is given in the following table.
### Table 1.1: A list of publication

<table>
<thead>
<tr>
<th>No</th>
<th>Publication</th>
<th>Thesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ahmad Asrul Ibrahim, Behzad Kazemtabrizi, Chris Dent. “Operational planning and optimisation in active distribution networks using modern intelligent power flow controllers” In ISGT Europe 2016 - IEEE PES Innovative Smart Grid Technologies, Europe, 2016</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>2</td>
<td>Ahmad Asrul Ibrahim, Behzad Kazemtabrizi, Chiara Bordin, Chris J. Dent, Joshua D. McTigue, Alexander J. White. “Pumped thermal electricity storage for active distribution network applications” In 2017 IEEE Manchester PowerTech, 2017</td>
<td>Chapter 4</td>
</tr>
</tbody>
</table>
Chapter 2

Distribution Systems Management

This chapter gives an overview of the distribution system management framework that will be used in this thesis. It covers a relevant background to the research problem, the main component of active distribution systems, different methods for active management and the working active network management framework. From the available information, the management framework is formulated as an optimal power flow problem. This chapter presents only the basic active network management scheme which can be derived from the previous works. Formulation for new applications to answer the research questions will be discussed in the following chapters. In the last section, the simulation packages and test systems for analysis in this thesis are explained. To ensure the distribution systems are modelled correctly, an evaluation procedure is carried out and presented in this chapter.

2.1 Driving Factors for an Active Network

The future medium-voltage distribution system is a system containing multiple distributed generation (DG) resources, and multiple actors (e.g. the aggregators, DG owners, consumers, and the system operators) all constantly and actively making decisions whilst coordinating their activities with other actors. In this thesis, such a network is collectively called an active distribution system. The increase in levels of intermittent distributed power generation coupled with an ever increasing erratic demand profiles (e.g. from integration of electric vehicles) inevitably introduce trying
challenges in the operation of such active networks. These challenges ultimately impose technical and economic constraints at planning and operational time frames. It is therefore imperative that these challenges are properly identified and their causes properly understood, particularly in operational time frames which is the scope of this thesis. In the subsequent sub-sections, the main technical and economic issues encompassing the operation of active distribution networks are properly identified and explained. The technical challenges that require a network-wide management solution will be the focal point of this thesis:

- bus voltage deviations due to intermittent resources and load fluctuations
- thermal capacity of network elements violations with high DG integrations
- energy losses due to unmatched between consumptions and productions
- power distortions due to unexpected contingencies and power quality issues
- protection system coordination might be interrupted by reversal flows

2.1.1 Voltage Deviations

According to standard EN 50160 [72], the permissible voltage magnitude variation ranges at the customers point of common coupling (PCC) in LV and MV distribution systems is between ±10% from the system nominal RMS voltage for 95% of the supplying time which is evaluated in 10-minute intervals for a week. In the UK, however, the limits for voltage below 132 kV should be kept between ±6% of their nominal value as stated by Electricity Safety, Quality and Continuity Regulations (ESQC) [73]. More rigorous range of voltage limits is defined by Engineering Recommendation (ER) P28 [74] between ±3% of nominal particularly for infrequent planned events, and ±6% for unplanned outages. In according to US standards, system bus voltages should be maintained within ±5% [75] and most of the IEEE test systems are based on the statutory limits. Therefore, appropriate limits should be applied accordingly.

The system voltages, however, fluctuate depending on the power operating conditions. Figure 2.1 depicts a simplified model of a radial distribution network to
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explain voltage variation problem due to uncontrolled real and reactive power varia-
tions. In this model, a reactive power compensator is connected at the point of DG
connection with reactive power injection, $Q_C$.

![Diagram of Two bus radial distribution network]

Figure 2.1: Two bus radial distribution network

The voltage drop across the line impedance shown in Figure 2.1 can be calculated
as below [76]:

$$
\Delta V_{ji} = V_j - V_i = \frac{S_{ij}^*}{|V_j|}(R + jX) = R(P) + X(Q) = R(P) - X(Q) \approx \frac{R(P_G - P_L) + X(Q_C - Q_L)}{|V_j|} \tag{2.1.1}
$$

The voltage drop equation may be represented in phasor diagram as in Figure
2.2. Normally in realistic distribution networks the phase angle difference between
the sending and receiving ends, $\theta$ is relatively small meaning that the imaginary part
of equation (2.1.1) can be neglected and therefore this equation is approximated to:

$$
\Delta V_{ji} \approx \frac{R(P_G - P_L) + X(Q_C - Q_L)}{|V_j|} \tag{2.1.2}
$$

From equation (2.1.1), it is clearly seen that the flow of both real ($P$) and reactive
($Q$) power will contribute to the voltage drop. This is generally due to the fact that
in radial systems, the $X/R$ ratio of the distribution cables are relatively low ($\approx 0.3$ at
400 V, $\approx 1$ at 11 kV and $\approx 3$ at 33 kV) [77]. Reactive power compensators, such as
shunt capacitors, shunt reactors, or static VAR compensators (SVC), are normally
used to manage the voltage by either injecting or absorbing the reactive power at
their point of connection. The reactive power injection can be used to adjust power
factor at the load point and becomes either inductive ($Q_C < Q_L$) or capacitive load
($Q_C > Q_L$). Figure 2.3 show how reactive power compensation can aid voltage
regulation. As shown in the figure, a lagging power factor through reactive power
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Figure 2.2: A phasor diagram representation of voltage drop compensation makes voltage magnitude drops whereas a leading power factor makes voltage magnitude rises.

(a) Lagging power factor  
(b) Leading power factor

Figure 2.3: Reactive power compensation to regulate voltage

The power injection from DGs would create voltage problems such as voltage rise or voltage drop especially at end point of feeders and when generation is higher or lower than local demand, respectively. Similarly, feeders with no DGs connected may normally experience voltage drops when demand rises. This is even true for feeders with high penetration of DGs when the demand supersedes DG outputs. Figure 2.4 show an example of network with two feeders; feeder 1 having high DG penetration and feeder 2 is heavily loaded. The voltage fluctuations experienced in distribution systems are shown in Figure 2.4b. In order to tackle the voltage fluctuations at the end feeders, position of tap-changing transformer’s taps – connected to the GSP – is normally adjusted to regulate voltage on the affected feeders [40]. The voltage regulation via the tap-changing transformer, however, might create voltage violation
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on the other feeders to which it is connected. For example in Figure 2.4c, voltage rise caused by high power injection from DGs at Feeder 1 could be resolved by adjusting the tap position but resulting the voltage profile along the feeder with no DG (Feeder 2) drop below the statutory limits. Given such drastic fluctuations in the voltage, it is therefore imperative to develop new methods and solutions for managing voltage fluctuations in future flexible distribution networks.

![Diagram](attachment:image.png)

(a) A single diagram of exemplar network

![Graph](attachment:graph1.png)

(b) Voltage profile before tap adjustment

![Graph](attachment:graph2.png)

(c) Voltage profile after tap adjustment

Figure 2.4: A representative network with different load/generation conditions

2.1.2 Thermal Violations

All equipment in power networks (e.g., transformers, power cables, etc) are manufactured with particular properties. The maximum operating temperature (which is known as thermal limit) is one of the properties that directly constraints power transfer in the network operation. In the process of transferring power, the operating temperature increases proportionally with the amount of current flowing
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through the power equipment (for instance, power cables). During congestion when excessive current flowing through a power cable (i.e., overload operation), insulation material of the cable will burn and its conductor might be melted. Power network is normally equipped with over-current relays and breakers to protect the equipment by disconnecting from power network when the thermal limit is exceeded in the events of a fault or otherwise excessive overload operation [78]. The action of the relay following by the breakers in isolating the fault will inevitably cause the loss of power in some parts of the network directly affected by fault since the feeders are radial.

Meanwhile, distribution networks are normally designed to carry current in one direction from the GSP to the load points. However, existence of DGs at particularly end points of feeders mean that there is reverse power flow in some feeders. The reverse power flows would increase current in the feeders which can cause over-current relay tripping [79]. It should be noted that even though the scenarios outlined above might be limited to a few feeders, it is nevertheless desirable to make use of the entire network and of feeders which are not as over-burdened particularly in emergency situations. A suitable power flow management scheme could negate the problem of thermal violations by distributing the loadings amongst the feeders more fairly.

2.1.3 Energy Losses

In network planning and operation, energy loss usually refers to the amount of dissipated energy (e.g., turning into heat as discussed earlier) in a process of transferring energy from supply to demand. In other words, the energy losses can be derived from total power loss of the lines depending on a particular operating time period. Figure 2.5 shows a well-known loss curve [3] describing its relationship with variations in generation and demand. According to the figure, the power loss could be minimised if all DGs meeting the local demand. This is mainly due to less power transfer when all demands are supplied locally. If all buses are installed with DG and their power production can be ensured to match power consumption at the connected bus, power loss could be totally avoided. However, this is unlikely to happen because DG installations are normally restricted to the availability resources and
placement sites or many other financial factors. Meanwhile, the energy losses highly
depend on DG locations and its capacities as well as different used technologies [80].
Figure 2.5 also again clearly underlines the need and necessity for a more stringent
energy/power management framework in an active network with high levels of DG
penetration and flexible demand.

![Figure 2.5: Power loss relative to generation and demand variations [3]](image)

### 2.1.4 Power Distortions

Interconnection of electrical equipment into power network would distort voltage
and/or current waveforms that cause deviations in their magnitude, frequency and/or
shape (e.g. sinusoidal waveform). The power distortions degrade the quality of
power, which is normally known as power quality, supply to consumers that might
cause equipment malfunction or damage. Among of the power quality issues, volt-
age sag/swell, interruptions and harmonic distortion are found to be predominant
problems in distribution networks with high penetration of DGs [81]. In normal op-
eration, voltage sag and swell are mainly originated by the events discussed earlier
in the Subsection 2.1.1. On the contrary, voltage interruptions are mostly caused
by tripping of protective devices due to usual events such as lightning strikes, fire,
human error or objects (trees, cars, etc) striking lines and/or poles. In some cases,
thermal limit violation as described in the Subsection 2.1.2 would lead to voltage
interruption as well due to equipment failure. In other words, the power quality can
also be affected by undesirable demand and generation patterns due to the lack of
a suitable network management scheme.
The increasing number of modern non-linear loads such as electric arc furnaces, static VAR compensators, converters, switch-mode power supplies, high efficiency lighting (e.g., compact fluorescent and LED bulbs) and motor drives within the power network would create harmonic distortion problem. Harmonics arise mainly because such loads draw a non-sinusoidal current from a sinusoidal voltage source. In the same fashion, DG integration which requires interface power converters can cause harmonic distortion in the power network. For instance, wind-based DG is driven by doubly-fed induction generators (DFIG) that contains rectifier-inverter blocks to adjust the operating frequency and phase angle whenever wind turbine speed changes. In another example, solar-based DG uses inverter to convert DC output before it can be injected to the network. The harmonic distortion in the network would result in overheating of cables and equipment (e.g., induction motors, transformers and capacitors) and neutral overloading [82]. Notwithstanding, problems due to harmonics normally are locally originated and can be resolved using filter. All equipment must be ensured not to generate harmonic more than standard limits, for instance, as defined by Engineering Recommendation (ER) G5/4-1 [83].

2.1.5 Protection Issues

As mentioned earlier, the distribution network is equipped with protective equipment. In the events of faults the role of the network protection is to isolate the impacted area to protect the rest of the network. It is obvious that the isolated area should be local to the fault as much as possible to minimise service interruption. This could be done through a suitable coordination between the protection equipment in the network. In radial distribution networks, the coordination of protection devices are largely designed for unidirectional flows (i.e. from the GSP to the loads). However, as described in Section 2.1.2, the power flows in the network is no longer unidirectional with the integration of DGs. Under those circumstances, the use of existing protection coordination schemes may lead to undesired actions by the protection scheme (e.g., tripping and/or re-closing breakers) [84]. Adaptive protection schemes have been developed to improve the coordination of protection devices by dividing distribution networks into multiple smaller sections [85]. Conse-
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The approach to planning, design and operation of distribution networks has to be significantly changed due to increasing DG penetration together with load growth, emergence of flexible demand technologies (such as plug-in electric vehicles) and expectations for higher quality of supply. In the last few years, research works dealing with the transition of distribution networks from ‘passive’ to ‘active’ have attracted interest among the system operators, manufacturers, consultants, research institutions, regulators and other stakeholders [28,43,54,86–91]. The availability of advanced information and communication technologies (ICTs) has provided possibility to the distribution network operators (DNOs) to actively involve in control, operation and coordination of the integrated distributed energy resources (DERs) within the network under their responsibility. The CIGRE C6 Study Committee working on the implementation of the concept of active distribution management operation has revised and produced the following shared global definition of active distribution systems (ADSs) [20]:

“Distribution networks that have systems in place to control a combination of distributed energy resources (i.e., distributed generation, controllable loads or energy storage). Distribution System Operators (i.e., future distribution networks) have the possibility of managing the electricity flows using a flexible network topology. DERs take some degree of responsibility for system support, which will depend on a suitable regulatory environment and connection agreement”.

Distributed energy resources which include distributed generations, energy storage systems and controllable loads under demand-respond are the enabling technologies for an active distribution system. Nonetheless, the flexibility of network topology has been highlighted in the aforementioned definition as an additional cri-
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terion to the DERs coordination in order to achieve ultimate goal of providing energy efficiency, reducing harmful emissions, improving system reliability and enabling a transition to sustainable energy future. Therefore, each component is described in the following subsections to give better understanding of the underlying components of the ADS.

2.2.1 Distributed Generations

Distributed generation (DG) provides new challenges to the existing distribution operation. For integrating DGs into the distribution network normally, a hosting capacity assessment is carried out to ensure the intended DG installation will not create technical problem in any situations [92]. The hosting capacity assessment normally is driven by worst-case scenarios (e.g. cases with maximum DG output at minimum demand and vice versa) [87, 93, 94]. Although the determination of DG hosting capacity in this way could avoid the thermal limits and voltage constraints violations, the level of DG penetration is further hindered by the relatively slow pace of network reinforcement and might increase cost and/or prevent achieving the renewable energy target. Furthermore, the occurrence probability of worst-case scenarios seems to be only few hours in a year [17] and thus, as a result, the hosting capacity studies based on the worst-case scenario approach are rather conservative in their assessments. Alternatively, active power generation curtailment can be used as a means of avoiding the thermal limits and voltage constraints violations. In this way, it may be more profitable to curtail DG output (subject to specific agreements in place between the DNO and the DG owners) for limited periods if it means a larger hosting capacity [86, 88].

2.2.2 Controllable Loads

The total power drawn from the transmission system is the sum of distribution load demands and distribution loss. Reduction of loss is not the only option for decreasing the system total demand from the transmission system. The reduction in the total demand can also be achieved with the control of distribution system
loads. Demand side management (DSM) is one way to achieve such reductions [95]. In a DSM scheme, the utility company or an aggregator has direct control over certain loads that are covered under interruptible load contracts. A typical DSM action would interrupt or shift some loads including various (aggregated) residential loads, such as fridges, washing machines, air conditioners, space cooling/heating, water heating, etc. DSM can be effective for reducing the overall system demand; however, it requires the aggregator to have an infrastructure to remotely control these loads. The aggregator typically should have contracts with customers as a means to provide incentives for customers participating the DSM schemes [43].

The increase in electric vehicle related loads especially plug-in electric vehicles (PEVs) and plug-in hybrid electric vehicles (PHEVs) provide new opportunities for implementing DSM. Unlike other loads, PEVs or PHEVs have the capability to supply energy (through their batteries). The aggregator would encourage PEV and PHEV users to charge during high availability of energy and discharge to supply energy at peak loads during a power shortage using for example a price signal that is dynamically changing [89]. It is not only limited to electric vehicles but can be also applied to household users equipped with energy storage for self-scheduling of their consumption [96]. This scheme is different from the previous direct load control where end-users are motivated to make response through price changes (known as indirect control). Therefore, the aggregator does not require to have the remotely control infrastructure for direct engagement with the consumers. Unfortunately, it has less control to the demand response. Recently in [97], direct and indirect load control schemes are integrated to make use of the advantages can be gained from both methods.

2.2.3 Energy Storages

The growing number of DGs mainly from intermittent renewable energy sources has encouraged the use of energy storage systems (ESS) technologies in distribution networks [61,90,91,98]. It is used to convert electrical energy into a storable form during a period of surplus energy and then convert back into electrical energy when needed. Even though use of ESS technologies are limited by factors such as conversion loss,
and degradation of the storage medium (e.g. in batteries) [99], they are suitable for storing excess energy curtailed from DGs which could be used at a later time when needed. Without an appropriate storage technology energy curtailed from DGs would otherwise be lost. Instead of alleviating the intermittent of renewable based DGs, ESS could also yield energy reserve at distribution level to cater operation planning deficiencies in generation and consumption forecasts [100–102]. For that reason, a large-scale ESS is required for the system operator use that could provide the flexibility in managing the network operation. This topic will be discussed and explained more detail in the another chapter.

### 2.2.4 Flexible Network Topology

Most of the distribution networks normally operate in a radial topology in which loads are connected via main feeder to the substation. As mentioned earlier in this chapter, the radial topology creates numerous technical challenges in active networks with DGs and flexible demand (e.g. voltage fluctuations and reverse power flows). These challenges are normally due to the fact that DG outputs are intermittent and flexible demand profiles are varying. Normally, in distribution networks the end points of adjacent feeders are connected by mechanical tie-switched. These tie-switches only close in the event of faults in one feeder for continuous supply to the healthy portions of the feeders [103]. The tie-switches can also be used to reconfigure the network topology to better manage power fluctuations due to varying load/generation profiles in the network. This method has been applied to improve the reduce voltage sag propagation [53,55,104], manage thermal and voltage limits [28,51] and minimise system loss [49,54,105]. They could also be replaced by electronic switches for maximum flexibility. This application is another core part of the thesis that will be addressed in the following chapter.

### 2.3 Methods for Active Network Management

Active Network Management (ANM) refers to the collection of control schemes of the network resources with which a secure operation can be guaranteed at all times
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[106]. The main purpose of the ANM is to operate the network at minimum cost while simultaneously complying to the technical operational requirements. There are several existing approaches developed for ANM of power distribution systems, which can be categorised as standalone [107–112], rule-based [113–119], analytical [3,120–124] and heuristic approaches [125–130].

2.3.1 Standalone Approach

Standalone approach can be referred as a control framework using independent, individual or standalone devices that are installed or has control capability to improve the system operation. The devices such as voltage regulators, shunt capacitors and reactive power compensators are installed and controlled individually based on the local measurements (i.e., load currents, feeder voltages, power factor, etc). An early standalone technique using step-voltage regulators (SVRs) is presented in [107]. The study proposes a basic design of SVR and its applications using a microprocessor that involves both software and hardware for local voltage regulator control. It requires data sampling through communication facilities to decide whether to raise or lower the tap changer’s position. During reverse power flow, all tap-changing operations are either ceased until the power flow resumes to its original direction or reversed the tap-changing directions using a different set of operating parameters. This work has demonstrated a conventional control framework which is among the earliest techniques for active network management.

In a later study, Kersting [110] introduces a compensator circuit to control SVR’s tap position. The purpose for the compensator circuit is to allow for a local control scheme by representing the radial network with resistance and reactance settings in the circuit. The compensator circuit measures the system operating current and voltage constantly to give information to determine voltage needs to be increased or decreased. Then, the tap position will be adjusted accordingly to keep voltage at the regulation point which is predefined. The voltage is regulated in a discrete manner corresponding to the tap position and bounded to a certain bandwidth depending on tap changer’s hard limits. This method is tested under three different load conditions; light, full and future (higher than base case when considering load
growth). Although the control scheme effectively maintains voltage at the predefined level, it might not be an optimal set point that could be fine-tuned along with other operating conditions of other network components.

Since network management using SVRs has control limit due to operating bandwidth, DG power curtailment is suggested in [111] as the last option to prevent over-voltage on sensitive feeders. This study uses the concept of droop based technique to control active power injection from photovoltaic using grid-tied inverter with maximum power point tracking. The active power control is determined by local voltage as alternative to frequency measurement to overcome problems especially during unintentional isolation from the main grid. In this control scheme, a unity power factor constraint is applied as to be in-line with the existing recommendation for DG installation and operation [131]. Although a constant power factor operation is necessary to avoid misleading of other control devices, there is an opportunity to make use of reactive power control capability for more sustainable operation. Therefore, reactive power support is applied in [112] along with active power control which is similar to the concept in [111]. Depending on local voltage measurements and available resources, power factor of inverters operation reduces proportionally with distance from the main substation.

Instead of managing DG operation, network operator traditionally invests on power factor correction techniques, for instance, adding shunt capacitors to overcome voltage problems (i.e., sags or swells). Power factor correction using microcontroller for automated local control is presented in [108]. The current and voltage are measured on site using current and potential transformers as input to the microcontroller. The micro-controller makes decisions either to open or close switches of the capacitor banks based on operating power factor from the measurement. The control signals are sent to relays for the switching action. McCarthy and Josken [109] showed that power factor control using shunt capacitors not only could improve the system voltage profile but reduce total losses for more efficient network operation.

The standalone approach as discussed in the aforementioned studies, unfortunately, only exerts local control and has a lack of knowledge of the entire system, which might cause conflicts between control actions of different local controllers.
Apart from that, the devices operation would also not be the optimal control settings for the entire distribution system. In addition, the standalone control is typically coordinated based on the conventional operation (e.g., unidirectional power flow) which is not necessarily appropriate for handling reverse power flows due to DG outputs. On the other hand, this approach is easy, low cost, does not require a separate communication infrastructure and scalable.

2.3.2 Rule-Based Approach

A rule-based approach is referred to a coordination between the distribution control devices that follow a set of predetermined rules to avoid counteractions among them. For example, a shunt capacitor is switched on when the power factor goes below 0.95 p.u. or tap position is lowered in a tap-changing transformer if voltage level at the end feeder goes above 1.05 p.u.. Typically, the rules of control actions are programmed in a centralised controller and all control devices in the network are handled through a Supervisory Control and Data Acquisition (SCADA) system [113]. The SCADA system is normally managed by the utility company who has responsibility to maintain network in secure operation. In order to deliver appropriate operating set points, all field measurements need to be sent to the control center. Therefore, it requires a two-way communication infrastructure to engage between the main controller and field devices.

A coordinated capacitor control using SCADA system by Virginia Electric and Power Company in [114] could be considered as one concept of the rule-based network management techniques for voltage regulation. A control algorithm is programmed in master computer to select which shunt capacitors need to be turned on and which ones turned off to maintain a level voltage profile across the network. The control decisions are made in every 15 minutes based on monitored input load data (i.e., bus voltages and reactive power flow between transmission and distribution networks) from the SCADA system. If there is a high level of reactive power flowing out into the transmission side, the relevant capacitors will be tripped to reduce the reactive power otherwise no action is taken, provided that this does not cause any voltage violations. A capacitor is selected based on the ‘first in first out’ rule where
previously tripped capacitors will be ignored in the next cycle. Furthermore, the number of capacitors switching in each cycle is limited to a certain level to reduce possible tear and wear costs. This work has showed a significant cost saving from both transmission and distribution sides.

Voltage regulator at the substation is coordinated together with capacitor control in [115] for an improved voltage regulation scheme. A voltage drop estimation based on typical impedance of the feeder is used in adjusting of the voltage regulators settings. On the other hand, the capacitor control is based on local measurements of power factor to reduce the amount of reactive power flow at the substation. This control framework decouples both problems in the supervisory controller of SCADA system. The controller adapts a set of pre-determined conditions for the control coordination. Similar to previous work, the control decision requires continuous load monitoring from the SCADA communication infrastructure. Reactive power support from DGs is suggested in [116] as alternative to the capacitor banks installation. In this control scheme, a small amount of reactive power injection takes place first and then the corresponding voltage changes are calculated for voltage regulators action. In the event that the actions by the voltage regulators are insufficient to bring down the system voltages within permissible limits, active power curtailment needs to be executed as a last resort.

A set of network management rules which are called expert system is introduced in [117]. The expert system can be divided into three distinct parts; knowledge base, inference engine and user interface. Knowledge base contains all rules that are derived from extensive knowledge of experienced engineers and technical information that make it capable of solving network operation problems. The user interface is referred to interaction with external environment such as control action signals, input measurement data and human recommendations. The inference engine uses various determination processes from information in the user interface and knowledge base to make network control decisions. Voltage regulators and capacitor control are fairly coordinated in the inference engine to perform network operation for maintaining system voltage limits with minimum operational costs. In this case, the cost includes system losses and tear and wear of the control devices. The expert system
configuration is then applied in a distribution test network for planning purposes as presented in [118]. This study has demonstrated a significant cost saving could be obtained from expert system application to actively manage the network.

A radial distribution network is suggested to be divided into small regions called control zones, according to the number of installed voltage regulators [119]. In each zone, a voltage regulator and DGs or capacitor banks are coordinated via a tree communication structure. The coordination requires local measurements at each installed DG or capacitor location and the information is shared with their neighbours. Each location is responsible to estimate voltage from both upstream and downstream sides and propagate the highest and lowest voltage information to the voltage regulator. Voltage is regulated by adjusting the tap position of the voltage regulator depending on the received information. In case of reducing the tap position might cause minimum voltage violation, DG active power at maximum voltage point needs to be curtailed. After all control zones are managed individually, the whole system could be ensured to operate within the permissible limits.

The rule-based technique has indicated that the counteracting problems in the standalone approach could successfully be resolved. However, the decision rules in this technique need to be pre-determined in a precise fashion and must follow a specified sequence. Therefore, the decision process will require longer times and solution is most likely not optimum if there is any flaw in determination of the rules. Moreover, the pre-determined rules in this technique would make it unable to adapt with any changes from the original network configuration at the time of the rules establishment. In other words, the rule-based algorithms that are designed for normal operation might not work in emergency conditions, for example, a line is tripped due to fault and supplied through an alternative route. Notwithstanding such limitations, the available communication infrastructure in SCADA system would allow a global network interaction and assessment which ultimately benefits network operation.
2.3.3 Analytical Approach

Analytical approach is used to develop a mathematical model of the whole power network for obtaining a possible whole-network optimal management solution. The model formulation considers the operating limits of the control devices as well as the nature of their control mechanism that could be modelled either as binary, integer or continuous domains. The optimal control settings are decided depending on requirements to either maximise or minimise an objective function which is defined by the system operator. The objective function is normally defined as a function of network operation cost which is to be minimised. Normally, in real network applications, the required information is gathered from the available communication infrastructure in SCADA system to estimate the network state within the next several hours or days. Based on the available data, an optimisation solver determines the optimal control settings and ensures no violations of the technical limits will be raised from the control decisions. The optimum settings in form of control signals are then delivered to all associated field devices in advance as reference inputs for their operation.

A discrete optimisation approach to coordinate and control capacitor banks and the tap changer transformer is presented in [120]. The optimisation algorithm is developed using the oriented discrete coordinate method, in which the control variables are updated from partial derivatives of an objective function. The partial derivative is defined as improvements of the objective with changing of control variables positions. A search direction is selected based on the largest partial derivative value and the updating process continues until no further improvement can be achieved. To ensure all constraints are fulfilled, a penalty function is imposed in the objective function to move away from the undesirable solution during the optimisation process. The optimisation algorithm is implemented in a centralised management framework to evaluate system performance at different objectives, including minimising supply power from the external grid, minimise reactive power flowing at substation transformer, and maximise revenue from energy sales and prime cost [121]. The framework is integrated with SCADA system to provide real-time data exchange between a central controllers and field devices (i.e., capacitor banks and transformer
tap changer) for the optimal operation. The results clearly show a lower level of energy imported from the external high voltage grid resulting in a 0.7% increase in the revenue for the network operator. This method, however, requires power flow calculation at every optimisation step to evaluate the system performance that causes major computational burden in the process. In large network applications, a simplified model is needed to perform the power flow calculation.

When considering high DG penetrations, analytical approach has also been used to manage the network operation in the most economic way whilst adhering to network operational boundaries and limiting DG power curtailment [122]. The power curtailment between DGs is coordinated using voltage- and loss-sensitivity factors to the DG power injections which can be analysed through the use of the Jacobian matrix of the network. The optimisation problem is then solved using a commercial package taking into account the cost of trading with the external grid supply as well as power curtailment of the DGs. Due to the intermittent nature of renewable resources and loads, Keane et al. [132] introduce the index of coincidence in the curtailment framework to assess the probability of voltage constraint breaches. The index is established from historical data and used to select any possible critical conditions (e.g., maximum generation and minimum load) that may cause over-voltage. A significant saving in the network operation cost could be attained through a proportional coordination between the DGs based on curtailment cost functions which are derived in relative to their power generation cost. This core framework is also used to investigate energy loss minimisation taking into account the time-varying characteristics of generation and load profiles in the network [3]. Analytical approaches normally require formulation of a multi-period AC optimal power flow (OPF) problem to find optimum operating points of network control devices.

The OPF problem can be solved as a mathematical optimisation problem using commercial solver packages capable of solving a wide class of optimisation problems from linear programming to mixed-integer non-linear programmes. A CPLEX solver, that uses simplex or barrier interior point algorithms, is commonly applied to solve LP problems [122, 132]. In this case, the OPF formulation is approximated as DC. The solver is also used for mixed integer quadratically constrained program-
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ming (MIQCP) problems especially when taking into account discrete control of voltage regulators, capacitor banks and load tap changers (LTCs) for voltage regulation purposes [133]. DC model neglects important features such as deviations in voltage magnitudes. Full network models are used in AC OPF formulations. AC OPF formulations are non-linear and normally are more complex and computationally burdensome to solve when compared to DC formulations which are linear. Nevertheless, there are various non-linear solvers for solving non-linear programming (NLP) problems like the CONOPT solver which uses the generalised reduced gradient approach as applied in [3]. KNITRO is another example of a well-tailored solver for non-linear programming problems [123]. The NLP-formulated AC OPF, unfortunately, does not cater for integer control variables and they are typically approximated from continuous domain. It is possible to consider a MINLP approach to give better representation but this could potentially restrict the size of the problem and normally is not tractable for larger systems with many variables [124].

When compared with the standalone and rule-based approaches, the analytical approach is a more accurate and flexible way of producing optimum operating set-points for network control devices. Meanwhile, since in the analytical approach explicit network models are used, this approach could easily be tailored toward specific network problems. The main limiting factor in adopting analytical approaches is the relationship between model complication and size and the tractability of the problem. The network model representation, generally, involves a wide range of control variable domains (e.g., binary, integer and continuous. A purely analytical approach therefore may not be suitable for solving especially larger networks with a large pool of variables. Moreover, due to the inherent non-convex nature of power flow equations, the analytical approaches do not guarantee global optimum solutions.

2.3.4 Heuristic Approach

Heuristic method is an iterative process that combines different knowledge based concepts inspired by natural phenomenon in order to search for an optimal solution using limited information and often without the need for an explicit model for the
Learning strategies are used to sample and structure the information to effectively find the solution. As a result, less computational time is required which makes the heuristic approach more suited for real-time applications. Heuristic approach uses a similar control framework as in the analytical approach and yet the use of heuristic optimisation techniques make it different. In particular, the heuristic optimisation process does not require a closed-form of the model formulation as necessary in the analytical approach. Thus, this approach can overcome limitation in the classical analytical approach especially regarding non-convex and non-linear problems. Certainly, the heuristic approach can be adopted to cater for MINLP problems that are common in power system optimisation problems. There are numerous heuristic algorithms: Genetic Algorithm (GA) [125–127], Particle Swarm Optimization (PSO) [126, 129, 130], Ant Colony Optimization (ACO) [126], Artificial Bee Colony (ABC) [127], Differential Evaluation (DE) [127], Tabu Search (TS) [126–128] and Simulated Annealing (SA) [127] have found in the power network management applications.

Optimal voltage control and coordination of LTC, VSR and SVC in a distribution network with interconnected DG is solved using GA technique [125]. The GA is inspired by natural selection of genetic reproduction in the evolutionary process to produce better generation based on a survival of the fittest concept. The process is carried out by repeating such genetic operations (e.g., selection, crossover and mutation) until termination criteria can be found, then the solution is determined from the individual of the last generation. In this study, the GA is used to produce a fast optimal solution considering daily profiles of residential loads and solar generation for a network with a relatively large size. The time selection is identified according to critical scenarios such as peak load, minimum load, and peak generation. The strategy improves the voltage profile and reduces the distribution loss for the entire distribution power system using a combination of the voltage control devices (LTC, VSR, SVC). The GA method requires a reliable communication infrastructure and its application seems to provide the optimal solution with a sufficient degree of accuracy.

A daily voltage/Var control (VVC) optimisation for the distribution management
system using heuristic method based on ACO is presented in [126]. The management strategy requires load and generation forecast data for the next day profiles and decomposes them into several sequential operating conditions at specified time intervals. An ACO method is used to determine the active and reactive power injections from DGs, reactive power values of capacitors and tap positions of transformers for the next day operation. The ACO uses the concept of ant colony searching for food in which the solution is explored through stochastic iterative process biased by a set of parameters associated with graph components (known as pheromone model). The degree of bias is ranked from the best to worst performance according to operation cost of buying energy from the external grid supply and DG resources. Penalty factors are imposed to the objective function to ensure all equality and inequality constraints are fulfilled. This work shows that the solution obtained by the ACO method is more accurate and precise as compared to other heuristic methods (GA, TS and PSO).

An ABC optimisation is implemented in [127] to find the best distribution network configuration at minimum loss operation. Apart from the voltage and current constraints, network topology must be maintained radial at all times for effective co-ordination of their protective systems. Since there are many possible combinations of switching candidates for different configurations, the model is a complicated combinatorial, non-differentiable constrained optimisation problem. The problem is addressed using ABC algorithm inspired by intelligent foraging behaviour of honeybee swarm. Artificial bees in the optimisation process will attract others if they are performed better in minimising the losses. The optimal solution by ABC is converged at significant less computational time and more accurate in comparison to DE, SA, TS and GA. In a similar optimisation problem, Abdelaziz et al. [128] proposed a modified TS (MTS) to improve the computational time and solution accuracy. A dynamic tabu list with appropriate size and a multiplicative move are introduced respectively to escape from local minimum and diversify the search process toward unexplored regions. The MTS obtains better voltage profile and system losses than SA for regulating the network voltage.

Network management scheme with feeder reconfiguration control schemes in [129]
uses PSO to address a multi-objective problem. The objective function comprises the cost of buying power from the grid supply and DGs, number of switching actions, and voltage deviations. The PSO algorithm is inspired by the population of birds where the system is initialised with a population of random particles and the optimal solution is searched through interaction between the particles to follow the best among them. In this study, overall system losses, number of switching operation and voltage profile can be improved with dispatch-able DG application. The PSO is also applied together with voltage sensitivity method to regulate voltage in MV distribution systems by controlling reactive power injections from DGs [130]. The voltage sensitivity matrix is derived from imaginary part of impedance matrix and used to calculate suitable amount of the reactive power injections in order to return the system voltages inside the permitted range when necessary. The application PSO algorithm has improved the convergence rate in the optimisation process.

The heuristic approach uses a randomly acceptable process to prevent the solution to be trapped in a local optimum especially for non-convex problems. However, heuristic application in the literature indicates that the approaches do not guarantee solution to be the global optimum but sufficient for the immediate goals. Notably that it gives different solutions for every simulation runs. The heuristic approach can also be combined with analytical approach especially for solving non-convex MINLP problems. For example, a branch and bound algorithm, that uses heuristic and derivative techniques [134], is applied to search for optimal settings of control devices in distribution system with high DG penetrations taking into consideration the discrete control features [28].

2.4 Network Management Framework

Active Network Management requires a change in the traditional role of the Distribution Network Operator (DNO). The change effectively creates a new entity called the Distribution System Operator (DSO) which may be the network operator or a collection of network/asset operators coordinating and managing the operation in the network between various actors [135]. The DSO effectively performs a similar
role in the distribution network domain that the traditional Transmission System Operator (TSO) does in the transmission domain. The DSO implements an Active Network Management (ANM) framework similar to the TSO. Figure 2.6 shows a general often agreed-upon ANM framework for the managing the operation of the active distribution system of the future [20]. There are, at the moment, a few demonstrator projects that implement ANM, such as ADINE [136], ADDRESS [137], and GRID4EU [138] projects (all in the EU), Fort Collins (US) [139], ENMAX (Canada) [140]. There are also demonstration projects with regional companies in Japan and by the National High Technology Research and Development Program in China [141].
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Figure 2.6: A conceptual ANM framework

### 2.4.1 Electricity Market Price

Depending on regulatory framework, there might be different paths with which pricing signals will travel within the ANM framework. Electricity prices generally fluctuate throughout a day that is determined by matching offers to sell and bids
to buy from all the network participants. With the available SCADA system and advanced metering infrastructure (AMI), real-time pricing (RTP) could easily be implemented. The RTP is an expected electricity rate which varies in corresponding to the electric utility’s time varying costs of operation with given constraints considering fluctuation of demand and renewable resources [142]. The RTP has been applied in the last several years to enhance network operational management and improve social welfare [143–145]. In that works, the social welfare is addressed to give benefits for both power consumers and supplier through a mechanism where the consumers adjust their consumption to maximise profits according to the RTP set by the supplier. A look-ahead approach can be used to forecast the demand and resources as well as electricity price based on available information from weather and load forecast tools [146]. The forecast tools usually use historical patterns of consumption and production together with correlated parametric input from sensors to deal with the uncertainties in obtaining accurate prediction. With the forecast data in hand, optimal power flow (OPF) can be calculated at each time step for real-time network operation and planning [147].

2.4.2 Renewable Energy Curtailment

To encourage the deployment of renewable generation, the UK Government introduced two main incentive schemes which are the feed-in tariffs (FIT) for DG capacity up to 5 MW [148] and the renewable obligation (RO) for larger scale DG [149]. However, the RO scheme closed to all new generating capacity on 31 March 2017 and replace with the Contracts for Difference (CfD) scheme to continue support on the renewable generation development [149]. Under the current scheme, each renewable generation technology is set at a strike price to guarantee the return to DG owners. If the market price is lower than the strike price, the DG owners receive a payment for the difference or otherwise, the DG owners pay the difference. In the context of ANM, DG curtailment may be required to avoid any violations of operation constraints. The prevailing energy curtailment in UK distribution networks is a last-in first-out (LIFO) rule [150]. However, this approach would curtail output power from DGs at the bottom of the list regardless of whether any improvements
could be achieved or not. Alternatively, Kane & Ault [151] suggest that renewable energy suppliers or aggregators should involve in submitting bids to the electricity market balancing mechanism based on their willingness and an agreed compensation for the power curtailment which might be paid based on the RTP at the time of curtailment.

2.4.3 Demand Side Management

Demand side management application could be realised by aggregators to incorporate scattered bids coming from DGs and flexible loads at low voltage distribution networks. Aggregator are participating in energy market as retailers and managing their own business market with new electricity tariffs to coordinate consumers and DERs including EV users [152]. In the look-ahead energy market, DSO and TSO must guarantee a secure network operation under normal conditions (i.e., no technical violations). In certain circumstances, however, the promised operating points might be deviated and aggregators are receiving payment at regulation prices for demand response to overcome any potential problems could be originated from the deviation [153]. From DSO perspective, additional cost will be incurred to the balanced selling and buying prices between all involved parties as shown in Figure 2.6. Based on this conceptual framework, DSO could manage the MV distribution networks in effective way to reduce operation cost and further improve by introducing energy storage and flexible topology applications. The details explanation of the application will be discussed in the subsequence chapters.

2.5 Optimal Power Flow Formulation

This section presents formulation of the relevant models which are implemented in the multi-period optimal power flow formulation for look-ahead analyses. This multi-period OPF formulation is used for implementing a comprehensive ANM framework in this thesis. This work considered for the ANM framework either hourly (Chapter 3) or 30 minute (Chapter 4) interval time periods depending on the available data. The ANM framework has the same structure as shown in Figure 2.6. It should be
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noted that these models can also be used for snapshot studies. Let N, G, W, S, L, O and T denote the set of respectively: nodes, grid supply points, wind-based DGs, solar-based DGs, power lines, lines with OLTC transformers and periods. An ANM for different purposes is normally developed using AC optimal power flow (OPF) [6, 13, 28, 154, 155]. An OPF is used to optimise power system operation while satisfying both network equality and inequality constraints as given in the following expression:

\[
\min_{x,u} F(x, u) \quad (2.5.1)
\]

subject to:

\[
G(x, u) = 0 \quad (2.5.2)
\]

\[
H(x, u) \geq 0 \quad (2.5.3)
\]

where, \( F(x, u) \) is an objective function to determine all state variables, \( x \) and control variables, \( u \) in achieving a certain planning and operating criteria such as minimum generation cost. The problem can be properly addressed using different objectives depending on the requirements. The variables \( x \), usually voltage magnitudes and angles, change depending on other known variables (i.e, power generations, loads, tap ratio, etc.) in a process to fulfil the equality constraints, \( G(x, u) \). The equality constraints consist of power injection and power balance requirement that can be generalised as power flow equation. The variables \( u \) refer to some of the known variables such as DG operating points, demand responses and tap changer operation that can be adjusted to reach a goal as given by the objective function. The control variables, however operate within designated limitations which are defined as the inequality constraints, \( H(x, u) \). The limitations are derived from physical characteristics of electrical equipment and regulatory requirements (i.e., voltage magnitudes).

The power flow equation contains some non-linear functions especially in the usual polar form formulation of power injection. The existence of non-linear functions in the equality constraints, however, makes the OPF problem non-convex and increase the possibility of solution to trap in local optima [156]. As a non-linear non-convex problem, the OPF can be a difficult problem to solve and requires an appropriate approach to get accurate solution. Before the problem can be solved,
it is important to understand its formulation. Therefore, the details formulation of OPF problem in this study will be presented in the following subsections.

### 2.5.1 Objective Function

The goal of the optimisation problem is to find a network state (i.e. the set of control settings for control devices as well as all network state variables) in which a certain objective function is at its minimum. Typically this is taken to the operation cost of the network incurred to the DSO. The objective function may be defined as:

\[
F(P_{g,m}, \xi_{b,m}) = \sum_{m \in T} \left[ \sum_{g \in G} C_n P_{g,m} + \sum_{b \in N} C_p \xi_{b,m} P_{b,m} \right] 
\]

where, \(C_n\) and \(C_p\) are the cost coefficients corresponding to the RTP energy market and the regulation prices, respectively. In all cases, \(C_p\) is always higher than \(C_n\) to encounter financial loss on selling electricity to consumers and compensation for demand shifting action.

In this formulation, operational cost due to power curtailment and system losses is already accounted in the cost of trading with TSO. If there is no power curtailment then more power could be exported to the external grid to reduce the operational cost. In other words, operational cost will increase depending on the particular period when DG output needs to be curtailed. Similarly, higher system losses causes more power import from the grid supply that increase the operational cost for buying more energy. Therefore, minimising the net import over export energy at the grid connection as given in equation (2.5.4) can directly reduce the operational cost.

When a dynamic demand response mechanism is considered, \(C_p - C_n\) is the imposed compensation amount for demand response (incurred to the DSO). The demand shift multiplier, \(\xi_b\) varies between 0 to a maximum value for no demand shift to maximum shift in demand respectively. The demand response mechanism can be implemented in cases where EV aggregators are present in the network.

### 2.5.2 Calculated Nodal Power Injections

In power flow analysis, it is compulsory to keep both active and reactive power balance at each node essentially satisfying Kirchoff’s current law (KCL) at each
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node in the network. Figure 2.7 depicts a general π model of the transmission line. The shunt susceptance in the figure can be normally ignored \((b^{sh}_l = 0)\) in distribution networks as the length of lines are normally short (less than 50 km). Therefore, active and reactive power injections at sending ends (denoted as \(j\)) and receiving ends (denoted as \(k\)) of the line, \(\forall l \in L\), at period \(m \in T\) can be obtained from:

\[
P_{j,m} = g_l V_{j,m}^2 - V_{j,m} V_{k,m} [g_l \cos(\theta_{j,m} - \theta_{k,m}) + b_l \sin(\theta_{j,m} - \theta_{k,m})]
\]

\[
Q_{j,m} = -b_l V_{j,m}^2 - V_{j,m} V_{k,m} [g_l \sin(\theta_{j,m} - \theta_{k,m}) + b_l \cos(\theta_{j,m} - \theta_{k,m})]
\]

\[
P_{k,m} = g_l V_{k,m}^2 - V_{j,m} V_{k,m} [g_l \cos(\theta_{k,m} - \theta_{j,m}) + b_l \sin(\theta_{k,m} - \theta_{j,m})]
\]

\[
Q_{k,m} = -b_l V_{k,m}^2 - V_{j,m} V_{k,m} [g_l \sin(\theta_{k,m} - \theta_{j,m}) + b_l \cos(\theta_{k,m} - \theta_{j,m})]
\]

Figure 2.7: An equivalent power line based on π model

The power injection equations give sufficient information on power flow direction either entering or leaving the respective node. Depending on interconnection with other elements (i.e., supply point, DG, loads), the equality constraints for active and reactive power balance at bus, \(\forall l \in L\), at each period \(m \in T\) can be expressed as, respectively:

\[
\sum_{g \in G} P_{g,m} + \sum_{w \in W} P_{w,m} + \sum_{s \in S} P_{s,m} = (1 - \xi_{b,m}) P_{d\{b\},m}
\]

\[
+ \sum_{l \in L} P_{j,m} + \sum_{l \in L} P_{k,m}
\]

\[
\sum_{g \in G} Q_{g,m} = (1 - \xi_{b,m}) Q_{d\{b\},m} + \sum_{l \in L} Q_{j,m} + \sum_{l \in L} Q_{k,m}
\]

where, \(P_d\) and \(Q_d\) are active and reactive power consumptions. Although the aim is only to reduce active power, the demand response mechanism would affect the reactive power as well. For instance, some equipment that generate reactive power
will reduce the total aggregated reactive power when their operation are stopped or shifted. It is also important to note that DG integration is suggested to operate at fixed power factor in order to avoid conflict with the voltage regulation devices in the network. Therefore, all DGs are assumed to operate at unity power factor and there will be no reactive power injection from DGs as given in the equation (2.5.10).

Apart from the power balance constraints, maximum loading limits of line as mentioned in Section 2.1.2 should be also taken into account. The loading is normally measured in terms of flowing current that must be less than or equal to the line current rating, $I_{rate}$ at all times, $\forall m \in T$, as follows:

$$(g_l^2 - b_l^2)[V_{j,m}^2 + V_{k,m}^2 - 2V_{j,m}V_{k,m}\cos(\theta_{j,m} - \theta_{k,m})] \leq I_{rate}^2 \forall l \in L$$  (2.5.11)

### 2.5.3 Optimisation Variables

As stated earlier, the OPF calculates the optimum operating points for all control devices. The control variables are normally, demand response multipliers, substation transformer tap positions, and power curtailment factors from DGs. The set of the control variables constraints at period $m \in T$ can be expressed as:

$$0 \leq \xi_{b,m} \leq \xi_{b}^{max} \quad b \in N$$  (2.5.12)

$$0 \leq \zeta_{s,m} \leq \zeta_{s}^{max} \quad s \in S$$  (2.5.13)

$$0 \leq \zeta_{w,m} \leq \zeta_{w}^{max} \quad w \in W$$  (2.5.14)

where, $\xi$ and $\zeta$ are the variable multipliers to illustrate degree of demand response (i.e. load shifting) and DG curtailment implemented within the ANM framework. Similar to demand response multiplier, $\zeta$ varies between the zero for no curtailment and $\zeta_{w}^{max}$ for full curtailment. In this case, both $\xi_{b}^{max}$ and $\zeta_{w}^{max}$ must be less or equal to 1 (a complementary to the control action).

Regarding voltage regulation at substation transformer, OLTC is used to change tap position, $\alpha$ (which is the connection point along transformer winding) while the transformer is operated without any supply interruptions. The OLTC actual tap position is a discrete variable (but can be approximated as continuous for faster
The OLTC tap, located on the primary winding as illustrated in Figure 2.8, is used to control voltage magnitude by switching tap from initial position to new position. The changes of voltage magnitude depend on the tap ratio step resolution, \( \delta V \). The voltage magnitude at secondary side of the transformer for lines equipped with OLTC, \( o \in O \subset L \), in period \( m \) can be calculated using:

\[
V'_{j,m} = V_{j,m} \alpha'_{o,m} = \frac{V_j(t)}{1 + |\alpha_{int} - \alpha_{o,m}| \delta V}
\]  

(2.5.16)

where, \( \alpha_{int} \) is initial position (normally in the middle of the control range) that gives nominal setting. Therefore, active and reactive power injections of the corresponding lines need to be computed using the following expressions:

\[
P_{j,m} = g_l [V'_{j,m}]^2 - V'_{j,m} V_{k,m} [g_l \cos(\theta_{j,m} - \theta_{k,m}) + b_l \sin(\theta_{j,m} - \theta_{k,m})] \quad (2.5.17)
\]

\[
Q_{j,m} = -b_l [V'_{j,m}]^2 - V'_{j,m} V_{k,m} [g_l \sin(\theta_{j,m} - \theta_{k,m}) + b_l \cos(\theta_{j,m} - \theta_{k,m})] \quad (2.5.18)
\]

\[
P_{k,m} = g_l V_{k,m}^2 - V'_{j,m} V_{k,m} [g_l \cos(\theta_{k,m} - \theta_{j,m}) + b_l \sin(\theta_{k,m} - \theta_{j,m})] \quad (2.5.19)
\]

\[
Q_{k,m} = -b_l V_{k,m}^2 - V'_{j,m} V_{k,m} [g_l \sin(\theta_{k,m} - \theta_{j,m}) + b_l \cos(\theta_{k,m} - \theta_{j,m})] \quad (2.5.20)
\]

After the control variables are specified, state variables can be analytically determined. The variables include voltage magnitude (\( V \)) and angle (\( \theta \)) at load buses which can be obtained through the net power injection calculation at respective nodes to satisfy the active and reactive power balance constraints as given in the equations (2.5.9) and (2.5.10). As mentioned earlier, DGs are not involved in any voltage regulation and therefore, the corresponding nodes are assumed to be load

Figure 2.8: A power line model with OLTC control
bus (with negative load convention). Apart from that, the grid supply point (GSP) is considered as slack bus and power injections at this node can be also categorised as state variables. The active and reactive power injections from GSP are governed to attain overall balance between generation and consumption in the system. All these variables are updated subject to the following inequality constraints:

\[
V_{\text{min}} \leq V_{b,m} \leq V_{\text{max}} \quad b \in N \quad (2.5.21)
\]
\[
P_{g,m}^2 + Q_{g,m}^2 \leq S_{g,\text{max}}^2 \quad g \in G \quad (2.5.22)
\]

where, voltage magnitudes are ensured to operate within the statutory limits as discussed in Section 2.1.1 and the GSP power injections are limited correspond to the substation transformer power rating, \( S_{\text{max}} \).

2.6 Simulation Tools and Test Networks

This section gives an overview of the used simulation package and software tool for implementing the ANM framework. To evaluate the performance of its application, distribution test networks are required. There are two test networks, namely, modified 33-bus test network and HV-UG United Kingdom generic distribution system models have been considered for the analysis purposes in this research work. An explanation of the test networks is provided here to give better understanding of the case studies.

2.6.1 Software for Simulation Platform

The essential features of AC OPF require a modelling environment that is able to support non-linear constraints with mixed integer control variables. Advanced Interactive Multidimensional Modelling Systems (AIMMS) is an integrated combination of a modelling language, a graphical user interface and numerical solvers that offers advanced modelling capabilities for linear, mixed-integer and non-linear programming [157]. Therefore, the AIMMS modelling software is used as a platform in this work to develop, implement and analyse the ANM framework for multiple candidate test systems. The multi-period OPF as presented in Section 2.5 is
configured in AIMMS by the declaration of sets, parameters, variables, constraints and implementing the ensuing mathematical programme. The problem is solved in AIMMS using MINLP KNITRO solver that gives flexibility for solving both convex and non-convex problems.

In several cases, MATLAB environment is also used to establish a mathematical model and/or to carry out analysis for preliminary studies and verification purposes. For the verification purposes, MATPOWER toolbox introduced by Zimmerman et al. [158] is used. This work is carried out using MATPOWER version 5.0b1. The MATPOWER is a package of MATLAB M-files for solving power flow and optimal power flow problems. It is intended as a simulation tool for researchers that is easy to use and modify. MATPOWER is designed to give the best performance possible while keeping the code simple to understand. MATPOWER, however, can only be used for single period AC OPF and it requires some modifications to execute multi-period operation. Moreover, MATPOWER is also limited to solving AC systems (with minimal DC system modelling capabilities). Therefore, this package application is selected aiming to ensure the reliability of the obtained optimal scheduling solution.

### 2.6.2 Modified 33-bus Test Network

A benchmark radial 33-bus MV distribution network [159] is used to showcase the performance of proposed application in the network management framework. The network is a balanced 12.66 kV distribution system consisting of 33 nodes interconnected with 32 lines and 5 tie lines (dotted lines). The total active and reactive power peak loads in the network are 3.715 MW and 2.3 MVar, respectively. The test network has been widely used in many previous works [6, 28, 127, 130, 160, 161] for the purpose of network management application. The network is modified by including an OLTC transformer and 6 DGs in [28]. Two solar-based DGs and four wind-based DGs of 1 MW generation capacity are considered to simulate high renewable penetrations. The two solar-based DGs are allocated at nodes 13 and 18 whereas four wind-based DGs at nodes 6, 7, 28 and 33 as shown in Figure 2.9. Tap changer of the substation transformer has 11 steps upward and 13 steps downward
from the nominal settings to regulate voltage at 0.01 pu for every step transition. The system bus voltages are regulated within the statutory limits of ±5% and current rating of 5 p.u. is set to all interconnection lines and substation transformers.

![Figure 2.9: A modified 33-bus test network](image)

### 2.6.3 HV-UG UK Generic Distribution System

The United Kingdom (UK) generic distribution system was developed by the Centre for Sustainable Electricity and Distributed Generation (SEDG) as representative of UK distribution networks [162]. The HV-UG model is an 11 kV urban distribution network fed from a 33 kV grid supply point through two main substations rated at 26.4 MVA. The network provides service to high customer density with total active and reactive loads of 24.274 MW and 4.8548 MVar, respectively. The HV-UG distribution network contains 75 nodes that are interconnected in radial topology by 75 lines with total length of 56.825 km underground cables and average thermal rating of 7.168 MVA. There are 22 identical generators are assumed to follow wind power behaviour with each generation capacity of 1.73 MW. A schematic diagram of
the network is depicted in Figure 2.10. A similar OLTC operation as in the modified
33-bus network is considered for this test system. The system voltage magnitudes
follow the requirement as according to the Engineering Recommendation P28 [74].

![Figure 2.10: A HV-UG UK generic distribution system](image)

### 2.6.4 Test Network Models Assessment

Preliminary assessments are conducted to evaluate how good the test network models have been developed for a power system analysis. In order to ensure all formulations in AIMMS are correct and provide accurate solution, a commonly used OPF problem, that is also designed in MATPOWER to minimise generation cost, is applied for assessment purposes. The assessment is carried out and compared in terms of voltage magnitudes and angles, active power injections from DG or GSP and line or transformer loadings. In this assessment, several indices are selected to showcase the accuracy of developed models in AIMMS as compared to MATPOWER. These indices are known as mean absolute error (MAE), mean square error (MSE) and root
mean square error (RMSE). In addition to these indices, minimum and maximum absolute error \( AE_{min} \) and \( AE_{max} \), respectively) are also provided to show the error distributions. The indices can be computed using the following expressions:

\[
AE_{min} = \min_{n=1,...,N} |y_n - \hat{y}_n|
\]

\[
MAE = \frac{1}{N} \sum_{n=1}^{N} |y_n - \hat{y}_n|
\]

\[
AE_{max} = \max_{n=1,...,N} |y_n - \hat{y}_n|
\]

\[
MSE = \frac{1}{N} \sum_{n=1}^{N} (y_n - \hat{y}_n)^2
\]

\[
RMSE = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (y_n - \hat{y}_n)^2}
\]

where, \( y \) and \( \hat{y} \) are obtained solution from AIMMS and MATPOWER, respectively.

The two aforementioned models, modified 33-bus network and HV-UG UK distribution system, in AIMMS are compared to optimal solution obtained using MATPOWER and tabulated in Tables 2.1 and 2.2, respectively. The modified 33-bus network model show the errors less than \( 1 \times 10^{-6} \) p.u., \( 4.7^\circ \times 10^{-5} \), \( 1.4 \times 10^{-5} \) MW and \( 3.35 \times 10^{-4} \)% for comparison in terms of voltage magnitudes and angles, active power injections and element loadings, respectively. On the other hand, the parametric errors are less than \( 1.35 \times 10^{-7} \) p.u., \( 6.96^\circ \times 10^{-7} \), \( 8.16 \times 10^{-8} \) MW and \( 3 \times 10^{-5} \)% for the HV-UG UK distribution system model. The errors are relatively small within tolerance intervals of \( 10^{-5} \) – \( 10^{-8} \). Therefore, the results indicate that the developed models in AIMMS are well represented as they consistence with MATPOWER solution and can be confidently used for further investigations.

Further investigations are carried out to understand the electrical and thermal behaviours of the original networks. For this purpose, a simulation is executed without ANM scheme where tap changer control, demand response and DG curtailment are not available. In other words, normal power flow is conducted with relaxed constraints of voltage and thermal limits. Figures 2.11a and 2.11b depict voltage magnitudes and element loadings in the modified 33-bus network, respectively. The voltage magnitude violated the statuary limits of \( \pm 5\% \) without any
Table 2.1: Performance of modified 33-bus network model

<table>
<thead>
<tr>
<th>Item</th>
<th>$AE_{\text{min}}$</th>
<th>$MAE$</th>
<th>$AE_{\text{max}}$</th>
<th>$MSE$</th>
<th>$RMSE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage magnitude (p.u.)</td>
<td>0.11</td>
<td>7.38</td>
<td>10.01</td>
<td>0.63</td>
<td>7.94</td>
</tr>
<tr>
<td>Voltage angle (°)</td>
<td>0</td>
<td>107.3</td>
<td>469.25</td>
<td>309.65</td>
<td>175.97</td>
</tr>
<tr>
<td>Power injection (MW)</td>
<td>28.28</td>
<td>51.71</td>
<td>139.47</td>
<td>40.02</td>
<td>63.26</td>
</tr>
<tr>
<td>Element loading (%)</td>
<td>0.55</td>
<td>1168.72</td>
<td>3343.2</td>
<td>27262.25</td>
<td>1651.13</td>
</tr>
</tbody>
</table>

Table 2.2: Performance of HV-UG UK distribution system model

<table>
<thead>
<tr>
<th>Item</th>
<th>$AE_{\text{min}}$</th>
<th>$MAE$</th>
<th>$AE_{\text{max}}$</th>
<th>$MSE$</th>
<th>$RMSE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage magnitude (p.u.)</td>
<td>1.26</td>
<td>1.3</td>
<td>1.34</td>
<td>0.017</td>
<td>1.3</td>
</tr>
<tr>
<td>Voltage angle (°)</td>
<td>0</td>
<td>2.04</td>
<td>6.96</td>
<td>0.096</td>
<td>3.1</td>
</tr>
<tr>
<td>Power injection (MW)</td>
<td>0.01</td>
<td>0.24</td>
<td>0.82</td>
<td>0.001</td>
<td>0.32</td>
</tr>
<tr>
<td>Element loading (%)</td>
<td>0.91</td>
<td>74.79</td>
<td>299.59</td>
<td>126.74</td>
<td>112.58</td>
</tr>
</tbody>
</table>

thermally vulnerable of 5 p.u. current rating components in the modified 33-bus network. However, the power loading of the feeders are not well distributed and the highest loading is higher than 80% as shown in Figure 2.11b. This would lead to components especially for the element with the highest loading becoming thermally vulnerable during low demand and high generation if the network operation does not manage properly.
The investigation is also carried out on the HV-UG UK distribution system and the results are presented in Figure 2.12. Both voltage and loading profiles are operated within the required limits as shown in the figure. The distribution system shows that the highest voltage magnitude is slightly higher than 1.02 p.u. at bus 47. On the other hand, all network elements operate at low loading which is not even half of the loading capacity. In this situation, the network might not have any issue during worst case operating scenarios (i.e., low demand at high generation or high demand at low generation). However, the voltage statutory limits might be violated or the network elements overload during fault isolation at the worst operating scenarios. This indicates that the HV-UG UK distribution system is more suitable for power system security analysis.
2.7 Summary

In this chapter, a number of key issues that arise from the integration of renewable resources into the existing distribution network is reviewed. It is noticeable that renewable resources in form of DG connections create a wide range of technical problems and their influence on the power system performance cannot be neglected. To encourage more contribution from renewable energy, the philosophy of new distribution network planning and operation mechanism is introduced through the concept of active distribution systems. A literature survey of network management methods have been applied in the last few years for active distribution system are presented.

Figure 2.12: Voltage magnitude and loading profiles of the HV-UG UK distribution system

(a) Buses voltage magnitudes

(b) Transformer and line loadings
These methods can be divided into four categories, namely standalone, rule-based, analytical and heuristic approaches. Then, the concept of an active network management (ANM) framework is introduced as the main operational planning framework which will be investigated in this thesis. At the core of the ANM framework sits a multi-period non-linear non-convex OPF problem formulation for solving and determining optimum set points for various control devices throughout the network. Two candidate systems are introduced to showcase and test various ANM mechanisms and applications in realistic network operating conditions. These will be outlined in subsequent chapters.
Chapter 3

Active Network Management: Enhanced Network Reconfiguration

This chapter showcases the potential for implementing network reconfiguration methods as a viable active network management scheme, and for purposes of voltage constraint management, for future flexible active distribution systems with high levels of aggregated distributed generation (DG) resources. Network reconfiguration, as a cost effective way of improving network’s operational performance (e.g. voltage profile), is reviewed briefly at the beginning of this chapter. In the latter part of this chapter, an enhanced network reconfiguration method, based on integration of voltage source converters, is introduced. The new reconfiguration method relies on integration of back-to-back VSC configurations (BTB-VSC) that act as controllable soft open points (SOP) between adjacent feeders, instead of using binary switches as used in conventional methods. The enhanced network reconfiguration method is then implemented within a day-ahead DSO active network management framework for purposes of voltage constraint management and load balancing.
3.1 Applications of Network Reconfiguration

Network reconfiguration in distribution systems is applied by altering the system topology through changing the status of sectionalising switches (normally closed) and tie-switches (normally open) that exist within the network. It is normally used to restore electricity supply to loads, which are isolated due to the existence of a fault (e.g. tripping of a line). Alternatively, it can also be used to reduce power losses by re-routing power flows to distribute loads between heavily loaded and lightly loaded feeders without violating the system security. The ensuing levels of flexibility promised by network reconfiguration, will improve system reliability by reducing system losses and improving its voltage profile. Furthermore, network reconfiguration can also reduce annual unavailability of the electricity supply contributing to a decrease of customer interruptions. The distribution network reconfiguration has been widely used in operational planning as well as real-time operation. For integrating within a day-ahead optimum operational planning framework, the network reconfiguration is modelled as a mixed integer non-linear optimisation problem which contains binary variables for the switching states and non-linearity terms in the power flow equations. Therefore, a distribution system with moderate number of switching options is computationally inefficient and impractical for even the day-ahead operational planning problems due to the number of switching perturbations. Consequently, various approaches have been proposed in the last decades to investigate any potential advantages of the network reconfiguration applications in conjunction with mitigating the computational issues in the ensuing optimisation problems.

3.1.1 Loss Reduction

Most of the previous works on network reconfiguration applications are mainly focused to reduce power losses or improve load balancing between the feeders in a radial distribution system operation. The earliest work for loss reduction using network reconfiguration is introduced by Merlin and Back [163]. A heuristic branch and bound algorithm had been applied in their work to find the best configuration
that gives the minimum power losses. In the searching procedure, all switches are initially closed to form a mesh network, and then a switch is opened in each time step until a radial structure is restored. The switches are selected to be open such that the power losses are minimised in the final configuration. Shirmohammadi and Hong [164] continued the previous approach and solved the problem by using branch flows calculation to determine which switch will be opened. This work introduced a computer program called distribution network optimization (DISTOP) to cater several drawbacks in [163] that includes the assumption of purely active loads and and neglecting voltage angle and network constraints. In the same year in 1989, Baran and Wu [159] introduced two power flow approximation methods to estimate loss reduction and load balancing in the system. In the first method that is called forward update, the power flow quantities (i.e., voltage magnitude, real and reactive power) at the receiving end of each branch are calculated from the same quantities at the sending end. In the second part of the approximation method which is known as backward update, the power flow quantities are determined in reverse direction (from the sending end to the receiving end). The updating process is carried out iteratively and used to approximate the total power loss reduction at every branch exchanges (after creating a new branch by closing and opening the respective switches). A meta-heuristic based on genetic algorithm is implemented in this work to search for the best configuration that gives the most load between the feeder loadings at minimum power losses.

The meta-heuristic algorithms, however, may not necessarily guarantee the global solution and their performance depends on the nature and complexity of the problem. Nevertheless, many different meta-heuristic algorithms have been found in minimising loss using network reconfiguration technique. Chiang and Jean-Jumeau [165,166] presented a two-stage methodology to improve the optimisation algorithm by using a simulated annealing as alternative to the genetic algorithm in [159]. The simulated annealing is another type of meta-heuristic algorithm that uses a probabilistic process for locating the global optimum of a given objective function in a large search space. The simulated annealing also applied on a similar optimisation problem in [167]. In contrast, Chang and Kuo [167] simplified load flow equations
to approximate the line loss and developed an efficient perturbation scheme and initialisation procedure to speed up the optimisation process. Ant colony algorithm is another type of meta-heuristic optimisation techniques that inspired by the foraging behaviour of ant colonies. The algorithm is employed in [168] to solve network reconfiguration for loss minimisation. This optimisation searching procedure is basically based on a population-based approach with exploration through a collection of cooperative agents called “ants” that looks for positive feedback (the near-optimal solution) until the convergence criteria is satisfied. In another research work [169], the ant colony search algorithm is used to solve both network reconfiguration and capacitor placement problems. Besides that, a particle swarm optimization algorithm has been applied in many literatures to solve network reconfiguration problems [170–173]. This algorithm is inspired by bird flocking behaviour when migrates to determine a search path based on particle self-assessment in terms of their velocity and position towards the leading particle of the swarm. In [173], the optimisation algorithm is modified by introducing a dynamic inertia weight to overcome the computational burden of obtaining a desired solution in the previous work [172]. Apart from the aforementioned algorithms, the problem of network reconfiguration has also been tackled using several different meta-heuristic approaches including Tabu search algorithm [128, 174], differential evaluation [175, 176] and harmony search algorithm [48,177].

Notwithstanding the large use of meta-heuristics, conventional numerical approaches have also been used extensively to solve the network reconfiguration problem. References [47, 178] introduce a mixed integer linear programming problem formulation of the network reconfiguration. In order to ensure the connectivity and radiality of the network, a graph-based algorithm is embedded in the searching process. This approach, however, ignored the technical constraints of voltage variation due to linearisation of the power flow equations. On the other hand, Romero-Ramos et al. [179] presented a non-linear formulation of the network model that considers load flow equations, technical constraints of voltage magnitudes and line capacities and topological constraints, resulting in a mixed-integer quadratically constrained programming problem. The optimisation problem is then solved using a commercial
3.1. Applications of Network Reconfiguration

The exact loss modelling is used in [180] and solved using a Benders decomposition solution approach. The problem is partitioned into two sub-problems: master and slave. The master problem is modelled as a mixed-integer non-linear programming problem (MINLP) to determine the status of switches, whereas the slave problem is modelled as a non-linear programming problem (NLP) to seek for optimal feasible solution. These two level of problems are integrated using linear benders cuts. In the same direction, Taylor and Hover [181] introduced a convex formulation in modelling the reconfiguration problem. For comparison purposes, the model is formulated into three different problems; quadratic programming (QP), quadratically constrained programming (QCP), and second-order cone programming (SOCP). Among of these three formulations, the QP model provided relatively good solutions at the most efficient computational time. On the other hand, Jabr et al. [105] presented an exact mixed-integer conic programming (MICP) model using convex continuous relaxation to guarantee convergence at global optimal solution. Lee et al. [49] imposed the uncertainty of load variations as a two-stage problem where the network reconfiguration is determined in the first stage and the load variation in another. This optimisation problem is solved using the column-and-constraint generation algorithm, in which the master and sub-problems are transformed into an equivalent mixed-integer second-order cone programming (MISCOP).

3.1.2 Quality of Services

As discussed in the previous section, network reconfiguration is mainly applied for loss reduction but it also has been found to improve quality of service in terms of system reliability. System reliability level may be defined as the ability of the system to supply power to consumers at an acceptable quality and under a set of specified criteria. Voltage variations (i.e., interruptions, sags or swells) normally last for several hours after system faults have been cleared that may effect the reliability level. As a potential application to enhance network reliability, voltage variation propagation can be mitigated (or minimised) using network reconfiguration such that the number of affected consumers are minimised. In [182], the financial losses caused by voltage sag propagations are computed and used to indicate the best configuration
which yields the lowest customer interruptions. The optimal solution is obtained using genetic algorithm with enhanced features of double-point crossover and adaptive mutation for more efficient optimisation process. Two indices are introduced in [183] for system losses and reliability that can be used to address both issues together based on a Pareto optimal criterion. The criterion is important to give the best trade-off between the two considered objectives. An automated reconfiguration application based on fault detection, isolation and reconfiguration (FDIR) mechanism is suggested in [103] to improve the overall system reliability. The method used for FDIR is replicated from the concept of restoration process in transmission systems. In reality, the contingencies occurrence is uncertain. Therefore, Amanulla et al. [184] suggested probabilistic reliability models that can be derived from the respective component’s history failure and the minimal cut sets of each load point. This study solves not only system reliability but together with power losses by using binary particle swarm optimization (BPSO). The uncertainty of contingencies occurrence is also imposed into demand and generation by Kavousi-Fard and Niknam [185] when consider the error of load forecast and wind speed variations. Network reconfiguration in their work is used to overcome a multi-objective problem with regard to system reliability, power loss and total operational cost.

3.1.3 Constraints Management

Although network constraints are considered in the literatures of the previous subsections, most of them focus on optimising the network configuration when there is no constraint violation during normal operation. In contrast, this subsection covers operating scenarios in normal condition that might violate network constraints especially thermal and voltage limits due to high penetration renewable distributed generation resources or in heavily loaded systems. A voltage constraints management is assessed by using different schemes including the network reconfiguration in [28]. This study has clearly showed that the penetration of renewable resources is limited by voltage constraints. In regards to this issue, Capitanescu et al. [6] studied the potential of dynamic network reconfiguration to improve hosting capacity of the distribution networks in addition to other active network management schemes.
3.2 Integration of Power Flow Controllers

A multi agent control system (MACS) is proposed in [51] to eliminate congestion and voltage violation while maintaining local state variables and the reactive power devices operate within the normal operating characteristics. Huang et al. [186] suggested the reconfiguration technique together with dynamic tariff to manage the congestion problem in distribution networks by taking advantage of electric vehicles. This study ultimately aims to reduce energy cost at minimum switching cost. In [50], a dynamic network reconfiguration is applied to assess the loss reduction in distribution systems with high renewable resources at different varying demand and generation profiles. It was found that network reconfiguration application becomes more worthy in systems with intermittent resources. Recently, a hierarchical and distributed congestion management concept is discussed in [187] to enable cost-effective network interconnection of DG and better utilisation of network assets. The hierarchy control consists of three levels; primary controllers operate independently based on field measurements, secondary controllers at substations provide optimal set points to their regional primary controllers, and tertiary controllers at the control center utilise forecast tools for day-ahead planning where the network reconfiguration is implemented. In order to enable on-line dynamic network reconfiguration that require fast computational process, [52] engaged a convex quadratic relaxations in the optimal power flow formulation. Meanwhile, the presence of harmonics in power systems can also result in increased heating in the conductors that would violate the thermal limit. The harmonic injections from non-linear loads are investigated in [188] to demonstrate the effectiveness of network reconfiguration to reduce power loss while keeping voltage magnitude and current flow within the required limits.

3.2 Integration of Power Flow Controllers

The network reconfiguration has been proven in the past research to be an effective technique to enhance network operation especially for active distribution systems application. Conventionally, network reconfiguration is centrally managed through operation of remotely controlled switches (RCSs). In the application of dynamic
network reconfiguration, the switches operate at a fast rate due to intermittent behaviour of demand and DG supplies that could shorten the device’s lifetime. Consequently, solid-state devices are a better alternative to mechanical switches as they are not subject to the usual mechanical wear and tear of conventional RCSs when in rapid operation. In recent years, with the advances in power electronics technology as well as semiconductor technology, fully controlled power converters have also found applications in distribution systems. Power converters can generally be categorised into line-commutated and self-commutated [189]. The line-commutated converter uses thyristors in converting electric power that only can be turned on using a pulse control signal. In this case, it relies on the line voltage of AC system to enable for commutation between switches. A large inductor is usually installed in the DC side to operate at constant DC current flow behaving as a current source, thus the name current source converter (CSC). The self-commutated converter uses transistors, normally insulated-gate bipolar transistors (IGBTs), which can ideally operate as bi-directional switches. The DC voltage is kept constant by a capacitor acting as a constant voltage source, thus the name voltage source converter (VSC). The VSC can control independently both real and reactive power at its AC side, and can be used as a power flow controller in system applications.

The power converter applications in transmission systems are well known, for instance, high voltage direct current (HVDC) technology has been in service for more than 60 years [190,191]. In the context of distribution systems, power converters are typically implemented for interfacing DGs into the system. However, they can also be used in active network management schemes. Bloemink and Green in few publications [59,60,192,193] showed the benefits of power converter application in distribution systems to manage voltage constraints and thermal limits. In their work, they introduced a back-to-back (BTB) arrangement of VSCs to be installed at normally-open points between adjacent feeders within an otherwise radial distribution network. They call this arrangement a Soft Open Point (SOP). The SOP can control both active and reactive power flows at its interface terminals between the two interconnected feeders. It can therefore potentially be used as an alternative to binary mechanical RCSs for enhanced network reconfiguration and load balancing.
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in an active distribution system. However, the existing work in literature on SOPs often neglect the converter’s actual operational limits. Furthermore, such studies typically do not consider suitable operational constraints to avoid undesired misconfiguration in the existing protection coordination schemes. The easiest way to address this issue at minimum cost and effort (to potentially modifying the protection regime) is by introducing a set of suitable operational constraints that would maintain the radial topology of the network [194]. In this chapter an enhanced network reconfiguration method is introduced that take advantage of the existence of fully controlled SOPs instead of conventional binary RCSs. The SOPs in this thesis are used not only for blocking power flows but also for providing voltage support to their AC terminals when needed, whilst adhering to the corresponding converter’s operational constraints as well as network’s radiaity constraint. Since, the SOPs specifically in this thesis, are basically back-to-back connection of voltage source converters, they are called BTB-VSCs to distinguish them from other types of devices that might be used as SOPs in other literature. Before introducing the details of the enhanced network reconfiguration, a brief overview of the VSC followed by a comprehensive model description is given. The steady-state fundamental frequency model of the VSC introduced in this chapter is suitable for integration into the enhanced network reconfiguration problem for purposes of incorporation within a day-ahead active network management framework.

3.2.1 Voltage Source Converters

There are several types of VSCs that employing the switching devices (typically IGBTs) in different topologies, for example, three-phase, two-level, six-pulse bridges or three-phase, three-level, twelve-pulse bridges. The two-level converter is generating the two voltage outputs; \(-0.5E_{dc}\) and \(+0.5E_{dc}\) (where \(E_{dc}\) is the DC voltage). On the other hand, the three-level converter comprises four valves in one arm of the converter which generates AC voltage comprising of three voltage levels \(-0.5E_{dc}\), 0 and \(+0.5E_{dc}\). In order to operate either the two or three-level topology in high voltage applications, series connection of IGBTs may be necessary. In each IGBTs valve, a number of connected devices and anti-parallel diodes are required to
suppress voltage spikes and accommodate return current when needed. The basic three-phase, two-level full bridge VSC as shown in Figure 3.1a forms the essence of the mathematical model presented in this work. As shown in the figure, the AC system and the controlled voltage source are connected via a phase reactor. It has been observed that for purposes of efficient computational modelling, the converter under a balanced three-phase system in Figure 3.1a could be represented by essentially an ideal transformer with complex tap ($m_a = m_a e^{j\phi}$) as depicted in Figure 3.1b whose magnitude corresponds to the actual PWM amplitude modulation ratio and phase shift corresponds to the actual phase shift, relative to system reference, that can be exerted at the output AC voltage (RMS, line-line). It is important to note that the shunt branch, $B_{sw}$ in the figure is used to impose a zero reactive power flow constraint on the DC circuit. This notional susceptance thus models the leading or lagging VAR operation through PWM switching action in the converter. For an actual VSC with a DC input voltage of line to ground, $V_{dc} = 0.5E_{dc}$, the AC output voltage magnitude at converter terminals then becomes:

$$V_{cr} = m_a \sqrt{3}V_{dc} \sqrt{2} = k m_a E_{dc}$$

(3.2.1)

![A two-level converter](image1)

![An equivalent model](image2)

Figure 3.1: Three-phase voltage source converter

where, $E_{dc}$ is the DC line to line voltage which on a per-unit basis carries a value of 2 and $k = \sqrt{3/8} \approx 0.612$. This model can be extended for any type of converter at any switching level [195,196]. The advantage of this model is that it combines both DC and AC sides on one single frame of reference for unified load flow calculations. It also does not neglect the operational limits imposed on the converter for linear
operation (i.e., $0 \leq m_a \leq 1$) [196]. The converter is then able to provide independent active and reactive power through controlling its AC output terminal voltage. Furthermore, using the ideal transformer model, a realistic operational capability curve for the VSC may also be derived which takes into account the limiting factors of the VSC operation, namely the switching devices (i.e., IGBTs) current limit, the DC bus voltage, $E_{dc}$, and the DC cable current limit [197]. With regards to the current limits, the active and reactive power injections of the VSC in a P-Q diagram for two different AC grid voltages $V_{g1}$ and $V_{g2}$, where $V_{g1} < V_{g2}$ is illustrated in Figure 3.2a. Since DC voltage is kept constant, the operation limit due to the DC current limit is fixed and can be ignored if suitable DC cable size is used to make it equal or slightly higher than the maximum active power capability that is derived from the IGBT’s current limit. With this condition, the VSC’s power capability curve can only be represented by the IGBT’s current limit. After all, the constant DC voltage creates another limitation on the power capability curve due to maximum voltage generated at the converter’s terminal. Figure 3.2b illustrates the active and reactive power injections of the VSC into the power grid (AC system) at the maximum generated AC voltage (when modulation index at maximum point). It clearly shows that reactive power generated (leading power factor) varies depending on the difference between voltage at the connected grid, $V_g$ and voltage at the converter’s terminal, $V_{cr}$. Therefore, the voltage level at DC side would restrict the leading VAR operation especially when the grid voltage at high level. For this reason, using a constant MVA limit might neglect the converters actual voltage-dependent limiting factors.

Referring to Figure 3.1b, the operating power of the VSC can be derived from the nodal current equations with inclusion of the DC voltage limitation. The nodal current injections are given in the following expression [196,198]:

$$\begin{bmatrix} I_g \\ I_0 \end{bmatrix} = \begin{bmatrix} Y_{cr} & -k m_a Y_{cr} e^{j \phi} \\ -k m_a Y_{cr} e^{-j \phi} & G_{sw} + k^2 m_a^2 (Y_{cr} + j B_{sw}) \end{bmatrix} \begin{bmatrix} V_g \\ E_{dc} \end{bmatrix}$$

Then, the nodal power injections can be calculated as below:

$$\begin{bmatrix} S_g \\ S_0 \end{bmatrix} = \begin{bmatrix} V_g & 0 \\ 0 & E_{dc} \end{bmatrix} \begin{bmatrix} I_g \\ I_0 \end{bmatrix}^*$$

(3.2.3)
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Substituting equation (3.2.2) into (3.2.3), the power injections at the connected grid and DC terminal can be expressed as:

\[
\bar{S}_g = P_g + jQ_g = \bar{Y}_{cr} V^2_g - \bar{Y}_{cr}^* k m_a E_{dc} V^e_g e^{-j\phi} \tag{3.2.4}
\]

\[
\bar{S}_0 = P_0 + jQ_0 = G_{sw} E^2_{dc} + k^2 m^2 a E^2_{dc} (\bar{V}^e_{cr} - jB_{sw}) - \bar{Y}_{cr}^* k m_a E_{dc} V^e_g e^{j\phi} \tag{3.2.5}
\]

where, \( \bar{Y}_{cr} = G_{cr} + jB_{cr} \) is the interface admittance and the shunt resistor (conductance, \( G_{sw} \)) to represent switching power loss of the VSC for a given PWM switching frequency. The notional susceptance, \( B_{sw} \), is to provide a means for restricting a zero-reactive power flow at the DC side by imposing an appropriate constraint \((Q_0 = 0)\). Let \( \bar{V}_g = V^e_g e^{j\theta} \), the \( B_{sw} \) variable can be determined by considering the imaginary part of the equation (3.2.5) at zero value that can be expressed as a function of modulation ratio and phase angle as such:

\[
B_{sw} = -B_{cr} - \frac{V_g}{k m_a E_{dc}} [G_{cr} \sin(\phi - \theta) - B_{cr} \cos(\phi - \theta)] \tag{3.2.6}
\]

On the other hand, the shunt resistance of the VSC, \( G_{sw} \) increases with the PWM switching frequency. When VSC operates at nominal current and rated DC voltage, the switching loss would be represented as a constant conductance, \( G_0 \). Although the DC voltage is kept constant, the operating current varies according
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3.2.1 DC Link Voltage Variations

Then, the \( G_{sw} \) can be derived from the constant conductance and corrected by the quadratic of the operating current, \( I_{act} \) to the nominal current, \( I_{nom} \) which can be expressed as [198]:

\[
G_{sw} = G_0 \left( \frac{I_{act}^2}{I_{nom}^2} \right) \quad (3.2.7)
\]

From power expressions derived, and as seen in Figure 3.2b, it is seen that the DC link voltage variations impose a limiting factor on the VSCs P-Q operational capability. On the other hand, the VSCs rated current is also a limiting factor to the P-Q capability curve, as seen in Figure 3.2a. Assuming that the DC cable has always higher ampacity than the IGBT’s current rating, the following constraint can be derived from the magnitude of current injection from the connected grid (which gives the same magnitude of current at the converter’s terminal on the AC side):

\[
I_g^2 = I_g I_g^* = V_{cr} V_{cr}^* (V_0 e^{j\theta} - k m_a E_{dc} e^{j\phi}) (V_0 e^{j\theta} - k m_a E_{dc} e^{j\phi})^* = (G_{cr}^2 + B_{cr}^2) [V_g^2 + k^2 m_a^2 E_{dc}^2 - 2k m_a E_{dc} V_g \cos(\theta - \phi)] \leq I_{rate}^2 \quad (3.2.8)
\]

3.2.2 Back-to-Back Configuration

As mentioned earlier, the power flow controller which ultimately is used for enhanced network reconfiguration purposes, is made out of a back-to-back connection of two VSCs sharing a common DC link. The ensuing BTB-VSC power flow controller is shown in Figure 3.3. In this application, the BTB-VSC is interfaced to an adjacent medium voltage line via a phase reactor, \( x_{cr} \) for power flow control purposes. The power flow through the device can be controlled by adjusting the modulation index and phase angle of each converter. However, some constraints that are relevant to the model configuration should be appropriately addressed.

Knowing (3.2.4), the nodal powers at the sending (\( j \)) and receiving ends (\( k \)) of the BTB-VSC power line can be derived as follows:

\[
\overline{S}_j = P_j + jQ_j = \overline{V}_j^* V_j^2 - \overline{V}_j^* k m_a^{rec} E_{dc} \overline{V}_j e^{-j\phi^{rec}}
\]

\[
\overline{S}_k = P_k + jQ_k = \overline{V}_k^* V_k^2 - \overline{V}_k^* k m_a^{inv} E_{dc} \overline{V}_k e^{-j\phi^{inv}}
\]
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In equations (3.2.9) and (3.2.10), the equivalent admittance as referred to Figure 3.3 can be computed by the following expressions:

\[
Y_j = G_{sn} + jB_{sn} = -j\frac{1}{x_{cr}} \\
Y_k = G_{rn} + jB_{rn} = \frac{r_l - j(x_{cr} + x_l)}{r_l^2 + (x_{cr} + x_l)^2}
\]

At the common DC link, the net power entering and leaving the link must be zero so as to avoid unnecessary over-voltages at the DC link (due to capacitor charging). Since, this is a back-to-back connection, the DC link loss is zero and therefore the power balance equation at the DC link can be expressed as below:

\[
\Re\{\overline{S}_0^{rec}\} + \Re\{\overline{S}_0^{inv}\} = P_0^{rec} + P_0^{inv} = 0
\]

where, subscripts \(\text{rec}\) and \(\text{inv}\) denote rectifier and inverter, respectively. As shown in the equation, the DC power injections of rectifier, \(P_0^{rec}\) and inverter, \(P_0^{inv}\) can be extracted from the real part of the nodal power equation derived from (3.2.5). A complete formulation for the DC power injections of both converters are given in the following expressions:

\[
P_0^{rec} = G_{sw}^{rec} E_{dc}^2 + G_{sn} k^2 (m_{a}^{rec})^2 E_{dc}^2 - k m_{a}^{rec} E_{dc} V_j [G_{sn} \cos(\phi_{rec} - \theta_j) \]
\[+ B_{sn} \sin(\phi_{rec} - \theta_j)]
\]

\[
P_0^{inv} = G_{sw}^{inv} E_{dc}^2 + G_{rn} k^2 (m_{a}^{inv})^2 E_{dc}^2 - k m_{a}^{inv} E_{dc} V_k [G_{rn} \cos(\phi_{inv} - \theta_k) \]
\[+ B_{rn} \sin(\phi_{inv} - \theta_k)]
\]

In the above equations, terms \(G_{sw}^{rec} E_{dc}^2\) and \(G_{sw}^{inv} E_{dc}^2\) are referred to the switching power loss in the VSC. However, it is assumed that the switching loss of the VSCs is negligible (where, \(G_{sw}^{rec} = G_{sw}^{inv} \approx 0\)). For the completeness of the model, the
switching losses are taken into account in Chapter 5. Apart from that, the reactive power injections in DC circuit are kept at zero by imposing an appropriate constraint ($Q_{0}^{\text{rec}} = Q_{0}^{\text{inv}} = 0$). In order to fulfil the constraint, the values of $B_{\text{sw}}^{\text{rec}}$ and $B_{\text{sw}}^{\text{inv}}$ correspond to converter reactive power output as function of modulation ratio and phase angle as in expression (3.2.6). In other words, each converter controls reactive power independently between the rectifier and inverter which are given by $B_{\text{sw}}^{\text{rec}}$ and $B_{\text{sw}}^{\text{inv}}$, respectively.

Referring to equations (3.2.9) and (3.2.10), it clearly shows that active power flow at the AC side can be blocked by matching the generated voltage magnitude, $k_{m}E_{dc}$ and angle, $\phi$ with the voltage magnitude and angle at the adjacent connected grid bus. With the capability to block and allow active power flow, the BTB-VSC can be used to act like a switch and replace the mechanical RCSs. Moreover, the BTB-VSC could provide independent reactive power control at its corresponding AC terminals which result in an improved voltage management. Figure 3.4 shows an overall concept of the BTB-VSC that provides both network reconfiguration and voltage management. When open-circuited, the BTB-VSC through the use of VSC can provide reactive power support if needed to its terminals by operating it as a static compensator (STATCOM) providing only reactive power with zero active power exchange with system [199] as shown in Figure 3.4a. In contrast, there is no reactive power available when using the mechanical switch. On the other hand, BTB-VSC has the capability to inject different magnitudes of reactive power at different directions at the sending and receiving ends during closed circuit operation as depicted in Figure 3.4b. In case of using mechanical switches, reactive power at the receiving end highly depends on the sending end as to keep power balance according to Kirchoff’s current law.

### 3.3 Enhanced Network Reconfiguration

In this section, the enhanced network reconfiguration scheme based on using BTB-VSCs as power flow controllers is introduced. An AC network can be turned into a series of smaller segments which are connected to each other via the BTB-VSCs.
The segmentation gives additional benefits in terms of resiliency towards power disturbances in the system. Furthermore, a potential for more efficient management could be achieved with regards only cover smaller area and can be controlled locally within the region. With regards the potential benefits, it is important to understand the modern power controller formulation within the ANM framework for its application on the enhanced network reconfiguration.

### 3.3.1 Reconfiguration Constraints

The main challenge in the enhanced network reconfiguration approach is that the network topology should be kept radial after altering the status of controlled switches for reconfiguration purpose. In order to achieve this condition, a similar approach as presented in [6] can be applied for the binary variable, $s_c$ that models the on/off status of the controlled lines. In this approach, the sum of switches status must not change after reconfiguration. However, this constraint is insufficient to ensure all buses are linked to the grid supply point (GSP) that might result in some buses being isolated from the main grid especially zero-injection buses. This issue can be addressed by introducing a very small reactive power load (slightly higher than convergence tolerance) at the zero-injection bus as suggested in [28] that would not allow the power flow to converge as to keep the zero-injection buses connected.
Although this technique does help to keep all buses connected, the computational burden to obtain feasible combinations of the switch statuses could not be avoided. Therefore, this work imposes restriction on the combination of switch statuses that ensures at least one path must be active to interconnection between the GSP and every bus in the network [179]. Since not all lines are controlled, this work uses regions (i.e., a group of buses) that are connected through a set of selected controlled lines (i.e. equipped with either RCSs or BTB-VSCs). This could avoid the checking of possible path for each bus that might give the same combinations of switch status. With that in mind, let $\Pi^i$ be the set of possible paths to link between region $i$ and the GSP region, $\Pi^i = \{\pi^i_1, \pi^i_2, \ldots, \pi^i_K\}$ in which $\pi^i_k$ is one in case of an active $k$-th path or zero otherwise.

Now, it is possible to set the condition that each region must have at least one active path as in the following constraint:

$$\sum_{k=1}^{K} \pi^i_k \geq 1 \quad \forall \Pi^i \quad (3.3.1)$$

where, the $\pi^i_k$ can be obtained using boolean expression of the line status variable, $s_{c,m}$ associated with the path $k$. An illustrative example of possible paths with three controlled switches for network reconfiguration is depicted in Figure 3.5. In this example, there are two possible paths that link regions 1 and 2 to the GSP region. For the purpose of equation (3.3.1), these paths can be derived by the following expressions:

Region 1:

$$\sum \Pi^1 = \pi^1_1 + \pi^1_2 = s_{1,m} + s_{2,m} \cdot s_{3,m} \quad (3.3.2)$$

Region 2:

$$\sum \Pi^2 = \pi^2_1 + \pi^2_2 = s_{2,m} + s_{1,m} \cdot s_{3,m} \quad (3.3.3)$$

The above expressions are imposed to ensure all buses are connected to the GSP in order to avoid any isolated regions in the network. The mathematical expression to maintain network topology as radial can be written as [6]:

$$\sum_{c \in C} s_{c,m} = \sum_{c \in C} s_{c,0} \quad \forall m \quad (3.3.4)$$

where, $C$ is a set of controlled lines and $s_{c,0}$ is the initial condition of the radial network configuration. This expression clearly shows that the total number of deactivated lines should be gained back by activating the same number of lines that were
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Figure 3.5: An example of possible paths for enhanced network reconfiguration

inactive before in order to maintain the radial topology. In that case, the sum of statuses of controlled lines from initial condition does not change after reconfiguration at every time period, $m$. With these constraints in place, searching for feasible combinations in order to fulfil the radiality constraint can be done separately without depending on the power flow computation.

3.3.2 Power Flow Formulation

Three explicit control variables namely, modulation index, phase angle and shunt susceptance that correspond to the converter VAR operation are used in each VSC as discussed previously. In addition to these variables, a binary variable, $s_c$ is introduced in the previous section and used to enforce radiality constraint for enhanced network reconfiguration. The radiality constraint can be imposed into the power flow controller operation by enforcing a zero current injection constraint through the application of $s_c$ in the equation (3.2.8) that can be expressed as given by (3.3.6). This can be done by producing a set of AC voltage magnitudes and angles at the converter’s terminals, as given in (3.2.1), matching the system voltage phasor. As discussed in the Subsection 3.2.2, the BTB-VSC can provide reactive power control regardless of the state of the lines to which they are connected. Since the conductance in rectifier, $G_{sn}$ is very small and can be neglected as shown in (3.2.11), the
current limits of rectifier and inverter can be updated and expressed in period $m$ by the following expressions [200]:

$$B_{sn}^2[V_{j,m}^2 + k^2(m_{a\{c,m\}}^{rec})^2E_{dc}^2$$

$$- 2km_{a\{c,m\}}^{rec}E_{dc}V_{j,m}\cos(\theta_{j,m} - \phi_{c,m}^{rec})] \leq I_{rate}^2$$

(3.3.5)

$$(G_{rn}^2 + B_{rn}^2)[V_{k,m}^2 + k^2(m_{a\{c,m\}}^{inv})^2E_{dc}^2$$

$$- 2km_{a\{c,m\}}^{inv}E_{dc}V_{k,m}\cos(\theta_{k,m} - \phi_{c,m}^{inv})] \leq s_{c,m}I_{rate}^2$$

(3.3.6)

The BTB-VSC model is then incorporated within a day-ahead ANM framework using the following expressions given in equations (3.3.7) – (3.3.17). The AC active and reactive power injections at sending and receiving ends are given in (3.3.7) – (3.3.10), respectively. Equations (3.3.11) and (3.3.12) are used to compute the active power injections at the DC side of the rectifier and the inverter, respectively. The power balance equation in the DC link is shown in expression (3.3.13). On the other hand, the reactive power injections into the DC link from rectifier and inverter can be expressed in (3.3.14) and (3.3.15). These are kept zero using the zero-reactive power constraint. In order to restrict the reactive power injections from entering into the DC side, the variables $B_{sw\{c,m\}}^{rec}$ and $B_{sw\{c,m\}}^{inv}$ in the expressions can be calculated using equations (3.3.16) and (3.3.17), respectively.

$$P_{j,m} = -B_{sn}km_{a\{c,m\}}^{rec}E_{dc}V_{j,m}\sin(\theta_{j,m} - \phi_{c,m}^{rec})$$

(3.3.7)

$$P_{k,m} = G_{rn}V_{k,m}^2 - km_{a\{c,m\}}^{inv}E_{dc}V_{k,m}\left[G_{rn}\cos(\theta_{k,m} - \phi_{c,m}^{inv}) + B_{rn}\sin(\theta_{k,m} - \phi_{c,m}^{inv})\right]$$

(3.3.8)

$$Q_{j,m} = -B_{sn}V_{j,m}^2 + B_{sn}km_{a\{c,m\}}^{rec}E_{dc}V_{j,m}\cos(\theta_{j,m} - \phi_{c,m}^{rec})$$

(3.3.9)

$$Q_{k,m} = -B_{sn}V_{k,m}^2 - km_{a\{c,m\}}^{inv}E_{dc}V_{k,m}\left[G_{rn}\sin(\theta_{k,m} - \phi_{c,m}^{rec}) - B_{rn}\cos(\theta_{k,m} - \phi_{c,m}^{inv})\right]$$

(3.3.10)

$$P_{0\{c,m\}}^{rec} = G_{sw\{c,m\}}^{rec}E_{dc}^2 - B_{sn}km_{a\{c,m\}}^{rec}E_{dc}V_{j,m}\sin(\phi_{c,m}^{rec} - \theta_{j,m})$$

(3.3.11)

$$P_{0\{c,m\}}^{inv} = G_{sw\{c,m\}}^{inv}E_{dc}^2 + G_{rn}k^2(m_{a\{c,m\}}^{inv})^2E_{dc}^2 - km_{a\{c,m\}}^{inv}E_{dc}V_{k,m}$$

$$\times [G_{rn}\cos(\phi_{c,m}^{inv} - \theta_{k,m}) + B_{rn}\sin(\phi_{c,m}^{inv} - \theta_{k,m})]$$

(3.3.12)
\[ P_{0(c,m)}^{rec} + P_{0(c,m)}^{inv} = 0 \]  
\[ Q_{0(c,m)}^{rec} = -[B_{sn} + B_{sw(c,m)}^{rec}](m_{a(c,m)}^{rec})^2E_{dc}^2 \]
\[ + B_{sn}k_{m(c,m)}^{rec}E_{dc}V_{j,m}\cos(\phi_{c,m}^{rec} - \theta_{k,m}) \]  
\[ Q_{0(c,m)}^{inv} = -[B_{rn} + B_{sw(c,m)}^{inv}](m_{a(c,m)}^{inv})^2E_{dc}^2 - k_{m(c,m)}^{inv}E_{dc}V_{k,m} \]
\[ \times [G_{rn}\sin(\phi_{c,m}^{inv} - \theta_{k,m}) - B_{rn}\cos(\phi_{c,m}^{inv} - \theta_{k,m})] \]  
\[ B_{sw(c,m)}^{rec} = -B_{sn} + \frac{B_{sn}V_{j,m}}{k_{m(c,m)}^{rec}E_{dc}}\cos(\phi_{c,m}^{rec} - \theta_{j,m}) \]  
\[ B_{sw(c,m)}^{inv} = -B_{rn} - \frac{V_{k,m}}{k_{m(c,m)}^{inv}E_{dc}}[G_{rn}\sin(\phi_{c,m}^{inv} - \theta_{k,m}) \]
\[ - B_{rn}\cos(\phi_{c,m}^{inv} - \theta_{k,m})]\]  

3.4 Numerical Test Results

The application of the BTB-VSCs for enhanced network reconfiguration within a day-ahead ANM framework is presented in this section. The modified IEEE 33-bus system which was introduced in Chapter 2 was used as the test system for this section. The system is modified to accommodate aggregated distributed generation resources in form of solar power. Three operating scenarios are considered namely, the normal operation (day-ahead scheduling), and two worst case scenarios (high demand/no generation, and low demand/high generation). For comparative purposes, the ANM framework is implemented for a base case with no active controls except for the tap changers, a conventional network reconfiguration with RCSs integrated, and the enhanced network reconfiguration introduced in this chapter with BTB-VSCs in place of RCSs. The three case studies are shown in Table 3.1. All three cases will also consider DG curtailment as part of the ANM strategy implemented by the DSO. The case studies are then evaluated in terms of system losses, DG curtailment, tap changer operation, line loadings, control settings for BTB-VSCs and the subsequent operational cost.
Table 3.1: Summary of case studies

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Tap Control</th>
<th>Network Reconfiguration</th>
<th>Power Flow Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Conventional network reconfiguration</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Enhanced network reconfiguration</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

3.4.1 ANM Framework Formulation

As stated in Chapter 2, the ANM framework in this chapter is used for day-ahead scheduling of network services and thus is a multi-period OPF problem akin to the one formulated and presented in Chapter 2. The multi-period OPF simulation in this chapter is based on an hourly time interval. The objective function used in this chapter is given in equation (3.4.1).

$$F(P_{g,m}, \xi_{b,m}) = \sum_{m \in T} \left[ \sum_{g \in G} C_n P_{g,m} + \sum_{b \in N} C_p \xi_{b,m} P_{b,m} \right]$$  \hspace{1cm} (3.4.1)

where, $C_n$ and $C_p$ are the cost coefficients corresponding to the RTP energy market and the regulation prices, respectively. In all cases, $C_p$ is always higher than $C_n$ to encounter financial loss on selling electricity to consumers and compensation for demand shifting action. The multi-period OPF is subject to the constraints given in equations (2.5.12) – (2.5.13) taking into account tap changer controls, RCSs, and the BTB-VSC models. The equations for incorporating the BTB-VSCs are given in the preceding sub-section and are not repeated here. Meanwhile, the radiality constraint for each period $m$ is given by equation (3.3.1).

The ensuing problem is then solved in AIMMS using KNITRO 9.0 on a PC of 3.5 GHz and 8 GB RAM. It also has been formulated in AMPL language [201] and solved using mixed integer nonlinear programming (MINLP) algorithm developed by Roger Fletcher and Sven Leyffer within NEOS Server [202] for validating purposes. Both KNITRO 9.0 in AIMMS and MINLP in NEOS Server are converged to the
same solution in all cases. The average computational time by KNITRO 9.0 in
AIMMS is 64 seconds.

3.4.2 Normal Operation Scenario

To investigate the effects of having BTB-VSCs, the network normal operation is
firstly simulated. For each case study the multi-period OPF given above is solved
taking into account the load and DG forecasts given in Figure 3.6 below.

![Figure 3.6: Daily demand and generation profiles](image)

Table 3.2 summaries the network operation for the three case studies with the
objective of minimising DG curtailment and power losses simultaneously as given
in equation (3.4.1). The results show total energy of 43.2 kWh from renewable
resources could be fully utilised when network reconfiguration is used. It is also
apparent that when it comes to energy losses the BTB-VSC gives a much better
performance in comparison to RCS. As a result, less dependency to the external
grid could be achieved which has a potential to reduce carbon emissions from the
conventional power plant. Ultimately, the enhanced network reconfiguration indi-
cates a significant total cost reduction in terms of energy curtailment and losses up
to 80.7% in the daily operation.

For discussing the results, two controlled points are selected within the test
network, (i) the control point between buses 18 and 33 which operates as a normally
open point, and (ii) the controlled point between buses 12 and 13 which operates
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Table 3.2: Day-head Scheduling (Normal Operation)

<table>
<thead>
<tr>
<th>Item</th>
<th>Case Study</th>
<th>Base Case</th>
<th>Conventional Network Reconfiguration</th>
<th>Enhanced Network Reconfiguration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy losses (kWh)</td>
<td></td>
<td>2561</td>
<td>1670</td>
<td>1086</td>
</tr>
<tr>
<td>Energy curtailed (kWh)</td>
<td></td>
<td>43.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total operation cost ($)</td>
<td></td>
<td>8.04</td>
<td>2.69</td>
<td>1.55</td>
</tr>
<tr>
<td>Total cost reduction (%)</td>
<td></td>
<td>-</td>
<td>66.5%</td>
<td>80.7%</td>
</tr>
</tbody>
</table>

as a normally closed point within the 24-hour simulation period. The control points have RCS for conventional network reconfiguration scheme which are replaced by BTB-VSCs for implementation of enhanced network reconfiguration scheme. There are DGs connected to buses 18, 33, and 12. All DGs are modelled as solar power. Full information of the test system has been presented in Chapter 2.

Normally Open Point (buses 18-33)

In the base case, only the tap changer transformer at the grid supply point is providing any measures of active control in the system. Higher DG penetration during mid-day operation means that there is a slight rise in the voltage magnitude of bus 18 as shown in Figure 3.7a. Therefore, as seen in Table 3.2, that there should be a degree of DG curtailment in place to avoid any unnecessary voltage magnitude violations in the base case. However, when the ANM framework includes a measure of network reconfiguration – either by the use of RCSs or BTB-VSCs – it can be seen from Table 3.2 that no DG has been curtailed for the duration of the 24-hour simulation period and at the same time voltage magnitudes have been maintained within their respective boundaries.

Results clearly show that BTB-VSC are a better option to RCS where the BTB-VSC application can reduce line losses significantly by maintaining the nodal voltage at bus 18 close to its upper limit. This is made possible through reactive power injection of the VSC adjacent to bus 18. Figure 3.7b also shows the amount of shunt susceptance, $B_{sw}$ as the control variable within the OPF, corresponding to
the required reactive power injection from the VSC connected to bus 18. It should also be noted that since the enhanced network reconfiguration maintains a radial topology, the active power flow between bus 18 and bus 33 has been suppressed through the action of the BTB-VSC. Practically, the BTB-VSC manages a zero active power flow by maintaining an identical phase angle between the VSCs and their corresponding adjacent AC nodes (i.e. buses 18 and 33).

**Normally Closed Point (buses 12-13)**

Since the BTB-VSC (or the RCS) between buses 12 and 13 operates as a normally closed point there can be active power exchange between the two nodes. As shown from Figure 3.8a, there is active power flow between buses 12 (sending end) and 13 (receiving end) between hours 8 and 17. This is the case for both RCS and BTB-VSCs. However, this is not the case when operating at base case since there are no active controls between 12-13 which may limit the active power exchange between these two nodes if needed. It should be noted that as apparent from Figures 3.8a and 3.8b, there is a significant difference between the active power exchange when using BTB-VSCs when compared to using RCSs. Similarly, the reactive power exchanges between the conventional network reconfiguration scheme and the enhanced network reconfiguration schemes differ as illustrated in Figure 3.8c and 3.8d. The reason for this observed different behaviour is that the ANM framework simply has more flexibility (i.e. degrees of freedom to move the system state variables) when using a fully controlled BTB-VSC rather than a mechanical RCS to achieve an optimum operating point. The results in Figure 3.8 therefore unequivocally showcase the superior impact of using BTB-VSCs to achieve higher levels of flexibility in the network operation. Moreover, similar to the normally open point case, the VSCs connected to buses 12 and 13 can also participate in voltage regulation by providing reactive power directly to their adjacent AC connected buses.

Furthermore, analysis on loading factors of the relevant equipment (e.g., OLTC and lines) for three case studies is carried out to highlight the benefits of using BTB-VSC and the enhanced network reconfiguration. Figure 3.9a illustrates the highest line loading in the system at each time period for all three cases. As can
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(a) Voltage magnitude at bus 18

(b) Reactive power injection from the converter

(c) The adjacent converter operation of bus 18

Figure 3.7: Normally Open Point Operation (buses 18-33)
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(a) Active power at sending end

(b) Active power at receiving end

(c) Reactive power at sending end

(d) Reactive power at receiving end

Figure 3.8: Normally Closed Point Operation (buses 12-13)
be observed in the figure, network reconfiguration using RCS provides almost same loading with base case except when DG output is higher than demand (hour 9 and 15). On the other hand, a significant line loading improvement can be seen at each time period when BTB-VSC is used to replace the RCS. The operation burden of OLTC transformer, indicated by changes of tap position, in daily operation is also compared between different cases as depicted in Figure 3.9b. Tap position is varying 8 steps in base case which is reduced to 5 steps using RCS and further reduced into 2 steps using BTB-VSC application. Therefore, the controllability of the BTB-VSC has a significant impact on relieving burden from the tap changer at the grid supply point. Moreover, this preliminary result suggested that the RCS has changed the status of line at least twice a day. In other words, annual operation requires at least 730 times (365 days 2 times/day) for applying conventional network reconfiguration for purposes of maintaining voltage constraints. Thus, the approach based on RCS is impractical as it will shorten the switchs lifetime due to rapid changes of the switch status in continuous operation.

### 3.4.3 Worst Case Scenario

In addition to the daily operation, two worst-case scenarios have also been presented, namely; a) high demand during periods of no generation, b) low demand during periods of high generation. Although the scenarios rarely occur in reality, they are worth investigating as their outcomes are potentially severe. The overall performance comparison is presented in Tables 3.3 and 3.4. It is clearly shown that the enhanced network reconfiguration could reduce burden on the OLTC operation. Referring to Table 3.3, the highest line loading is significantly improved in this case for a situation of high demand at no generation. During low demand at high generation, line loading might be violated if DG curtailment is not available in the base case. With DG curtailment of 910 kW, as shown in Table 3.4, the base case gives less line loading as compared to conventional network reconfiguration. Although higher line loading is observed using RCS, it can accommodate more power generation from the DGs. Instead, replacing RCSs with BTB-VSCs gives less line loadings at the same time DG output can be fully utilised. Furthermore, the overall system loss is
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(a) The highest line loading in the network

(b) Substation tap changer operation

Figure 3.9: Daily performance of line loading and tap operation

significantly improved in both scenarios when using the power controller. Moreover, the enhanced network reconfiguration introduced in this chapter also gives the best economic performance as is apparent from Tables 3.3 and 3.4.

Figure 3.10 shows an example of the BTB-VSC operation that is installed at line between buses 12 and 22 (later referred as line 35) in the two worst scenarios. For high demand and no generation case (Figure 3.10a), line 35 is decided to be deactivated where both active and reactive power flows through the line are suppressed. This can be achieved by adjusting modulation index and angle to generate phasor voltage at the inverter’s terminal to match with the bus 22 as depicted in the figure. In the model, this condition can be obtained by restricting the current from flowing through the line as given by the constraint given in equation (3.3.6). Even thought,
Table 3.3: High Demand at No Generation (Worst Case Operation)

<table>
<thead>
<tr>
<th>Item</th>
<th>Base Case</th>
<th>Conventional Network Reconfiguration</th>
<th>Enhanced Network Reconfiguration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tap position</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Highest loading</td>
<td>77%</td>
<td>75%</td>
<td>53%</td>
</tr>
<tr>
<td>Power loss (kW)</td>
<td>181</td>
<td>138</td>
<td>99</td>
</tr>
<tr>
<td>Operational cost ($)</td>
<td>0.58</td>
<td>0.28</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table 3.4: Low Demand at High Generation (Worst Case Operation)

<table>
<thead>
<tr>
<th>Item</th>
<th>Base Case</th>
<th>Conventional Network Reconfiguration</th>
<th>Enhanced Network Reconfiguration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tap position</td>
<td>3</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>Highest loading</td>
<td>72%</td>
<td>83%</td>
<td>71%</td>
</tr>
<tr>
<td>Power loss (kW)</td>
<td>306</td>
<td>250</td>
<td>222</td>
</tr>
<tr>
<td>Power curtailed (kW)</td>
<td>910</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Operational cost ($)</td>
<td>23.69</td>
<td>0.66</td>
<td>0.55</td>
</tr>
</tbody>
</table>

there is zero reactive power injection at the converter terminal connected to bus 22, there is reactive power injection directly at bus 12 to support the nodal voltage further reducing system losses. The real and reactive power control of the two VSCs can be associated with the converters’ modulation index and phase shift angles given in Figure 3.10a. For example, both converters maintain phase shift angles identical to their corresponding AC connected nodes which essentially results in zero active power exchange through the controlled line connecting bus 12 and 22. A similar argument could be said for reactive power exchange and its relationship with the converters’ modulation indexes. On the other hand during low demand and high generation, as shown in Figure 3.10b, active power is now allowed in direction from bus 12 to bus 22. With negligible loss in the power controller, the entering and the leaving active powers are operated at the same amount to avoid energy from being
stored or consumed from the DC link. It can further be deduced by observing the converters operation in Figure 3.10 that both converters exert independent reactive power flow control. For example, as shown in Figure 3.10b, the reactive powers are not only operated at different amounts but also in opposite directions.

![Figure 3.10: BTB-VSC operation at line 35 in worst case scenarios](image)

3.5 Summary

This chapter illustrated the application of using voltage source converters for implementing ANM schemes. An enhanced network reconfiguration based on placement of back-to-back connections of VSCs was introduced in this chapter as a viable alternative to conventional network reconfiguration methods which use mechanical remote controlled switches (RCS). It clearly shows that the enhanced network reconfiguration can be applied to solve various problems (e.g. load balancing, and voltage regulation) in distribution networks with high levels of distributed generation resources. Use of BTB-VSCs can further be justified as it minimises the usual wear and tear associated with heavy usage of RCSs. A complete model was introduced for the voltage source converter to be incorporated in multi-period OPF formulations for a typical day-ahead scheduling ANM framework. The ANM framework was then tested on the modified IEEE 33-bus network introduced in the previous
3.5. Summary

The performance of the enhanced network reconfiguration scheme was compared to a base case and the conventional network reconfiguration scheme in terms of total operational cost to the operator (here the DSO), as well as various performance indices such as the decrease in line loadings, DG power curtailment, and total power loss in the network. In all cases, the enhanced network reconfiguration scheme fares better than the conventional approaches. The results show that using the BTB-VSCs instead of RCSs acting as both normally open and normally close switches would lead to far superior performance in terms of operational flexibility, which could ultimately reduce overall operational burden on network devices such as OLTC transformer and line operation. The results presented also show that the enhanced network reconfiguration scheme will reduce the DG curtailment and would be beneficial from an economic perspective encouraging toward more renewable DG resources at medium voltage levels.
Chapter 4

Active Network Management: Large-Scale Electricity Storage

This chapter discusses the potential for using large-scale electricity storage devices, mainly Pumped Thermal Electricity Storage (PTES), for purposes of active network management. The chapter starts with the importance of energy storage application and review on the current development in electrical storage system technologies. The discussion is continued with storage system applications in distribution networks from the previous works and a classical storage formulation is established for implementation in the ANM framework. Meanwhile, a new energy storage model for the PTES is introduced in this chapter. Based on a detailed thermodynamic model, a reduced model is developed for the PTES, which is computationally tractable for purposes of solving day-ahead optimisation problems (essentially OPF problems) for ANM purposes. The potential of using the reduced model for ANM applications is showcased in the last leg of this chapter through a series of case studies on the modified 33-bus network introduced in Chapter 2.

4.1 Energy Storage Technologies

The general concept of electric energy storage is to convert electrical energy into a form of storable energy such as mechanical, chemical or thermal. At a later time when necessary, the stored energy will be converted back into electrical en-
Energy storage plays an important role in active network management schemes to balance the intermittent renewable resources and power consumption from consumers. It helps reduce energy wastage by storing surplus energy during periods of high renewable generations which can be utilised at power shortage periods [203]. In general, using energy storage has many benefits, for example, it could help rise levels of renewable resource utilisation in lieu of conventional plants [204, 205], provide peak shaving mechanism by levelling between the peaks and the load curve valleys [206, 207], improve system reliability and energy stability from the additional energy reserve [100–102] and support the system operational planning and regulation [208, 209].

There are many technologies which can be classified according to the energy carriers or mediums as given in Figure 4.1. A detailed description of each type of technology will be given in the next subsections grouped into the categories given in the figure. This section only covers the most common technologies in each category which include pumped hydroelectric energy storage (PHES), compressed air energy storage (CAES), flywheel energy storage (FES), battery energy storage (BES), fuel cell, super capacitor, superconducting magnetic energy storage (SMES) and thermal energy storage. This brief discussion is mainly for the purposes of completeness and for giving an overview of the differences of these technologies and the benefits of their applications within the electric power system. The scope of the chapter, however, remains focused on the thermal energy storage category to which PTES belongs.

Figure 4.1: A classification of energy storage technologies
4.1.1 Mechanical Energy Storage

Pumped hydroelectric energy storage (PHES) is classified as mechanical due to the electricity energy being stored in form of gravitational potential energy. This method is considered as matured storage technology that has been widely used with an installed capacity of 127 GW worldwide [210]. A PHES system consists of two water reservoirs at different altitudes as shown in Figure 4.2. During low demand, an electrical machine is operated as motor to pump water from lower reservoir into upper reservoir which has greater potential energy. When necessary especially at high demand, the water at the upper reservoir is released to spin turbine units which drives the electrical machines to generate electricity. The storage capacity depends on the size of the reservoirs and the height difference between them whereas its power rating depends on the water flow rate and rated power of the electrical machines [211]. A typical PHES installation has a power rating from 1 MW to 3 GW, discharging its stored energy over a period of up to 10 hours, with approximately 71–85% cycle efficiency [99]. The application of PHES systems mainly involve energy management for load shifting, frequency control and supply reserve. However, PHES has long construction time and high capital investment due to geographical constraints that require adequate close land areas at appropriate elevation.

Another type of large-scale mechanical storage is a compressed air energy storage (CAES) where it can provide power more than 100 MW. Figure 4.3 illustrates a schematic diagram of CAES system. During the periods of excess energy, the electricity is used to drive a reversible electrical machine to run compressors for injecting ambient air to be stored under pressure in either an underground reservoir (large-scale) or aboveground tanks (small-scale) [4]. The underground reservoirs that can be used for the storage include hard rock caverns, salt caverns, depleted gas fields and aquifer. The pressurised air is then released as needed and heated in expansion turbine to drive the electrical machine that works as generator to produce electricity. With the pressurised air supply, CAES is capable of producing three times more electricity than a conventional gas turbine system. In order to improve CAES’s cycle efficiency, the exhaust heat energy from the expansion turbine
4.1. Energy Storage Technologies

Figure 4.2: A layout of power hydroelectric energy storage
during generation process can be reused by a recuperator unit to capture the heat and deliver it to the combustion chambers. In general, the CAES system has a cycle efficiency of 70% with an expected lifetime of about 40 years [212]. The first CAES plant, the Huntorf power plant, was installed in 1978 to provide black-start power to nuclear units, back-up to local power systems and extra electrical power to fill the gap between the electricity generation and demand [213].

Figure 4.3: A schematic diagram of compressed air plant [4]
The large-scale CAES plants in grid applications can be used for load shifting, peak shaving and voltage control. In the previous works [214, 215], CAES is applied to smooth the intermittent power of wind energy. Similar to PHES, the process of identifying appropriate geographical locations to install the large-scale CAES plants will decide the main capital investment cost. Furthermore, low round trip efficiency as compared to other technologies is another barrier for the CAES implementation.

To address the issue of efficiency, a new development of Advanced Adiabatic CAES (AA-CAES) is introduced via integration with a renewable source. The renewable power is used to help during the expansion mode so that carbon emission could be avoided. An international consortium headed by the German energy company RWE is currently working on the development of AA-CAES plant (which is called ADELE) with capacity of 360 MWh in Saxony-Anhalt, Germany [216]. The ADELE plant will be powered by wind energy for the compression process. Garrison and Webber [217] present a new configuration of wind and solar power to be integrated with AA-CAES system in order to achieve more steady power output. In this configuration, the compressed air is heated by concentrating solar thermal power instead of using fossil fuels.

Flywheel energy storage (FES) comprises of composite flywheel coupled with a reversible motor/generator unit and magnetic bearings inside a vacuum chamber to reduce friction in the system as given in Figure 4.4. Flywheels store electrical energy in the form of rotational kinetic energy. As an energy storage device, FES works in two common operating modes; charging and discharging. The FES system in charging mode is consuming the electrical energy by a motor to accelerate the flywheel (rotating mass) and stores energy in the flywheel’s rotation. During the discharging mode, the rotational kinetic energy stored in the flywheel can be transferred via coupled shaft to rotate a generator that decelerates the rotation speed to produce the electrical energy. The reversible unit can be operated in both motor and generator operation where it acts as a motor during the charging mode while a generator during the discharging mode. Storage applications based on FES are suitable for grid applications due to their low maintenance cost, long life cycle, wide range of operating temperature, high efficiency and being environment friendly [218, 219].
However, the FES system is only suitable for short-term operation due to friction in the system. The friction causes reduction in the operation efficiency after long runs. For instance, the efficiency can drop roughly 7% after 5 hours and up to 40% after one day running in idle state [220].

![A conceptual structure of flywheel system](image)

**Figure 4.4:** A conceptual structure of flywheel system [208]

### 4.1.2 Electrochemical Energy Storage

One of the most widespread storage technologies is the rechargeable battery that stores the electricity as chemical energy [221]. Figure 4.5 shows a typical schematic diagram of battery energy storage (BES) to explain its working principle. The BES system consists of multiple electrochemical cells connected in series and/or parallel in which each cell is constructed from two electrodes (anode and cathode) and an electrolyte. The electrolyte can be solid, liquid or viscous substance that separates the two electrodes and allows ions to migrate and complete the electrochemical reactions at the electrodes. The electrochemical cell can convert energy in a reversible process between electrical and chemical energy. When electrical force is applied across the terminals of the cell during charging as shown in the figure, positive charged ions (called cations) are attracted to the cathode to receive electrons while negative charged ions (called anions) are oxidised by releasing electrons at the an-
ode to form a combination of reversible chemical reactants. The reverse reactions happen to the chemical reactants during discharging where electrons are provided at the anodes and are collected at the cathode to create potential different between the terminals of the external circuit. The developed potential or voltage across the terminals depends on the electrochemical reactions between the chemical reactants and the electrodes.

![Figure 4.5: An example of battery storage operation](image)

The BES technologies are built in different sizes with capacity ranging from less than 100 W to several megawatts. Their round trip efficiency is in the range of 60–90% depending on the operational cycle and the electro-chemistry type [222]. The BES can be used for different power system applications, such as power quality, energy management, ride-through power and transportation systems [223, 224]. Their application is not limited to power systems but also covers other sectors such as automotive (i.e, electric vehicles), marine and submarine missions, aerospace, portable electronic systems and wireless network systems. There are many different types of BES which include sodium sulphur battery, sodium nickel chloride battery, vanadium redox battery, iron chromium battery, zinc bromine battery, zinc air battery, lead acid battery, lithium ion battery, nickel cadmium battery, etc. In terms of installation, the BES systems take a relatively short time construction period and are not restricted to certain physical or geographical constraints. However, the main implementation barriers for this technology are relatively low life cycle
and high maintenance costs [222]. Furthermore, the storage capacity of many BES types cannot be fully utilised due to the depth-of-discharge limitation considered as one of the most critical degradation factors. Moreover, batteries cannot be disposed of or recycled in a straightforward manner. The toxic chemicals within the battery are essentially detrimental to the environment.

### 4.1.3 Chemical Energy Storage

A chemical energy storage technology covers the conversion process to produce chemical compounds which can be used to generate electricity when needed. There are several chemical compounds which are currently being considered for energy storage applications including hydrogen, methane, hydrocarbons, methanol, butanol and ethanol. Hydrogen is typically one of the most commonly used compounds for energy storage applications [218]. The hydrogen can be produced from water through an electrolysis process and stored either as compressed gas, liquefied gas, metal hydrides or carbon nano-structures [225]. A hydrogen energy storage (HES) uses fuel cell to convert hydrogen back into electricity. A complete cycle of the two separate processes for storing energy and electricity generation in the HES system is illustrated in Figure 4.6. The electricity generation using fuel cells has low noise, less pollution, and is more efficient than fossil fuel combustion engines when used for transportation [226]. Moreover, the HES systems offer flexible size for hydrogen production, storage and consumption (generate electricity) which independence to each other. However, the considerably high energy losses in each process create the major drawback to the HES system implementation. For instance, the hydrogen production through electrolysis process could currently achieve 60–75% efficiency, about 5–12% efficiency loss for storing and transporting the hydrogen and the fuel cell process to product electricity from hydrogen has efficiency up to 44% [227,228]. Consequently, the round trip efficiency of the HES system is roughly at 30%.
4.1.4 Electrical Energy Storage

A super-capacitor energy storage (SCES), also known as double-layer capacitor or ultra-capacitor, is composed of two electrodes separated by electrolyte and a porous membrane separator as shown in Figure 4.7. The energy is stored in the form of static electric field on the surfaces between the electrolyte and the two conductor electrodes [229]. Applying voltage to the SCES during charging creates two layers of charge (called electrical double-layers); one layer is developed from positive charged ions (cations) in the electrolyte which are attracted to the negative electrode and the other layer from opposite charged ions (anions) at the positive electrode. The developing layer’s thickness which is known as Helmholtz plane at each electrode creates the potential difference. Unlike BES, there is no transfer of electrons at the electrodes where the layers are uniquely formed due to the electrostatic forces.

When energy is consumed during discharging, the super-capacitor acts like current source in which the developed voltage drops at constant current linearly to reducing thickness of the Helmholtz plane. Since there is no chemical change involved, the charging and discharging of the SCES system could be done at very long times with high cycle efficiency about 84–95% [230]. However, the SCES system is not suitable for long term application due to high self-discharge rate which can be up to 40% energy losses in one day [99]. Furthermore, high capital cost would limit the installation capacity of the SCES system [229].

A superconducting magnetic energy storage (SMES) is another technology under the same type that uses magnetic field to store energy. The magnetic field is
generated by DC current flow in a coil made of superconducting cables which has been cryogenic ally cooled to a temperature below its superconducting critical temperature of 4.2 K [231]. A typical SMES system as shown in Figure 4.8 consists of three main parts; superconducting coil, power conditioning system and cryogenically cooled refrigerator [99]. The power conditioning system is used to transform AC into DC current during charging and convert back into AC when discharging. The DC current flowing through a coil develops magnetic field as well as dissipates heat due to resistance in the cables. If the cable is made of superconductor material, it can achieve superconducting state (no resistance) normally at very low temperature by the application of refrigerator unit. At this state, the electric energy can be stored in the magnetic field at almost no loss. The developed magnetic field can be released during discharging to induce electricity. The advantages of SMES system include very high overall efficiency (95-98%) [230], long lifetime (more than 20 years), rapid response time (in millisecond) level and relatively high power density (up to 4 kW/L) [99]. On the contrary, the implementation of SMES system requires high investment cost and its operation causes negative environmental impact due to the strong magnetic field [232]. Moreover, a relatively high daily self-discharge rate makes it suitable only for short-term application such as smoothing the intermittent resources output [233].
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4.1.5 Thermal Energy Storage

A thermal energy storage (TES) is used to store electricity or other waste heat resources to be collected in form of thermal energy for later use to meet energy need. The TES systems can be categorised into three main storage methods that include: 1) sensible heating process through variations of temperature in storage material, 2) latent heating process that involves phase transition in the storage material known as phase change material (PCM), and 3) thermo-chemical reaction process that causes breaking or reforming in molecular bonds of the storage material after thermal energy absorbed or released, respectively [234, 235]. The TES system application has many benefits such as large scale storage capacity, less environmental effects, small daily self-discharge rate, high energy density and is economically viable with relatively low capital investment cost [99,220]. The TES performance characteristics are highly dependent on the type of the process used (as outlined above). It is therefore essential to understand the differences of each process in more detail.

A sensible heat storage system is the most utilised and matured form of working TES system. Sensible heat storage relies on the storage of heat in a solid or liquid with no change of phase or chemical reactions taking place [236]. Due to their low density, gases are not generally used for sensible heat storage. Materials used include water, rock, concrete, granite, molten salts, heat transfer oils, earth, etc.
Figure 4.9 illustrates an example of sensible heat storage system using a packed bed of rocks enclosed within insulated walls. This system requires a working fluid which can be liquid or gas to transport heat from source and transfer into the storage materials (i.e., rocks). During charging, heat is transferred from a hot working fluid when passing through the rocks causes temperature increase gradually in the storage medium. During discharging, heat is extracted to a cold working fluid when passing through the hot rocks in counterflow direction resulting in temperature reduction. The main advantage of sensible heat energy storage is low capital investment cost. However, the system losses are often increased significantly at high energy density. This issue can be tolerated through repetitive charging and discharging cycle which is most unlikely to have high energy density condition.

A latent heat storage system is stored heat by changing the phase of storage material in various ways either solid-liquid, liquid-gas or solid-gas. The amount of heat stored in the storage material is proportional to the material mass, the fraction of material that undergoes the phase change and the material heat of fusion [234]. The material fusion into gas phase is associated with high volume effects which creates containment problems. For that reason, the solid-liquid type of materials have been widely used as their volume change is smaller. Upon storing heat in the storage material, the material begins to melt when the phase change temperature is reached and stays constant until the melting process is finished. During discharging, heat is released and solidified the storage material. Water is a simple example of latent heat storage material that operates at $0^\circ C$ in which becomes liquid (water).
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after absorbing heat and turns into solid (iced) when releasing heat. There are many other materials used in the latent heat storage system include aqueous salt solutions, paraffins, fatty acids, esters, glycols, salt hydrates and eutectic mixtures. These materials always achieve high potential for TES application than sensible heat storage material due to the high latent heat associated with the phase change.

A thermo-chemical storage system uses a reversible chemical reaction in two processes; the endothermic process where heat is consumed during charging to break down the molecular bonds between two reactants and the exothermic process where heat is released during discharging to reform the molecular bonds between the two reactants as depicted in Figure 4.10. As a result, the thermal energy is stored in form of product from the endothermic process in which the products are kept separately and mixed together when needed. The thermo-chemical TES materials have the highest energy density where it can store large quantities of heat in small volume [237]. Moreover, their storage period and transport are theoretically unlimited because there is no thermal loss during storage as the endothermic products can be stored at ambient temperature [212]. Some example of thermochemical TES material currently been investigated include metallic hydrides ($MgH_2$ and $CaH_2$), carbonates ($PbCO_3$ and $CaCO_3$), hydroxides ($Mg(OH)_2$ and $Ca(OH)_2$), oxides ($BaO2$ and $CO_3O_4$), ammonia system ($NH_4HSO_4$ and $NH3$) and organic systems ($CH_4/H_2O$, $CH_4/CO_2$, $C_6H_{12}$).

![Figure 4.10: A process of thermo-chemical storage](image)

There are many active research projects on TES applications currently developing in worldwide. A 20 MW commercial power plant using sensible heat storage called “Gemasolar Thermosolar Plant”, is being built in Spain by Torresol Energy Investment in which uses molten salt as the storage medium to store thermal energy from a concentrating solar radiation [238]. A latent heat TES using an ice-based
cooling system for office building application was built in Beijing which can reduce peak electric energy consumption of 6100 kWh per month [239]. In bigger applications, the ice-based TES system with total capacity of 11,500 tons of chilled water is being built within a new central energy plant at the main campus of Nova Southeastern University (NSU) in South Florida. This project aims to improve the overall consumption of the campus by better managing the power consumption using the TES storage application. In particular focus on power system application for electrical storage, a pilot 2.5 MWh liquid air energy storage (LAES) plant, which is part of latent heat storage type, is developed by Highview Power Storage with a demonstration plant in Slough, UK [240]. The LAES system requires external heat source or in contact with thermal loads (i.e., air conditioning or refrigeration) in vaporisation to generate electricity. In more heat conservative system to reduce energy losses, a UK based company, Isentropic Ltd, has introduced a concept to store electrical energy by exploiting the high energy density of sensible heat contained in crushed and graded minerals which is called pumped thermal electricity storage (PTES) [203]. The PTES will be the focus of the remainder of this chapter.

4.2 ANM Framework: Classical Storage vs Realistic Models

There are many different storage technologies discussed in the previous section that are suitable for power system applications. With regards to the focus of this work, only storage applications in power distribution networks will be reviewed. The discussion here mainly is intended to understand how the energy storage can be applied and formulated within a day-ahead ANM framework similar to what was discussed in previous two chapters. The basic premise of the models presented in this chapter is a comparison between a widely used classical Energy Storage System (ESS) model and a more technology-specific PTES model which are both used within a day-ahead ANM framework. The classical ESS model is essentially invariant to the type of the technology used whilst adhering to the basic principles of energy storage operation whereas the PTES model is a direct adoption of the PTES realistic
operational characteristics, taken from the operational simulations of a complex thermodynamic model. The PTES model therefore is not necessarily in agreement with the operational characteristics generalisation of the classical ESS model. Before detailing the specifics of the two models, including their formulation within the ANM framework, a brief review of energy storage models used in literature for purposes of operational planning in power distribution systems is presented below.

### 4.2.1 Energy Storage in Power Distribution Systems: Computational Modelling Aspects

The electricity energy storage is considered as the catalyst for undergoing transition in the distribution system operation towards an active paradigm. This can be seen from increasing number of publications in the recent years that particularly focus on storage applications in the active distribution system. The studies can be categorised into short-term operational planning \([26, 61, 62, 90, 98, 241, 242]\) and long-term expansion planning \([91, 243, 244]\).

An application of battery storage in distribution networks with wind generation for short-term operational planning is studied in \([61]\). In the study, both active and reactive power flows in the power distribution system are optimised taking into account the capability of power flow control from the battery storage units. Each battery storage is equipped with power conditioning system (PCS) unit that can be employed to control active and reactive power injections into the power distribution. The controllability of active and reactive is also investigated in \([62]\) for the context of micro-grids. A dynamic programming approach is suggested in this study to address numerical difficulties of gradient method in obtaining global solution especially when dealing with time-domain problems as such in the storage operation. In this case, active power is computed from the storage state using the dynamic programming based on backward recursive method and then, reactive power is calculated from the traditional power flow solver (i.e., Gauss-Seidel, Newton-Raphson, etc.) by assuming the storage unit as a P-V source that operates at constant voltage. The recursive process in the storage unit leads to more numerical complexity in power flow calculation especially when considering a number of storage devices. In \([98]\), a
large distribution network with DGs and storage units are divided into several small regions and control actions are taken locally within the regions. In this situation, the storage unit is used to manage the energy in each region where the import/export are calculated from the total power generation/consumption including the storage operation (either charge or discharge). Then, the maximum power can be injected and received are evaluated for each region to establish its power regulating ranges. The overall optimal network operation can be determined using the power regulating ranges such that smaller number of variables will be computed in the general optimisation framework. Carr et. al [90] also emphasised that the network analysis becomes more difficult with the application of distributed storage (i.e., more than one unit) especially when considering its operational constraints. In their study, the analysis is conducted with unconstrained energy storage capacity to assess both centralised and distributed storage topologies in allowing more energy can be absorbed from wind-based generations. The study indicates both energy rating and power rating for distributed storage are generally larger than centralised storage that would reduce the levelised production cost. Although computational burden could be eased through relaxation in [90, 98], the storage operation is less dependent on network conditions and more on pre-defined external factors (i.e., prices) and inappropriate capacity limits. In [26], a dynamic optimal power flow (DOPF) similar to [62] is introduced to link the inter-temporal variables in storage with the overall power network operation. Instead of one variable for storage operating power, charge and discharging operations are treated as two separate variables in [26]. When storage efficiency is less than 1, it is most likely only one variable active at a time to achieve optimal operation where additional losses in the process could be avoided. Using almost the same storage model, Rahbar et al. [241] proposed a ‘sliding-window’ optimisation approach to manage energy storage operation in real-time. In addition, the study also investigated the effects of prediction error on the storage scheduling when considering the uncertainty factors in load and renewable resources. Other possible active devices that operate in discrete manner such as on-load tap changers, switch-able capacitor banks and voltage regulators are also included together with energy storage for active management schemes in [242]. A binary variable, that
works in similar fashion to other variables, is used to decide the storage operating state (i.e., charging or discharging).

Active network management schemes should also be considered in problems relating to distribution network expansion planning (i.e., long-term). For example, Xing et al. [243] introduced the concept of active distribution network expansion planning (ADNEP) that includes not only network management schemes but also the uncertainties from DGs and load during operation. Energy storage is considered as part of the active schemes in the study that can be deployed to reduce operation cost through the peak shaving mechanism. Since this is expansion planning framework, the installation of energy storage will be determined together with other elements such as DG installation, new lines, load buses and substations. On the other hand, Sedghi et al. [91] carried out analysis on the long-term planning for battery storage allocation in distribution grid taking into account the uncertainties of loads and wind generations. There is a special constraint applied to energy storage in this study where it only allows the battery unit to charge and discharge once in each day to reduce the replacement cost because of its lifetime limitations. The constraint is fulfilled via a condition that permits the battery to discharge only after it reached full charged and discharging power is regulated until state of charge goes to minimum allowed level towards end of the cycle. In the more recent study, Shen et al. [244] suggested to include both long-term investment and short-term operation in the ADNEP strategy. Similarly to [243], the long-term expansion planning covers the energy storage units installation and the network infrastructures reinforcement (lines and buses) for enhancing short-term daily operation strategies. The storage construction at two different options either centralised or distributed are investigated in [244] in terms of power reliability enhancement and peak load shifting. The study shows the centralised storage installation gives lower cost in terms of construction and operation but higher cost in general considering high potential of cables replacement and system losses.

Regardless the operational time-frame in the studies (either short-term or long-term), none of them looking into the effects of storage’s efficiency at different stored energy levels and rather using a fixed round-trip efficiency which is called classical
model. Some discrepancies should be expected from the classical model when considering more realistic efficiency. A PTES system is adopted in this work since it has not been found in the literature for the active distribution network application. In order to appropriately model the PTES, a short-term operational planning analysis is taken as main references because it is more coherent with the ANM framework introduced in the previous chapter. The technique used to formulate storage model in [26, 61, 62, 90, 98, 241, 242] can be adopted to develop a new PTES model. However, an ancillary service from the reactive power support in [61, 62] would be inferior to the main storage function for energy management. Therefore, storage system is assumed to operate at unity power factor. A part from that, the storage constraints relaxation in [90, 98] will further hinder to represent a realistic storage operational capability. To address this issue, pre-defined constraints such as storage capacity and operational active power rating are used in this chapter as discussed in Section 4.3.2. Besides that, [26, 241, 242] treat the storage charging and discharging operations using two separate variables. This could cause both charging and discharging occur at the same time. To avoid such condition, an additional decision variable is imposed to the storage model then causes more non-convexity in the optimisation problem. Accordingly, a classical storage model based on the reviewed publication is represented in the following section that will be used as reference to reduce a complex thermodynamic PTES model into computationally tractable model for the purpose of solving optimal storage scheduling problem in the ANM framework.

4.2.2 Classical ESS Model Formulation

In this section, the so-called classical ESS model formulation is introduced. The classical model can be represented as a bi-directional device as shown in Figure 4.11. As shown in the figure, the energy storage has two operating states namely, motor mode (charging) or generator mode (discharging). There are two specific ways of representing this classical model in the literature by either using two separate variables for motoring (charging) and generating (discharging) models [26, 61, 98, 241, 242, 244] or combining them into one single variable [62, 90, 91, 243, 245]. In this study, one variable is used for the operating power of the ESS to ensure the storage system
does not operate in both states simultaneously. Consequently, a single variable of storage operating power is defined based on the generator convention where positive power represents discharging whereas negative power is for charging mode. The single variable ESS model is shown mathematically by the below expressions:

\[ P_{e}^{\text{min}} \leq P_{e}(t) \leq P_{e}^{\text{max}} \]  

(4.2.1)

\[ P_{e}(t) = \begin{cases} 
    P_{\text{chr}}(t) & \text{if } P_{e}(t) < 0 \\
    P_{\text{dis}}(t) & \text{otherwise}
  \end{cases} \]  

(4.2.2)

where, \( P_{e}^{\text{min}} \) and \( P_{e}^{\text{max}} \) are maximum discharging and charging rate, respectively.

An ESS is normally integrated to power distribution system through a PCS unit which allows active and reactive power injections control. The power injections, however, are limited to the device power rating, \( S_{\text{rate}} \). It is important to consider the conversion losses in the storage unit which can be measured as system efficiency. With that in mind, the injected power during discharging into power grid is less than the actual discharging power from the storage. On the other hand, the consumed power during charging would be higher than the actual charging power but its operation is limited by the constraint in (4.2.1). Thus, the active and reactive power injections should obey the following constraints:

\[ (\eta P_{e}(t))^{2} + Q_{e}(t)^{2} \leq S_{e}^{\text{rate}} \]  

(4.2.3)

\[ \eta = \begin{cases} 
    \eta_{c} & \text{if } P_{e}(t) < 0 \\
    1/\eta_{d} & \text{otherwise}
  \end{cases} \]  

(4.2.4)
where, $\eta_c$ and $\eta_d$ are discharging and charging efficiencies, respectively. The reactive power is not controlled through a source of reactive energy (i.e. a capacitor or inductor) but by purely electronic processing of the PCS unit and therefore does not contribute to the energy storage level in the storage device. In this way, the PCS can be thought of as a static synchronous voltage source (SVS), which by controlling its output voltage relative to the system voltage can be used to provide reactive power to the system or absorb reactive power from the system. This process is analogous to controlling internal excitation voltage in a rotating synchronous generator whilst in over-excited mode (i.e. internal excitation voltage magnitude is higher than system voltage magnitude) provides reactive power (or injects lagging current to the system) and whilst in under-excited model (i.e. internal excitation voltage magnitude is lower than system voltage magnitude) absorbs reactive power (or injects leading current to the system).

Although reactive power can be utilised to support the distribution system, the storage system in this study is assumed to operate at unity power factor especially to highlight its role in managing real power in the network. This condition is already explained in the ANM framework where all DGs are not allowed to inject or absorb reactive power in the system as mentioned in Chapter 2. Therefore, the ESS operating power can be simplified as $P_{e}^{\min} \leq P_e(t) \leq \eta_d P_{e}^{\max}$ by taking into consideration its overall power rating when defining the $P_{e}^{\min}$ and $P_{e}^{\max}$. Apart from that, power losses during standby mode known as self-depleting rate, $\alpha$ (unit: percentage per hour) is another factor which impacts the energy level in the storage unit. The changes of energy level in the ESS unit usually measured in terms of the unit’s state of charge (SoC) can be expressed as follows:

$$SoC_e(t + 1) = SoC_e(t) - \alpha SoC_e(t)\tau - \frac{\eta P_e(t)\tau}{E_{max}}$$  \hspace{1cm} (4.2.5)

$$\eta = \begin{cases} 
\eta_c & \text{if } P_e(t) < 0 \\
1/\eta_d & \text{otherwise}
\end{cases} \hspace{1cm} (4.2.6)$$

where, $\tau$ is the time interval of the operation in hour and $E_{max}$ is a maximum amount of energy that can be stored in the unit and usually measured in kWh.

The SoC of the ESS unit, however, is restricted by its maximum capacity and
operational limits. Therefore, the net energy entering and leaving the storage system including energy losses during the process of charging and discharging must be balanced or equal to zero. This can achieved by ensuring that the SoC at start time, $t_0$ is equal to the SoC at final time, $t_n$ for a specific operational time scale. These constraints can be expressed as the following:

$$SoC_{\text{min}} \leq SoC_e(t) \leq SoC_{\text{max}}$$ (4.2.7)

$$SoC(t_0) = SoC(t_n)$$ (4.2.8)

4.3 PTES: Reduced Model Development

As shown in the preceding section, the classical ESS model is essentially characterised by a constant round trip efficiency. In actuality, the efficiency however depends on many factors that could vary at different operating conditions. Too simple a storage model using fixed efficiency as presented in the ESS model previously might overestimate (or underestimate) the actual behaviour of the storage system. In this section, the process for developing a realistic model for the PTES is outlined. The salient point of this model is in its ability to reflect the realistic operational characteristics of the PTES whilst still be computationally tractable for integrating into the ANM framework. A comparison is then drawn between representing PTES as a classical ESS model or using the realistic PTES representation for ANM purposes. This section, first, outlines the process with which a reduced (computationally tractable) model for the PTES was developed from a detailed thermodynamic model. The detailed thermodynamic model is provided by researchers from the University of Cambridge as part of the EPSRC-funded research project called Pumped Thermal Electricity Storage (PTES). The reduced PTES model is then integrated within an ANM framework akin to the one used in previous chapter for short-term operational planning of the 33-bus network.

4.3.1 Application of PTES system

The battery energy storage (BES) is typically used in most of the works for distribution grid applications mainly because of its installation flexibility regardless
the geographical location. However, the BES is currently not economically viable for large-scale applications [246]. On the other hand, the use of large-scale energy storage systems such as PHES and CAES is severely limited by the geographical constraints (as described earlier) which make them unsuitable for integration to most MV networks. Thermal energy storage (TES) is a potential alternative to both the electrochemical and mechanical storages as it does not have the geographical limitations and has low capital cost per kWh at a very long life cycle [247]. There are few different storage methods in TES which have already been discussed in the Subsection 4.1.5 but this work mainly focuses on the sensible heat storage system. Many different materials can be used in the sensible heat TES system, such as water, molten salts and concrete. A PTES employs packed beds filled with pebbles and consequently exhibits lower environmental damage than batteries which contain toxic chemicals [63].

Figure 4.12 illustrates the PTES layout to give a fundamental understanding of its working principle. The PTES stores energy as sensible heat and cold in two thermal reservoirs as shown in the figure. The principle is to consume electricity from the grid by an electric machine that works as a motor to drive the two compression-expansion devices (CE and EC) during charging to pump heat from the cold reservoir to the hot reservoir. In this process, a hot thermal front propagates through high temperature of the pebbles in hot reservoir and simultaneously, a cold thermal front through low temperature of the pebbles in cold reservoir. The discharging process is then using the difference in temperature between the hot and cold reservoirs to operate the two reciprocal compression-expansion devices as heat engine that rotates the electric machine to work as generator and generates electricity back to the network. During the process, a working fluid (e.g., Argon) acts as heat carrier flowing in reverse direction to the charging process in order to release heat from hot to cold reservoir. This causes a warm front to diffuse in the cold reservoir and a cool front through the hot reservoir.

The detailed model of PTES system has been discussed in [64, 65] that studies the sensitivity of system efficiency to the various loss factors based on a hypothetical storage capacity and demonstrates rather complex influence of the numerous design
variables. A number of physical processes act to reduce the PTES efficiency as described in [65]. For instance, frictional effects cause pressure losses in valves, pipes, and along the reservoirs. Conduction and heat transfer across a finite temperature difference are thermodynamically irreversible, and these effects are particularly significant in the reservoirs. Together these losses determine the temperature distribution along the reservoirs. The temperature distribution can consequently be seen to influence both the efficiency and the SoC. The model, however, is rather too detailed for integration within a day-ahead ANM framework which requires solving a non-linear optimisation problem (i.e. the OPF in this case) successively. The complexity of the model will mean it will become intractable as the size of the system (thus the ensuing problem) increases. Therefore, a reduced (tractable) PTES model need be developed which captures the operational characteristics of the real PTES (i.e. the variability in efficiency) yet be simple enough to be integrated successfully within the ANM framework as outlined in Chapter 2.

### 4.3.2 Development of Reduced PTES Model

The PTES efficiency depends on a number of factors, such as the operating power (charge and discharge), the SoC and temperature distributions. Furthermore, in thermal storage systems it is possible for the same SoC to be achieved with different temperature distributions in the reservoir. If the system is charged and discharged
with regular cycles, the system converges to a steady-state operation whereby the temperature distributions are the same from one cycle to the next. However, steady-state operation cannot be achieved with the irregular load cycles that may occur when PTES is operating part of a network. As a result, the temperature distributions can change significantly, and the SoC and efficiency of the current cycle are therefore affected by the historical operation of the system. In this work, the operating cycles do not differ significantly from one another, and this dependency on the history of operation is not particularly obvious. Therefore, it is possible to simplify the PTES characteristics using regression techniques based on the SoC and efficiency. The SoC can be calculated from the amount of useful energy that can be converted back into electricity relative to the temperature distribution in the reservoirs.

The useful energy stored within a storage system is influenced by the charge efficiency, discharge efficiency and self-discharge as given by (4.2.5). For a large-scale thermal storage systems with high insulation, the self-discharge rate is relatively small ($\approx 0.05 - 1\%$) [99,220] and can be neglected. Therefore, the energy stored in a storage unit can be mainly determined by the operating power (either charging or discharging) as given in (4.3.1). According to the linear relationship between energy deviation and operating power, the charging and discharging efficiencies of the storage system can be derived using linear regression. Consequently, and through an iterative process depicted in Figure 4.13, a functional relationship can be drawn between the charge and discharge efficiencies of the PTES and its state of charge. This functional relationship is essentially the reduced PTES model and it still reflects the variability in the efficiency (as a function of its state of charge) captured by the detailed thermodynamic model. The detailed thermodynamic model is developed by collaborators from the University of Cambridge based on work in [65]. The PTES efficiency is modelled using linear regression by basically running the detailed thermodynamic model under a variety of operating conditions and recording the resultant operating profiles and calculating point efficiencies for each operating profile (see the process below). Once the reduced model is prepared, it is integrated within a simple optimal scheduling problem and is run. The ensuing optimum op-
erating cycles for the PTES obtained from the optimal scheduling problem is then validated by comparing the same operating cycles as run in the detailed model. This is described in more detail in the following sections.

\[ \Delta E = -\eta P_e(t) \tau \] (4.3.1)

Figure 4.13: A process to simplify PTES for network application

Below, the detailed process of establishing the reduced PTES model is outlined. This process however is not limited to using the detailed PTES model for obtaining realistic operational profiles, rather it can also be used in conjunction of operating an actual PTES installation. For the purposes of this work and since there are no commercially available PTES test plants yet, a hypothetical 4.5 MWh PTES system at the maximum power rating of 1.25 MW has been considered in the detailed PTES thermodynamic model. The procedure is described in detail by the following steps and applied to create the reduced model of 4.5 MWh PTES system [248]:

1. Set an initial condition (state of charge) in the storage. This process depends on the historical charging and discharging cycles. Since historical data is not available, the state of charge is set by charging at a given power (e.g., 625 kW) for a certain period (starting with 100 minutes)

2. Charge at a given power (e.g., 125 kW) for 10 minutes
3. Calculate the quantity of energy that was stored in this time and the input energy (kWh). The ratio between these numbers is the charging efficiency for this power rating and initial state of charge.

4. Repeat steps 2 to 3 with different power ratings (e.g., using intervals of 125 kW)

5. Plot the stored energy against the input energy for each of these power ratings. Apply regression using linear least squares method and trust-region fitting algorithm to obtain the average efficiency for this initial state of charge. The regression technique will be discussed more details in the following subsection

6. Repeat steps 1 to 5 with different initial conditions (e.g., using longer charging period at intervals of 10 minutes)

7. Plot the efficiencies against the state of charge for each of these initial conditions. Apply linear regression based on least absolute residuals approach to derive a polynomial expression of the efficiency in a function of the initial state of charge

8. Repeat steps 1 to 7 for the discharging cycle

### 4.3.3 Parametric Regression Technique

The parametric regression technique is applied in this work to establish a parametric model of PTES system through a process of finding unknown parameters that describe the relationship between a dependent variables and independent variables (i.e., efficiency and operating power) from a given data. The data normally contains uncertainty component that can be represented as error due to many factors. However, systematic error could happen when the parametric model does not treat well all the input data. Therefore, a linear least square method is used to minimise the error and give the best fit to the data. The least square method is carried out in this work by using the regression function found in MATLAB’s curve fitting toolbox [249]. In general, a linear regression of polynomial equation can be modelled in
the following expression:

\[ \hat{y}_i = \sum_{k=0}^{K} \beta_k X_{ik} \]  \hspace{1cm} (4.3.2)

where,

\( \hat{y}_i \) \hspace{0.5cm} \text{An estimate value at observation } i

\( X_{ik} \) \hspace{0.5cm} \text{A value of the } k\text{-th predictor function (e.g., } x, x^2\text{) at observation } i

\( \beta_k \) \hspace{0.5cm} \text{A coefficient of the } k\text{-th predictor function}

Assuming \( y_i \) are the observed values, the summed square of orthogonal errors (or residuals) is given by:

\[ S = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 = \sum_{i=1}^{n} (y_i - \beta_k X_{ik})^2 \]  \hspace{1cm} (4.3.3)

The minimum value of the function (so called the least square) can be obtained when the gradients of the function with respect to each unknown parameter (\( \partial S/\partial \beta \)) are equal to zero. Thus, the following partial derivatives should be fulfilled in order to get the least square solution:

\[ \frac{\partial S}{\partial \beta_k} = 2 \sum_{i=1}^{n} (y_i - \sum_{j=1}^{m} \beta_k X_{ij})(-X_{ik}) = 0 \quad \forall k \]  \hspace{1cm} (4.3.4)

The expression can be re-arranged into the normal equations and represented in matrix notation as in the following expressions, respectively:

\[ \sum_{i=1}^{n} \sum_{j=1}^{m} \hat{\beta}_k X_{ij} X_{ik} = \sum_{i=1}^{n} X_{ik}y_i \quad \forall k \]  \hspace{1cm} (4.3.5)

\[ \hat{\beta}(X^T X) = X^T y \]  \hspace{1cm} (4.3.6)

where, \( X^T \) is the transpose of the matrix \( X \). The solution is a vector \( \hat{\beta} \) which estimates the unknown coefficients, \( \beta_k \) as given by,

\[ \hat{\beta} = (X^T X)^{-1} X^T y \]  \hspace{1cm} (4.3.7)

In a process to determine charging and discharging efficiencies, the fitted model must intercept at the origin in order to make it similar form as expression in (4.3.1). Furthermore, the efficiency never goes beyond 100% or below zero. Therefore, the
model can be ensured is a good representation of the original system by applying the trust-region fitting algorithm. This algorithm is available in the Matlab toolbox that can be applied by specifying appropriate constraints for the respective coefficients. The trust-region is normally applied to solve difficult non-linear problems through an iterative procedure. This procedure approximates the nearest point (also known as trial step) and solution is updated if the square error reduces or otherwise, the current point remains unchanged [250]. Since the problem is linear, the unknown coefficients can be determined directly using (4.3.7). In this case, the trust-region finds the nearest settings within the feasible region.

The least squares fitting method is very sensitive to outliers in the data due to squaring error calculation as in (4.3.3) that magnifies the influence of these extreme points [249]. This issue becomes obvious in a higher order of polynomial fitting model especially to approximate the relationship between efficiency and state of charge as described in the previous section. In order to fit data using polynomials, an appropriate degree of the polynomial equation must be defined before the fitting is carried out. The resulting extrapolation gives odd curve shape when inappropriate order (too high or low) is used as shown in Figure 4.14. The effects can also be influenced by the squares of errors or residuals especially when using high order polynomials. The influence from the outliers can be reduced by using alternative regression approach which is called least absolute residuals (LAR). The LAR scheme finds a fitted model that minimises the summed of absolute errors instead the squared errors. As a result, the fitted model gives more balance treatment to all data.

![Figure 4.14: Solution at different order of polynomial models](image-url)
4.3.4 Reduced PTES Model Establishment

The model development procedure to simplify the detailed PTES model as presented in Section 4.3.2 can be divided into two regression stages. In the first stage, a linear model is used to find the relationship between the changes of stored energy and charging/discharging energy. Figure 4.15 shows two examples of regression results at different initial SoCs. The average efficiency of the PTES system at various operating conditions can be determined from the gradient of the estimated line. It shows that PTES stores energy at a non-linear rate as the initial SoC increases. This trend is not as apparent when PTES is discharging. Power ratings have the greatest impact on the behaviour when the storage unit has a high SoC during charge, or a low SoC during discharge. An overall performance of the regression is indicated by sum square error (SSE), R-square and root mean square error (RMSE) for charging and discharging in average as tabulated in Table 4.1. Small average errors and high R-square values indicate that estimated efficiencies are acceptable.

<table>
<thead>
<tr>
<th>Operation state</th>
<th>SSE</th>
<th>RSME</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charging</td>
<td>$8.17 \times 10^{-4}$</td>
<td>$4.07 \times 10^{-3}$</td>
<td>0.992</td>
</tr>
<tr>
<td>Discharging</td>
<td>$2.97 \times 10^{-3}$</td>
<td>$7.53 \times 10^{-3}$</td>
<td>0.997</td>
</tr>
</tbody>
</table>

In next stage of the reduced model development, the variations of estimated efficiencies are plotted against the initial SoC to obtain an explicit polynomial expression for the efficiency as a function of SoC. The relationships between the efficiency and SoC using the polynomial model is illustrated in Figure 4.16. In this case study, a degree of 4 has found to give the right polynomial fitting. The degree of the polynomial is determined via observation from the output curve after few trials at different degrees as described in Section 4.3.3. From this regression, the charging and discharging efficiency functions is derived as given in (4.3.8) and (4.3.9), respectively. The performance of this regressions is provided in Table 4.2. The results demonstrate that the efficiency decreases as the reservoirs become more fully charged. The temperature distribution along the reservoirs has a finite gradient.
4.3. PTES: Reduced Model Development

(a) Charging Efficiencies

\[ \eta_c = -6.523\text{SoC}^4 + 9.946\text{SoC}^3 - 5.458\text{SoC}^2 + 1.29\text{SoC} + 0.7683 \]  
(4.3.8)

\[ \eta_d = -1.985\text{SoC}^4 + 3.4\text{SoC}^3 - 1.988\text{SoC}^2 + 0.4213\text{SoC} + 0.9503 \]  
(4.3.9)

(b) Discharging Efficiencies

Figure 4.15: Regression results on the changes of stored energy against charging/discharging energy

rather than being a step-change. During charge, the hot reservoir outlet temperature increases, causing a so-called ‘exit loss’, and hence a reduction in efficiency.
4.3. PTES: Reduced Model Development

Figure 4.16: Regression results on the changes of stored energy against charging/discharging energy

Table 4.2: The performance of regression for PTES efficiencies and state of charge

<table>
<thead>
<tr>
<th>Operation state</th>
<th>SSE</th>
<th>RSME</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charging</td>
<td>$2.18 \times 10^{-3}$</td>
<td>$9.96 \times 10^{-3}$</td>
<td>0.999</td>
</tr>
<tr>
<td>Discharging</td>
<td>$2.59 \times 10^{-4}$</td>
<td>$3.6 \times 10^{-3}$</td>
<td>0.998</td>
</tr>
</tbody>
</table>

thermodynamic model for comparison purposes. The simulation is run for twenty days due to computational limitations of the detailed model. Figure 4.17 depicts the comparison results between the reduced model and thermodynamic detailed model in terms of variations in the energy content. Based on the figure, the reduced model follows the detailed model quite closely with a small error during the idle states. The difference is mainly due to the fact that the detailed model includes the self-discharge in the reservoirs but as mentioned in Section 4.3.2, this is not included in the reduced model. The error in terms of SSE and RMSE are 0.365 and 0.0195, respectively. This indicates that the reduced PTES model is sufficient for network applications without neglecting its physical characteristics.
4.4 Integration of PTES reduced model for Active Network Management

This section presents the application of integrating the reduced PTES model in an example distribution network for day-ahead operational planning based on the ANM framework which was described in detail in Section 2.4. In this application, the PTES is owned and managed by DNO to minimise the cost of buying electricity from the main substation or grid supply point (GSP). Accordingly, the DNO optimises all assets including storage (i.e, PTES) to achieve the target taking into account the costs of trading electricity with the grid supply, buying from DG owners, and supplying to consumer as depicted in Figure 4.18. Although power curtailment and load shifting schemes are available within the framework, only DG curtailment is considered especially to highlight the benefits of PTES for peak shaving. As mentioned earlier in this chapter, the performance of the PTES (variable efficiency) is compared to a classical representation of PTES (fixed efficiency) and comparison is drawn on their differences to highlight any drawbacks or shortcomings of the classical representation of storage systems for active network management problems.
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Figure 4.18: The ANM Framework including the Storage System

4.4.1 Case Study and Considerations

The reduced PTES model can be implemented in the ANM framework by including its power injections into the equality constraints of the optimal power flow formulation presented in Section 2.5. It is important to note that the unity power factor imposed to DGs should be also applied to the storage system. Therefore, only active power balance equation needs to be revised and the rest of the formulation will remain the same. In the equation, active power injection from PTES, \( P_e \) is considered as a control variable. The variable is optimised for each period, \( m \) throughout the simulation time (i.e., day-ahead) and bounded to each other via an inter-temporal variable, SoC as discussed earlier in this chapter. The additional expressions are applied to the ANM framework when considering the reduced PTES model can be
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summarised as the following:

\[
\sum_{g \in G} P_{g,m} + \sum_{w \in W} P_{w,m} + \sum_{p \in PV} P_{p,m} + \sum_{e \in E} P_{e,m} = (1 - \xi_b) P_{d[b],m} + \sum_{j \in L} P_{j,m} + \sum_{k \in L} P_{k,m} \tag{4.4.1}
\]

\[
SoC_{e,m+1} = SoC_{e,m} - \eta_{m} \frac{P_{e,m}}{E_{max}} \tau \tag{4.4.2}
\]

\[
\eta_{m} = \begin{cases} 
-6.523(SoC_{m})^4 + 9.946(SoC_{m})^3 - 5.458(SoC_{m})^2 \\
+1.29(SoC_{m}) + 0.7683 & \text{if } P_{e,m} < 0 \\
-1.985(SoC_{m})^4 + 3.4(SoC_{m})^3 - 1.988(SoC_{m})^2 \\
+0.4213(SoC_{m}) + 0.9503 & \text{otherwise}
\end{cases} \tag{4.4.3}
\]

where, \( \tau \) is the period time step. It is important to note that the inequality and equality constraints as given in (4.2.1),(4.2.7)–(4.2.8) should be addressed accordingly together with these expressions.

The application is tested on the modified 33-bus benchmark test network as described in Section 2.6.2. In this study, we assume voltage limits of 0.97/1.03 p.u. (±3% of the nominal voltage) at all buses and thermal limit of lines, \( S_{max} = 5 \) MVA. A hypothetical 1.25 MW PTES unit at storage capacity of 4.3475 MWh is installed at bus 10. Figure 4.19 shows the time-variant of the energy market price [251], demand, wind and solar power profiles [99] in 24 hour periods with time interval of 30 minutes for the test case scenarios. Three different case studies are considered as summarised in Table 4.3. It should be noted that the fixed efficiency is referred to any storage model whose efficiency given in (4.4.3) is kept constant (i.e. the classical ESS model). The results are analysed in terms of energy losses, network operation that includes power exchange, tap ratio, storage unit operation and the total operational cost. The analysis can be divided into two different perspectives; a) power system performance: the potential improvement on network operation can be achieved through the PTES application, and b) storage system performance: the over/under-estimation of the storage operation when comparing the classical (i.e. fixed efficiency) with the reduced PTES (i.e. variable efficiency) models.
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(a) Energy market price

(b) DGs and demand profiles

Figure 4.19: Hourly energy market price, demand, wind and solar power profiles

Table 4.3: Test case studies for PTES application

<table>
<thead>
<tr>
<th>Case Studies</th>
<th>Tap control</th>
<th>Storage control</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>No PTES system</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>Fixed Efficiency</td>
<td>Yes</td>
<td>Yes</td>
<td>Constant</td>
</tr>
<tr>
<td>Nonlinear Efficiency</td>
<td>Yes</td>
<td>Yes</td>
<td>Non-linear</td>
</tr>
<tr>
<td>(The reduced PTES)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.4.2 Power System Performance

The reduced PTES model is applied on the test network using daily profiles as described in the previous section. The performance of network operation at the three different case studies with the objective to minimise cost as given in (4.4.4) through
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An arbitrage process (i.e., arbitrage is the process with which PTES buys energy from the grid when the price is low and sells back when it is high) are presented in Table 4.4. Although storage application shows higher power transfer losses and power curtailment regardless of the efficiency characteristic, it has gained more profit at lower costs from buying at low price and selling at high price. This indicates that the profit margins between high and low prices can cover the additional costs from the incurred losses when using PTES. It is also apparent that when it comes to energy losses within the storage unit, the reduced PTES model with varying efficiency gives better performance than the classical storage model with a fixed efficiency of 90% [64]. As a result, the PTES reduced model shows significant savings of more than 63% of operating costs, when compared to the network operation without PTES system and slightly higher than the fixed efficiency model (7.4% improved). The different performance of the reduced PTES model is due the non-linearity of PTES charge and discharge efficiencies (as shown in Figure 4.16) that give higher or lower efficiency depending on the operating cycles. In that case, the reduced PTES model operates at higher efficiency than average round-trip of the fixed efficiency model.

\[
\sum_{m \in \mathcal{T}} \left[ \sum_{g \in G} C_n P_{g,m} \right]
\]  

(4.4.4)

Table 4.4: Energy losses and operational cost

<table>
<thead>
<tr>
<th>Case Studies</th>
<th>Energy Losses (MWh)</th>
<th>Total Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Network</td>
<td>Storage</td>
</tr>
<tr>
<td>No PTES system</td>
<td>4.522</td>
<td>N/A</td>
</tr>
<tr>
<td>Fixed Efficiency</td>
<td>5.216</td>
<td>3.151</td>
</tr>
<tr>
<td>Nonlinear Efficiency</td>
<td>4.990</td>
<td>2.799</td>
</tr>
<tr>
<td>(The reduced PTES)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.20 depicts a comparison of daily operation between the case study without PTES system, the classical fixed efficiency and the reduced PTES model as described in Table 4.3. Referring to the Figure 4.20a, there is minimal exchange of
power with the grid supply in the case study without PTES system, however both
PTES application cases show a higher variation of power exchange due to the use
of the storage device for buying energy at low price and selling at high price. The
secondary voltage of substation transformer at the grid supply point is normally
regulated at 1.03 p.u. as shown in Figure 4.20b. Nevertheless, high power injections
from DGs have caused voltage rise at the connected terminals that lead to tap ratio
decreases. At high price period during peak generation (between 8:30 and 10:30),
PTES tends to discharge electricity that has been stored during lower price periods.
Since PTES is located nearer to the grid supply, the discharging electricity from
PTES results in voltage rise at the upstream buses. Hence, DG output (between
8:30 and 10:30) needs to be curtailed to avoid voltage rises as presented in Figure
4.20c. Instead, the surplus energy from DGs at low price periods (between 14 and
16) is absorbed and stored in the PTES to avoid curtailment. There is a significant
different in DG curtailment between classical model and the reduced model at hour
12. Slightly higher price at this period as in Figure 4.19a has triggered the classical
model to discharge the stored electricity. Higher power curtailment rate can be ob-
served is mainly due to DG output at the highest generation. Unlike classical model,
the reduced PTES is not scheduled to discharge at this period because the price is
not significantly high as compared to the effect of efficiency drops (due to non-linear
characteristic) when charging at low price periods. This effect limits the reduced
PTES model to store more electricity and make it tends to not operate at hour 12.
Figure 4.20 clearly shows the impact of ESS in providing a trade-off between energy
price, demand and resource fluctuations for an optimum operation strategy.
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4.4.3 Storage System Performance

The daily operation of the reduced PTES model is analysed and compared to the classical fixed efficiency model as given in Figure 4.21. There are many significant differences in the operation between the classical and reduced PTES models between hours 3 to 7 and other several times at hours 12 and 21 as shown in Figure 4.21a. It is obvious that because of the non-linear efficiency characteristics, losses will increase when the reduced PTES model is fully charged. This has put a natural limit on how much PTES is charged/discharged at each point along the operation time as indicated in Figure 4.21b. In contrast, the fixed efficiency model allows the PTES
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to be fully charged (SoC at 100%). In this case, the reduced PTES model maintains almost constantly a high round-trip efficiency (so operates within the normal region of the efficiency characteristic) to maintain a minimum cost solution as shown in Figure 4.21c. The exceptions would be at hour 17 where it is worth to charge at the expense of loss to reach high SoC due to low price for possible to discharge during high price in the next few hours. As a result, a dramatic loss in efficiency is observed. In overall, the PTES operating efficiency is slightly lower than the conventional model precisely due to the non-linear characteristic.

Figure 4.21: A comparison between conventional and reduced PTES models
4.5 Summary

There are many different types of storage technologies applied in medium distribution networks but PTES has been found to be a good alternative for energy management in the ANM framework. This chapter introduces a method for developing a reduced (computationally tractable) model for a new thermal storage system called PTES which is computationally tractable to be included in day-ahead operational planning problem formulations for active network management purposes. The reduced PTES model as it was called in this chapter, still reflects the realistic operational characteristics of an actual PTES (i.e. its efficiency is a function of its state of charge reflecting the realistic loss process that exists in an actual PTES). The reduced PTES model is derived using two-stage regression technique; 1) linear regression to obtain efficiency at any operating power, and 2) polynomial regression to attain the variable efficiency as a function of SoC. The reduced PTES model is evaluated to show that it operates according to the PTES thermodynamic detailed model with a minute error due to the inclusion of reservoir self-discharge in the detailed model. This indicates the PTES can successfully be represented into a simplified form suitable for the power system operational planning studies. The reduced PTES model is applied on the modified 33-bus test network to showcase the operation performance in the ANM framework as compared to the conventional (classical) model based on fixed efficiency. From the network perspective, the reduced PTES model operates at slightly different points with better performance than the fixed 90% efficiency model. It will not fully charge as the efficiency drops at higher levels of SoC due to the non-linearity behaviour of the PTES efficiency. In conclusion, the PTES reduced model has provided a better representation of PTES characteristics that would be beneficial for accurate assessments of large-scale thermal storage integration and operational planning in medium voltage distribution networks application. Meanwhile, the methodology developed here can equally be extended to realistically representing any other type of large-scale storage device for purposes of operational planning within medium voltage networks.
Chapter 5

Security-Constrained Operational Planning for Distribution Systems

In this chapter, a security-constrained operational planning approach is introduced as an extension to the day-ahead ANM framework for future flexible distribution systems. To this end, the ANM framework introduced in Chapter 2 – Section 2.4 – and then extended in Chapters 3 and 4 is further modified to maintain an \( N - 1 \) security criterion similar to the criterion applied to transmission systems. The main distinction, however, is that the \( N - 1 \) criterion applied solely to a flexible, hybrid AC/DC, distribution network. This chapter begins with a brief review of previous works carried out on contingency and security assessments in power systems. A new Distribution Security Constrained OPF (D-SCOPF) is then introduced and implemented within the day-ahead ANM framework for secure operational planning in a hybrid AC/DC distribution system. The HV-UG UK generic distribution system introduced in Chapter 2 – Section 2.6.3 – is modified to a hybrid AC/DC network using an embedded DC network interface for ultimate flexibility of operation. The justification of this modification lies in the fact that most changes in distribution networks, such as integration of distributed generation as well as flexible loads such as electric vehicles or energy storage devices often requires a conversion stage (AC/DC/AC) which in time converts the network from a purely passive AC radial system to an active hybrid AC/DC radial-meshed system.
5.1 Security-constrained Operational Planning

An electric power system is expected to satisfy a continuous balance between generation and consumption while maintaining the quality of supply to consumers. However, system outages due to unexpected events such as lightning strikes, equipment failures, car-pole accidents or lines in contact with trees might cause an interruption of the electricity supply to the consumers. Under certain conditions, the electric power system is required to withstand the outages and keep the supply to consumers in the healthy regions. Therefore, the ANM framework in this work ultimately aims to withstand the loss of any one pre-defined contingency ($N - 1$ criterion). Before going into more detail, the definition of secure operation in the context of system reliability must be firstly understood and different operating states in power system operation discussed. The discussion is followed by two main approaches applied for system security assessment. In the end of this section, a series of methods for optimum secure operation in both transmission and distribution networks are reviewed.

5.1.1 System Reliability Definition

The reliability can generally be referred to the ability of an item to perform a required function for a stated period of time. For example, a car would be considered as reliable if it does not breakdown often during its lifetime. However, the concept of power system reliability is extremely diverse and cannot be associated with a single specific definition [252]. North American Electric Reliability Council (NERC) [253] defines power system reliability as follows: “Reliability, in a bulk power electric system, is the degree to which the performance of the elements of that system results in power being delivered to consumers within accepted standards and in the amount desired. The degree of reliability may be measured by the frequency, duration, and magnitude of adverse effects on consumer service”. The power system reliability studies can be quantified into two separate aspects: adequacy and security [254]. Adequacy deals with the capacity of the electric power system whereas security deals with the system operation. Adequacy covers the ability of power system to supply enough generation and transmission capacity to meet the customer requirements at
all times, taking into account contingencies. It focuses on long-term planning and investment. On the other hand, security covers the power system’s ability to remain intact even after equipment failure occurrence. It deals with short-term operations and operational planning [254].

Within an ANM framework, the potential for outage events that can influence distribution system operation in a day-ahead planning should be also addressed. Therefore, this chapter deals with the system security because it is related to the short-term operations and planning. Distribution systems are usually ‘radial’ systems which means power flows from the grid supply point (i.e, a substation connected to the transmission system) downstream to customers distributed along the line. When any fault occurs, the faulted section will be isolated and the service to the downstream will be restored by closing a normally open switch. In this situation, the security of the current distribution system can be ensured when only one link of the primary feeders or substation transformers is out of service. Hence, the term ‘security’ in this work is referred to the ability of the system to withstand sudden disruptions that could cause circuit overload and/or voltage violation with respect to the $N-1$ security criterion. In line with the scope of steady-state analysis, the dynamic security assessment and control which refers to transient and oscillatory of system response is not addressed here. In that context, the security control is established from a basic framework as presented in [255], which can be represented in five different operating states namely, normal, alert, emergency,in extremes and restorative as shown in Figure 5.1.

The power flow computation contains two types of operation constraints; equality and inequality constraints as discussed in the Chapter 2. The different operating states in Figure 5.1 can be classified based on the fulfilment of these constraints. The system is considered in normal operating state when both the equality and inequality constraints are satisfied even during the loss of any element as specified by a certain criterion. The alert is similar to the normal state during pre-contingency but there is insufficient margin to withstand sudden disruption where some of the inequality constraints are violated during post-contingency. If a sufficiently severe disturbance takes place, the system may enter into emergency state when only equip-
ment operating constraints (i.e, inequality constraints) are violated and no load is curtailed (i.e, equality constraints are still satisfied). However, this operating state may transfer into an extreme emergency state or in extremis if control measures are not taken in time or render ineffective. In this state, equality as well as inequality constraints have been violated and load must be curtailed. When emergency control action is taken to avoid total collapse, the system may enter into a restorative state. The system still experiences loss of load (equality constraints are not satisfied) in restorative state. From this state, the system may transfer into either normal or alert states depending on circumstances, when control measures in place to pick-up all lost load [256].

5.1.2 System Security Assessment

A secure system operation can be achieved by ensuring the power system should always remain in the normal state in both operations and planning. Therefore, a security assessment (SA) is needed to determine whether or to what extent, a power system can meet specified reliability and security criteria for both steady-state (static) and dynamic (transient) conditions with regards to all critical contingencies [257]. In this context, the SA can be classified into steady-state security assessment (SSSA) and dynamic security assessment (DSA). The SSSA deals with
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the system operation within security limits after transition to a new operating point due to contingencies. On the other hand, the DSA deals with the system performance as it progress during the transition [258]. The ANM framework in this thesis performs only steady-state analysis as demonstrated in the previous chapters and hence, this work is focused on the steady-state assessment. Two approaches are commonly applied for the SSSA; deterministic and probabilistic approaches. The deterministic approach refers to the system operation and planning procedure based on a contingency set that has been selected beforehand using worst case scenario, while the probabilistic approach accounts for the uncertainty of system conditions and quantify the likelihood of the contingency events.

The deterministic approach has been widely applied to ensure the system is able to withstand any selected contingency events by using performance indices. The indices are normally derived in terms of increment in the system element loadings and deviations in the bus voltages [259]. The deterministic approach has well-served the industry since it was first introduced in 1974 to support secure operation in the power systems. There are several recent studies that apply this approach for the system security assessment [259–264]. In [260], the deterministic approach is used to classify contingencies with different weighting factors in according to pre-defined levels of performance indices. As alternative to the existing indices, Chen et al. [261] introduce a new index to indicate the remaining margin for system secure operation after an outage occurrence (how far to be secure or become insecure). The index is established from the shortest Euclidean distance of post-contingency operating points to the security operating boundaries. High energy resources are connected and managed in distribution levels has brought Li et al. [262] to include information from distribution control centre into the transmission system security assessment loop instead of using passive load from the distribution system. The deterministic approach is used to train artificial neural networks in [259] for on-line remedial action when contingency happens. New margin-based and sensitivity-based performance indices are proposed in [263] for selection of critical contingencies. The deterministic approach is also applied in [264] to find an optimal placement of continuously variable series reactors (CVSRs) when considering $N - 1$ security requirement.
The probabilistic approach has been used to find a trade-off between the severity and the probability of contingency events. For example, the worst contingency case might be very unlikely to happen but it could be very costly. To address the issue, the probabilistic approach combines the severity (which can be derived from the performance indices) and the probability of all contingency events in form of risk indices. More works using this approach has been found in the last few years to perform risk-based security assessment (RBSA) [265–269]. A hierarchical risk assessment in [265] is carried out to evaluate the reliability of transmission and distribution systems and improved the systems reliability by using standby DG units to supply local loads during contingencies. In [267], the RBSA is used to assess line overload risk with integration of wind power. Apart from normally used severity matrices (voltage and overload) for a power network with high wind integration, Negnevitsky et al. [266] carried out risk assessment on the system frequency response. Deng et al. [268] introduces a new risk index based on Markov chain and cumulant method to encounter the tail risk of extreme wind conditions for short-term scheduling plan. Recently, a fast system risk screening tool is proposed in [269] using the concept of severity function and detailed analysis on the risk regions for appropriate remedial actions. A Monte Carlo (MC) sampling is another research stream for probabilistic approach. In contrast to the methodology before, this technique randomly selects the contingency cases (not all contingencies are considered) for probabilistic reliability risk assessment in power system operation which is not limited to $N - 1$ security criterion [270–272].

Although the sampling probabilistic analysis is able to capture the nature of system operation when considering many uncertainties (i.e., consumption, renewable generation and fault occurrence), the comparison results between different applications might give unfair representation as it randomly selects input case scenarios in the sampling process. This approach is more suitable to be applied on a standalone application especially for the purpose of realistic cost assessment. In contrast, the RBSA method is able to address the issue because all contingencies are taken into consideration and tackled according to their risk. However, the method would jeopardise the severe contingency cases due to very low probability of their occurrence
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and the minimum security requirement of $N-1$ criteria might not be fully addressed. Nonetheless, additional information on outage and repair rates for each component must be available before the probabilistic approach can be applied. Since distribution system is normally operated in a passive way, such information are very limited and not available as such in the transmission system. There is not enough information can be used for the probabilistic approach from the considered test networks. Thus, this work uses deterministic approach for the security assessment.

5.1.3 Security Control and Management

In any power system security control and management scheme, there is normally a need to take into consideration of any event that could create network constraints violations. Therefore, additional constraints should be also applied in the optimal power flow calculation after outage of any element in the system (i.e., post-contingency events). This is known as security-constrained optimal power flow (SCOPF) problem. In the SCOPF problem, an objective function is optimised by adjusting the settings of control devices to ensure the security of system operation including at the post-contingency states. In other words, the control adjustment will restore the system from alert state to normal state and this leads to the implementation of preventive mode as depicted in Figure 5.1. This approach becomes a conservative way in managing the power system as the post-contingency control is not allowed. Alternatively, a corrective mode of SCOPF is suggested to allow emergency control immediately after the occurrence of contingency events. In that case, the system is permitted to operate in the alert state and the emergency control will be employed to restore the system from emergency state back to alert state at the post-contingency period.

The concept of SCOPF is firstly introduced by Alsac and Scott [273] where the normal problem of OPF was extended by adding constraints pertaining to contingency events (known as security constraints). Later the study in [274] showed that the preventive control in [273] is not economical and suggested the possibility of corrective actions after the contingency has occurred. The corrective and preventive control actions are combined in [68] and solved in a quasi steady-state simulation.
The simulation considers dynamic transition of system operation where any of the contingencies occurs in two consequent post-contingency stages namely, short-term and long-term. The preventive measures are applied during short-term due to delays in the system response (i.e., generator active power adjustment). After the delay (i.e., long-term period), corrective actions take place to reschedule power generation. This framework is used recently in [275] for multi-terminal HVDC applications. In this work, corrective actions from voltage source converters are employed in short-term period as their fast response can react immediately after the contingency occurrence. The SCOPF is more challenging compared to the traditional OPF problem as the size of optimisation constraints increase depending on the number of contingencies. This issue is addressed in [71] by using semi-definite program (SDP) through a convex relaxation to guarantee a global optimal solution. On the other hand, a typical DC formulation with linear representation of security constraints is used in [276] to tackle the issue on high computational cost of the SCOPF problem. Most recently, [277] introduces a mixed AC-HVDC test system that contains both AC and DC systems for evaluation of SCOPF.

Although the concept of SCOPF is widely used in the past few years, they are mostly for transmission networks. The concept has not been investigated for distribution networks mostly due to the nature of the network topology (i.e. radial feeders). Notwithstanding this, the operational security in distribution networks has been investigated in [50,278] using network reconfiguration techniques by means of service restoration to all consumers at the healthy section. In [278], a distribution system security region (DSSR) has been introduced which is based on the concept of total supply capability (TSC) [279]. In this way, all operating points can be determined to ensure the system operates at an $N-1$ security criterion, considering the capacities of substation transformers, network topology and operational constraints. This concept is also applied in [50] for the case of substation transformer outages at varying load conditions. These studies, however, still require load interruption especially when TSC is less than total power consumption in the system. In order to improve the security of supply at a given $N-1$ criterion (i.e., link outages on the main feeders), the ANM framework used in this thesis can be improved further by
incorporating the SCOPF problem instead of the conventional OPF. In this chapter
the variation of the SCOPF problem which is used for the distribution network is
called Distribution Security Constrained OPF (D-SCOPF) and as discussed earlier
in this chapter it upholds to an $N - 1$ security criterion where the system is to
withstand any one load interruptions.

5.2 DC Operation in Distribution System

The increasing trend of DC load integration in distribution systems such as elec-
tric vehicle’s charging facilities, battery storage systems, LED lighting systems, DC
data centres, and variable-speed machines has gradually been bringing forward the
possibility of operating MV distribution networks as DC as well as AC [280]. Other
than DC load integrations, the renewable resources-based DG such as wind and and
solar generations operating with an internal DC bus. For instance, solar-based DG
generates power in DC and it is converted into AC using an inverter before it can be
supplied to the existing AC system. On the other hand, wind-based DG output is
normally converted into DC in order to synchronise with frequency of the connected
grid. This shows the necessity to have a DC platform that allows all DC loads and
generators to be interconnected and operated as one system. DC operation will also
lead to lower power losses due to the lack of reactive power loss thus improving
the efficiency of the grid. Moreover, DC networks already has showed better per-
formance in terms of system reliability and flexibility as reported in [281]. There
are basically two ways with which DC operation at the MV levels can be realised
namely, a full DC network or a hybrid AC/DC network. In the following sections,
these are explained briefly.

5.2.1 A full DC system configuration

A full DC system refers to the whole or most part of the MV distribution grid
that is developed to operate in DC. The grid network is normally supplied by a
bidirectional AC/DC converter (i.e., rectifier) that converts AC supply from the
existing high voltage grid into DC source or connected to high voltage DC (HVDC)
through a step-down DC converter (e.g., buck converter) [5]. All DC loads and DG technologies with internal DC bus can be connected directly to the grid and the system is operated in a similar fashion to the AC network. Some nearby AC loads and sources may connect to the DC network using inverter and rectifier, respectively. The full DC system configuration is illustrated as in Figure 5.2. This configuration is called a medium voltage direct current (MVDC) collection system because it is designated to gather all DC generations and loads in a platform that can be managed separately from AC system. The DC system still requires some information at the exchange points between AC and DC networks. Similar concepts have been found in large-scale wind farms or solar power parks [282,283] where all resources are collected using a DC system and converted into AC before it can be injected to the existing grid. This concept is therefore also known as a DC collector grid. This thesis uses term MVDC instead of collector grid because it covers a wider definition that gives a complete picture of DC system with generation, transmission and consumption.

![Figure 5.2: Possible future MVDC distribution grid [5]](image)

There are already demonstrator projects for using a full DC configuration for distributing loads, for example a campus scale project is planned to be constructed at RWTH Aachen University in Germany [284–287]. There has also been studies on the operation of such topologies at the MV level. For example, in [284], a
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Simulation model of the MVDC grid is developed to investigate the dynamic and steady-state system operation. The MVDC grid is mainly supplied by the existing AC network without any generation in the DC network and managed using a master/slave strategy. Details on possible structure of the MVDC grid and topology of the power converters are presented in [285]. Apart from technical aspects, the study also explain in terms of legal constraints for the MVDC grid implementation that includes regulatory requirements, standard compliances and environmental impacts.

In another work, Stieneker and De Doncker [286] conducted a comparison analysis between DC and AC operation in an urban MV distribution grid. The MVDC solution has shown superior (≈ 5 times lower) than MVAC in terms of investment cost mainly due to the higher power rating for the AC-grid connection and higher cost for transformer which is expected to be more expensive than the cost for the DC/DC converters in the future. In [287], the MVDC supply grid is suggested to replace the existing MVAC grid in the urban railway system for more efficient with less effort (i.e., the use of inverters and filters) to install renewable energy sources.

5.2.2 A hybrid AC/DC configuration

The idea of converting the MV distribution grid from AC to DC operation may not be done in totality due to the existence of legacy equipment (and infrastructure) designed solely to operate in AC. For this very reason, an MVDC system topology is more likely to be embedded within an existing AC MV distribution grid acting as collector grid (or interface) between DC loads/DGs and the AC grid. Therefore, it is highly likely that the future MV distribution network be a hybrid AC/DC system. A version of an embedded DC grid infrastructure has already been discussed in Chapter 3 where normally-open point breakers where replaced by BTB-VSC interconnectors, seen in Figure 5.3a, for enhanced network reconfiguration. The resulting network as a whole can be considered as a hybrid AC/DC network. Figure 5.3b also shows a point-to-point DC interconnector. In both cases, it is clearly seen that only the adjacent feeders are involved in any coordinated control scheme. Nonetheless, such configurations, as already shown in Chapter 3, will result in improved flexibility of operation when used in an ANM framework for example. It can also help
with improving system reliability due to virtually instantaneous responses of the interfacing converters to any disturbances.

![Diagram](image)

(a) A back-to-back configuration  
(b) A point-to-point configuration

Figure 5.3: Two Possible “Soft” Interconnector Points

However, the focus on this chapter is to improve the operation of the MV network even further by the introduction of an integrated MVDC interface which is essentially a DC collection grid comprising of multiple VSCs at all tie lines and they are interconnected to each other as shown in Figure 5.4 to attain higher levels of operational flexibility. Consequently, all DGs with internal DC links (wind and solar power) can be directly connected to the MVDC interface. The MVDC interface may also be used to connect all end feeders together to achieve a more seamless load transfer capability between the feeders thus providing improved voltage regulation (e.g. for loads at end feeders). Moreover, it is only by having such a configuration that a continuity of supply constraint can be guaranteed especially after outage of one line in the main feeder or substation transformer, thus as mentioned earlier in this chapter, a security-constrained operational planning scheme can be applied.

5.3 Unified AC/DC Hybrid Network Formulation

A unified AC/DC hybrid network model can be derived for solving power flow (and by extension the optimal power flow) equations using the same unified VSC modelling methodology introduced in Section 3.2.1 [288, 289]. Figure 5.5 below shows one feeder in the hybrid AC/DC network which was introduced earlier. For the integration line through a VSC between AC and DC systems as shown in the figure, the mathematical model which is derived in Section 3.2.1 can be applied.
Therefore, this section simply introduces a universal mathematical model for hybrid networks that can be used for inclusion of the MVDC interface.

The entire hybrid network can be essentially modelled as notionally AC with one admittance matrix for which the following nodal power flow injections can be written as:

\[ S = \text{diag}(V) \times (Y_{ac/dc}^* V^*) \]  

(5.3.1)

In (5.3.1), the vector \( V \) denotes the vector of all nodal voltages (AC and DC) belonging to the set \( N \) and \( Y_{ac/dc} \) is the hybrid network admittance matrix. The entire network can be modelled using (5.3.1) as notionally AC and by assuming that
there is no reactance at the DC side. Referring to Figure 5.5 and using (5.3.1), the nodal power injections of the AC feeders at bus \( g \) can be expressed as:

\[
\overline{S}_{g\{l\}} = Y_{ac\{l\}}[V_g^2 - V_g^*V_h^*]
\] (5.3.2)

and, the power balance equations for the AC feeders (bus \( g \)) as:

\[
P_{g\{c\}} + \sum_{l=1}^{nl} P_{g\{l\}} + P_{d\{g\}} - P_{w\{g\}} = 0
\] (5.3.3)

\[
Q_{g\{c\}} + \sum_{l=1}^{nl} Q_{g\{l\}} + Q_{d\{g\}} = 0
\] (5.3.4)

where, \( nl \) is the total number of lines connected to bus \( g \). The AC lines connected to bus \( g \) are denoted as \( g\{l\} \) whereas the subscript \( g\{c\} \) refers to AC side of the respective VSC that is connected to bus \( g \). In that case, the complex power injection \( \overline{S}_{g\{c\}} \) can be derived using (3.2.4) as presented in the earlier chapter. Besides that, the subscripts \( d \) and \( w \) are referred to loads and wind-based DGs at their respective buses.

For the DC side at bus 0, the following real and reactive power injections can be written by following the expression in (5.3.1):

\[
P_{0\{l\}} = G_{dc\{l\}}[E_{dc\{0\}}^2 - E_{dc\{0\}}E_{dc\{n\}}\cos(\theta_0 - \theta_n)] = G_{dc\{l\}}E_{dc\{0\}}\triangle E_{dc}
\] (5.3.5)

\[
Q_{0\{l\}} = -E_{dc\{0\}}E_{dc\{n\}}G_{dc\{l\}}\sin(\theta_0 - \theta_n) = 0
\] (5.3.6)

In (5.3.5) and (5.3.6), \( \triangle E_{dc} = E_{dc\{0\}} - E_{dc\{n\}} \) and \( Y_{dc\{l\}} = G_{dc\{l\}} \). By requiring a zero-reactive power injection condition as expressed in (5.3.6) the angles at the DC side will maintain their initial zero values (hence: \( \theta_n = \theta_0 = 0 \)). The total nodal power injection at the DC side (bus 0) is therefore:

\[
\sum_{l=1}^{nl} P_{0\{l\}} = \sum_{l=1}^{nl} G_{dc\{l\}}E_{dc\{0\}}\triangle E_{dc}
\] (5.3.7)

and, the power balance at the DC side (bus 0) can be expressed as:

\[
P_{0\{c\}} + \sum_{l=1}^{nl} P_{0\{l\}} - P_{w\{0\}} = 0
\] (5.3.8)

where, \( P_{0\{c\}} \) is the active power injection at DC side of the respective VSC connected to bus 0 which can be derived from the expression in (3.2.5) of the earlier chapter.
In general term, the AC and DC lines can be defined as one set of power lines, \( L \). By following the expression in (5.3.1) and based on the assumptions that in the hybrid network for any node, \( b \), the power balance can be computed as below considering the nodal power injections for the converter, \( c \), and the unified AC/DC line which are derived from (3.2.4),(3.2.5) and (5.3.2) for AC lines or (5.3.5) and (5.3.6) for DC lines, respectively:

$$\sum_{c \in C} P_{b(c)} + \sum_{l \in L} P_{b(l)} + P_{d(b)} - P_{w(b)} = 0 \quad \forall b \in N \quad (5.3.9)$$

$$\sum_{c \in C} Q_{b(c)} + \sum_{l \in L} Q_{b(l)} + Q_{d(b)} = 0 \quad \forall b \in N \quad (5.3.10)$$

This unified model formulation can now be implemented to achieve \( N-1 \) security operation in the ANM framework introduced in the next section.

## 5.4 Improved ANM Framework: D-SCOPF Formulation

An active network management (ANM) framework in distribution networks usually optimises operation without taking into account any post-contingency (faults) operating states as presented in [6]. This is apparent in the ANM framework used in the earlier chapters in this thesis (i.e. Chapters 3 and 4). An electricity security of supply should be addressed within the ANM framework to manage the system in advance. In this thesis, the ANM framework ensures a continuity of supply in the network even after the occurrence of any single faults in the primary feeders or substation transformers (to uphold an \( N-1 \) security criterion). The ANM framework runs a multi-period D-SCOPF, which will be introduced in detail later in this section. The D-SCOPF ensures the continuity of supply by maintaining operating constraints during both normal operation (pre-contingency) and abnormal (post-contingency) conditions [69]. It optimises the network operation for the day-ahead time horizon considering both preventive and post-contingency remedial control actions available to the DSO. A flowchart of the introduced ANM framework is shown in Figure 5.6. In this figure, \( \mathbf{x} \) is the vector of state variables (voltage magnitudes
and angles), \( u \) is the vector of active scheme variables (demand shift and DG curtailment), and \( w \) is the vector of control variables. The control variables can be divided into slow corrective variables, \( w_s \) (tap changer operation) and fast control variables, \( w_f \) (modulation index and phase shift of VSCs).

In ANM framework, the availability of forecast tools is important to provide information on demand and generation to enable evaluation of the network capability in day-ahead planning. The information can be used to manage the network in advance and prepare for any possibility of contingency situations. It is assumed there is sufficient information available for reliable load/generation forecasting in this thesis. Compared to the ANM framework used in the previous chapters, there are two modifications made on the ANM framework in this chapter; 1) steady state security
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assessment and 2) additional post-contingency constraints within the formulation as shown in Figure 5.6. Once operation is finalised using D-SCOPF algorithm, the control market agent engages with commercial aggregators to collect information and agree upon energy bids in the day-ahead flexibility energy market. The clearing energy price is then obtained to create its final schedule. More details explanation on the steady state security assessment and D-SCOPF framework are given in the following subsections.

5.4.1 Steady state security assessment

A steady-state security assessment is carried out to identify the critical contingencies from all of the expected demand and generation. The critical contingency case is selected from element outages that cause any operational constraints violation. In the context of security-constrained operational planning, the non-critical contingency cases will not give any different from normal optimal power flow calculation and they can be disregarded. The critical contingency selection is repeated at different operating points of demand and generation. In this procedure, critical case scenarios (i.e, demand and generation operating points binding with the critical contingency) can be also identified. The period of critical case scenarios should be identified in advance for possible actions (i.e., DG power curtailment or demand response) to ensure the system operating state always remains in the normal operation. Therefore, this step is essential to reduce the number of contingency cases and identify the coincidence period of demand and generation operating points that affect system secure operation. As a result, the size of optimisation problem can be reduced that could ease the computational burden.

In order to identify the set of critical contingencies and case scenarios, an iterative procedure is carried out in this step to assess for each time period. The simulation is performed in a meshed configuration (i.e., all tie switches are closed) to account for the worst conditions. The following iterative procedure is used in this assessment to select the potential critical contingency cases the actual execution of the D-SCOPF:

1. Let $K$ be the contingency set with respect to which the system must be secure (i.e, line outages at the main feeder including the main substation transform-
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2. Select a time period of the forecast data, \( m \in M \) and solve OPF using base case constraints for the expected demand and generation. Let \( P_{0(m)} \) denote the optimal operating point at period \( m \).

3. Simulate each contingency in \( K \) at \( P_{0(m)} \) by a conventional load flow program. If none of the contingency leads to any constraint violations, \( P_{0(m)} \) is a secure optimal solution. Otherwise, let \( K \setminus K_c \) be the subset of critical contingencies (i.e., those leading to post-contingency violations) and time period of the expected demand and generation operating point is recorded as subset of critical case scenario.

4. Repeat steps 2 and 3 for next time period. The computation terminates after all time periods are executed.

5.4.2 D-SCOPF optimisation framework

In this stage, a multi-period D-SCOPF is solved for the day-ahead time horizon to determine the secure optimum settings for the various levels of control actions (both preventive and corrective) available to the DSO. Since in this thesis historic load/generation profiles are used rather than actual day-ahead time series values, for computational efficiency, only the critical case scenarios (i.e. the coincidence period of demand and generation variations leading to post-contingency violations) are considered in this stage. The D-SCOPF runs over the set of all critical contingencies but only for the selected critical case scenarios which are selected from the steady state security assessment as presented in the earlier subsection. The D-SCOPF formulation in this thesis is adopted from the preventive-corrective control framework in [68] that was applied for transmission networks. The actions available to the DSO can be divided into two consequence operating time scales namely, the short-term and the long-term after any contingency occurrence as shown in Figure 5.6. Fast response of the VSCs will then allow for provisions of short-term remedial
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actions immediately following a contingency and before long-term corrective actions, by slower devices such as tap changers, take place.

In the ANM framework, the demand shift and DG curtailment should be treated as preventive measures which can be determined beforehand to be agreed upon. For the demand shift control scheme, the price $\pi_{ds}$ will be paid to consumers to achieve the required demand shift targets, $P_{\text{shift}}$, for the DSO. The power demand shifting can be achieved through a demand shifting factor, $\xi$ that is applied to the current demand as $P_{\text{shift}} = \xi P_d$. Similarly, DG curtailment is achieved by guaranteeing a buying price, $\pi_{dg}$, for a specific output, and paying the DG owner any compensation for any reduction of the guaranteed output, $P_{\text{curt}}$, at that price. The power reduction can be computed as $P_{\text{curt}} = P_{\text{ava}} - P_w$. On the other hand, we also assume the cost of power transfer losses, $P_{\text{loss}}$, at the forecast energy market price, $\pi_{em}$. It is reasonable to assume $\pi_{ds} > \pi_{dg}$ because from the optimisation perspective it is desirable to reduce the levels of demand shifting (compared to DG curtailment) due to concerns for consumer welfare. Consequently, the objective function can be formulated as shown in (5.4.1). For any period, $m \in M_c$, the optimisation formulation when considering MVDC interface application can be written as the following equations:

$$F = \sum_{m \in M_c} \left[ \sum_{w \in W} \pi_{dg} P_{\text{curt}(w,m)} + \sum_{b \in N} \pi_{ds} P_{\text{shift}(b,m)} + \sum_{l \in L} \pi_{em} P_{\text{loss}(l,m)} \right] \quad (5.4.1)$$

$$P_{g}^{\text{min}} \leq P_{g} \leq P_{g}^{\text{max}} \quad \forall g \in G \quad (5.4.2)$$

$$Q_{g}^{\text{min}} \leq Q_{g} \leq Q_{g}^{\text{max}} \quad \forall g \in G \quad (5.4.3)$$

$$0 \leq P_{w} \leq P_{\text{ava}(w)} \quad \forall w \in W \quad (5.4.4)$$

$$\xi_{b}^{\text{min}} \leq \xi_{b} \leq \xi_{b}^{\text{max}} \quad \forall b \in N \quad (5.4.5)$$

$$r_{o}^{\text{min}} \leq r_{o} \leq r_{o}^{\text{max}} \quad \forall o \in T \quad (5.4.6)$$

$$V_{g}^{m} = 1 \quad \forall g \in G \quad (5.4.7)$$

$$\theta_{g}^{m} = 0 \quad \forall g \in G \quad (5.4.8)$$

$$V_{b}^{\text{min}} \leq V_{b} \leq V_{b}^{\text{max}} \quad \forall b \in N \quad (5.4.9)$$

$$\bar{Y}_{l} \bar{Y}_{l}^{*} (\bar{V}_{rn(l)}^{m} - \bar{V}_{sn(l)}^{m})(\bar{V}_{rn(l)}^{m} - \bar{V}_{sn(l)}^{m})^{*} \leq I_{l}^{2} \quad \forall l \in L \quad (5.4.10)$$

$$\bar{Y}_{cr} \bar{Y}_{cr}^{*} (\bar{V}_{cr(c)}^{m} - \bar{V}_{sn(c)}^{m})(\bar{V}_{cr(c)}^{m} - \bar{V}_{sn(c)}^{m})^{*} \leq I_{c}^{2} \quad \forall c \in C \quad (5.4.11)$$
The active and reactive power limits that flow through the primary substation transformer (i.e. the grid supply point) are given in (5.4.2) and (5.4.3), respectively. The operating limits of DGs (in here all wind units) are given in (5.4.4) whereas the limits on the demand shifting factor, \( \xi \), are given in (5.4.5). The demand shifting factor in the proportion of demand that can be shifted at any time. Meanwhile, the limits on the tap changer ratio, and voltage magnitude/phase angle for the grid supply point are given in equations (5.4.6) – (5.4.8). The nodal voltage magnitude limits are given in (5.4.9). Equations (5.4.10) and (5.4.11) impose the actual operating limits on lines and the converters which must always be respected. In these equations, \( \{s_n, r_n, c_r\} \in N \) are the sending and receiving ends of a line and the corresponding converter-connected nodes respectively. Moreover, the zero-reactive power limit is respected in (5.4.12) and finally the total nodal power balance equations at any node, \( b \) (regardless of AC or DC) is fulfilled in (5.4.13) and (5.4.14). The equality and inequality constraints in (5.4.2) – (5.4.14) which must be fulfilled in the three consequence time scales; pre-contingency, short-term and long-term post-contingency as illustrated in Figure 5.6. For all states, \( k \in K_c \) the D-SCOPF can be generalised in the following expressions:

\[
\min_{f(x, u, w)}
\]

subjected to:

\[
h(x_0, u_0, w_{s\{0\}}, w_{f\{0\}}) = 0
\]

\[
g(x_0, u_0, w_{s\{0\}}, w_{f\{0\}}) \leq g_{\text{max}}
\]

\[
h(x^*_k, u_0, w_{s\{0\}}, w_{f\{k\}}) = 0
\]

\[
g(x^*_k, u_0, w_{s\{0\}}, w_{f\{k\}}) \leq \alpha g_{\text{max}}
\]

\[
h(x_k, u_0, w_{s\{k\}}, w_{f\{k\}}) = 0
\]

\[
g(x_k, u_0, w_{s\{k\}}, w_{f\{k\}}) \leq g_{\text{max}}
\]
The D-SCOPF program uses the objective function in (5.4.1) to minimise operational cost as expressed in (5.4.15). The function $h$ is used to represent a group of equality constraints that include expressions in (5.4.7) – (5.4.8) and (5.4.12) – (5.4.13). On the other hand, the function $g$ is used to represent a group of inequality constraints which are given by the remaining equations in (5.4.2) – (5.4.6) and (5.4.9) – (5.4.11). The parameter $g_{\text{max}}$ indicates the limit of respective variables. The parameter $\alpha$ allows for relaxing of equipment limits during the short-term period immediately after the occurrence of the faults (known as emergency ratings). This condition is particularly applied to the equations (5.4.2) – (5.4.3) and (5.4.9) – (5.4.11). In the generalised expressions, the superscript ‘$^*$’ is used to denote that variables are also changed during short-term post-contingency period. Meanwhile, the subscripts 0 and $k$ refer to variable settings at pre- (i.e., $k = 0$) and post-contingency, respectively.

Figure 5.7 illustrates changes of operation settings in a time-line of the three contingency states in the occurrence of system fault. The state variables, $x$ include voltage magnitudes/angles and complex power injection from the substation ($V_b, \theta_b, P_g, Q_g$) vary accordingly to the system operating conditions. Since the demand shift and DG curtailment schemes as denoted by $u$ (given by $\xi_b$ and $P_w$, respectively) are preventive control, they are kept at the same operating point in all states. The slow corrective variables, $w_s$ such as tap changer setting (that gives $r_o$) normally takes few steps to move from current position to the optimal position. This work does not consider the transition process as it meant for steady state analysis and therefore, tap changer position assumes to remain unchanged ($w_{s(0)}$) until it reaches final setting ($w_{s(k)}$) just after the short-term period. As being highlighted earlier, the fast corrective action, $w_f$ given by modulation index and phase shift of VSCs (generate AC voltages, $V_{cr}$) at the MVDC interface allow emergency response within the short-term period (between period $t_0$ and $t_1$ as shown in Figure 5.7).
5.5 Numerical Results and Discussion

The potential application of hybrid AC/DC system is studied in different configurations (e.g., point-to-point and MVDC interface) by considering an urban UK distribution system that operates under the improved ANM scheme. It adheres to a continuity of supply under the $N-1$ criterion where the system supply is not interrupted due to any one line outage in the main feeder or the main substation transformer.

5.5.1 Case studies and scenarios

An 11-kV urban 77-bus UK distribution generic system as introduced in the Chapter 2 is modified by including the MVDC interface at end of all feeders. The modified AC/DC network is seen in Figure 5.8. There are seven additional DC lines to form a hybrid AC/DC system in which four of the lines are considered as the existing tie lines (indicate with solid lines). These lines are assumed to be identical with thermal limit of 5 MVA and line resistance of 0.0665Ω. For the sake of comparison purposes, admittance of the existing AC tie lines are assumed at $0.0665 + j0.0512Ω$. The voltage and thermal limits are relaxed at short-term emergency ratings of 0.94/1.06 p.u. for voltages and 20% higher than the normal ratings, respectively. The VSC parameter settings are provided in Table 5.1.

For the purposes of simulations in this thesis, the demand and generation profiles are used from historic demand and wind data corresponding to central Scotland in 2003 as presented in [6]. The data contains two sets of wind generation profiles (as a percentage of total generation capacity) and one set of demand profile (as a
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Figure 5.8: The modified hybrid AC/DC UK generic distribution system

Table 5.1: The converter parameter settings

<table>
<thead>
<tr>
<th>Item</th>
<th>Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSC rating</td>
<td>5 MVA</td>
</tr>
<tr>
<td>DC voltage</td>
<td>±33 kV</td>
</tr>
<tr>
<td>Phase reactor, $x_{cr}$</td>
<td>0.1 p.u.</td>
</tr>
<tr>
<td>Constant conductance, $G_0$</td>
<td>0.01 p.u.</td>
</tr>
</tbody>
</table>

percentage of the system peak load). The number of coincident hours (per year) for each operating point that occurred in the year is also provided. As described earlier in Section 5.4.1, a steady-state security assessment is performed on the test system with all AC tie lines are activated to identify critical contingencies and select only critical case scenarios. The critical case scenarios of load/generation profiles obtained using the steady-state security assessment are tabulated in Table 5.2. At the same time, there are 19 critical contingency cases identified as given in Table 5.3. The critical case scenarios and contingencies will be used for the modified hybrid
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network as well. Table 5.3 clearly shows that outages of any line in the short feeders (F1 to F4) and tie-lines are not critical (i.e., does not create any post-contingency violation).

Three configurations are considered namely, base case (original AC configuration), point-to-point (P2P) and MVDC (modified hybrid configuration). The base case does not have VSCs and as a result only control actions available to the DSO are the LTC voltage control, DG curtailment and flexible demand shifting. For the P2P configuration VSCs are installed at end of the tie lines in P2P configuration as suggested and seen in Figure 5.3b. Finally, the operation of the hybrid network with MVDC interface is tested in the MVDC configuration. The MVDC interface acts as a platform for all DGs with internal DC links and loads as shown in Figure 5.5. The MVDC configuration can be considered as an extension of use of DC links in [290] with the same number of VSC stations. In both latter configurations, all available active network management schemes in the base case are also applied. The performances of the different configurations (base case and modified hybrid) are compared in terms of the overall system performance, demand shift, DG curtailment, line loadings and tap ratio optimal settings.

5.5.2 Overall performance comparison

The D-SCOPF presented in Section 5.4 is formulated in AIMMS modelling environment [157]. The problem is solved using CONOPT 3.14V on a PC of 3.5 GHz and 8 GB RAM. The performance comparison is presented in Table 5.4. It shows that the application of VSCs increases the overall system losses, since the switching action in the VSCs cause additional loss to the system. Notwithstanding this, the VSCs application either in P2P or MVDC configurations has shown improved performance in terms of shifted demand and DG curtailment when compared to the base case. Results show that the curtailed energy when using the MVDC interface is dramatically reduced by almost a factor of 3.5 comparing to the base case and twice when compared to the P2P configuration. Overall, as apparent from Table 5.4, the DSO can save over 80% of operational costs compared to the base case - when operating the network as a hybrid using the MVDC interface whilst facilitating a continuity
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Table 5.2: The critical case scenarios of historical data in [6]

<table>
<thead>
<tr>
<th>Case</th>
<th>Wind 1 (%)</th>
<th>Wind 2 (%)</th>
<th>Load (%)</th>
<th>No. of hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>70</td>
<td>114</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>80</td>
<td>78</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>90</td>
<td>39</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>10</td>
<td>80</td>
<td>49</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>10</td>
<td>90</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>10</td>
<td>80</td>
<td>238</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>10</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>20</td>
<td>90</td>
<td>56</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>20</td>
<td>100</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>20</td>
<td>20</td>
<td>90</td>
<td>22</td>
</tr>
<tr>
<td>13</td>
<td>20</td>
<td>20</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>30</td>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>0</td>
<td>80</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>0</td>
<td>90</td>
<td>11</td>
</tr>
<tr>
<td>17</td>
<td>70</td>
<td>90</td>
<td>50</td>
<td>16</td>
</tr>
<tr>
<td>18</td>
<td>80</td>
<td>90</td>
<td>50</td>
<td>48</td>
</tr>
<tr>
<td>19</td>
<td>80</td>
<td>100</td>
<td>60</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>90</td>
<td>100</td>
<td>40</td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>90</td>
<td>100</td>
<td>50</td>
<td>54</td>
</tr>
<tr>
<td>22</td>
<td>90</td>
<td>100</td>
<td>60</td>
<td>144</td>
</tr>
<tr>
<td>23</td>
<td>90</td>
<td>100</td>
<td>70</td>
<td>212</td>
</tr>
<tr>
<td>24</td>
<td>100</td>
<td>100</td>
<td>50</td>
<td>63</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>100</td>
<td>60</td>
<td>249</td>
</tr>
<tr>
<td>26</td>
<td>100</td>
<td>100</td>
<td>70</td>
<td>555</td>
</tr>
</tbody>
</table>

of supply condition. Such high cost reduction is mainly due to the reduced levels of
demand shifting as well as DG curtailment (which both burden a cost on the DSO
Table 5.3: The selected critical contingency cases

<table>
<thead>
<tr>
<th>Feeder</th>
<th>Outages (lines)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F5</td>
<td>2-17, 17-18, 18-19 and 19-20</td>
</tr>
<tr>
<td>F6</td>
<td>2-28, 28-29, 29-30 and 30-31</td>
</tr>
<tr>
<td>F7</td>
<td>2-39, 39-40, 40-41 and 41-42</td>
</tr>
</tbody>
</table>

as described in Section 5.4) for upholding the secure of supply condition.

Table 5.4: A comparison in minimising the operation cost

<table>
<thead>
<tr>
<th>Item</th>
<th>System Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base case</td>
</tr>
<tr>
<td>System losses (MWh)</td>
<td></td>
</tr>
<tr>
<td>Demand shifted (MWh)</td>
<td>2161.82</td>
</tr>
<tr>
<td>DG curtailed (MWh)</td>
<td>2174.66</td>
</tr>
<tr>
<td>Operational cost ($)</td>
<td>88,611.79</td>
</tr>
<tr>
<td>Total cost reduction</td>
<td></td>
</tr>
</tbody>
</table>

The detailed comparison in terms of demand shifting, DG power curtailment, line loadings and tap ratio settings will be discussed in the following subsections:

**Demand shifting**

Figures 5.9 and 5.10 show the percentage of maximum demand shift for each system configuration. Referring to Figure 5.9, the highest demand shift occurs during a period of high demand and low generation (load at 100% of peak demand and both wind generations are 0%). However, this scenario does not appear very often as shown in Figure 5.10. These figures clearly demonstrate that high demand shift in the base case (73.9%) can be reduced to 49.3% and 46.7% by using the two hybrid configurations (i.e. P2P and MVDC), respectively. The MVDC has shown better improvement than P2P where it reduces 5% maximum demand shift in average. This particularly can be seen in Figure 5.10 where maximum demand shift using
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P2P ranges between 30-45% which can be significantly reduced to around 25-40% when using the MVDC interface.

Figure 5.9: A comparison of maximum demand shift at different configurations

Figure 5.10: The distribution of maximum demand shift within the study period

DG curtailment

During low demand and high generation instances, power curtailment of DG output should be expected. Figures 5.11 and 5.12 show the total amount of DG curtailment for each system configuration. The highest total power curtailment for the base case (5.03 MW) is 15% reduced in P2P configuration (4.29 MW) whereas substantial
reduction of 59% can be achieved with the MVDC interface (2.05 MW) as illustrated in Figure 5.11. Moreover, the DG curtailment is at minimum when using the MVDC interface as apparent from Figure 5.12. The results clearly favour the application of the MVDC interface for maximising the usage of DG resources at distribution voltage levels.

Figure 5.11: A comparison of total DG curtailment at different configurations

Figure 5.12: The distribution of total DG curtailment within the study period
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Tap ratio setting

Figure 5.13 demonstrates the tap ratio deviations from average setting in all 26 critical case scenarios for each configuration. The average tap settings, \( \hat{r} \) for base case, P2P and MVDC are 1.029, 1.025 and 1.029, respectively. The tap ratio deviations are calculated using \( \Delta r = r - \hat{r} \). In all configurations, tap ratios are operated at higher settings at low generation (scenarios 1 – 16) compared to high generation periods (scenarios 17-26). The base case has shown the highest deviations in each case scenario. It is clearly shown that less tap ratio deviations can be observed for the hybrid configurations (i.e. P2P and MVDC). This signifies that fast remedial action using VSCs in the hybrid AC/DC system can provide reactive power support for system voltage regulation especially during the short-term periods. By contrast, the MVDC shows the least deviations due to the active power transfer flexibility between multiple feeders which is facilitated in the MVDC configuration.

![Figure 5.13: A comparison of tap ratio deviations at different case studies](image)

Line loading

Deviations of the highest line loading operation from the base case using P2P and MVDC are compared and presented in Figure 5.14. The deviation is obtained using: \( \Delta \text{ line loading (\%) } = \text{ selected case loading (\%) } - \text{ base case loading (\%)} \). The results indicate that P2P configuration has much higher line loading than base case
to maximize DG usage as well as demand shift. On the other hand, MVDC configuration not only has lower DG curtailment and demand shift (as seen previously) but also maintains lower line loading during high demand (scenarios 1 – 16) and further decreases the loading during high DG output (scenarios 17 – 26). This can be attained through load balancing between the feeders via the MVDC interface.

![Figure 5.14: A comparison of line loadings at different case studies](image)

**5.5.3 Example of remedial actions**

It is important to look into the effect on system operation when contingency occur at different case studies. This can be done by selecting one of the contingencies as an example to demonstrate the system operation in the three contingency stages; pre-contingency, short-term and long-term post-contingency. For this purpose, the worst contingency case of line 54–55 outage is selected. The case scenario when load at 80% of peak demand, wind profile 1 at full generation capacity (100%) and no generation from wind profile 2 is used in this example. This case scenario is chosen as the system in the base case requires both load shifting and DG curtailment to achieve $N-1$ secure operation. The results are discussed in terms of VSC operations, tap changer settings and line loadings.
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**VSC operation**

Figures 5.15 and 5.16 illustrate the optimal power flows at the VSC stations in P2P and MVDC case studies, respectively. In these figures, DC voltages are measured across capacitor at each DC bus. Since DC lines in the P2P case are separated, the reference DC buses at the end of feeders F2, F4, F6 and F8 are considered. The optimal solutions are obtained by adjusting the modulation index, $m_a$ and phase angle, $\phi$ and the reciprocal $B_{eq}$ variable as explained in the Section 5.3. As can be seen, the reactive power injections from AC side of VSCs are actively controlled by the $B_{eq}$ as remedial actions to the contingency stages. In a contingency event when line 54–55 in feeder F8 outage, more active powers are transferred through DC line to support unsupplied part of the feeder. This causes voltage drops in the respected AC bus. In order to avoid the voltage drops, more reactive powers are injected from VSCs. In P2P case, only feeder F7 is directly connected to the feeder F8. Therefore, VSCs at the end of feeders F7 and F8 operate nearly at full capacity as reaction to the contingency event but the rest of VSCs operation are almost the same as in the pre-contingency. Instead, in MVDC case, more distributed active power transfers from adjacent feeders can be obtained to reduce burden on one feeder (e.g., F7) especially during contingency. The different operations in the short-term and long-term post-contingency stages will be explained in the following discussion as they are related to the factor of tap changer operation.

**Tap changer operation**

Table 5.5 shows the optimal tap ratio operation in three different stages at the worst contingency case. As a slow control variable, tap changer remains at the same position during the period of short-term post-contingency. The base case has not demonstrated any significant changes on tap changer operation during the long-term post contingency. This indicates the tap changer would rather operate in preventive mode due to no other voltage regulation device can support during the short-term period. By contrast, the VSCs either in the P2P or MVDC application show a good coordination with the tap changer at substation. As can be observed in Figures 5.15 and 5.16, more reactive power are injected from VSCs during short-term period to
Figure 5.15: VSC operation of P2P configuration in the contingency situation
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Figure 5.16: VSC operation of MVDC configuration in the contingency situation

a) Pre-contingency operation

b) Post-contingency short-term operation

c) Post-contingency long-term operation
regulate system voltages when tap changer not in action. Then, the reactive power decreases when tap change take action during the long-term period. The significant changes on tap charger are clearly showed in Table 5.5 for the P2P and MVDC cases. It is important to notice that MVDC has lower tap ratio deviation as compared to P2P. This signifies that the interconnection DC system in MVDC gives better support in terms of voltage regulation in the overall system.

Table 5.5: An example of optimal tap ratio setting in the contingency situation

<table>
<thead>
<tr>
<th>Case study</th>
<th>Pre-contingency</th>
<th>Post-contingency</th>
<th>Δr (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Short-term</td>
<td>Long-term</td>
</tr>
<tr>
<td>Base Case</td>
<td>1.035</td>
<td>1.035</td>
<td>1.035</td>
</tr>
<tr>
<td>P2P</td>
<td>1.029</td>
<td>1.029</td>
<td>1.047</td>
</tr>
<tr>
<td>MVDC</td>
<td>1.031</td>
<td>1.031</td>
<td>1.026</td>
</tr>
</tbody>
</table>

Line operation

In order to demonstrate the changes on line loading in the three contingency stages, line 42-43 of feeder F7 is selected as an example. The loadings of line 42–43 at different case studies are given in Figure 5.17. This clearly shows that line loading increases drastically when contingency occurred. Then, it slightly decreases which can be observed in the P2P case when reaching the long-term period. The base case displays lower line loading than P2P due to less demand and most of DG output is curtailed. Despite this, the MVDC has shown the lowest loading along the contingency periods with higher supply capability (low DG curtailment or less demand shift).
5.6 Summary

This chapter introduces a framework for security-constrained optimal operational planning in active distribution networks using a flexible hybrid VSC-based AC/DC system whilst upholding a security of supply condition. A new Active Network Management (ANM) scheme is introduced and applied to a modified urban 75-bus UK generic distribution network. The results clearly show that operating a hybrid network will be beneficial. The MVDC interface configuration introduced in this thesis reduces demand shifting and DG curtailment when compared to normal AC or hybrid P2P configurations whilst upholding a continuity of supply condition. The MVDC interface also helps to improve line loadings and ease tap changer operation burden as it provides seamless load balancing between not just adjacent feeders but multiple feeders. Use of the MVDC interface shows significant savings to the DSO even when compared to P2P configuration with the same number of VSCs used.
Chapter 6

Conclusions

This final chapter draws the conclusion to the research as presented throughout the thesis. It outlines the key findings and highlights the contributions to knowledge from the research works discussed in precedent chapters. In addition, it lays out a path forward for future work based on this research. Overall, the intention of this thesis has been to outline the methods and paths for the realisation of active network management practices in future developments of distribution systems.

6.1 Key Results and Contributions

As stated in Chapter 1, the overarching goal of this thesis has been to develop a new active network management framework for enhanced flexibility and resiliency of operation of future active distribution systems. In achieving the main objectives, as outlined in Section 1.3, a series of research questions (RQ) were identified and outlined in Section 1.2 of this thesis. Chapter 3 covered the introduction of an enhanced network reconfiguration which was showed to improve significantly the voltage profile of a typical MV distribution network under DG/demand variations. Chapter 4 introduced a new energy storage device for reducing costly DG curtailment practices and further improving voltage profiles using active network management. Furthermore, Chapter 5 introduced novel topologies coupled with an enhancement of the active network management to provide a means for both flexible and yet secure operation of a future hybrid AC/DC MV distribution network. The application
of the active network management framework introduced in this thesis has been proven to improve network operation in terms of efficiency, reliability, hosting and supply capabilities. This work has developed models which are applicable within the management framework to help all involved parties including DSO, TSO, DG owners and demand aggregators so that they can cooperate and make practical decisions in more cost-effective ways without neglecting the importance of secure network operation. Further explanation on contributions of this work can be summarised in the following subsections.

6.1.1 A Novel ANM Framework (RQ1)

Existing network management schemes for active distribution systems often include one or two individual schemes for example, using DG curtailment to reduce voltage rise at the end feeders in periods of low demand or using technology for demand side management to reduce congestion in the system. Economically speaking, schemes such as DG curtailment and demand side management might not necessarily be related however they are not mutually exclusive and as showed throughout this thesis can be unified together under one active network management (ANM) framework.

At the core of the ANM framework sits a multi-period multi-objective OPF problem formulation which was introduced generally in Chapter 2 and then further expanded depending on the application in subsequent chapters. The ANM framework was showed to be able to (i) enhance voltage profile of the network even under high levels of renewable DG penetration, (ii) reduce the cost of network operation, e.g. import from the grid supply point, (iii) reduce and nearly eradicate the need for DG curtailment further reducing the viability of the DSO toward DG owners and (iv) provide for a secure and resilient network operation.

6.1.2 Enhanced Network Reconfiguration (RQ2)

An enhanced network reconfiguration scheme was introduced in Chapter 3. The scheme used a back-to-back VSC (BTB-VSC) power flow controller for fast network reconfiguration and voltage regulation. It provides for several improvements when
compared to conventional switching schemes using remote controlled mechanical switches. The new scheme (i) enhances the voltage profile by using direct reactive power control of the VSCs in the power flow controller, (ii) reduces the problem and costs associated with wear and tear due to the soft switching of IGBTs as opposed to mechanical switch operation, (iii) provides for regulated power flow control within the network to improve load balancing and eliminate DG curtailment, further enhancing DG hosting capacity at the MV levels.

Meanwhile, the power flow controller (BTB-VSC) was also modelled to reflect the realistic operational profiles of VSCs and the actual PWM control operation of the VSC for active and reactive power control. With the realistic model of the VSCs, the day-ahead active network management framework can still make use of the available reactive power injections and effective coordination with OLTC at the substation transformer to improve bus voltages at the end feeders and reduce DG curtailment.

6.1.3 Large-scale Energy Storage Systems (RQ3)

Energy storage system provides additional benefits in active distribution systems in terms of balancing generation and demand. In this thesis, a large-scale thermal energy storage system (PTES) was modelled and incorporated within the active network management framework. The so-called reduced model for the PTES device was developed to (i) be computationally tractable for non-linear multi-period OPF solutions and (ii) capture the realistic operational profile of the PTES device. The PTES model was compared to a generic so-called classical model with a fixed round-trip efficiency which immediately showed that for purposes of active network management and load balancing the classical model produces rather large errors which could have ramifications both technical and economical for the network operator. The novelty of this work was to develop a reduced model for the PTES which was then validated against a detailed model. The inclusion of the PTES showed clearly that DSO owned storage is a viable solution for economic operation of ADS especially for reducing costs of network operation (i.e. import from the grid and import/export from DG owners) and when considering dynamic pricing schemes.
6.1.4 Hybrid AC/DC Distribution System (RQ4)

Increasing number of DC loads and renewable resources-based DG especially those with internal DC bus has urged the distribution system to operate in DC. The DC system operation paradigm requires many changes in the existing AC distribution network and it is impractical to convert the whole system into DC operation. Instead, in this thesis a new DC system topology was introduced to the part of the network where the highest density of DC resources and loads that would create problems in radial distribution networks (i.e., the end feeders). The existing tie lines at the end feeders are interconnected and converted into DC using a VSC-based DC interface at medium voltage (MVDC) to act as a platform for the DC resources and loads interconnections. The MVDC interface is essentially an expansion of the BTB-VSC interfaces which were introduced in Chapter 3.

Meanwhile, for implementation of the ANM framework, a unified AC/DC OPF formulation was developed. The MVDC interface was then embedded within a realistic UK-based distribution network and compared with embedded P2P-VSC interconnections. The MVDC interface proved successful in (i) improving the overall flexibility of the network (ii) improving the utilisation of the DG resources (iii) enhancing of the voltage profile by providing direct reactive power and improved load balancing.

6.1.5 Security Constrained Operational Planning (RQ5)

Security constraints often are included in transmission systems rather than distribution systems. However, as it was showed in this thesis, the problem of security constraints is equally applicable in ADS especially in hybrid AC/DC networks which may operate in both radial and meshed fashion. In the last part of this thesis, therefore the aim was to enhance the ANM framework with the inclusion of security constraints to guarantee a continuity of supply even after the loss of any one feeder (i.e., upholding an $N-1$ criterion). To this end, a new unified D-SCOPF formulation was developed for the hybrid AC/DC MV distribution network. The demand and generation are arranged in advance (i.e., day-ahead) so that there would not cause
any interruptions on the agreed operating conditions in the event of contingencies. In the contingency situation, DSO uses the ANM facilities such as OLTC or power flow controllers to execute remedial actions to ensure the network constraints are fulfilled.

Two consequence constraints are imposed into the optimisation formulation for the short-term and long-term post-contingency stages at each operating state as presented in Chapter 5 to address different response times between the control devices. Tap changers are slower devices as compared to VSC-based power flow controllers. The post-contingency remedial action time frame is therefore divided into fast and slow stages.

## 6.2 Improvement and Future Works

The ensuing improved ANM framework in this thesis is the most comprehensive ANM framework with which a DSO (or a group of DSOs) can properly coordinate and manage the operation of a variety of actors (from DG owners to EV aggregators to storage operators) and schemes (demand side management, dynamic pricing) all in one unified framework for ultimate flexibility, resiliency, and reliability of operation. The development of such schemes will undoubtedly pave the way for industry to move further toward adopting innovative technologies/schemes for streamlining the transition of distribution systems from passive to active and realise the decarbonisation of the energy systems as a whole. Notwithstanding this, there is still room for further improvements and future avenues of research which can be explored after the conclusion of this thesis.

### 6.2.1 Degradation Effects on Storage

The storage model is developed using various operating cycles and states of charge that perform well in the network management framework. However, the storage technology has degradation effect. Since energy is stored thermally, the degradation effect being given by the temperature distribution along the reservoirs. The temperature distributions can change significantly with irregular charging and discharging
rates. In this work, the charging and discharging rates do not obviously differ from one another due to the stored energy is constrained to return to initial condition for the next 24 hours. This effect might be significant in case of long run simulations. Hence, further investigation is required to find the relationship between deviations in the operating cycles and state of charge or efficiency. This study, however, is more appropriate to be carried out for long-term planning framework.

6.2.2 Improved Computational Algorithms

The ANM framework introduced in this thesis can be computationally burdensome. Throughout this thesis, the computational expenditure was overcome through a series of solutions such as model reduction (Chapter 4) and unified formulation (Chapters 3 and 5). Further research into development and implementation of robust computational algorithms (e.g., use of convex optimisation methods) is needed to further enhance the computational efficiency and tractability of such problems.

6.2.3 Stochastic vs Robust Approaches

Throughout this thesis a robust approach was used to compare worst-case scenarios. To this end, for example, the security-constrained operational planning framework follows a deterministic security assessment in this work. For purposes of this thesis, the deterministic approach is deemed sufficient (as a robust worst-case scenario approach is adopted), however another avenue of research is to look at implementation of stochastic formulations of the same framework introduced in this thesis especially given uncertainties in weather forecast, demand variations, etc.

6.2.4 Advanced Multi-period Optimisation

Multi-period optimal power flow based on half-hourly or hourly time period interval has been used in this thesis to evaluate system performance for a day-ahead operation. Larger time interval would increase discrepancies between expected set-points and real-time operation mainly due to forecast errors. Hence, another research is required to study on the implementation of a smaller time period interval simulation
(says 1 or 5 minutes) in a sliding window fashion as an interface platform between the used day-ahead framework and real-time operation.
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Appendix A

Optimisation Problem

Mathematical models with discrete variables and non-linearities in the objective function and constraints are considered as Mixed Integer Nonlinear Programming (MINLP) [291]. Since full AC optimal power flow contains non-linear objective function and constraints, it can be formulated as MINLP when considering discrete behaviour of element operation such as switch transitions or tap position. Apart from optimal power flow, MINLPs have been used in various other applications including the process industry, financial, engineering, management science and operations research sectors [291]. The needs in such diverse areas have motivated researchers in the field to develop and improve MINLP solver in handling large-scale, highly combinatorial and non-linear problems. The general form of a MINLP:

\[
\begin{align*}
\min & \quad f(x, y) \\
\text{subjected to:} & \\
& g(x, y) \leq 0 \\
& x \in X \\
& y \in Y \text{integer}
\end{align*}
\] (A.0.1)

The functions \( f(x, y) \) and \( g(x, y) \) are non-linear objective function and constraint function, respectively. The variables \( X \) and \( Y \) are the decision variables, where one of them (e.g., \( Y \)) is required to be integer. If the model is restricted to contain only linear functions (e.g., functions \( f(x, y) \) and \( g(x, y) \) are linearised), it can be reduced to a Mixed Integer Linear Programming (MILP).