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Abstract: In this thesis the second-order QCD corrections to electroweak produc-

tion of a Higgs boson in association with two jets through vector boson fusion are

considered. This calculation is fully differential in the kinematics of the Higgs boson

and of the final state jets. Infrared divergences are regulated using the antenna

subtraction method. We detail the implementation of the process in the parton-

level Monte Carlo integrator NNLOjet and present inclusive calculations as well

as differential distributions for a wide range of observables at different center-of-mass

energies.
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Chapter 1

Introduction

The research described in this thesis focuses on the production of Higgs bosons in

hadron colliders through Vector Boson Fusion (VBF) and its implementation in the

parton-level fixed-order Monte Carlo NNLOjet.

In the first chapter we introduce the Standard Model, outlining its Lagrangian

density and motivating the phenomenological necessity for higher-order corrections

in the strong coupling αs. We also briefly review the phenomenological properties

of the Higgs boson.

In the second chapter we describe the theoretical and technical problems in-

troduced by higher-order calculations, focusing on infrared singularities and their

cancellation through the antenna subtraction formalism.

In the third chapter we motivate the study of the Vector Boson Fusion production

mode as a way of precisely studying the properties of the Higgs boson. We define our

implementation of the Vector Boson Fusion Higgs production process in the so-called

DIS approach and demonstrate its validity by comparing the Higgs production rate

in this mode with other competing channels.

The fourth chapter describes the numerical implementation of the process up to

second order in αs in the parton-level Monte Carlo NNLOjet. We also summarise

our extensive and successful suite of tests and checks we perform to ensure the

correctness of our results. This suite of tests led to the discovery of several errors
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in previous calculations for this process which propagated to other codes and went

unnoticed for years.

Having established our implementation of the VBF Higgs production mode and

once all numerical tools are presented, we dedicate chapter five to the phenomeno-

logical impact of our calculation. Sections 5.1 and 5.2 contains work published in

Ref. [1] whereas Section 5.4 contains ongoing work in collaboration with Alexander

Karlberg to be published as part of the High Energy/High Luminosity Working

Group report.

1.1 The Standard Model

The Standard Model of particle physics has been able to survive experimental chal-

lenges for many years. Among its many successes are the discovery of the W and Z

bosons in 1983, the top quark in 1995 and, more recently, the discovery of the Higgs

boson in 2012, nearly 50 years after its proposal. Its many predictive successes,

and the lack of specific evidence for any competing theory, have consolidated the

Standard Model as the de facto theory of fundamental physics.

Although the theory describes our current knowledge of the quantum world, it

is known to be incomplete. For instance, in its current form, the Standard Model

lacks a suitable candidate for the Dark Matter content of the universe. It also lacks a

mass term for the neutrinos, which are known today to be massive. Other problems

include the strong CP problem, the absence of axions and a quantum description of

gravity. The wider high energy physics community, from cosmology to string theory,

dedicates a lot of effort to the resolution of many of these issues.

This work is dedicated to the precise study and stress-testing of the Standard

Model through particle collisions. We calculate the higher orders of the perturbative

series in αs for electroweak Higgs boson production in association with two jets. In

this section we describe the relevant pieces of the strong, electroweak and Higgs

sectors of the Lagrangian which are necessary to introduce our calculation.
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The governing principles of the Standard Model are the renormalisability and

gauge invariance of the theory. These constraints define the terms allowed to be

included in the Lagrangian density of the Standard Model (LSM). The gauge sym-

metry group SU(3)c × SU(2)L × U(1)Y is at the core of the Standard Model.

In Section 1.1.1 we detail the electroweak sector, corresponding to the SU(2)L×

U(1)Y content of the Lagrangian. In Section 1.1.2 we introduce the concept of

spontaneous symmetry breaking, which is central to the problem of the vector boson

masses and is responsible for the generation of the Higgs boson. In Section 1.1.3 we

complete our study of the Lagrangian of the Standard Model with the introduction

of the QCD SU(3)c sector. In Section 1.1.4 we introduce the core concept of particle

physics phenomenology: the cross section. In Section 1.1.5 we briefly consider the

concept of ultraviolet divergences and introduce regularisation and renormalisation.

1.1.1 The electroweak sector

The electroweak sector of the Standard Model unifies electromagnetism and weak

interactions. It is described by the Glashow-Weinberg-Salam Lagrangian, governed

by the SU(2)L × U(1)Y symmetry. When the symmetry is spontaneously broken,

a U(1)EM symmetry remains which corresponds to the description of electromag-

netism.

The U(N) group corresponds to the unitary N × N matrices while SU(N) is

the group of unitary N × N matrices of determinant equal 1. In other words, the

matrices M of SU(N) must fulfil the following two properties,

MM † = 1, det{M} = 1. (1.1)

Any matrix M can be generated via infinite small transformations from the identity

matrix I. Let us then consider a matrix M infinitely close to the identity,

M = I + iT, (1.2)

where T is an infinitesimal transformation. SinceM must fulfil the relations of Eq. (1.1),
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T must be a traceless hermitian matrix, i.e.,

T = T †, Tr{T} = 0, (1.3)

the basis of these infinitesimal transformations, formed by N2 − 1 matrices, are the

generators of the group and are a core concept for the study of the Standard Model.

Quantum Electrodynamics (QED)

In order to introduce relevant concepts for the discussion of the Standard Model,

let us begin with the Dirac Lagrangian which describes the dynamical properties of

a free fermion ψ(x) of mass m,

LD(ψ) = ψ(x)(i/∂ −m)ψ(x), (1.4)

where /∂ = ∂µγ
µ and ψ(x) = ψ†(x)γ0. ψ has four components and correspondingly

the matrices γµ with µ = 0, . . . , 3 are the four 4× 4 dirac matrices.

The Lagrangian of Eq. (1.4), albeit symmetric under global U(1) transformations,

does not respect local U(1) symmetry. This can be explicitly seen by applying a

transformation ψ(x)→ ψ′(x) = e−iQθ(x)ψ(x),

L′D(ψ′) = ψ(x)(i/∂ −m)ψ(x) + iQψ(x)ψ(x)/∂θ(x) 6= LD(ψ). (1.5)

In order to restore gauge invariance we can postulate a generalisation of the

partial derivative Dµ which transforms with the field ψ(x) such that,

Dµψ(x)→ D′µψ
′(x) = U(x)Dµψ(x), (1.6)

this is called the covariant derivative and for U(1) takes the following form,

Dµ = ∂µ + iQeAµ(x), (1.7)

where interactions of the new gauge vector field Aµ are characterised by the constant

e (the electric charge). Q is the charge operator taking ψ as an electron, Qψ = −ψ.

The field Aµ transforms under local transformations of the U(1)EM symmetry group
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as

Aµ → A′µ = Aµ +
1

e
∂µθ(x). (1.8)

In the context of QED, the vector field Aµ corresponds to the photon. The

description is only complete once we add a gauge invariant kinetic term to the

Lagrangian,

Lγ,kin = −1

4
FµνF

µν , (1.9)

where Fµν is the field strength tensor Fµν = − i
e
[Dµ, Dν ] = ∂µAν − ∂νAµ.

It is important to note that a mass term for the photon (m2AµA
µ) would im-

mediately break gauge invariance, therefore the photon in this theory is massless.

This is consistent with our observations of nature. After all these considerations,

the QED Lagrangian for the description of electromagnetism reads,

LEM = ψ(x)(i /D −m)ψ(x)− 1

4
FµνF

µν . (1.10)

The electroweak sector

We can extend the same ideas in order to discuss the SU(2)L×U(1)Y gauge symmetry

of the electroweak sector of the Standard Model. Let us begin by setting up the

covariant derivative, necessary for the preservation of gauge invariance,

Dµ = ∂µ + ig1
Y

2
Bµ + ig2τ

aW a
µ , (1.11)

which introduces the vector fields Bµ and W a
µ with a = 1, 2, 3. The matrices τa are

the generators of SU(2)L and are proportional to the three 2× 2 Pauli matrices [2]

τa = σa

2
. The charges of SU(2)L and U(1)Y are known respectively as weak isospin

and hypercharge and are related to the classical electromagnetic charge of QED

through:

Q = T3 +
Y

2
. (1.12)

The electroweak theory distinguishes between fermions in which the spin is an-

tiparallel to the direction of motion (left-handed particles) and fermions in which

the spin is instead parallel (right-handed particles). Right-handed particles are not
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charged under SU(2)L. A theory that distinguishes between right and left-handed

particles is a chiral theory.

ψ T3 Y Q(
uL
dL

)
1/2
−1/2

1/3
2/3
−1/3

uR 0 4/3 2/3
dR 0 −2/3 −1/3(
νL
lL

)
1/2
−1/2

−1
0
−1

lR 0 −2 −1

Table 1.1: Fermionic content of the Standard Model with their respective SU(2)L
and U(1)Y charges. The electromagnetic charge Q is related to the electroweak
charges through Eq. (1.12).

In Table 1.1 we present the full fermionic content of the Standard Model. We

can decompose Dirac fermions into chiral ones through the use of the right and

left-handed operators PR and PL,

PR =
1 + γ5

2
, PL =

1− γ5

2
, (1.13)

with Ψ = (PR + PL) Ψ = ψR + ψL.

Note that left-handed particles (ψL) are SU(2)L doublets whereas right-handed

particles (ψR) are SU(2)L singlets. Note the absence of the partner of the lepton as

a right-handed particle. A right-handed neutrino had not been observed in nature

and is thus omitted in the original formulation of the Standard Model.

The complete gauge invariant electroweak Lagrangian yields then,

LEW = iψL /DψL + iψR /DψR −
1

4
BµνB

µν − 1

4
W a
µνW

µν
a , (1.14)

where Bµν and W a
µν are the field strength tensors analogous to Fµν for the fields Bµ
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and W a
µ respectively:

Bµν = ∂µBν − ∂νBµ, (1.15)

W a
µν = ∂µW

a
ν − ∂νW a

µ − g2ε
abcW b

µW
c
ν , (1.16)

where εabc is the fully antisymmetric tensor. In the SU(2)L we find for the first time

interactions between the gauge bosons of the theory. This is due to the commutation

relations of the generators of SU(2): [τa, τ b] = iεabcτ k.

It must be noted that in LEW no mass term is present for the fermions nor the

gauge bosons. However, we know experimentally that massive bosons and fermions

do exist. This apparent paradox is solved by the symmetry breaking mechanism

which we introduce in the next section.

1.1.2 Broken symmetries

A symmetry is broken when a physical system does not realise all governing symme-

tries present in the Lagrangian. If it is possible to find a solution to the system which

does not respect a given symmetry, we say that the symmetry is spontaneously bro-

ken. The spontaneous symmetry breaking mechanism gives masses to gauge bosons

and fermions in an elegant and consistent manner. In this section we introduce the

Higgs-Englert-Brout mechanism [3–5] as the symmetry breaking mechanism of the

Standard Model. In Section 1.2 we will expand on the phenomenological properties

of this particle.

Let us begin by considering a complex scalar field Φ of hypercharge Y = 1 and

weak isospin T3 = ±1
2
,

Φ =

φ1 + iφ2

φ3 + iφ4

, (1.17)

where φi are real fields. The dynamics of the field are described by the Lagrangian [2],

LΦ = |DµΦ|2 − V
(
|Φ|2

)
, (1.18)
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with Dµ given by Eq. (1.11) and where the potential term of Eq. (1.18) can be

expanded as,

V
(
|Φ|2

)
= −µ2|Φ|2 + λ|Φ|4, (1.19)

where we fix λ > 0 in order to guarantee the potential is bounded from below.

We must consider two possible scenarios for the potential of Eq. (1.19): µ2 < 0

and µ2 > 0. We are interested in the case µ2 > 0 as in this case the minimum for

the potential (V (|Φ0|2)), occurs for non-trivial solutions of Φ,

|Φ0|2 =
µ2

2λ
=
v2

2
(1.20)

where we have noted the expectation value of the vacuum, 〈0|Φ|0〉, as v = µ√
λ
.

ΦIMΦRE

Figure 1.1: Graphical example of the potential V (|Φ|2), of Eq. (1.19) for Φ a complex
field such as Φ = φ1 + iφ2.

We can expand the field around the minimum, where the perturbation h(x)

corresponds to the Higgs field whose physical realisation is the Higgs boson. In full

generality we can write, for a system close to the bottom of the potential,

Φ =
eiτ

aξa(x)

√
2

 0

v + h(x)

, (1.21)

where the v.e.v. of the field h(x) is equal to 0. It is clear from Eq. (1.21) that there

are infinitely many choices that would lead to the same solution for the potential.

A graphical example is shown in Fig. 1.1. The Goldstone theorem states that there

must exist a massless particle (called Goldstone boson) for every spontaneously

broken continuous symmetry [6]. For the broken SU(2) symmetry this corresponds
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to the three fields ξ(x). Substituting Eq. (1.21) into the potential of Eq. (1.19) it

reads,

V
(
|Φ|2

)
= −µ

2

2
(v + h(x))2 +

λ

4
(v + h(x))4, (1.22)

which generates self-interactions for the Higgs field (h(x)) as well as a mass term

for the scalar boson. Dropping constant terms and defining the Higgs boson mass

as mH = v
√

2λ we can reformulate Eq. (1.22) as,

V
(
|Φ|2

)
=

1

2
m2
Hh

2(x) +
m2
H

2v
h3(x) +

m2
H

8v2
h4(x), (1.23)

where, together with a mass term for the Higgs field, we find the trilinear and quartic

self-couplings of the Higgs boson.

Through a gauge transformation, we can eliminate the (explicit appearance of)

fields ξ(x). As a result of this transformation the weak gauge bosons obtain one

extra degree of freedom, becoming massive. This is known as the unitary gauge, in

which the field Φ reads,

Φ =
1√
2

 0

v + h(x)

. (1.24)

We now study how Eq. (1.24) affects the electroweak gauge bosons by substitut-

ing Eq. (1.24) into the kinetic term of Eq. (1.18) and keeping only the terms

quadratic in the gauge fields containing no derivatives,

|DµΦ|2 =
1

8
(v + h(x))2 {(g1Bµ − g2W

3
µ)2 + g2

2((W 1
µ)2 + (W 2

µ)2)
}
, (1.25)

where we have used τa = σa

2
. These terms generate masses for the gauge bosons

as well as interactions between the Higgs boson and the massive electroweak gauge

bosons. It is possible to identify in Eq. (1.25) three massive bosons corresponding

to the W± and Z bosons,

|DµΦ|2 =

(
1 +

h(x)

v

)2(
1

2
m2
ZZ

µZµ +m2
WW

+µW−
µ

)
, (1.26)
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where we have applied the following transformations,

W±
µ =

1√
2

(
W 1
µ ± iW 2

µ

)
, mW =

v

2
g2, (1.27)

Z0
µ =

1√
g2

1 + g2
2

(
g2W

3
µ − g1Bµ

)
, mZ =

v

2

√
g2

1 + g2
2, (1.28)

A0
µ =

1√
g2

1 + g2
2

(
g2W

3
µ + g1Bµ

)
, mA = 0. (1.29)

The fourth boson (A0
µ), massless and orthogonal to Z0

µ, corresponds to the photon of

the theory of electromagnetism and does not interact directly with the Higgs field.

Spontaneous symmetry breaking can also be used to give mass to the fermions

in a gauge invariant way. Let us first see what would happen if we tried to generate

masses for a fermion Ψf ; such a mass term would have the following structure:

Lf = mfΨfΨf = mfψf,L(x)ψfR(x), (1.30)

Such a term violates the gauge symmetry SU(2)L × U(1)Y and is thus not allowed.

It is however possible to generate a mass term for the fermions through the use of

the scalar field Φ adding the following gauge invariant Yukawa term,

LY = −
∑
f

λfΨf (x)Φ(x)Ψf (x), (1.31)

Expanding LY we obtain a mass term for the fermions as well as a Higgs-fermion

interaction proportional to the mass of the fermion,

LY = −
∑
f

mf

(
1 +

h(x)

v

)
ψf,L(x)ψf,R(x), (1.32)

with mf = 1√
2
vλf and where the sum is over the entire fermionic content of the

Standard Model (Table 1.1).

In general the coupling λf is a non-diagonal matrix, (λf )ij, which can introduce

a mixing between different generations of fermions (only of quarks for massless

neutrinos) if we wish to work in the mass basis. The mixing is parameterised by the

Cabbibo-Kobayashi-Maskawa (CKM) matrix. In the work presented in this thesis

we take the following two approximations: the CKM matrix is diagonal, i.e., no
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mixing is considered, and all quarks save the top are massless particles.

1.1.3 The QCD sector

The remaining gauge group, SU(3)c, corresponds to the theory of Quantum Chro-

modynamics, QCD, which describes strong interactions and is characterised by the

following Lagrangian,

LQCD = −1

4
F a
µνF

µν
a +

∑
f

Ψf (i /D −mf )Ψf , (1.33)

where the quarks are the only colour-charged fermions, f ≡ q, behaving as a triplet

under SU(3)c transformations. The covariant derivative in this case is given by:

Dµ = ∂µ + igst
aAaµ, (1.34)

where we have introduced the vector field Aaµ, corresponding to the gluons, and the

matrices ta which are the eight generators of SU(3). The coupling constant for the

strong interactions is gs and it is usually written in terms of αs = g2s
4π

.

SU(3) is a non-abelian group and thus the gauge bosons of this theory, the gluons,

interact with themselves. This self-interaction of the gluon arises from a quadratic

term in the field strength tensor F a
µν analogous to Eq. (1.16),

F a
µν = ∂µA

a
ν − ∂νAaµ − gsfabcAbµAcν , (1.35)

where fabc are the structure constants of SU(3) defined by,
[
ta, tb

]
= ifabctc.

1.1.4 The cross section: from theory to experiment

The experimental study of the Standard Model is performed through the collision

of fundamental particles at high speeds. Due to the quantum nature of the theory,

the outcome of a collision is not deterministic but probabilistic. In analogy with

classical mechanics, we can define a “cross section” from a state |i〉 to a state |f〉 as
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a measure of the probability of such a transition to occur,

σi→f =
Nf

NANB

, (1.36)

whereNf is the number of outgoing particles andNA andNB the number of incoming

particles from beams A and B per unit area.

The cross section is related to the Lagrangian through the scattering matrix S,

which gives the probability of transition between states,

Pif = | 〈f |S|i〉 |2 = |Mi→f |2, (1.37)

the matrix elements Mi→f are usually computed following the diagrammatic notation

introduced by Feynman [7]. Calculations in this thesis follow closely the techniques

of Ref. [8].

The matrix elements are a function of the momenta of the incoming (pa and pb)

and outgoing ({pn}) particles involved in the collision. In order to obtain a prediction

for the cross section it is necessary to integrate over all possible configurations of

the momenta of the final state particles. This is known as the phase space. The

formula for the cross section from ab to f is then,

σab→f (pa, pb; {pn}) =
1

2s

∫
dΦn |Mab→f (pa, pb; {pn})|2 , (1.38)

where
√
s is the center of mass energy such that s = (pa + pb)

2, the particles a and

b are coming respectively from beams A and B. dΦn is the short-hand notation for

the phase space,

dΦn =
n∏
i=1

(
d3pi

2Ei(2π)3

)
(2π)4 δ4

(
pa + pb −

∑
pi

)
. (1.39)

Hadronic collisions and the partonic cross section

In the previous discussion it is assumed that the particles incoming into the scatter-

ing event are fundamental. However, this does not need to be the case. In hadron

collisions, complex objects made of partons (quarks and gluons) interact. The strong

dynamics of the partons within the hadrons cannot be described in terms of the scat-



1.1. The Standard Model 13

tering of free particles but, at the high energies that collisions occur it is possible

to factorise Eq. (1.38) into a partonic cross section (dσ̂ab→f ) and a function describ-

ing the probability density of the partons within the hadrons, a parton distribution

function or PDF [9],

σhA,hB→f =
∑
a,b

∫
dxa
xa

dxb
xb
fAa (xa)f

B
b (xb) dσ̂ab→f (pa, pb; {pn}), (1.40)

where hA and hB are the hadrons coming from beams A and B and fAa (xa) is the

PDF for finding parton a inside hadron hA with a fraction of the momentum of

the hadron carried by the parton xa. The validity of Eq. (1.40) will be challenged

in Section 2.1.

Perturbative expansion of the cross section

The experimental study of particle collisions at colliders corresponds to very ener-

getic situations in which the particles interact for a very short amount of time. In

this situation the matrix element squared, M = |M|2, can be expanded in terms of

powers of the coupling αs. If there are n QCD interactions at the lowest order we

can break the matrix element squared as,

M =
(αs

2π

)n
MLO +

(αs
2π

)n+1

MNLO +
(αs

2π

)n+2

MNNLO +O
(
αn+3
s

)
, (1.41)

and accordingly the differential partonic cross section as,

dσ̂ =
(αs

2π

)n
dσ̂LO +

(αs
2π

)n+1

dσ̂NLO +
(αs

2π

)n+2

dσ̂NNLO +O
(
αn+3
s

)
, (1.42)

Each new term in Eqs. (1.41) and (1.42) introduce new QCD interactions in the

form of closed loops or radiation of particles both suppressed by factors of αs, despite

this suppression they are known to be of importance for an accurate description of

the theory. The terms LO, NLO and NNLO refer to the order in the expansion

on αs being leading order, next-to-leading order and next-to-next-to-leading order

corrections respectively. Chapter 2 is dedicated to the computation of higher-order

QCD corrections.
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1.1.5 Regularisation, renormalisation and ultraviolet

divergences

The calculation of quantum corrections to scattering rates requires loop integrals

over the momenta of the virtual particles contained within the loop. The momen-

tum of a virtual particle can grow arbitrarily large, giving rise to ultraviolet (UV)

divergences.

UV divergences can be controlled by dimensional regularisation (DR)[10]. In

DR the integral is calculated as an analytic function of the continuous space-time

dimension D = 4−2ε such that divergences are expressed as poles in 1
ε
. In the limit

ε→ 0 we recover the usual 4-dimensional space.

UV poles always appear in the form [11]:

Γ(1 + ε)

ε
=

1

ε
+ log(4π)− γE +O(ε), (1.43)

and can be removed through a redefinition of the quantities in the Lagrangian,

for QCD this means a reformulation of the quark and gluon fields as well as the

couplings and the masses.

Ψbare = Z
1/2
2 Ψ(x) Aµbare(x) = Z

1
2
3 A

µ(x), (1.44)

g2
s,bare = Zgg

2
s , mbare = Zmm. (1.45)

In performing this redefinition, the Lagrangian has lost predictive power as

masses and couplings have become inputs of the theory. Counterterms absorb all UV

divergences order by order. By taking the perturbative expansion of the Zi = 1+δZi

we can define a counterterm Lagrangian (Lc.t.) relating the renormalised Lagrangian

(Lren) and the original bare Lagrangian (Lbare),

Lbare = Lren + Lc.t., (1.46)

so that all UV divergences live in Lc.t..

The choice of the pole-subtracting counterterm is not unique. In the minimal-
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subtraction scheme (MS) the counterterms are chosen such that only the 1
ε

pole

is removed. In the calculations presented in this thesis, all quantities are renor-

malised using the MS scheme in which the whole of Eq. (1.43) is subtracted, which

corresponds to a re-scaling of the 1
ε

poles, 1
ε

= C(ε)1
ε
,

C(ε) = (4π)εe−εγE . (1.47)

After the regularisation procedure, the coupling constant αs is promoted to a

massive quantity αs → µ2ε
Rαs. The scale at which we renormalise the theory, µR,

is an unphysical parameter on which physical predictions must not depend. When

computing fixed-order corrections in perturbative theory a residual dependence of

order O(αn+1
s ) is kept as we truncate the series at order n.

Imposing µ-independence leads to the renormalisation group equation (RGE),

which for the coupling αs takes the form:

µ2
R

∂αs(µ
2
R)

∂µ2
R

= β(αs(µ
2
R)), (1.48)

requiring a boundary condition, αs(Q
2
0) = αreference

s (usually chosen to be Q0 = mZ),

determined experimentally.

The function β(αs), known to 5-loops [12], characterises the behaviour of αs(Q
2)

which at leading order reads,

αs(Q
2) =

αs(µ
2
R)

1 + β0

(
αs(µ2R)

4π

)
log
(
Q2

µ2R

) . (1.49)

The positive sign for the value of β0 for QCD means the evolution equation for αs(Q
2)

gives rise to a phenomenon known as asymptotic freedom, i.e., αs(Q
2) decreases as

the energy transfer increases. Asymptotic freedom allow us to compute predictions

for high energy collisions making use of perturbative tools where the expansion is on

the small parameter αs. In contrast, as the energy decreases αs(Q
2) will increase, and

so the low energy strong dynamics cannot be computed perturbatively. In Section 2.4

we detail the higher-order evolution of the strong coupling up to NNLO as well as the

dependence on µR of arbitrary observables computed at fixed-order in perturbation
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theory.

1.2 Higgs boson phenomenology

The electroweak symmetry breaking mechanism (Section 1.1.2) as proposed by P.

Higgs [3, 4] and F. Englert and R. Brout [5] has, as a consequence, the existence

of an additional massive particle as the physical manifestation of the scalar field.

These massive modes were realised as scalar bosons and would later be referred to

as the Higgs bosons.

Shortly after its inception, the Higgs boson became part of the Standard Model

and alongside the discovery of the third generation of quarks and the gauge vector

bosons, is another proof of the immense predictive success of the Standard Model

of particle physics.

In this section we outline the production modes for the Higgs boson at hadron

colliders (Section 1.2.1) and its decay modes (Section 1.2.2) and we finish with a

review of its discovery in 2012.

1.2.1 Higgs boson production at hadron colliders

Higgs boson production at hadron colliders can occur through four different channels:

in gluon fusion and tt̄H the Higgs boson is produced via its Yukawa coupling to

massive quarks whereas in Vector Boson Fusion and associated production

VH it is produced via its VVH vertex. Some examples are depicted in Fig. 1.2.

g

g

q

H

(a) Gluon fusion Higgs boson pro-
duction or ggF.

q
W
± /Z

H

(b) Associated Higgs and gauge bo-
son production or VH.

Figure 1.2: Examples of Higgs boson production processes in hadron collisions.
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Figure 1.3: Higgs production rate for different subprocess at a center of mass energy
of
√
s = 7 TeV. Plots by the Higgs cross section working group [13].

Of all production modes, the most important in the LHC is the gluon fusion

or ggF mode. The Higgs boson does not couple directly to gluons, but indirectly

through a massive quark loop. Fig. 1.3 shows the production rate for the Standard

Model Higgs boson at the LHC as a function of its mass. The ggF mode is the

dominant production mode in the entire range of the Higgs boson masses available

to the LHC. Today we know the Higgs boson mass sits around mH ∼ 125 GeV,

where the ggF channel is an order of magnitude greater than any other.

q

Q

W
± /Z

H

Figure 1.4: Vector Boson Fusion Higgs boson production or VBF.

The second most important channel is the Vector Boson Fusion Higgs boson

production or VBF mode, to which this thesis is dedicated, depicted in Fig. 1.4. In

this mode each of the incoming protons radiates a gauge vector boson which then

fuse to produce a Higgs boson. This channel is the most important among processes

in which the Higgs boson is produced via a VVH vertex. It is also second overall in

the inclusive production rate of the boson, amounting to an approximately 10% of

the dominant ggF mode.
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Third in importance is associated production with a vector boson or VH mode.

In this channel a quark and an antiquark annihilate to produce a vector boson which

then radiates a Higgs boson. Note that this channel would gain importance with

respect to VBF in a proton-antiproton collider, where both annihilating quarks are

valence quarks.

The last of the production channels is associated production alongside a tt̄ pair.

All of them have been observed at the LHC [14].

1.2.2 Higgs boson decay at hadron colliders

For a Higgs boson of mass mH ' 125 GeV, compatible with the current experimental

figures [15] the decay width of the particle is Γ ' 4 MeV [13]. This narrow value

of ΓH makes the Higgs boson a very short-lived boson which almost immediately

decays into longer-lived particles. Experimentally, the current bound for the Higgs

boson width is ΓH < 13 MeV [16]. The branching ratio (BR) for the decay of a

particle to a particular final state is the ratio between the decay rate for that process

and the total decay rate integrating over every possible final state. In Fig. 1.5 the

branching ratio of the Higgs boson to different final states is plotted as a function

of the mass of the resonance.

For mH ' 125 GeV, the dominant production channels are the Higgs boson de-

cays to b-quarks and to gauge vector bosons which can suffer from important back-

grounds coming from other production modes and are thus experimentally challeng-

ing. Experimentally it is preferred to use decay modes in which the final products are

composed only of photons (H→ γγ) or leptons and missing energy (H→ ZZ∗ → 4l

or H→WW∗ → 2l2ν). Although they might have a smaller branching ratio, these

decay channels are much easier to isolate. In Fig. 1.6 we show examples of diagrams

for the Higgs boson decay into two photons (like ggF, this mode is mediated by a

heavy gauge boson and quark loops) and Higgs boson decay into two gauge bosons

which decay themselves into a pair of fermions each.
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Figure 1.5: Higgs boson branching ratios as a function of the mass of the boson.
Plot by the Higgs cross section working group [13].

H
q

γ

γ

(a) Higgs boson decay into two pho-
tons via a heavy quark loop.

H
V

V

(b) Decay of the Higgs boson to four
fermions.

Figure 1.6: Examples of Higgs boson decay modes.
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1.2.3 The discovery of the Higgs boson

The Higgs boson has been part of the experimental agenda for many years. Direct

searches were performed in the LEP and Tevatron colliders with no success. The

LEP collider was able to set a lower limit for the resonance, finding mH > 114 GeV.

The Tevatron collider conducted searches for the Higgs boson in the range 100 −

200 GeV and was able to exclude a resonance at the very start of the range (100−

103 GeV) as well as near the upper end (mH < 147 GeV). Events were found in

the range in which the Higgs boson was later confirmed by the LHC, but with no

statistical significance [17, 18].

The ATLAS and CMS experiments of the LHC, prior to the announcement of

the discovery, were able to confirm and extend the exclusion ranges from previous

colliders. The 2011 exclusion range can be seen in Fig. 1.7.

Figure 1.7: Experimental limits from LEP, Tevatron and LHC on the Higgs boson
mass on the 100 − 600 GeV mass range by the year 2011. The dashed limit show
the expected limit in the absence of the Higgs boson. Plot from Ref. [18].

The discovery of the Higgs boson was announced in the summer of 2012, both

the ATLAS and CMS experiments were able to independently identify a resonance

at a mass of around 125 GeV which was compatible with the Standard Model Higgs
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boson. The signal strength of the different Higgs boson decay modes at the time of

the discovery of the particle are shown in Fig. 1.8.

Figure 1.8: Best fit value for the Higgs boson cross section for each decay mode
relative to the expected Standard Model value: µ = σ

σSM
. Plots from Ref. [19].

After the discovery of the boson, some key questions remain: is this the Standard

Model Higgs boson? Or does it correspond to one of the many supersymmetric

Higgs-like particles which just happens to be compatible with the Standard Model?

Do the couplings of the Higgs boson correspond to the Standard Model couplings in

all cases? These questions and many more motivate the precise study of the Higgs

boson production modes at hadron colliders in order to stress test the Standard

Model and find evidence of new physics.



Chapter 2

Higher-Order QCD Corrections

This chapter is dedicated to the challenges of cross-section calculations beyond lead-

ing order in perturbative QCD. Let us begin by recalling the formula for the per-

turbative cross section of Eq. (1.42),

dσ̂ =
(αs

2π

)n
dσ̂LO +

(αs
2π

)n+1

dσ̂NLO +
(αs

2π

)n+1

dσ̂NNLO +O
(
αn+3
s

)
, (2.1)

where the NLO and NNLO pieces are the first and second order QCD corrections

respectively.

Firstly, in Section 2.1 we challenge the validity of the naive factorisation between

partonic and physical cross sections. In Section 2.2 we review the different types of

infrared divergences appearing in NLO and NNLO calculations and in Section 2.3 we

introduce a method to remove them: the antenna formalism. The chapter concludes

with the application of the RGE to arbitrary observables in order to study their

scale-dependent terms.

2.1 The improved parton model

In Eq. (1.40) we naively factorised the physical cross section into a partonic cross

section and a PDF. In the partonic cross section the momenta of the initial-state

(i.s.) partons are fixed and the integration is performed over the final-state (f.s.)

particles. The PDF encodes the parton dynamics within the hadron depending only
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on a variable x, the fraction of the hadron momentum carried by the parton.

The i.s. partons can themselves radiate other particles before entering the scat-

tering process. Two scenarios can be distinguished: if the radiated partons are un-

resolved with respect to the incoming parton (which acts as the radiator) then the

momentum fraction it carries will be modified. On the other hand, if the transverse

momenta of the emissions are large enough, the radiated particles will be identified

as external particles and must be computed as part of the scattering matrix ele-

ment. This distinction between short and long distance physics is parameterised by

the introduction of a cut-off factorisation scale µF.

We can relate the “bare PDF” of Eq. (1.40) to the physical PDF by convolution

with a factorisation kernel of inverse Γ−1 [20]. In symbolic notation∗,

f b(x) = f(µF )⊗ Γ−1(µF), (2.2)

where the elements Γij of the (npartons x npartons) Γ matrix can also be perturbatively

expanded in αs corresponding to the number of emissions:

Γij(z, µF) = δijδ(1−z)+

(
αs(µF)

2π

)
Γ1
ij(z)+

(
αs(µF)

2π

)2

Γ2
ij(z)+O

(
αs(µF)3

)
. (2.3)

The notation Γij indicates that they contain all colour information from the splitting

vertex, as opposed to the colour striped Γij. In the MS scheme they read [20, 21],

Γ1
ij(z) = −1

ε
P 0
ij(z), (2.4)

Γ2
ij(z) =

1

2ε2
[
(P 0

jk ⊗ P 0
ki)(z) + 2β0P

0
ij(z)

]
− 1

2ε
P 1
ij(z), (2.5)

where for simplicity Γ2
ij(z) can be decomposed as,

Γ2
ij(z) = Γ

2

ij(z)− β0

ε
Γ1
ij(z) +

1

2

(
Γ1
ik ⊗ Γ1

kj

)
, (2.6)

Γ
2

ij(z) = − 1

2ε

(
P 1
ij(z) +

β0

ε
P 0
ij(z)

)
. (2.7)

These functions are defined in terms of the DGLAP [22] kernels (P ij(z)), which

∗Defining (f ⊗ g)(x) =

∫ 1

0

dy dz δ(x− yz)f(y)g(z).
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can be understood as the probability for a parton j emitting a collinear parton i

with momentum fraction of the original parton z. The splitting functions are definite

positive for z < 1 and at the lowest order they read [11],

P 0
qq(z) =

N2 − 1

2N

(
1 + z2

(1− z)+

+
3

2
δ(1− z)

)
, (2.8)

P 0
qg(z) =

1

2

(
z2 + (1− z)2

)
, (2.9)

P 0
gq(z) =

N2 − 1

2N

(
1 + (1− z)2

z

)
, (2.10)

P 0
gg(z) = 2N

(
z

(1− z)+

+
1− z
z

+ z(1− z)

)
+ δ(1− z)

11N − 2Nf

6
, (2.11)

with the plus distribution defined as,∫ 1

0

dz g(z)f+(z) =

∫ 1

0

f(z) (g(z)− g(1)) . (2.12)

We can now replace the bare PDF we used in Eq. (1.40) with the physical PDF

of Eq. (2.2), dropping the x-dependence for simplicity,

dσ = f b · dσ̂ · f b

= f ⊗ Γ−1 · dσ̂ · Γ−1 ⊗ f = f ⊗ dσ̂′ ⊗ f , (2.13)

where after mass factorisation the partonic cross section is,

dσ̂′ = Γ−1 · dσ̂ · Γ−1. (2.14)

Using Eq. (2.3) it is possible to define LO, NLO and NNLO contributions akin

to Eq. (2.1) depending on the order in αs at which they enter the calculation [21],

dσ̂MF, NLO
ij (pa, pb) = −

∫
dz1

z1

dz2

z2

Γ1
ij;kl(z1, z2) dσ̂LO

kl (z1pa, z2pb), (2.15)

dσ̂MF, NNLO
ij (pa, pb) = −

∫
dz1

z1

dz2

z2

{
Γ

2

ij;kl(z1, z2) dσ̂LO
kl (z1pa, z2pb)

+ Γ1
ij;kl(z1, z2)

(
dσ̂NLO

kl (z1pa, z2pb)−
(αs

2π

) β0

ε
dσ̂LO

kl (z1pa, z2pb)

)
+

1

2

[
Γ1
ij;ab ⊗ Γ1

ab;kl

]
(z1, z2) dσ̂LO

kl (z1pa, z2pb)

}
(2.16)
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where we make use of the short-hand notation,

Γl
ij;kl(z1, z2) = C̄ l(ε)

(αs
2π

)l (
Γl
ki(z1)δjlδ(1− z2) + Γl

lj(z2)δikδ(1− z1)
)
. (2.17)

The form of the mass factorisation or MF terms is completely general and its in-

clusion is of vital importance for the regulation of initial-state collinear singularities

which will be introduced in the next section.

2.2 Infrared divergences

(a) Born level diagram.

−→

(b) Real radiation diagram. (c) Virtual diagram.

Figure 2.1: Example of higher-order corrections for a scattering process. The incom-
ing arrows represent the i.s. particles, the outgoing arrow one of the f.s. particles.
The shaded blob in the middle represents the rest of the hard-scattering process.

In Section 1.1.5 the integration over all possible momentum configurations in the

loop integral gave rise to UV divergences when the momenta of the particles were

large. Similarly, when the momenta of massless particles in the loop become very

small we may encounter infrared (IR) divergences.

Physical observables are required to be IR-safe. An observable is said to be

infrared safe or IR-safe when it is insensitive to radiation in the infrared limit.

These can take the form of soft or collinear limits, a differentiation which will be

further explored within this section. For soft limits this condition can be formulated

for a given observable O which depends on a set of momentum {p1, . . . , pi, . . . , pn}

as

lim
pi→0

O (p1, . . . , pi−1, pi, pi+1, . . . , pn) = O (p1, . . . , pi−1, pi+1, . . . , pn) , (2.18)
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while for collinear limits it takes the form

lim
pi||pi+1

O (p1, . . . , pi, pi+1, . . . , pn) = O (p1, . . . , pi + pi+1, . . . , pn) . (2.19)

A good example of an IR-unsafe observable would be the number of particles in a

collision. In contrast, observables such as the number of jets in an event (which we

study later in this chapter) can be defined to be IR-safe.

The calculation of scattering amplitudes, however, can bring about IR singulari-

ties. In dimensional regularisation these appear as poles on the parameter ε. When

the dependency on ε is explicit the singularities are known as “explicit singularities”.

These can appear in virtual (V) amplitudes, i.e., diagrams with loops.

On the other hand, if the ε-dependency is not explicit, the singularities are said to

be “implicit”. This is the case of real radiation amplitudes (R) where the momenta

of the radiated partons can go arbitrarily small or collinear∗. When this happen we

say the radiator and radiated partons are “unresolved”, i.e., they can no longer be

resolved as separate objects.

Naively, one could think these considerations make the calculation of higher order

cross sections (which include both R and V contributions) IR-unsafe. For instance,

at NLO we could write,

σ̂HO
ij = σ̂V

ij + σ̂R
ij. (2.20)

As there should be no infrared singularities the expectation is that they should

cancel. Indeed, the work of Bloch and Nordsieck [23] for QED and more generally by

Kinoshita [24], Lee and Nauenberg [25] shows this is the case, infrared singularities

cancel between R and V contributions when all unresolved or mass-degenerated

states are summed together. This is known as the KLN theorem.

Note that this result does not apply to i.s. collinear singularities as they are

a fixed input to the scattering. These are however eliminated by the MF terms

introduced in Section 2.1. We can reformulate Eq. (2.20) for hadronic initial states

∗Note we consider massless QCD, i.e., a pair of collinear quark and antiquark is massless and
generates a singularity. This will be seen more clearly later in this chapter when we review the
different types of singularities.
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to include these mass factorisation terms in order to make the cross section IR-safe,

σ̂HO
ij = σ̂V

ij + σ̂R
ij + σ̂MF

ij . (2.21)

2.2.1 Colour ordered matrix elements

QCD amplitudes can be decomposed into colour stripped subamplitudes such that

colour and kinematics can be separated [8, 26]. The full matrix element M is ob-

tained upon summing over all possible gluon permutations of the partial amplitude

M,

M =
∑
perm.

λ(a, b, . . .)M(a, b, . . .), (2.22)

whereM depends only on the helicity and phase space configurations and all colour

content is encoded in the function λ. In this picture singularities, be they real or

virtual, only occur between colour-neighbouring partons. In our notation, this is

represented as adjacent arguments in functions, for instance in the amplitude M,

M(. . . , i, j, k, . . .), (2.23)

the two colour-neighbours of j are i and k.

i j

a b

d1

i j

b a

d2

i j

a b

d3

Figure 2.2: Diagrams corresponding to a quark current from which two gluons are
radiated.

Let us see this explicitly using as an example the two-emission quark current

of Fig. 2.2, made up of three diagrams. The complete current J
(0)
2 in terms of the

three partial amplitudes of Fig. 2.2 is,

J
(0)
2 = tbjkt

a
ki d1 + tajkt

b
ki d2 + if cabtcji d3, (2.24)

corresponding to the two permutations of gluons a and b. It will be useful for the
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discussion of Section 2.2.3 to note that the first two diagrams present propagators

proportional to 1
sia

while only the three-gluon diagram presents a propagator pro-

portional to 1
sab

.

The treatment of the colour content is performed extracting the colour coefficient

of the QCD vertices, which are proportional either to the SU(3)c generators ta or to

the structure constant fabc, related to the ta matrices through,

fabc = 2i
(
Tr
{
tatbtc

}
− Tr

{
tatctb

})
, (2.25)

The traces can be removed through the Fierz relation:

taijt
b
kl =

1

2

(
δilδjk −

1

N
δijδkl

)
. (2.26)

Using these relations we can reformulate Eq. (2.24) as,

J
(0)
2 = tbjkt

a
ki J

(0)
2 (i, a, b, j) + tajkt

b
ki J

(0)
2 (i, b, a, j) (2.27)

with,

J
(0)
2 (i, a, b, j) = d1 + d3, (2.28)

J
(0)
2 (i, b, a, j) = d2 − d3. (2.29)

The square of the current can then be separated according to the different colour

prefactors, summing over final and averaging over initial colours as,

∑∣∣∣J(0)
2

∣∣∣ =
N2 − 1

4

(
M

(0)
2g −

1

N2
M̃

(0)
2g

)
, (2.30)

where here we have notated the colour leading and subleading squared matrix ele-

ments M and M̃ as,

M
(0)
2g =

∣∣∣J (0)
2 (i, a, b, j)

∣∣∣2 +
∣∣∣J (0)

2 (i, b, a, j)
∣∣∣2 , (2.31)

M̃
(0)
2g =

∣∣∣J (0)
2 (i, ã, b̃, j)

∣∣∣2 =
∣∣∣J (0)

2 (i, a, b, j) + J
(0)
2 (i, b, a, j)

∣∣∣2 . (2.32)

Note the absence of the three-gluon vertex from Eq. (2.32). Since we have removed

the gluon self-interaction, they behave like a photon. We note these abelian-like
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gluons as ã.

2.2.2 Virtual corrections

After UV poles in 1
ε

have been absorbed in the redefinition of the physical parameters

of the system, the leftover 1
ε

poles correspond to the IR divergences of the loop

calculation. The IR 1
ε

structure of the QCD virtual amplitudes is known up to two

loops [27] and allows for the decomposition of virtual amplitudes such as the one

depicted in Fig. 2.1c,

M(l)
n (ε; {pn}) =M(l)

n,finite({pn}) +
l∑

i=1

I(i)
n (ε; {pn})M(l−i)

n (ε; {pn}) , (2.33)

where I(i)
n (ε; {pn}) are the appropriate combinations of the Catani pole operators

that can be found in Refs. [27, 28].

At NLO the virtual matrix element squared corresponds to the interference be-

tween the virtual amplitude and the tree level amplitude of the same multiplicity.

Dropping ({pn}) from the argument list we have,

M (1)
n (ε) ≡

〈
M(1)

n (ε)
∣∣M(0)

n

〉
+
〈
M(0)

n

∣∣M(1)
n (ε)

〉
, (2.34)

accordingly, the 1
ε

structure of the squared matrix elements, using Eq. (2.33), will

be proportional to the tree level squared amplitude, M
(0)
n ;

M (1)
n (ε) =

(
I(1)(ε) + I(1)†(ε)

)
M (0)

n . (2.35)

At NNLO we can find one-loop one-emission matrix elements, which correspond

to the same structure as Eq. (2.34) with n→ n+ 1,

M
(1)
n+1(ε) ≡

〈
M(1)

n+1(ε)
∣∣∣M(0)

n+1

〉
+
〈
M(0)

n+1

∣∣∣M(1)
n+1(ε)

〉
. (2.36)

We also find at NNLO two-loop matrix elements which are different from Eq. (2.34)

in that they also receive a contribution from the 1-loop amplitude squared,

M (2)
n (ε) ≡

〈
M(1)

n (ε)
∣∣M(1)

n (ε)
〉

+
〈
M(2)

n (ε)
∣∣M(0)

n

〉
+
〈
M(0)

n

∣∣M(2)
n (ε)

〉
, (2.37)
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and thus the 1
ε

singular structure of the double virtual matrix element squared yields,

M (2)
n (ε) =

(
I(1)(ε)I(1)†(ε)

)
M (0)

n (2.38)

+
(
I(1)(ε) + I(1)†(ε)

)
M (1)

n (ε) +
(
I(2)(ε) + I(2)†(ε)

)
M (0)

n .

2.2.3 Real radiation, implicit divergences

Consider a real emission diagram such as Fig. 2.1b. If the arrow represents a massless

fermion the propagator is proportional to:

/pi + /pj
sij

=
/pi + /pj

2EiEj(1− cos(θij))
, (2.39)

whereas if it were a gluon, we would find,

1

sij
=

1

2EiEj(1− cos(θij))
, (2.40)

where in both equations i and j are the two outgoing particles, Ei and Ej are their

energies, and θij the angle between them.

When partons i and j can be independently measured, we say they are re-

solved. Otherwise the parton is said to be unresolved. The propagators of Eq. (2.39)

and Eq. (2.40) develop singularities when any of their components becomes unre-

solved, which can occur in two different configurations:

- Soft limits, denoted as pi → 0: the momentum of a parton goes to 0. If both

i and j are gluons, both Ei and Ej give rise to the singularities. If one of the

particles is a quark, fermion number conservation will make the whole matrix

element vanish in that limit.

- Collinear limit, denoted as pi||pj: the two partons become collinear and thus

inseparable, it corresponds to cos(θij)→ 1.

In both cases the invariant sij becomes much smaller than the rest of the scales

of the scattering process. The phase space integral is over all possible physical con-

figurations which include both the collinear and soft limits as well as combinations
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of the two. In the singular limits, colour-stripped QCD amplitudes factorise into

a singular function f(i, j, k) and a reduced matrix element M ′ with the unresolved

particle pinched out [29]. The singular function f(i, j, k) depends only on the par-

tons involved in the limit, where j is the unresolved parton and i and k are the two

resolved hard radiators. M ′ is a function of a reduced momentum set corresponding

to a mapping of the unresolved parton into its two hard radiators, {pn} → {p̄n−1}.

At tree level we can write,

lim
pj→unresolv.

Mn(. . . , pi, pj, pk, . . .) = f(pi, pj, pk) ·M ′
n−1(. . . , p̄I , p̄K , . . .). (2.41)

The functional form of the function f depends on the type of limit we are con-

sidering: soft or collinear.

Soft limit

In the soft limits, the function f is a soft eikonal factor, Sijk = 2sik
sijsjk

, and depends

only on the momentum of the particles involved in the limit. The momentum set

of the reduced matrix element ({p̄n−1}) is such that, as the momentum of the unre-

solved parton vanishes, all other must remain the same. If we consider a soft limit

in which the parton j goes soft between i and k we find,

p̄I → pi, (2.42)

p̄K → pk, (2.43)

which any {pn} → {p̄n−1} mapping must fulfil.

The factorisation of a matrix element M for j going soft takes the form [29],

lim
pj→0

Mn(. . . , pi, pj, pk, . . .) = Sijk ·M ′
n−1(. . . , p̄I , p̄K , . . .). (2.44)

In Eq. (2.44) it is clear that singularities occur only through the invariants sij

and sjk. This is in accordance with Section 2.2.1.
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Collinear limit

In collinear limits the function f describing the singularity is one of the Altarelli-

Parisi splitting functions [22]: P µν
ij→I(x), where the spin dependence is made explicit

through the indices µν. The variable x represents the fraction of momentum p̄I =

pi + pj carried by parton j. In the singular limit in which particle i is parallel to

particle j the factorisation of M takes the form,

lim
pi||pj

Mn(. . . , pi, pj, . . .) =
P µν
ij→I

sij
·M ′µν

n−1(. . . , p̄I , . . .). (2.45)

Contrary to soft functions, the form of the splitting functions depends on the identity

of the partons involved in the limit and on their helicity configuration.

For simplicity, it is convenient to define and use the spin-averaged splitting func-

tions instead,

P µν
ij→I

sij
·M ′µν

n−1(. . . , p̄I , . . .) =
Pij→I
sij

·M ′
n−1(. . . , p̄I , . . .) + angular terms, (2.46)

where the angular terms are non-zero only when the splitting parton I is a gluon.

These terms are not singular and they vanish after integration over the azimuthal

variable [30]. They will be further explored in Section 2.3.1, as they introduce

spurious local singularities beyond NLO in our subtraction prescription.

The mapping of the original momentum set to the reduced set merges the two

collinear partons, i and j, into a parton I carrying the sum of both. The condition

the mapping {pn} → {p̄n−1} should fulfil is then,

p̄I = pi + pj. (2.47)

The splitting functions also depend on whether the partons involved in the limit

are final or initial-state particles. Since i.s. are always resolved, when one of the i.s.

partons is involved in the limit it can only act as a hard radiator. However, it is not

guaranteed for the i.s. parton to conserve its identity between the original matrix

element Mn and the reduced matrix element M ′
n−1. We call such cases “identity-

changing” limits.
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The previous discussion also applies beyond NLO, where two limits can appear

together and more than one function (soft or splitting) must be applied. It is useful

to highlight two special cases:

Triple collinear limit

In this case, analogous to the collinear limit, a third particle k goes collinear with

i and j. This triple collinear singularity results in a new family of splitting func-

tions [31, 32].

lim
pi||pj ||pk

Mn(. . . , pi, pj, pk, . . .) = Pijk→I ·M ′
n−1(. . . , p̄I , . . .). (2.48)

One-loop one-radiation

The previous discussion can also be extended to the one-loop one-emission matrix

element, with the exception that, since the one-loop matrix element squared is the

result of the interference between a one-loop and a tree-level amplitude of the same

multiplicity (Eq. (2.36)), the factorisation of Eq. (2.41) needs to be reformulated as

lim
pj→unresolv.

M (1)
n (. . . , pi, pj, pk, . . .) = f (1)(pi, pj, pk) ·M ′(0)

n−1(. . . , p̄I , p̄K , . . .) (2.49)

+ f (0)(pi, pj, pk) ·M ′(1)
n−1(. . . , p̄I , p̄K , . . .),

where f (1) is the one-loop soft or splitting function [33].

2.2.4 Infrared cancellation

It has been previously stated that singularities introduced by the phase space in-

tegration of unresolved particles cancel against the virtual contributions at a given

order in αs as a result of the KLN theorem. However, by splitting the cross section

into different pieces defined by the multiplicity of the phase space, the divergences

are also split among different terms. Despite cancelling after integration, each com-

ponent in Eq. (2.20) is divergent by itself. We recall here the relevant formulae

making explicit the dimensionality of the phase space of each component (dropping
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the indices for the i.s. partons i and j for simplicity),∫
dσ̂HO =

∫
dσ̂R

n+1 +

∫
dσ̂V

n , (2.50)

dσ̂R
n+1 = dΦn+1 ({pn+1})M (0)

n+1, (2.51)

dσ̂V
n = dΦn ({pn})M (1)

n + dσ̂MF
n , (2.52)

where for now we absorb the MF piece within the V contribution as they share

the same final state kinematics. The singular part of the phase space in the R

contribution can be analytically integrated in dimensional regularisation so that the

poles in ε are made explicit, cancelling with the poles of the V contribution and

making the integration finite. In general the analytical integration is not feasible

and numerical methods for evaluating the cross section are used instead. These

numerical methods require each integrand to be finite by itself and so Eq. (2.50)

cannot be directly evaluated.

One method for rendering the different pieces of the cross section finite is to

subtract divergences from the R-type contributions and make them explicit in the

V-type contributions, thus cancelling the 1
ε

poles. Methods implementing this idea

are called subtraction methods [34–37]. Two “counterterms” are then added to the

cross section, S and T,∫
dσ̂HO =

∫ (
dσ̂R

n+1 − dσ̂S
n+1

)
+

∫ (
dσ̂V

n − dσ̂T
n

)
, (2.53)

where each bracketed term is finite by itself and where the T and S terms are related

through: ∫
1

dσ̂S
n+1 = − dσ̂T

n , (2.54)

i.e., the subtraction term for the virtual level (T) must equal the integration over the

phase space of the extra emissions (denoted as 1 in this case) of the real subtraction

term (S). As a consequence, the total cross section is also left unchanged.

In order to transfer divergences from the real radiation matrix element to the

virtual contributions it is necessary to be able to integrate the singular pieces by
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themselves, keeping the reduced matrix element untouched. Therefore, the phase

space must be factorisable:

dΦn+1 ({pn+1}) = dΦX (pi, pj, pk; p̄I , p̄K) dΦn ({p̄n}), (2.55)

where dΦX is the phase space of the singular partons and dΦn the phase space of

the reduced momentum set {p̄n} which corresponds to a mapping of the original set

{pn+1} with the unresolved particle removed.

Beyond NLO

At NNLO each term in the full cross section of Eq. (2.1) needs to be broken down

in terms of the multiplicity of the phase space,∫
dσ̂ =

(αs
2π

)m ∫
dσ̂B

n

+
(αs

2π

)m+1
∫ (

dσ̂R
n+1 + dσ̂V

n

)
(2.56)

+
(αs

2π

)m+2
∫ (

dσ̂RR
n+2 + dσ̂RV

n+1 + dσ̂VV
n

)
,

where RR, RV and VV stand for double real, real virtual and double virtual respec-

tively. MF terms at NNLO have been absorbed into the RV or VV layers depending

on their multiplicity.

Since each term (other than the Born contribution) is singular when integrated

by itself, it is necessary to add a counterterm for each higher-order contribution:∫
dσ̂ =

(αs
2π

)m ∫
dσ̂B

n

+
(αs

2π

)m+1
[∫ (

dσ̂R
n+1 − dσ̂S, NLO

n+1

)
+

∫ (
dσ̂V

n − dσ̂T, NLO
n

)]
(2.57)

+
(αs

2π

)m+2
[∫ (

dσ̂RR
n+2 − dσ̂S

n+2

)
+

∫ (
dσ̂RV

n+1 − dσ̂T
n+1

)
+

∫ (
dσ̂VV

n − dσ̂U
n

)]
,

S, T and U are the subtraction terms such that all integrals (each corresponding to

a given multiplicity) are finite for any phase space point.

In order for the physical cross section to remain unchanged, upon their respective
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integrations they must satisfy∫
dσ̂S

n+2 +

∫
dσ̂T

n+1 +

∫
dσ̂U

n = 0, (2.58)

in analogy to Eq. (2.54), Eq. (2.58) must be valid at the differential level. While

in Eq. (2.54) the relationship between the higher and lower multiplicity cross sections

was clear, this is not the case at NNLO, where there are three different multiplicity

configurations to consider. Let us first separate the RR subtraction term (S) and

RV subtraction term (T) into two subcomponents (a) and (b),

dσ̂S
n+2 = dσ̂

S,(a)
n+2 + dσ̂

S,(b)
n+2 , (2.59)

dσ̂T
n+1 = dσ̂

T,(a)
n+1 + dσ̂

T,(b)
n+1 , (2.60)

where component (a) subtracts the NLO-like singularities (single emission in the RR

case and explicit poles in the RV case) and the (b) component subtracts the rest.

The integration over the phase space of the single unresolved configurations of the

RR subtraction term S will correspond to the explicit poles of the RV subtraction

term, denoted dσ̂
S,(a)
n+2 and dσ̂

T,(a)
n+1 respectively. Explicitly the different terms must

be related by, ∫
1

dσ̂
S,(a)
n+2 + dσ̂

T,(a)
n+1 = 0, (2.61)∫

2

dσ̂
S,(b)
n+2 +

∫
1

dσ̂
T,(b)
n+1 + dσ̂U

n = 0. (2.62)

Through this work the subtraction terms will be constructed using the so-called

antenna subtraction method, to be introduced in Section 2.3.

2.2.5 Jet cross sections

In Section 1.1.4 we dealt with the fact that the i.s. partons were actually parts of

more complex objects called hadrons. Similarly, f.s. partons are not observed exper-

imentally but rather a stream of collimated hadrons, known as a “jet”, is measured

instead. The non-perturbative process by which the products of the scattering cross
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section become hadrons is known as hadronisation.

The connection between the perturbative regime (where partons can be isolated)

with the non-perturbative physics of colour-confined hadrons is made through the

notion of “parton-hadron duality” [38]. In our perturbative QCD predictions, this

means taking the production rates for partons (which is what we compute) to be

equivalent to the production rate of hadrons.

The use of jets allow us to compare predictions to experiment, the mapping

between the f.s. particles and the colourless jets is done through the jet func-

tion Jnm ({pn}), defined as

Jnm ({pn}) =


0 if < m jets in the final state

1 if ≥ m jets in the final state,

(2.63)

i.e., only events in which the n partons form m or more jets are accepted. It is com-

monly agreed that the function Jnm ({pn}) should fulfil a number of properties [39]:

1. To be simple to implement both in experimental and theoretical frameworks.

2. To be defined at any order of perturbation theory.

3. To be (relatively) insensitive to hadronisation effects.

4. To yield a finite cross section at any order.

The jet selector function also has a clear relation with the singularities of the

system as real emission singularities can only be generated when the number of

required jets and the number of final partons in the scattering process do not match.

We can write the partonic cross section up to NNLO making the jet content explicit



2.2. Infrared divergences 38

and absorbing any constants into the factor N ,∫
dσ̂LO = NB

∫
dΦn ({pn})M (0)

n+2J
n
n ({pn}) , (2.64)∫

dσ̂NLO = NR

∫
dΦn+1 ({pn+1})M (0)

n+3J
n+1
n ({pn+1})

+NV

∫
dΦn ({pn})M (1)

n+2J
n
n ({pn}) , (2.65)∫

dσ̂NNLO = NRR

∫
dΦn+2 ({pn+2})M (0)

n+4J
n+2
n ({pn+2})

+NRV

∫
dΦn+1 ({pn+1})M (1)

n+3J
n+1
n ({pn+1})

+NVV

∫
dΦn ({pn})M (2)

n+2J
n
n ({pn}) . (2.66)

At the LO or Born level there are only contributions from matrix elements with

the same number of f.s. particles as jets are required. Since this implies that all

particles are resolved, no singularities arise.

At NLO level we find two layers, real (R) and virtual (V). In the real contribution

we find one extra particle with respect to the Born level, which can be unresolved

while still fulfilling the jet selection. The virtual contribution has the same multi-

plicity as the Born and the singularities come exclusively from virtual loops in the

form of 1
ε

poles.

At NNLO level three layers are found: double real (RR), real virtual (RV) and

double virtual (VV). The RR contribution has two extra emissions with respect to

Born, the RV has one extra emission (same multiplicity as R) and one loop, and in

the VV contribution we find two extra loops with the same multiplicity as the Born

and V level. The jet requirement of n jets in the final state means contributions

with up to two unresolved particles can be found at the NNLO level.

Jet algorithms

Throughout this work we make use of the family of sequential recombination al-

gorithms known as kT algorithms, which build jets recursively from fundamental

objects.

We begin by defining the spatial distribution of the particles through dij, the



2.3. Antenna Subtraction method 39

distance between partons i and j and diB, the distance between parton i and the

beam line [9],

dij = min(p2p
Ti
, p2p

Tj
)
(yi − yj)2 + (φi − φj)2

R2
, (2.67)

diB = p2p
Ti
, (2.68)

where pTi , yi and φi are the transverse momentum, rapidity and azimuthal angle

respectively of particle i. R is the jet radius and the power p defines the order in

which the jets are clustered.

Through the power p, three classes of kT algorithms are defined, p = 1 corre-

sponds to the original version of the kT algorithm [40], which clusters in increasing

order of the partons transverse momentum. The Cambridge-Aachen algorithm [41],

with p = 0, orders in y−φ space. Finally, p = −1 defines the anti-kT algorithm [42]

which we use in most of this work. One feature that makes the anti-kT algorithm

particularly desirable is that jets tend to have a regular shape, whereas other choices

of p give a more irregular shape following the QCD radiation pattern. This makes

the anti-kT algorithm more attractive experimentally and, as a consequence, more

commonly used for theoretical predictions.

Once a choice of R and p has been made, the algorithm computes Eq. (2.67)

for all combinations of f.s. partons and clusters together the i and j particles for

which dij is smaller, afterwards all distances are recalculated. If diB is the smallest

distance the parton i (or cluster) is promoted to a jet. The algorithm terminates

when no partons are left.

2.3 Antenna Subtraction method

When we introduced IR singularities we outlined the necessity of removing the

divergences at the level of the integrand in order to perform the numerical integration.

For that reason we introduce the antenna subtraction formalism where the solution

to the problem of rendering the higher-order cross sections finite corresponds to
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subtracting all explicit poles analytically and all implicit singularities numerically.

Without loss of generality let us recall the higher order cross section of Eq. (2.53),

making explicit the MF term,∫
dσ̂HO =

∫ (
dσ̂R − dσ̂S

)
+

∫ (
dσ̂V − dσ̂T + dσ̂MF

)
, (2.69)

where the two bracketed terms correspond to different multiplicities and type of

singularities.

We want to construct two functions, dσS and dσT such that they render each

bracketed term finite without changing the final value of the cross section, i.e.,

dσ̂V − dσ̂T = O
(
ε0
)
, (2.70)

lim
pj→unresolved

(dσ̂R − dσ̂S) = 0, (2.71)∫ (
dσ̂R + dσ̂V + dσ̂MF

)
=

∫ (
dσ̂R + dσ̂V − dσ̂S − dσ̂T + dσ̂MF

)
, (2.72)

where dσ̂S and dσ̂T must also fulfil Eq. (2.54).

Real subtraction

The antenna subtraction method exploits the factorisation of singular limits studied

in Section 2.2 in order to build a set of function taking as ingredient the ratio of

a matrix element containing the singularity and their reduced counterpart. For

instance, the antenna function X0
3 for a parton j going unresolved and radiated

between partons i and k is given by:

X0
3 (pi, pj, pk) =

M0
3 (pi, pj, pk)

M0′
2 (p̄I , p̄K)

. (2.73)

The counterterm for the singular limit of j between i and k in a matrix element

Mn(. . . , pi, pj, pk, . . . ) is then given by,

dσ̂S ({pn+1}) = dΦn ({p̄n}) dΦX (pi, pj, pj; p̄I , p̄k)X
0
3 (pi, pj, pk)M

′
n−1(. . . , p̄I , p̄K , . . . ),

(2.74)
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where the antenna function X0
3 depends on the identity of the particles involved in

the limit as well as on the limit we consider. The factor dΦX is the phase space of

the particles of the antenna. We dissect a R subtraction term in Appendix C.1 as

an example.

The antenna formalism also requires the phase space to be factorisable (see Eq. (2.55)).

The actual mappings required for the factorisation of the phase space are dependent

on whether the partons involved in the limit are initial or final-state partons and its

form has been derived in [43]. The NNLOjet implementation of the phase space

mappings is detailed in Section 2.3 of Ref. [44].

For NNLO calculations the set of unintegrated antennae necessary for the sub-

traction of implicit IR singularities consist of the types {X0
3 , X

0
4 , X

1
3}, those relevant

to the calculations presented in this thesis are listed in Appendix B. X0
4 and X1

3 ap-

pear only at NNLO, where we find double unresolved limits as well as with radiation

in loop amplitudes.

Virtual subtraction

Upon integration over the phase space of the unresolved particles these functions

expose the 1
ε

poles necessary for the cancellation of IR explicit poles in virtual matrix

elements,

X 0
3 (p̄I , p̄K ; ε) =

∫
dΦX (pi, pj, pj; p̄I , p̄k)X

0
3 (pi, pj, pk), (2.75)

The set of integrated antennae necessary for NNLO calculations corresponds to

{X 0
3 ,X 1

3 }, with the later appearing only at NNLO. They can also be found in Ap-

pendix B. The virtual subtraction form (of which we detail one example in Ap-

pendix C.2) have the general form

dσ̂T ({pn}; ε) = dΦn ({pn})X 0
3 (pi, pj; ε)M

(0)
n ({pn}). (2.76)

The expression for all necessary antenna functions and their integrals have been

derived in [21, 34, 43, 45–50]. In Appendix C we list all subtraction terms up to

NNLO for the calculations presented in this thesis.
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Since the form of the mass factorisation term is not process dependent (see

Eqs. (2.15) and (2.16)), the same initial-state integrated antenna (i.e., antennae

containing i.s. partons) will always be accompanied by the same factorisation kernel.

It is thus convenient to define a set of functions J formed by the integrated antennae

plus the corresponding mass factorisation terms mimicking the pole structure of the

one loop virtual amplitudes. These functions are listed in Appendix B and are a

combination of the integrated antennae X 0
3 and the splitting kernels Γij. For a initial

state limit in which partons i, j have become partons I,K, the J-string is of the

form,

J1
2 (I,K) = δkKΓiI(xI) + δiIΓkK(xK) + X 0

3 (I,K). (2.77)

Effectively we are absorbing dσ̂MF in the definition of dσ̂T.

2.3.1 Azimuthal rotations

Antenna functions subtracting collinear limits are proportional to spin-averaged

splitting functions (Eq. (2.46)). Beyond NLO we can find angular terms multiplying

singular functions which gives rise to spurious local divergences. These spurious

terms are proportional to cos(2φ+ α) [30] and thus cancel over the integral over the

azimuthal variable φ.

Numerically, these angular terms produce locally divergent events which make

the subtraction formalism non-local beyond NLO, posing a numerical challenge.

The solution within NNLOjet is to rotate each phase space point by π
2

such that

angular terms cancel out,

dσ̂R
finite =

(
dσ̂R − dσ̂S

)
({pn}) +

(
dσ̂R − dσ̂S

)
({p′n}). (2.78)

where p′n is the rotated momentum set.

The technicalities of the implementation of the azimuthal rotations are given

in Section 4.3.4.
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2.4 Scale dependence of the cross section at

NNLO in QCD

In order to compute a cross section to fixed order in perturbation theory, one must

fix the renormalisation scale µR for the strong coupling constant αs(µR), and the

mass factorisation scale µF for the parton distribution functions fi(x, µF ).

The behaviour of the coupling constant and parton distribution functions under

scale variations is determined by evolution equations (Eq. (1.48)). For the strong

coupling constant the evolution equation up to second order reads,

µ2
R

dαs(µR)

dµ2
R

= −αs(µR)

[
β0

(
αs(µR)

2π

)
+ β1

(
αs(µR)

2π

)2

+O
(
α3
s

)]
, (2.79)

where the coefficients for the QCD β function are [11],

β0 =
11CA − 4TRNf

6
,

β1 =
17C2

A − 10CATRNf − 6CFTRNf

6
, (2.80)

Solving Eq. (2.79), the coupling at any fixed scale µ0 can be expressed in terms

of the coupling at µR,

αS(µ0) = αs(µR)

[
1 + β0LR

αs(µR)

2π
+
[
β2

0L
2
R + β1LR

](αs(µR)

2π

)2

+O(α3
s)

]
,

(2.81)

where we have introduced

LR = log

(
µ2
R

µ2
0

)
. (2.82)

The calculation of the higher-order corrections for an observable O requires eval-

uating the expansion coefficient at a given renormalisation scale (O(i)(µR) ≡ O(i)).

For instance, the expansion to NNLO (i = 2) for the cross section reads:

σ(µ0, αs(µ0)) =

(
αs(µ0)

2π

)n
σ(0) +

(
αs(µ0)

2π

)n+1

σ(1) +

(
αs(µ0)

2π

)n+2

σ(2) +O(αn+3
s ),

(2.83)

The scale-dependence of the cross section can then be reconstructed by inserting



2.4. Scale dependence of the cross section at NNLO in QCD 44

(2.81):

σ(µR, αs(µR), LR) =

(
αs(µR)

2π

)n
σ(0) +

(
αs(µR)

2π

)n+1 (
σ(1) + nβ0LRσ

(0)
)

+

(
αs(µR)

2π

)n+2 (
σ(2) + (n+ 1)β0LRσ

(1)

+nβ1LRσ
(0) +

n(n+ 1)

2
β2

0L
2
Rσ

(0)

)
+O(αn+3

s ) . (2.84)

Note that for this formula to be valid, the ratio µR/µ0 must be constant event-

by-event. This means it is possible to re-scale from a dynamical scale µ0 = pHT to

µR = 1
2
pHT but not to an arbitrary observable such as µR = pjT .

The evolution of PDFs is determined by the DGLAP evolution equations [22].

Omitting the dependence on the momentum fraction x we have,

µ2
F

d

dµ2
F

fi(µF , µR) =
∑
j

Pij(αs(µR), µF, µR)⊗ fj(µF, µR), (2.85)

The expansion to second order in αs in terms of the splitting functions P
(n)
ij computed

at µR = µF yields,

Pij(αs(µF ), µF ) =
αs(µF )

2π
P

(0)
ij +

(
αs(µF )

2π

)2

P
(1)
ij +O

(
α3
s

)
. (2.86)

The expansion in αs(µF) of the PDFs, giving the evolution of the PDFs between

scales µ0 and µF, can then be written as [51],

fi(µ0) = fi(µF )− αs(µF )

2π
P

(0)
ij ⊗ fj(µF )LF

−
(
αs(µF )

2π

)2 [
P

(1)
ij ⊗ fj(µF )LF −

1

2
P

(0)
ij ⊗ P

(0)
jk ⊗ fk(µF )L2

F

+
1

2
P

(0)
ij ⊗ fj(µF )β0L

2
F

]
+O(α3

s), (2.87)

where we introduce

LF = log

(
µ2
F

µ2
0

)
. (2.88)

Let us now consider the perturbative expansion of the cross section up to NNLO,
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computed at a fixed scale, making explicit the αs and partonic dependence,

σ(µ0, µ0, αs(µ0)) =

(
αs(µ0)

2π

)n
σ̂

(0)
ij ⊗ fi(µ0)⊗ fj(µ0)

+

(
αs(µ0)

2π

)n+1

σ̂
(1)
ij ⊗ fi(µ0)⊗ fj(µ0) (2.89)

+

(
αs(µ0)

2π

)n+2

σ̂
(2)
ij ⊗ fi(µ0)⊗ fj(µ0) +O(αn+3

s ) .

We can restore the full scale dependence of the cross section by inserting Eq. (2.81)

and Eq. (2.87) into the above, which allows us to compute the NNLO cross section

at a fixed scale µ0 and later generate the cross section (for the same parameters) at
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any given scale µR,

σ(µR, µF , αs(µR), LR, LF ) =(
αs(µR)

2π

)n
σ̂

(0)
ij ⊗ fi(µF)⊗ fj(µF)

+

(
αs(µR)

2π

)n+1
{(

σ̂
(1)
ij + LR(nβ0σ̂

(0)
ij )
)
⊗ fi(µF)⊗ fj(µF)

− LF σ̂(0)
ij ⊗

[
fi(µF)⊗

(
P

(0)
jk ⊗ fk(µF)

)
+
(
P

(0)
ik ⊗ fk(µF)

)
⊗ fj(µF)

]}

+

(
αs(µR)

2π

)n+2
{[(

σ̂
(2)
ij + LR((n+ 1)β0σ̂

(1)
ij + nβ1σ̂

(0)
ij )
)

+ L2
R

n(n+ 1)

2
σ̂

(0)
ij

]
⊗ fi(µF)⊗ fj(µF)

− LF

[
σ̂

(0)
ij ⊗

[
fi(µF)⊗

(
P

(1)
jk ⊗ fk(µF)

)
+
(
P

(1)
ik ⊗ fk(µF)

)
⊗ fj(µF)

]
+ σ̂

(1)
ij ⊗

[
fi(µF)⊗

(
P

(1)
jk ⊗ fk(µF)

)
+
(
P

(1)
ik ⊗ fk(µF)

)
⊗ fj(µF)

]
+

(
LR(n+ 1) +

1

2
LFβ0

)
σ̂

(0)
ij ⊗

[
fi(µF)⊗

(
P

(0)
jk ⊗ fk(µF)

)
+
(
P

(0)
ik ⊗ fk(µF)

)
⊗ fj(µF)

] ]

+ L2
F σ̂

(0)
ij ⊗

[(
P

(0)
ik ⊗ fkµF

)
⊗
(
P

(0)
jl ⊗ fl(µF)

)
+

1

2
fi(µF)⊗

(
P

(0)
jk ⊗ P

(0)
kl ⊗ fl(µF)

)
+

1

2

(
P

(0)
ik ⊗ P

(0)
kl ⊗ fl(µF)

)
⊗ fj(µF)

]}
. (2.90)



Chapter 3

Vector Boson Fusion Higgs

Production

The detailed experimental study of the Higgs boson coupling to electroweak gauge

bosons requires to discriminate between the Yukawa and VVH categories and thus

the reduction of the ggF background is crucial. The VBF production mode is par-

ticularly relevant for the study of the VVH vertex due to a very clean experimental

signature that greatly facilitates the reduction of the important ggF background

through a series of cuts known as VBF cuts. These cuts not only reduce the ggF

background, but also reduce the background from other VVH production channels

such as associated production (which become background to the VBF process when

the gauge vector boson decays to two quarks) and interferences between different

production modes, crucially ggF×VBF.

In Section 3.1 we introduce the VBF cuts and motivate them by inspecting the

Born-level topology of the process. In Section 3.2 we define the “structure function”

or DIS approach, according to which we neglect contributions deemed irrelevant for

the study of Higgs boson production in VBF. We then prove that these removed

contributions are indeed negligible and that our approach is well justified when

VBF cuts are applied. We finish this chapter by explicitly listing all amplitudes

contributing to this process in our implementation in NNLOjet.
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3.1 Higgs production in Vector Boson Fusion

In the context of hadron collisions, the Vector Boson Fusion process refers to the

production of a Higgs boson via the fusion of two Z or W bosons, each radiated from

one of the two hadrons that participate in the collision as shown in Fig. 3.1.

p1

p2

Figure 3.1: Schematic representation of a VBF-type process in a proton-proton
collision in which the radiated vector bosons fuse to form a Higgs boson. The
generated particle then decays into measurable products (represented as photons in
this case).

However, a meticulous study of Higgs boson production in VBF must not ignore

other competing modes for the same final state: one Higgs boson produced in asso-

ciation with two partonic jets. We recall here some of those competing Higgs plus

two jets (H2j) processes:

- Gluon fusion in association with two jets or ggF, shown in Fig. 3.2a. Since the

Higgs boson does not couple to gluons, the Higgs boson is generated through

a quark loop at lowest order. Nonetheless, due to the abundance of gluons at

the LHC, this is the dominant H2j production channel.

- Associated production or Higgs-strahlung, in which the Higgs boson is ra-

diated from a vector boson which then decays into a quark-antiquark pair

forming jets, depicted in Fig. 3.2b. Also referred to as VH.

- Vector Boson Fusion or VBF, shown in Fig. 3.2c. This corresponds to a

crossing of the VH process and, strictly speaking, they are indeed the same



3.1. Higgs production in Vector Boson Fusion 49

process. The reason for distinguishing between these two production modes

will become clear in this chapter.

(a) ggF (b) VH (V→ qq̄) (c) VBF

Figure 3.2: Example of Higgs boson production processes in association with two
jets.

Uniquely amongst these three processes, the VBF mode offers both a very dis-

tinct and clear experimental signature as well as direct access to the Higgs boson

couplings to electroweak gauge bosons. Its production rate is greater than any other

purely electroweak production mode and its unique topology, with two very forward

jets of opposite rapidity, allows for a good discrimination against the dominant ggF

process [52–54]. The spatial distribution of the outgoing Higgs boson is also ex-

ploited in experimental searches as both the boson and its decay products tend to

be much more central than in other Higgs boson production modes [55–60].

The VBF production mode also offers a good opportunity for the detailed study

of the properties of the Higgs boson. One example is the CPT properties of the

boson, which can be probed through the azimuthal distribution of the two tagging

jets [1, 61–63]. Another example is the self-coupling of the Higgs boson through

di-Higgs and tri-Higgs production which will be accessible at 100 TeV [64–66].

3.1.1 Topology of the process

At the lowest order, the Higgs production process via the VBF mechanism consists

of two quark currents scattering off two electroweak gauge bosons. These two vector

bosons, exchanged in a t-type channel, fuse into a Higgs boson through a VVH vertex

while the two quark currents go on to form two jets. This is depicted in Fig. 3.3 in

terms of the constituent currents.
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J
(0)
µ (q, q′)

J
(0)
ν (Q,Q′)

Mµν
VVH

QQ

Figure 3.3: Born-level vector boson fusion process.

The lack of colour exchange between the two currents implies colour coherence

between the initial and final state, in our case, between the two colliding protons

and their corresponding outgoing jets. These two jets are called “tagging jets” and

they are the main signature of the VBF process. The vector bosons, which recoil

against the jet and couple to the Higgs boson, tend to carry a low fraction of the

incoming energy. As a consequence the tagging jets tend to be quite energetic with

a small transverse momentum and well separated in rapidity.

The Higgs boson, on the other hand, tends to be produced in the central region

(i.e., between the two tagging jets in rapidity space) with moderate pT and its decay

products are also produced centrally.

These features are in contrast with the ggF and VH production modes. In these

two cases there is a flux of colour between the two final state particles during the

process, which tend to produce jets closer in rapidity space. In the VH case, where

the vector boson is exchanged in the s-channel, the two outgoing jets also have lower

energy than in the VBF case.

All these considerations are crucial elements on the selection cuts that allow

the experimentalist to discriminate between VBF-like events and other production

modes.

3.1.2 VBF cuts

The separation of the two tagging jets in rapidity space suggest the usage of a cut on

the rapidity gap generated between the two leading jets, noted ∆yjj. Furthermore,

we can choose to only select events in which only the Higgs boson is found within
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the rapidity gap, with no other QCD emission between both leading jets. These cuts

on the spatial distribution of the particles works as a discriminator of VBF against

VH and ggF.

Separating VH and VBF is straightforward, in a VH-like process the vector

boson is generated in the s-channel. This vector boson then radiates a Higgs boson

and goes on to finally decay into two jets. As such, these two jets are preferably

generated with an invariant mass close to the resonance of the vector boson itself,

i.e., much lower values than in the VBF case. We can thus use the invariant mass

of the dijet system formed by the two tagging jets (noted mjj) as a discriminator

between VH and VBF-like events.

Following these considerations we can define certain parameters which will enable

us to preferentially select VBF-like events in a collision with a Higgs boson and two

jets in the final state. These selection cuts form what is known as “VBF cuts” and

they sit at the core of VBF phenomenology. As an example, the ATLAS template

cross section defines VBF events as those in which the two tagging jets are separated

in rapidity by more than ∆yjj = 2.8 and have an invariant mass of mjj > 400 GeV.

Furthermore, neither of the two tagging jets can have a transverse momentum

of more than 200 GeV (or less than 30 GeV). They impose a further cut on the

rapidity of the Higgs boson of |yH | < 2.5 in order to capture the decay products of

the particle inside the detector. In summary,

mjj > 400 GeV ∆yjj > 2.8,

30 GeV < p
j1,2
T < 200 GeV |yH | < 2.5. (3.1)

In cases in which there are more than two jets in the final state, the two tagging

jets are those with the greatest transverse momentum.
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3.2 The DIS approach

The VBF Higgs boson production is a 2 → 3 scattering process at the lowest order

and due to the complexity of the higher order corrections it is helpful to simplify

the calculation by imposing certain approximations. We will work in a framework

usually known as the structure function or DIS approach. In this framework the two

currents forming the VBF process are treated as completely independent objects as

if they corresponded to identical but not interacting copies of QCD. In other words,

gluons radiated from one current do not interact with gluons from the other current.

This approach is obtained by considering the VBF production mode as two

independent Deep Inelastic Scattering (DIS) processes where the two off-shell vector

bosons fuse through a VVH vertex, as depicted in Fig. 3.3. In this picture, the VBF

process is formed by two quark currents, J
(l)
µ (q, q′, . . .) and J

(l)
ν (Q,Q′, . . .), connected

through a weak boson-Higgs vertex, Mµν
VVH(Q2

1, Q
2
2), which includes the vector boson

propagator: ∆Vi(Q
2
i ).

In the classical picture of the DIS approach, the cross section can be expressed

in terms of the hadronic tensorsWV
µν(x,Q

2), which are a combination of the neutral

and charge-current hadronic structure functions [67],

dσ = C WV
µν(x1, Q

2
1) Mµρ

VVH(Q2
1, Q

2
2) Mνσ

VVH(Q2
1, Q

2
2) WV

ρσ(x2, Q
2
2) dΦ , (3.2)

where C accounts for all couplings and flux factors, Q2 = −q2 is energy transfer of

the vector boson and x is the Bjorken variable. In the hadronic tensorWV
µν(x,Q

2) an

integration is implicit over extra emissions and loops. As a trade-off, only inclusive

calculations can be obtained directly from Eq. (3.2) [68–70].

In order to obtain differential distributions, the cross section can also be con-

structed in terms of matrix elements squared. These can be written in terms of the

currents J
(l)
µ (q, q′). Explicitly, the Born-level amplitude is written,

M(0)
0g (q,Q,Q′, q′) = J (0)

µ (q, q′) Mµν
VVH J

(0)
ν (Q,Q′), (3.3)

where the labels q and Q refer to a massless quark or antiquark of any flavour (we
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consider five massless flavours: u, d, c, s, b).

At LO level, the only matrix element that enters the calculation is the square

of Eq. (3.3):

C
(0)
0g = |M(0)

0g (q,Q,Q′, q′) |2, (3.4)

i.e., we neglect interference effects from the special case in which the flavours of the

two quark currents, q and Q, coincide and the two final state quarks are indistin-

guishable:

D
(0)
0g =

2

N
Re
{
M(0)

0g (q,Q,Q′, q′)M(0)
0g (q,Q, q′, Q′)

∗
}
. (3.5)

These matrix elements account for interference effects between the two currents and

are suppressed kinematically in the regions of the phase space defined by the VBF

cuts (see Section 3.2.1) and also by a factor of 1
N

. The notation chosen for the

definition of the matrix elements, C and D, will be further detailed in Section 3.3.1.

Similarly, we neglect the colour and kinematically suppressed contributions due

to the interference of gluons radiated from different currents [69, 71, 72] at higher

orders. This approximation is exact at NLO but not NNLO. In summary, all

contributions with colour exchange between the two currents are neglected at all

orders.

In Fig. 3.4 we show examples of neglected diagrams appearing at two loops.

These VV diagrams have corresponding contributions from RR and RV layers, which

for consistency must be removed as well. Examples of neglected Born, RR and RV

contributions are shown in Fig. 3.5.

Figure 3.4: Examples of neglected diagrams appearing in the VV layer for VBF
Higgs boson production. The first of these diagrams vanishes due to colour algebra
while the other two are neglected.

We also neglect contributions in which the two final state quarks are identical
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Layer Processes

Born, V, VV q Q → q Q H

R, RV q Q → q Q g H ; q g → q Q Q̄ H

RR
q Q → q Q g g H ; q Q → q Q q′ q̄′ H
q g → q Q Q̄ g H ; g g → q q̄ Q Q̄ H

Table 3.1: Subprocesses that contribute to VBF-2j up to NNLO in NNLOjet.

which leads to interferences between t and u channel type diagrams. One example

is shown in Fig. 3.5a.

The reason for removing all these contributions is twofold: first, they are sup-

pressed by a factor of 1
N

in the identical quark case and a factor of 1
N2 for the gluon

interference, and second, they are kinematically suppressed in the phase space re-

gions allowed by typical of VBF cuts as proven in Section 3.2.1.

(a) Born (b) RR (c) RV

Figure 3.5: Example of neglected VBF contributions for the Born, RR and RV
layers.

q

W/Z

q

W/Z

q

W/Z

Figure 3.6: Examples of second order QCD corrections (RR, RV, VV) to the quark
currents.

Therefore the subset of diagrams we keep is equivalent to the DIS approach as

defined in Ref. [67], as we are effectively considering QCD corrections to each current

separately (Fig. 3.6).

Table 3.1 lists all Higgs boson production subprocesses contributing up to O(α2
s)

for VBF-2j, VBF-3j and VBF-4j. The labels q′ and q̄′ in this table refer to the

quarks produced when a gluon radiated from either of the currents subsequently
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splits into a quark-antiquark pair.

In the previous discussion we have not taken into consideration other production

modes which share the same final state (a Higgs boson and two jets) and thus

interfere with the VBF process. Interferences with gluon fusion have been studied

in the literature and its effect is found to be negligible [73]. On the other hand, the

VH production mode corresponds to the same set of diagrams up to a crossing of

initial and final states and the removal of this process and interferences thereof must

be well justified. In the next section we will prove that taking this approximation

has a reduced impact with respect to the full calculation in the phenomenologically

relevant regions of the phase space.

3.2.1 Comparison between ggF, VBF, VH

We finish this section by studying the phenomenological impact of the DIS approach

and how it can be minimised by appropriate selection cuts.

In the following comparisons we use the VBF, ggF and VH (V → qq̄) processes

as implemented in the NNLOjet code. The ggF plus two jets process is imple-

mented in the HEFT framework [51, 74] up to NLO in QCD. The VBF process is

implemented in the DIS approach as discussed in this section at NNLO in QCD, for

consistency the VBF process is only calculated at NLO QCD in this section. The

implementation of VH (V→ qq̄) at NLO QCD that we use is implemented as an

add-on to the VBF process, with the possibility of including interference terms be-

tween VBF and VH (V → qq̄). Equally, u/t-channel interferences are implemented

at LO in the VBF process and can be turned on and off.

In this section VBF refers always to the VBF process in the DIS approach

whereas VBFu/t also considers u/t-channel interferences. We use “Full H2j EW”

to denote the sum of VH, VBFu/t and interferences thereof.
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Inclusive comparison

Although we have already argued in favour of the usage of certain selection criteria in

Section 3.1.2, we will start by comparing the inclusive production rate of the different

production mechanisms as well as differential distributions making no assumptions

about the cuts. It is necessary, however to include a technical cut of pjT > 25 GeV

in order to define two jets and render the cross section finite due to the inclusion of

the ggF channel in the comparison. Jets are defined through the anti-kT algorithm

(Section 2.2.5) with jet radius parameter R = 0.4

In Table 3.2 we present the production rates for the various H2j production

modes for proton collisions at 13 TeV. As anticipated, the gluon fusion channel is

the dominant mode with more than 58% of the total cross section. VBF follows,

with a rate of about 32% of the total cross section and the smallest is VH with a

contribution of less than a 10% of the total.

Production mode Total cross section (fb) % of Total

ggF 4889.1 +/- 0.6 58.464 +/- 0.010
VBF 2722.8 +/- 0.4 32.559 +/- 0.006

VBFu/t 2717.7 +/- 0.4 32.499 +/- 0.006
VH 750.7 +/- 0.9 8.98 +/- 0.01

Total 8362.6 +/- 1.0 100

Table 3.2: Comparison between different Higgs boson plus 2 jets production modes.
In this calculation we use the NNPDF30 nnlo as 0118 [75] PDF set as included in
the LHAPDF [76] library with µF = µR = mH . Errors are statistical.

The dominance of the ggF production channel is also apparent in differential

distributions, such as the transverse momentum of the Higgs boson or the jets as

can be seen in Fig. 3.7 although the ratio of the production via the ggF channel over

the VBF channel is not constant over the entirety of the phase space.

Attending to the argument made in Section 3.1.2, it should be possible to find a

better discrimination between different production modes by looking at the spatial

distribution of the tagging jets (∆yjj) or the invariant mass (mjj). In Fig. 3.8 we

see for ∆yjj > 3.0 or mjj > 400 GeV the VBF production channel actually takes
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over the ggF mode. This is in agreement with the previous discussion; in the ggF

channel the two jets tend to be produced closer in rapidity space whereas in VBF

the peak production rate occurs with the jets well separated in rapidity.
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Figure 3.7: Comparison between ggF and VBF for the differential distributions on
the transverse momentum of the leading jet (left) and the Higgs boson (right).

Very similar features are observed in the electroweak production processes. We

show a comparison between VH, VBF, VBFu/t and the sum of them all in Fig. 3.9.

We observe that the u/t-channels interferences are suppressed in the entire range of

all observables. Only for very small values of ∆yjj and mjj can an effect be observed.

The discrimination between the VH and VBF contribution is most obvious in

the mjj distribution of Fig. 3.9, as the bulk of the VH cross section occurs in the

phase space region in which the two jets are produced around the resonance mass of

the vector boson (i.e., mjj ∼ 100 GeV). Similarly, in the rapidity gap distribution
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Figure 3.8: Comparison between ggF and VBF for the differential distributions
on the invariant mass of the dijet system formed by the two tagging jets and the
corresponding rapidity gap.

∆yjj we find a clear separation between the VBF and VH production modes, with

a clear suppression of VH for higher values of ∆yjj.

It is clear VBF cuts such as Eq. (3.1) suppress both VH contributions and u/t-

channel interferences as well as softening the dominance of the ggF channel.

Impact of the VBF cuts

Let us now consider an example set of VBF cuts in order to study their impact on

the relative contributions of the different H2j processes to differential distributions

and fiducial cross sections.

Results shown in this section use the same parameters and implementations
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Figure 3.9: Comparison between electroweak Higgs boson plus 2 jets production for
the invariant mass of the dijet system and the corresponding rapidity gap. VBFu/t

corresponds to the inclusion of the u and t-channel interferences whereas Full EW
H+2j correspond to the the sum of VH, VBFu/t and interferences thereof.

as the previous inclusive comparison with only two additional selection cuts as a

minimal representation of VBF cuts:

mjj > 400 GeV ∆yjj > 3.0. (3.6)

In Table 3.3 we see that the situation has drastically changed compared to Ta-

ble 3.2. The dominant contribution on H2j production is no longer ggF and VBF

dominates claiming almost a 75% of the total Higgs boson production rate. The VH

contribution has been completely suppressed, with a production rate compatible

with 0.

The dominance of the VBF production mode over gluon fusion is observed in
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Production mode Total cross section (fb) % of Total Cut efficiency

ggF 637.20 +/- 0.08 26.969 +/- 0.006 13.03 %
VBF 1725.69 +/- 0.24 73.04 +/- 0.02 63.38 %
VH -0.18 +/- 0.35 -0.01 +/- 0.01 0 %

Total 2362.7 +/- 0.4 100

Table 3.3: Comparison between different Higgs boson plus 2 jets production modes
using VBF cuts. In this calculation we use the NNPDF30 nnlo as 0118 [75] PDF
set as included in the LHAPDF [76] library with µF = µR = mH . Cut efficiency
compares the % of events that go through the extra cuts imposed in Eq. (3.6).

the entire range of the differential distributions for mjj and ∆yjj Fig. 3.10.

In Fig. 3.11, we show the transverse momentum of the leading jet and the Higgs

boson, we find dominance of VBF only for low and moderate values of the transverse

momentum while ggF regains importance for very high values of the transverse

momentum.∗ This is in accordance with our discussion in Section 3.1.2 where we

state that the two tagging jets of the VBF process are preferentially produced with

lower transverse momentum. This is taken into account by the experiments by

imposing an extra cut on the maximum value of the transverse momentum of the

objects of the system (e.g., Eq. (3.1)).

We also observe in Fig. 3.10 and Fig. 3.11 that the full calculation (Full H2j EW)

and the DIS approach (VBF) are indistinguishable, proving that these cuts have not

introduced any spurious dependence in the interferences but rather have eliminated

their already small effect.

3.3 Matrix elements

In this chapter we have studied the validity of the approximation under which we

have implemented the VBF production process in the NNLOjet code as well as

justified some of the necessary approximations we have made.

We conclude by explicitly listing all matrix elements included in our implemen-

∗For high pHT the HEFT approximation in which we compute ggF is not reliable anymore, as
the heavy quark loop becomes relevant and a full calculation of the ggF should be used instead for
a more rigorous calculation [77].
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Figure 3.10: Comparison between ggF, the Full H2j Electroweak production and
VBF for the differential distributions on the invariant mass of the dijet system
formed by the two tagging jets and the corresponding rapidity gap.

tation together with the notation and conventions we use in NNLOjet.

3.3.1 Notation

All matrix elements squared are named in the form X
(l)
ng , where (l) stands for the

number of loops while n defines the number of gluons in the matrix element. The

character X defines the number of quark pairs in the matrix elements as per the

following notation:

X →


C,D 2 quark pairs,

E, F 3 quark pairs,

(3.7)
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Figure 3.11: Comparison between ggF, the Full H2j Electroweak Production and
VBF for the differential distributions on the transverse momentum of the leading
jet and the Higgs.

where D and F correspond to interferences between four identical quarks. In the DIS

approach no D contribution is allowed since it always corresponds to interferences

between different DIS currents. F contributions are allowed when the interference

is contained within just one of the currents.

Since we use the colour decomposition defined in Section 2.2.1, we also break

each type of matrix element down according to the colour prefactors of the matrix

element squared. In our notation we adopt the following convention which dresses

the notation of Eq. (3.7),

• X̃: Abelian-like gluons, does not contain collinear limits between gluons. A

subleading colour contribution with a prefactor of 1
N2

c
.
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• X̂: Matrix elements with quark loops, comes with a prefactor of
Nf

N
.

In VBF these terms appear only at NNLO.

3.3.2 Leading Order: Born contribution

We begin by explicitly computing the LO contribution in the helicity amplitude

formalism with the following bracket notation:

〈
i+
∣∣ ≡ ū+(pi) ≡ [i|

∣∣i+〉 ≡ u+(pi) ≡ |i〉 , (3.8)〈
i−
∣∣ ≡ ū−(pi) ≡ 〈i|

∣∣i−〉 ≡ u−(pi) ≡ |i] . (3.9)

We can compute the amplitudes considering the VBF process as two quark cur-

rents as depicted in Fig. 3.12:

J
(0)
µ (1, i)

J
(0)
ν (2, j)

p1
pi

µ

p2 pj
ν

q
1i

q 2j

Hgµν
Mµν

VVH(q1i, q2j)

Figure 3.12: Only diagram contributing to the Born level VBF amplitude.

J (0)
µ (1, i)± =

〈
i±
∣∣ γµCfV ∣∣1±〉 , J (0)

µ (2, j)± =
〈
j±
∣∣ γµCfV ∣∣2±〉 ,

Mµν
VVH(q1i, q2j) =

(
igW

m2
V

mW

)
gµν

(q2
1i −m2

V − iΓVmV )(q2
2j −m2

V − iΓVmV )
, (3.10)

where mV and ΓV are the masses and width of the vector bosons and q1i = (p1−pi).

C±V is the coupling of the electroweak gauge boson to the quark current, which

depends on the gauge boson being considered (W or Z), and on the flavour (f) of
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the quarks [9],

CfZ =
2gW

cos(θW )

(
PRQf sin2(θW ) + PL(T f3 −Qf sin2(θW ))

)
, (3.11)

CfW = 2PLgW , (3.12)

where cos(θW ) = mW

mZ
and PR and PL are the right and left-handed projector oper-

ators defined in Eq. (1.13).

The colour stripped born level amplitude for the diagram shown in Fig. 3.12 can

thus be written as:

M(0)
0g (1i±; 2j±) = J (0)

µ (1, i)±Mµν
VVH(q1i, q2j)J

(0)
ν (2, j)± (3.13)

Recovering colour factors we can write for the Born level VBF amplitude (a sum

over helicity configurations is implied),

M
(0)
0 (1, j, 2, i) = δc1iδ

c
2jM

(0)
0g (1i; 2j). (3.14)

For Z boson exchange we can encounter situations in which the final state quarks

(i and j) are indistinguishable from each other. These contributions are dropped as

per the DIS approach but in order to be explicit let us write, in full generality, for

Z fusion,

M
(0)
0,Z(1, j, 2, i) =

1√
2

(
δf1iδ

c
1iδ

c
2jM

(0)
0g (1i; 2j)− δf1jδc1iδc2jM

(0)
0g (1j; 2i)

)
, (3.15)

where δf signals the identical quark configuration,

Squared matrix elements

In W fusion the squared amplitude of (3.14) corresponds only to a C-type matrix

element such that,

Nc∑∣∣∣M(0)
0,W(1, j, 2, i)

∣∣∣2 = N2
cC

(0)
0g (1, j, 2, i). (3.16)

In Z fusion, however, we need to consider the case in which the quark flavours

are the same so that upon taking the square of Eq. (3.15) we generate both a C-type
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and D-type contributions at different colour levels (with different colour factors),

Nc∑∣∣∣M(0)
0,Z(1, j, 2, i)

∣∣∣2 = N2
c

(
C

(0)
0g (1, j, 2, i)− 1

Nc

δijf D
(0)
0g (1, j, 2, i) + i↔ j

)
, (3.17)

where,

C
(0)
0g (1, j, 2, i) =

∣∣∣M(0)
0g (1i; 2j)

∣∣∣2 , (3.18)

D
(0)
0g (1, j, 2, i) = Re

{
M(0)

0g (1i; 2j)
(
M(0)

0g (1j; 2i)
)∗}

. (3.19)

In the DIS approximation, however, we do not consider contributions in which

there are interference terms between the two currents. This is equivalent to dropping

all D-type matrix elements at every order.

The amplitudes are implemented in NNLOjet at the level of the colour stripped

amplitudes of Eq. (3.14) so that matrix elements outside the VBF approximation

can be easily constructed from their constituent parts.

3.3.3 Next to Leading Order: Real radiation

J
(0)
µ (1, k, i) =

p1 pi + pk pi

q1ik

pk
µ

Figure 3.13: Quark current with one gluon being radiated.

The computation of the amplitude of the R layer follows the same rules as the

Born level, with the inclusion of one external gluon. The quark current now takes

the form shown in Fig. 3.13 and the base amplitude implemented in NNLOjet can

be written in term of currents as:

M(0)
1g (1ki; 2j) = J (0)

µ (1, k, i)Mµν
VVH(q1ki, q2j)J

(0)
ν (2, j) (3.20)

Since the gluon can be radiated from both currents, the full amplitude is given

by a sum over the possible radiations:

M
(0)
1 (1, k, j, 2, i) = T k1iδ

c
2jM

(0)
1g (1ki; 2j) + T k2jδ

c
1iM

(0)
1g (1i; 2kj), (3.21)
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where we have dropped terms corresponding to identical quark configurations so that

M has the same functional form for W and Z fusion. We make use of T k1i =
√

2tk1i in

order to avoid a proliferation of factors of 2 in the final colour factors.

Squared matrix elements

With no identical quarks, the square of (3.21) is equivalent for Z and W boson

fusion,

Nc∑
|M(0)

1g (1, k, j, 2, i)|2 =
Nc∑

(δ2j
c )2 (T a1iT

a
i1) |M(0)

1g (1ki; 2j)|2 + (δ1i
c )2

(
T b2jT

b
j2

)
|M(0)

1g (1ki; 2j)|2

+ 2δ1i
c δ

2j
c T

a
1iT

b
2j

(
M(0)

1g (1ki; 2j)M(1i; 2kj)∗
)

= Nc(N
2
c − 1)

(
C

(0)
1g (1, k, j, 2, i)

)
. (3.22)

so that the matrix element C
(0)
1g is defined,

C
(0)
1g (1, k, j, 2, i) = |M(0)

1g (1ki; 2j)|2 + |M(0)
1g (1i; 2kj)|2 (3.23)

Two points must be highlighted from Eq. (3.22). Firstly, due to colour conser-

vation the DIS approach is exact at NLO (up to D-type matrix elements). It is not

necessary to artificially drop any terms in order to prohibit interferences between

gluons since they do not appear in the final answer. Secondly, in Eq. (3.22) the

matrix element C
(0)
1g implies a sum over the possible configurations for the radiation

of the gluon (denoted by k). However, when constructing the subtraction terms, it

is useful to access the matrix element squared in which the gluon is only radiated

from one of the two currents. This is notated adding s0 to the name,

C
(0)
1g s0(1, k, j, 2, i) = |M(0)

1g (1ki; 2j)|2. (3.24)

These more basic matrix elements are included in the repository and are exten-

sively used in the computation of the subtraction terms at the RR and RV levels

listed in Appendix C.

In order to simplify the construction of the subtraction terms we also define a

flavour averaged matrix element for gluon-initiated configurations in which we sum
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over the final state quarks coming from the splitting of the gluon,

sC
(0)
1g (k, 1, j, 2, i) ≡ 1

2

(
C

(0)
1g (k, 1, j, 2, i) + C

(0)
1g (i, 1, j, 2, k)

)
, (3.25)

when the matrix element is quark-initiated the matrix element is defined to be the

same,

sC
(0)
1g (1, k, j, 2, i) ≡ C

(0)
1g (1, k, j, 2, i). (3.26)

3.3.4 Next to Leading Order: Virtual contribution

Since we have dropped D-type contributions, as we saw in Section 3.3.3, and the

gluon exchange is forbidden between different currents due to colour considerations,

it follows that the virtual amplitude for the VBF process corresponds to the form

factor of each current.

In other words, the one loop current J (1)
µ (q1, q2) reads:

J (1)
µ (1, i)± = F 1

q(q1i)δ
c
1iJ

(0)
µ (1, i)±, (3.27)

where we use the form factors F 1
q = N2

c−1
Nc

F 1
q as computed in Ref. [78]. Both the one

loop quark current and the virtual matrix element are proportional to their Born

level counterparts.

M(1)
0g (1i; 2j) = J (1)

µ (1, i)Mµν
VVH(q1i, q2j)J

(0)
ν (2, j) + J (0)

µ (1, i)Mµν
VVH(q1i, q2j)J

(1)
ν (2, j)

=
(
F 1
q(q1i) + F 1

q(q2j)
)
M(0)

0g (1i; 2j) (3.28)

The full matrix element, accounting for the fact that the loop can appear in both

currents and making colour factors explicit, is given by,

M
(1)
0 (1, j, 2, i) =

N2
c − 1

Nc

δc1iδ
c
2j

(
F 1
q (q1i) + F 1

q (q2j)
)
M(0)

0g (1i; 2j), (3.29)

Squared matrix element

In Eq. (3.29) the virtual amplitude is a form factor depending only on the momentum

transfer q1j times the born amplitude. Taking the interference between the one-loop
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and Born amplitudes the one-loop matrix element squared, C
(1)
0g , yields,

Nc∑
Re{M(1)

0 (1, j, 2, i)M
(0)
0 (1, j, 2, i)∗} = Nc(N

2
c − 1)C

(1)
0g (1, j, 2, i), (3.30)

which is proportional to the Born contribution C
(0)
0g ,

C
(1)
0g (1, j, 2, i) =

(
F 1
q (q1i) + F 1

q (q2j)
)
C

(0)
0g (1, j, 2, i). (3.31)

3.3.5 Next to Next to Leading Order: Double Real

contribution

The RR amplitude introduces three different scenarios:

a) One gluon emitted from each of the currents.

b) Two gluons emitted from the same current.

c) One gluon emitted from one of the currents which subsequentially splits into

a q q̄ pair.

We already have the current for case a), as it corresponds to the same structure as

the real radiation studied in Section 3.3.3 where we compute the real corrections to

the process. In this case both currents have a gluon emission.

Cases b) and c) appear for the first time at NNLO and their respective currents

are shown in Fig. 3.14 and Fig. 3.15.

J
(0)
µ (1, k, l, i) =

p1 pi

pk pl

Figure 3.14: Example of quark current with two emissions of gluons. For the full
current see Fig. 2.2.

As per the DIS approximation, we drop any contributions in which interferences

between the two currents appear (be it due to gluon exchange or identical flavour
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J
(0)
µ (1, (kl), i) =

p1 pi

pk
pl

Figure 3.15: Example of quark current with a q q̄ pair splitting of the radiated gluon.

quarks). We can split the RR contribution into three separated matrix elements

with no interference between themselves corresponding to cases a), b) and c).

Two gluons non adjacent amplitude

The amplitude in scenario a) is similar to the real amplitude at NLO and can be

written as:

M(0)
2g (1ki; 2lj) = J (0)

µ (1, k, i)Mµν
VVH(q1ki, q2lj)J

(0)
ν (2, l, j), (3.32)

M
(0)
2g (1, k, j, 2, l, i) = T k1iT

l
2jM

(0)
2g (1ki; 2lj) + T l1iT

k
2jM

(0)
2g (1li; 2kj), (3.33)

where we sum over the exchange k ↔ l.

Upon taking the square and dropping any interferences between gluons coming

from different currents we find:

Nc∑∣∣∣M(0)
2 (1, k, j, 2, l, i)

∣∣∣2 = (N2
c − 1)2

(
C

(0)
2g,nadj(1, k, j, 2, l, i) + C

(0)
2g,nadj(1, l, j, 2, k, i)

)
(3.34)

where C
(0)
2g,nadj is defined as,

C
(0)
2g,nadj(1, k, j, 2, l, i) = |M(0)

2g (1ki; 2lj)|2. (3.35)

Two gluons adjacent amplitude

In case b), where two gluons are radiated from the same current, we find a more

complicated colour structure. In this case terms subleading in colour (with two

colour disconnected gluons) appear for the first time. For simplicity, let us write the
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situation in which the two gluons are radiated only from the (1, i) line,

M(0)
2g (1, k, l, i; 2j) = J (0)

µ (1, k, l, i)Mµν
VVH(q1kli, q2j)J

(0)
ν (2, j)

+ J (0)
µ (1, (k − l), i)Mµν

VVH(q1kli, q2j)J
(0)
ν (2, j), (3.36)

M(0)
2g (1, l, k, i; 2j) = J (0)

µ (1, l, k, i)Mµν
VVH(q1kli, q2j)J

(0)
ν (2, j)

− J (0)
µ (1, (k − l), i)Mµν

VVH(q1kli, q2j)J
(0)
ν (2, j), (3.37)

where we have notated the current for the three-gluon vertex as (k − l), analogous

to Eq. (2.27) we can write for the full amplitude for gluons k and l radiated from

the (1, i) current as,

M
(0)
2 (1, k, l, j, 2, i) = δc2j

(
T k1bT

l
biM

(0)
2g (1, k, l, i; 2j)

+T l1bT
k
biM

(0)
2g (1, l, k, i; 2j)

)
. (3.38)

The case in which the gluons come from the (2, j) line is obtained by the substi-

tution (1i)↔ (2j). For the (1, i) radiation the squared matrix elements yields,

Nc∑∣∣∣M(0)
2 (1, k, l, j, 2, i)

∣∣∣2 = N2
c (N2

c − 1)

{
C

(0)
2g,adj(1, k, l, j, 2, i)−

1

N2
c

C̃
(0)
2g,adj(1, k̃, l̃, j, 2, i)

+ C
(0)
2g,adj(1, l, k, j, 2, i)

}
. (3.39)

where the squared matrix elements, leading and subleading in colour, are defined

as,

C
(0)
2g,adj(1, k, l, j, 2, i) = |M(0)

2g (1, k, l, i; 2j)|2 (3.40)

C̃
(0)
2g,adj(1, k̃, l̃, j, 2, i) = |M(0)

2g (1, k, l, i; 2j) +M(0)
2g (1, l, k, i; 2j)|2 (3.41)

Since both cases a) and b) can be made to share the same colour global factor, they

are included in NNLOjet as matrix elements squared combining both case. The
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resulting combination matrix elements are C
(0)
2g and C̃

(0)
2g ,

C
(0)
2g (1, k, l, j, 2, i) = C

(0)
2g,nadj(1, k, j, 2, l, i) + C

(0)
2g,adj(1, k, l, j, 2, i)

+ C
(0)
2g,adj(2, k, i, 1, l, j), (3.42)

C̃
(0)
2g (1, k̃, l̃, j, 2, i) = C

(0)
2g,nadj(1, k, j, 2, l, i) + C̃

(0)
2g,adj(1, k̃, l̃, j, 2, i)

+ C
(0)
2g,nadj(1, l, j, 2, k, i) + C̃

(0)
2g,adj(2, k̃, l̃, i, 1, j). (3.43)

Six quarks amplitude

The four quark current shown in Fig. 3.15 gives raise to a six quarks contribution

upon contraction with a born level current. The amplitude for six quarks yields,

M(0)
0g (1, (kl)i; 2j) = J (0)

µ (1(kl), i)Mµν
VVH(q1ikl, q2j)J

(0)
ν (2, j), (3.44)

where (kl) are the two quarks which are not associated with a vector boson. In

order to obtain the full amplitude it is necessary to consider the coupling of the

vector boson to the initial state current (J(1, (kl), i)) and to the final state current

(J(k, (1i), l)).

M
(0)
0 (1, k, l, j, 2, i) = δc2j

{
T a1iT

a
kl

(
δf
k̄l
M(0)

0g (1(kl)i; 2j) + δf1iM
(0)
0g (k(1i)l; 2j)

)
+T a1lT

a
ki

(
δf1lM

(0)
0g (k(1l)i; 2j) + δf

k̄i
M(0)

0g (1(ki)l; 2j)
)}

+ (1, i)↔ (2, j), (3.45)

where δfij indicates that i and j need to share the same flavour. This will remove

certain contributions, crucially W-fusion interferences.

Note that in this case identical quark interferences can arise upon taking the

square in which the interfering lines all correspond to the same current. These are

included in our calculation with the letter F ,

Nc∑
|M (0)

0 (1, k, l, j, 2, i)|2 = (N2
c − 1)

(
NcE

(0)
0g (1, k, l, j, 2, i) +NcE

(0)
0g (1, k, i, j, 2, l)

−F (0)
0g (1, k, l, j, 2, i)− F (0)

0g (k, 1, i, j, 2, l)
)
. (3.46)
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with,

E
(0)
0g (1, k, l, j, 2, i) =

∣∣∣δfk̄lM(0)
0g (1(kl)i; 2j) + δf1iM

(0)
0g (k(1i)l; 2j)

∣∣∣2
+ (1, i)↔ (2, j). (3.47)

F
(0)
0g (1, k, l, j, 2, i) = 2δf

1k̄
Re

{
M(0)

0g (1(kl)i; 2j)(M(0)
0g (k(1l)i; 2j)∗)

+M(0)
0g (k(1i)l; 2j)(M(0)

0g (1(ki)l; 2j)∗)

}
+ (1, i)↔ (2, j). (3.48)

3.3.6 Next to Next to Leading Order: Real Virtual

contribution

Since gluons are not exchanged between upper and lower currents in the DIS ap-

proach, we only need to consider two cases:

A) One loop correction to the Born level current J
(1)
µ (1, i) where the emission

occurs in the other current J
(0)
µ (2, k, j). This can be compared to the “non-

adjacent” scenario in the previous section.

B) One loop correction to a R current, notated as J
(1)
µ (1, k, i), while the second

current is a born level current J
(0)
µ (2, j). This situation is comparable to the

two gluons adjacent amplitude from the previous section.

Non adjacent amplitude

In the RR case we could treat the non-adjacent amplitude as two single R currents,

similarly we can substitute one of the real radiation currents for a one-loop no-

radiation current so that the amplitude is a form factor times the real radiation

amplitude.

M(1)
1g (1ki; 2j) = J (0)

µ (1, k, i)Mµν
VVH(q1ki, q2j)J

(1)
ν (2, j) (3.49)

= F 1
q (q2j)J

(0)
µ (1, k, i)Mµν

VVH(q1ki, q2j)J
(0)
ν (2, j) (3.50)



3.3. Matrix elements 73

Taking the interference with the R amplitude and summing over loop and radi-

ation from both legs we find a familiar structure,

Nc∑
Re{M(1)

1 (1, k, j, 2, i)M
(0)
1 (1, k, j, 2, i)∗} = (3.51)

= (N2
c − 1)2(F 1

q (q2j)C
(0)
1g s0(1, k, j, 2, i) + F 1

q (q1i)C
(0)
1g s0(1, j, 2, k, i))

= (N2
c − 1)2(C

(1)
1g,nadj(1, k, j, 2, i) + C

(1)
1g,nadj(1, j, 2, k, i)),

from which we can define C
(1)
1g,nadj in terms of the real matrix element squared defined

in Eq. (3.24).

C
(1)
1g,nadj(1, j, 2, k, i) = F 1

q (q1i)C
(0)
1g s0(1, j, 2, k, i). (3.52)

Adjacent amplitude

The one loop one radiation current, shown for reference in Fig. 3.16, is much more

involved and presents a complicated colour structure already at the level of the

currents. We implement the method and formulae of [79] in a Form program in order

to assemble a one-loop one-radiation current in terms of colour stripped currents

J(1)
µ (1, k, i) = T k1i

(
NcJ

(1)
µ (1, k, i) +Nf Ĵ

(1)
µ (1, k, i)− 1

Nc

J̃ (1)
µ (1, k, i)

)
. (3.53)

p1 pi

q1ik

µ

p k

p1 pi

q1ik

µ

pk

Figure 3.16: Example of one loop one radiation diagrams contributing to the
J

(1)
µ (1, k, i) current.

From Eq. (3.53) we can define three different amplitudes attending to the colour

prefactors upon contraction with the Born-level (2, j) current,

M(1)
1g (1ki; 2j) = J (1)

µ (1, k, i)Mµν
VVH(q1ki, q2j)J

(0)
ν (2, j), (3.54)

M̃(1)
1g (1ki; 2j) = J̃ (1)

µ (1, k, i)Mµν
VVH(q1ki, q2j)J

(0)
ν (2, j), (3.55)

M̂(1)
1g (1ki; 2j) = Ĵ (1)

µ (1, k, i)Mµν
VVH(q1ki, q2j)J

(0)
ν (2, j). (3.56)
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Which in turn will give rise to three different matrix element squared when we

take the interference with the 0-loop 1-gluon real amplitude:

Nc∑
Re
{

M
(1)
1 (1, k, j, 2, i)M

(0)
1 (1, k, j, 2, i)∗

}
=

(N2
c − 1)

{
N2
cC

(1)
1g,adj(1, k, j, 2, i) +NcNf Ĉ

(1)
1g,adj(1, k, j, 2, i)

−C̃(1)
1g,adj(1, k, j, 2, i)

}
,

(3.57)

respectively,

C
(1)
1g,adj(1, k, j, 2, i) = Re

{
M(1)

1g (1ki; 2j)M(0)
1g (1ki; 2j)∗

}
, (3.58)

C̃
(1)
1g,adj(1, k, j, 2, i) = Re

{
M̃(1)

1g (1ki; 2j)M(0)
1g (1ki; 2j)∗

}
, (3.59)

Ĉ
(1)
1g,adj(1, k, j, 2, i) = Re

{
M̂(1)

1g (1ki; 2j)M(0)
1g (1ki; 2j)∗

}
. (3.60)

In the same fashion as Section 3.3.5 we can organise both adjacent and non-

adjacent matrix elements together attending to their colour factors:

C
(1)
1g (1, k, j, 2, i) = C

(1)
1g,adj(1, k, j, 2, i) + C

(1)
1g,nadj(1, k, j, 2, i) (3.61)

+ {(1, i)→ (2, j)},

C̃
(1)
1g (1, k, j, 2, i) = C̃

(1)
1g,adj(1, k, j, 2, i) + C

(1)
1g,nadj(1, k, j, 2, i) (3.62)

+ {(1, i)→ (2, j)},

Ĉ
(1)
1g (1, k, j, 2, i) = Ĉ

(1)
1g,adj(1, k, j, 2, i) + Ĉ

(1)
1g,adj(2, k, i, 1, j), (3.63)

which are the matrix element squared that can be found in the NNLOjet codebase.

3.3.7 Next to Next to Leading Order: Double Virtual

contribution

The final ingredient of our implementation is the VV matrix element. Contrary to

other higher order calculations and thanks to the DIS approach, the two loop matrix

elements appear in only two configurations corresponding to vertex corrections to

the quark currents, each with a structure similar to the V amplitude:
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a) Two loops in the same current and no loops in the other. A F 2
q form factor.

b) One loop in each current. Two F 1
q form factors.

Both configurations are proportional to the Born level current. The form factors

computed in Ref. [78] can be broken down attending to their colour prefactors

F2
q(q1i) =

(N2
c − 1)

Nc

(
NcF

2
q (q1i) +Nf F̂

2
q (q1i)−

1

Nc

F̃ 2
q (q1i)

)
, (3.64)

which allow us to expand the two loops quark current and the VV amplitude

J(2)
µ (1, i) = δc1i

(N2
c − 1)

Nc

(
NcJ

(2)
µ (1, i) +Nf Ĵ

(2)
µ (1, i)− 1

Nc

J̃ (2)
µ (1, i)

)
, (3.65)

in analogy with Section 3.3.6 we can define,

M(2)
0g (1i; 2j) = J (2)

µ (1, i)Mµν
VVH(q1i, q2j)J

(0)
ν (2, j) + J (1)

µ (1, i)Mµν
VVH(q1i, q2j)J

(1)
ν (2, j)

+ J (0)
µ (1, i)Mµν

VVH(q1i, q2j)J
(2)
ν (2, j), (3.66)

M̃(2)
0g (1i; 2j) = J̃ (2)

µ (1, i)Mµν
VVH(q1i, q2j)J

(0)
ν (2, j) + J (1)

µ (1, i)Mµν
VVH(q1i, q2j)J

(1)
ν (2, j)

+ J (0)
µ (1, i)Mµν

VVH(q1i, q2j)J̃
(2)
ν (2, j), (3.67)

M̂(2)
0g (1i; 2j) = Ĵ (2)

µ (1, i)Mµν
VVH(q1i, q2j)J

(0)
ν (2, j). (3.68)

Squared matrix element

Upon taking the square of the V amplitude and the interference of the VV amplitude

with the Born level we find the same colour structure as in Eq. (3.57), which we

implement as independent matrix elements squared in our codebase.

Nc∑
Re
{

M
(2)
0 (1, j, 2, i)M

(0)
0 (1, j, 2, i)∗

}
+
∣∣∣M(1)

0 (1, j, 2, i)
∣∣∣2 =

(N2
c − 1)

{
N2
cC

(2)
0g (1, j, 2, i) +NcNf Ĉ

(2)
0g (1, j, 2, i)− C̃(2)

0g (1, j, 2, i)

}
,

(3.69)
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with,

C
(2)
0g (1, j, 2, i) = Re

{
M(2)

0g (1ki; 2j)M(0)
0g (1ki; 2j)∗

}
, (3.70)

C̃
(2)
0g (1, j, 2, i) = Re

{
M̃(2)

0g (1ki; 2j)M(0)
0g (1ki; 2j)∗

}
, (3.71)

Ĉ
(2)
0g (1, j, 2, i) = Re

{
M̂(2)

0g (1ki; 2j)M(0)
0g (1ki; 2j)∗

}
. (3.72)



Chapter 4

NNLOjet Implementation

In previous chapters we have outlined all of the ingredients that are required to ob-

tain predictions for physical observables in a Higgs plus two jets production process

via VBF. The final step is the combination of all previous elements and the numer-

ical integration of the cross section as defined in Eq. (2.57), to which this chapter is

dedicated.

Section 4.1 will be focused on the fixed order parton-level Monte Carlo generator

NNLOjet. We present an overview of important features included in the code

which are used in the calculations presented in this thesis.

In Section 4.2 we review Monte Carlo techniques and detail our implementation

of Vegas and in Section 4.3 the construction of the VBF phase space generator in the

NNLOjet framework. Both the numerical integrator and the phase space generator

have an important effect on the numerical efficiency of the computation of scattering

rates. Finally, in Section 4.4 we list and detail all tests included in the NNLOjet

framework and their application to the VBF NNLO calculation. We argue that such

an extensive collection of validation checks should become a standard requirement

for higher order calculations published in the literature.
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4.1 NNLOjet

All calculations in this thesis, unless stated otherwise, have been made with the

software NNLOjet, the product of an extensive collaboration between different

groups around the world [80]. NNLOjet is a fixed order parton-level event gen-

erator for inclusive or jet processes at higher orders in QCD, primarily using the

antenna subtraction method for the subtraction of the IR divergences. It provides

a standard framework for the calculation of scattering processes as well as analysis

and histograming tools for producing single and multi differential distributions.

Section 4.1.1 presents a technical description of the NNLOjet code and Sec-

tion 4.1.2 lists the most relevant features for the work presented in this thesis

while Section 4.1.3 describes the necessary steps and prerequisites for the imple-

mentation of new processes in the NNLOjet codebase.

At the time of writing, the processes available in NNLOjet at NNLO accuracy

include: Higgs production in association with one jet [51, 74, 81–83], Higgs produc-

tion in association with two jets in VBF [1], vector boson plus jet production [84–

88], di-jet production in hadron-hadron collisions [89, 90] and in lepton-hadron col-

lisions [91–93] and three-jet production in e+e− annihilation [94]. Recently, a com-

bined implementation of the antenna subtraction method and the Projection to

Born method [95] has also been included in the NNLOjet framework, presenting

the first N3LO differential results for single jet production in hadron-lepton deep

inelastic scattering [96].

4.1.1 Technical description

At the core of NNLOjet is the Monte Carlo algorithm Vegas, first presented in

Ref. [97]. We have implemented our own version of the algorithm in order to take

advantage of the technological advances in computing since the publication of [98],

specifically CPU parallelisation and grid computing. We detail our implementation

of Vegas and discuss some of its advantages in Section 4.2.3.
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The majority of the NNLOjet codebase is written in Fortran and is compatible

with the Fortran 95 standard [99] and thus compilable with all modern versions of

the compiler gfortran included in the GNU Compiler Collection [100] as well as

the Intel Fortran Compiler commonly known as ifort [101].

Our version of the Vegas algorithm uses the methods and subroutines specificed

in the version 4.0 of the OpenMP Standard [102] for CPU parallelisation. This stan-

dard was first implemented in version 4.9.1 of gfortran and version 15.0 of ifort,

which are necessary in order to use the parallelisation capabilities of NNLOjet.

Note that NNLOjet can be compiled with no OpenMP support with the compiler

flag useomp=False for backwards compatibility.

NNLOjet can also be interfaced to external tools such as FastJet [103] or AP-

PLGRID [104] and requires LHAPDF version 6 [76]. Tools have been built around

the NNLOjet framework which are not exclusive to this code and can be gener-

alised to other applications. Two examples are the Vegas implementation for grid

computing detailed in Section 4.2.3 and the pyHepGrid tool documented in Ap-

pendix D.

Accompanying the NNLOjet code is a suite of autogeneration routines written

in the symbolic manipulation software FORM [105] and the mathematical software

Maple [106] which provide a way of writing pseudocode and standardise most of

the Fortran codebase. The usage of these autogeneration tools allows us to prop-

agate any changes to the entire codebase in a fully systematic and automatic way.

Autogeneration and standardisation of the code is also crucial for testing and vali-

dation when looking for bugs or adding new features. This will be further explored

in Section 4.4.
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4.1.2 Features

Numerical stability and technical cuts

Subtraction methods require numerical cancellation of soft and collinear singularities

in real emission configurations at integration time. This leads to a sum of two large∗

equal numbers with opposite sign that cancel to 0. Since computer memory is a finite

resource not all digits of a number are significant.† When all significant numbers

cancel out, the leftover are just random numbers. It is thus more appropriate to set

a technical cut from which we assume cancellation before the two numbers actually

reach infinity (without performing the sum). Schematically, we apply the Heaviside

step function Θ to the calculation, such that:

σ =

∫
Θ (y − y0) dσ , (4.1)

where y = min(
sij
ŝ

) for any i, j and sij = (pi + pj)
2.

The technical cut y0 is an unphysical parameter and there must be no dependence

of the cross section on it as y0 → 0. Values below y0 = 10−7 are often found to be a

good compromise between convergence and y0 independence. The independence of

the integration result on the technical cut is a crucial check on the validity of the

subtraction term and will be discussed and tested in Section 4.4.4.

The step function is implemented at the level of the phase space generator, before

the evaluation of the matrix element is performed; if for a phase space point any

invariant is found with a value y below the cut y0, then the event is discarded.

Even with the use of a technical cut the stochastic nature of Monte Carlo in-

tegration can introduce “jokers”, events that produce awkward numbers orders of

magnitude greater. This can be problematic as their addition to any other number

effectively means losing all significant figures below a certain (computer precision

dependent) threshold.

The core NNLOjet code implements the summation technique known as Kahan

∗Infinite, in the singular limit
†Only the 15 first in double precision arithmetics.
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summation [107] in order to minimise the effect of numerical instabilities introduced

by floating point arithmetics. The effect of “jokers” is also minimised by softening

the peaks of the integration through the techniques detailed in Sections 4.2.3 and 4.3.

Statistical treatment of results

For a large enough number of events, the results from individual runs of the program

are distributed around the true value of the cross section (σ) following a Gaussian

distribution:

σ̄ =

∑
σis
−2
i∑

s−2
i

s̄2 =
1∑
s−2

(4.2)

where σi are the individual cross section computed by independent NNLOjet iter-

ations and si is the associated statistical error.

However, the number of events per iteration N is often kept small in order reduce

the integration time which allows for a more efficient parallelisation of the code. As

a consequence independent iterations are not necessarily statistically compatible.

This is particularly true for higher dimensional phase spaces where errors are larger

for a given number of events. One solution to this problem is to combine k iterations

into one pseudorun with:

σpseudo =
1

k

k∑
i

σi s2 =
1

kN

(
1

kN

k,N∑
σ2
i −

(
1

k

k∑
σi

))
(4.3)

which is equivalent to one iteration of k ×N events.

The value of k depends on both the process considered and the integration pa-

rameters so a scan over different values of k is in general required. The stop point

for the scan occurs when independent pseudoruns become statistically compatible.

A python code is included alongside NNLOjet which implements these statis-

tical techniques in a consistent way for NNLOjet calculations and the production

of histograms [108].
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4.1.3 Code autogeneration

One of the key features of NNLOjet is the autogeneration the process dependent

Fortran code. With a large library of processes and of their associated matrix

elements and subtraction terms, making the code both maintainable and easily

extensible is a highly non-trivial task. The NNLOjet code can be divided between

“core software”, shared between all processes, and process dependent code, mainly

autogenerated by Maple and FORM routines.

The NNLOjet core software includes the integration algorithm, analysis rou-

tines and the whole set of antennae, integrated and unintegrated, necessary for the

computation, up to NNLO in QCD, of scattering rates at hadron colliders assuming

massless quarks.

On the other hand, the implementation of new processes into the NNLOjet

framework can be divided into three main steps:

• Calculation and code implementation of the matrix elements.

• Construction of the subtraction terms as pseudocode in Maple scripting lan-

guage.

• Addition of the new process to the driver.

Implementation of the matrix elements

The NNLOjet framework exposes a derived type Kin. The Kin type contains

arrays providing spinors, momenta and invariants for all particles of the system as

generated by the phase space generator. The indices of the Kin array are the labels

of the particles where 1 and 2 are always the initial particles.

The matrix element should then be a Fortran compatible function taking as input

the labels of the particles as integer values and returning a double precision type

with the value of the square of the amplitude. This step is completely manual and

is left to the developer, although currently an effort to interface NNLOjet with

external matrix element providers such as OpenLoops [109] is underway.
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Construction of the subtraction terms

The implementation of the subtraction terms for NNLO calculation can be a very

involved task for complex processes. The number of possible singular configurations,

combined with parton orderings, phase space mappings and colour levels introduces a

level of complexity that would make coding the subtraction terms a very complicated

and bug-prone task were it to be done manually.

The subtraction terms are written as pseudocode and only in terms of the an-

tenna functions and reduced matrix elements. The Maple autogeneration scripts are

able to take this pseudocode as input and output Fortran code which includes the

required calls to the antenna functions and performs the mapping to the reduced

momentum set required by the matrix elements.

For virtual corrections, a preprocessing step using a set of FORM routines pre-

cedes the creation of the Fortran file. The FORM code ensures all explicit 1
ε

poles

cancel by comparing the subtraction terms with the Catani structure for infrared

poles.

Adding new processes to the library

Once matrix elements are provided following the notation in Section 3.3.1, a new

maple generation card needs to be created in the driver/maple directory. This .map

card includes process dependent parameters such as the particles to be considered

for each matrix element and colour level, the number of flavours or the LO prefactor

as well as identification of the different layers (LO, R, V . . . ) and the corresponding

matrix elements. The generation card for the VBF process is given in Appendix A.

A set of maple scripts will then generate, using the .map file as input, all Fortran

routines necessary to integrate the process. Crucially, it will generate all calls to

the Parton Distribution Functions (PDFs) for the different partonic initial state

configurations that enter the process as well as for all possible combinations of the

ordering of the final states.

Afterwards, the python script autoAddFortran.py will register (or update if it
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input cards

Matrix
Elements
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Terms
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autogenerate fortran files

run ~$ pyFortranUpdater.py XYZ.map

update core fortran files to accommodate new process

new observablesnon default parameters link subtraction terms
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core/Observables.f90

modify
core/initialiseproc.f

modify corresponding
files in process/XYZ/

run ~$make
run ~$NNLOJET -run runcard.run

Figure 4.1: Flow chart for the implementation of new processes in NNLOjet.
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already exists) the new process into the NNLOjet core code. This script ensures

that all files are available for compilation and initialises all subtraction term calls.

At this stage only the linking of the subtraction terms is left to the user. By default

all subtraction terms are initialised to 0. The user must set each of the subtraction

terms for each of the matrix elements to the correct Fortran functions autogenerated

from the Maple pseudocode. A schematic workflow for the implementation of a new

process in NNLOjet is depicted in Fig. 4.1.

Non-default initialisation parameters and analysis routines can also be used by

modifying the appropriate files. We list here some of the modules where default

parameters can often be a suboptimal choice:

• initialiseproc.f: After following implementation as in Fig. 4.1 a working

default template for the initialisation of the process will be already included

in this file which in general needs to be modified. The modifications required

include the number of jets of the Born process and initialisation of common

blocks.

• Observables.f90: The definitions of all observables that NNLOjet can com-

pute are found in the Observables module. In this file a number of observables

which are automatically registered for all processes are declared, for instance

observables referring to jets kinematics. The addition of new observables, be

they generic or process specific, is also done in this module, where the user

has access to the same Kin object accessible by the matrix elements.

• genphase.f and sig.f: NNLOjet includes default phase space generators

for different topologies of processes. Selecting the phase space generator to be

used by the new process is done in these files.
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4.2 Numerical integration

Monte Carlo integration methods are particularly well suited for phase space in-

tegration in high energy physics applications as they offer several advantages with

respect to other methods:

• The first and main advantage of Monte Carlo algorithm is that the error de-

creases as
√

1
N

regardless of the dimensionality of the integral, where N is the

number of events or Monte Carlo shots. This is crucial for phase space inte-

gration in multiparticle collisions as it implies a high dimensionality integral.

• In contrast to other integration methods, the integrand is not required to be

analytic or continuous. If the volume of integration Φd has a particularly

difficult shape, the Monte Carlo solution to this issue is to integrate over a

larger volume Vd fully containing Φd and set the integrand to 0 for any points

that happens to fall outside Φd.

• The evaluation of the integral of a function f via Monte Carlo methods re-

quires evaluating f for many different points in the integration space. These

points can be used not only to estimate the integral of f over Φd but also to

simultaneously fill in differential histograms df(x)
dO(x)

.

• Due to the stochastic nature of the method, events are treated in a similar

way as they appear in actual particle collisions. In this sense colliders like the

LHC are, essentially, a very expensive Monte Carlo integrator.

4.2.1 Monte Carlo methods

The underlying problem is the numerical calculation of a multidimensional integral

for which we do not know the analytical form:

I t =

∫
dmx f(~x), (4.4)

where ~x = {xi}, xi ∈ [0, 1] and I t is the “true” result of the integral.
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The integration algorithm must provide, in a finite amount of time, an estimation

I of Eq. (4.4) as well as an estimation of the error with respect to the true value I t.

The Monte Carlo estimate for Eq. (4.4) is obtained by evaluating the function f(~x)

for N random points uniformly distributed in the region of integration V = [0, 1]d.

Let us define the Monte Carlo estimator of the integral as:

I =
1

N

N∑
i=1

f(~xi) = 〈f〉. (4.5)

The estimated error with respect to the true value (I t) is given by the variance∗

which we denote by s2 and which is given by:

s2 =
1

N

(
1

N

N∑
i=1

f(~xi)
2 − I2

)
, (4.6)

where it is clear that the Monte Carlo error is reduced as 1√
N

, independently of the

number of dimensions.

We write the Monte Carlo estimation of a function f over N points distributed

over the unit volume as:

I =

∫
dmx f(~x) ≈ 〈f〉 ±

√
〈f 2〉 − 〈f〉2

N
. (4.7)

Note that a reduction of the error of 1√
N

is relatively slow, specially when com-

pared to other integration methods. For comparison, the error using the extended

Simpson’s rule scale as 1
N4/d , i.e., it converges faster than Monte Carlo for any

d < 8. In other words, only when the number of dimensions is large do Monte Carlo

methods become competitive in terms of convergence. The next section will intro-

duce importance sampling as way of reducing the Monte Carlo error by appropriate

changes of variables.

∗Often the Greek letter σ is used for the variance. We use s here instead to avoid any confusion
with the cross section.
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4.2.2 Importance sampling

Instead of uniformly distributing N random points with which we sample the inte-

grand, we can generate points according to a probability density function ρ(~x) which

is positive for all ~x and normalised to unity:

∫
dmx ρ(~x) = 1. (4.8)

When sampling over ρ(~x), I becomes:

I =

∫
ρ(~x) dmx

f(~x)

ρ(~x)
≈
〈
f

ρ

〉
±
√
〈f 2/ρ2〉 − 〈f/ρ〉2

N
, (4.9)

and our goal is to find a function ρ(~x) that minimises the variance s2 of the estimator

s2 =

∫
dmx ρ(~x)

(
f(~x)

ρ(~x)

)2

−
(∫

dmx ρ(~x)
f(~x)

ρ(~x)

)2

. (4.10)

Intuitively, any ρ(~x) ∝ f(~x) will result in a reduction of the minimal value of

s. We minimise the variance Eq. (4.10) using the method of Lagrange multipliers

which allow us to ensure the solution still fulfils Eq. (4.8) through the multiplier λ.

In the following we set ρ(~x) ≡ ρ, f(~x) ≡ f and ~x ≡ x for brevity.

δs

δρ
=

δ

δρ

(∫
ρ dx

f 2

ρ2
+

(∫
ρ dx

f

ρ

)2

+ λ

(∫
dx ρ− 1

))

=

∫
dx

(
−f 2

ρ2
+ λ

)
= 0, (4.11)

from which we can set:

ρ =
|f |∫
dx |f |

. (4.12)

The optimal choice of ρ(~x) is proportional to f(~x) but requires knowledge of the

value of the integral of |f(~x)| which we lack prior to integration. We can circumvent

this limitation through the use of adaptive Monte Carlo techniques which iteratively

build a distribution function ρ(~x) able to capture the general features of the inte-

grated function. One example of an adaptive Monte Carlo algorithm is Vegas, which
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we consider here.

4.2.3 NNLOjet Vegas implementation

The Vegas algorithm has been part of the toolkit of the wider physics community

since its inception by Lepage [97] in 1977. The original implementation was written

in Fortran [98] and primarily based on the concept of importance sampling. Newer

versions of the algorithm have been published in multiple languages∗ as well as

modified versions [110, 111] aiming to provide improvements for specific applications.

We have implemented a modified version of the algorithm as presented in Ref. [110]

using the random number generator proposed by Marsaglia and Zaman [112, 113]

and extended with extra features which we briefly describe at the end of this section.

Let us first review the Vegas algorithm by considering a separable probabil-

ity density distribution ρ(~x). If we are in a m-dimensional volume where ~x =

(x1, x2, . . . , xm), separability allows us to write:

ρ(~x) =
m∏
ρi(xi). (4.13)

For the rest of this description we consider a one-dimensional probability den-

sity function ρ(x). This is akin to how the algorithm is implemented, where each

dimension is treated separately.

The algorithm breaks the integration region x ∈ [x−, x+] into k subdivisions

of different sizes ∆xi. Random points are then generated according to a stepwise

distribution function:

ρ(x) =
1

k∆xi
for x ∈ [xi−1, xi], (4.14)

with x0 = x−, xi = xi−1 +∆xi−1, and xk = x+. An estimation of the integral is then

computed within each of these subdivisions which are not changed until the iteration

(meaning, obtaining one estimation for a number N of points) is completed.

∗See for instance https://github.com/gplepage/vegas
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The transformation between the random uniformly generated points (noted z ∈

(0, 1)) and the distribution Eq. (4.14) is given by:

x(z =
i

k
) = xi, (4.15)

where i = 1, . . . , k are the edges of the ∆xi grid. For z 6= i
k

the value of x is obtained

by a linear interpolation between the xi. The Jacobian of this transformation is then

J

(
i− 1

k
< z <

i

k

)
= k∆xi = Ji. (4.16)

We can rewrite now the Monte Carlo estimator of the integral and the variance

as a sum over the Vegas subregions ∆xi:

I =
k∑
i=1

Ii =
k∑
i=1

Ji

∫ xi

xi−1

dx f(x) (4.17)

s2 =
1

N

(
k∑
i=1

Ji

∫ xi

xi−1

dx f 2(x)− I2

)
, (4.18)

where the variance is minimised when, for any i, the following condition is fulfilled:

Ji

∫ xi

xi−1

dx f 2(x) = const. (4.19)

At the end of every iteration the increments ∆xi are reshaped aiming for the product

∆xi

∫ xi

xi−1

dx f 2(x) to remain constant for any i. The net effect is to produce bigger

increments where the integrand f(x) is smaller, and smaller increments where the

integrand is bigger. The outcome is better resolution (smaller errors) in the regions

that contribute the most to the integral.

Programmatically this is achieved by defining a reweighing variable rw for each

subdivision such that:

riw =

(1− 〈f 2
i 〉∑

j〈f 2
j 〉

)(
log

(∑
j

〈f 2
j 〉

)
− log

(
〈f 2
i 〉
))−1

α

, (4.20)

where α is a damping parameter in order to avoid rapid and destabilising changes

between iterations. Note that with α = 0 the grid is frozen as all weights are the
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Input: Vector 〈f 2
i 〉, previous ∆xi

Result: Reweighed increments ∆xi
for i ∈ (1, k) do

Compute the reweighting vector riw as per Eq. (4.20) ;
end
Compute the total of the vector rw as an auxiliary variable t = 1

k

∑
riw ;

Set j = 0, dr = 0 ;
for i ∈ (1, k) do

while t > dr do
j = j + 1 ;
dr = dr + rjw;

end
dr = dr − t ;

Compute the new value of ∆xi = xi − (xi − xx−1) dr
rjw

;

end
Algorithm 1: Bin refining algorithm in the NNLOjet Vegas implementation.

same. The technical details of the implementation of the reshaping of the grid are

given in Algorithm 1.

In Fig. 4.2 we integrate the LO cross section for the VBF process with a simple

cut of pjt > 25 GeV for ten iterations with a value k = 25 and α = 1.5. We choose

two of the random variables: x6 and x9.

The x6 variable (at the top) is mapped to the invariant mass of the system formed

by one of the partons and the Higgs mass. The mapping between the invariant and

the variable is not direct so the physical meaning is obscured but we can see that

regions in which x6 takes maximal values (either close to 0 or close to 1) are preferred,

the increments in these regions are smaller. The x9 variable, on the other hand, is

directly mapped to the momentum fraction of the incoming partons. A very clear

physical meaning can be deduced in this case: very low values of the momentum

fraction (the phase space points don’t pass the selection cuts) and very high values

(suppressed by the PDFs) contribute very little to the total cross section and thus

the increments ∆xi in this regions are much larger. Note that for this example by

the fifth iteration the grid is stabilised and the increments ∆xi remain of the same

size.

Integrating the total cross section with Vegas effectively means adapting to the
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Figure 4.2: Example of the evolution of the subdivisions generated by Vegas for two
of the random variables. The coloured lines correspond to the edges of the ∆xi grid.



4.2. Numerical integration 93

shape of the total cross section as a function of the Vegas variables. However this

is often not the optimal approach as we might be interested in regions of the phase

space which might not greatly contribute to the cross section but are phenomeno-

logically relevant in differential distributions for particular observables.

Our solution is to distort the ∆xi grid by multiplying the integrand f by a

reweighting function which depends on the relevant kinematics. In this way we

can artificially give more weight to regions of integration with little contribution to

the cross section. The reweighting function is a free parameter in the NNLOjet

runcard in the form of a polynomial of any observables.

4.2.4 Parallel computing and benchmarking

It is often useful to separate a Vegas integration into two phases: warmup and

production. During the warmup phase we construct a grid that adapts to the shape

of the integral without storing any results and during the production phase we freeze

the grid and generate the desired output. Breaking down the integration in these

two phases allows for a number of optimisations to be carried over and to exclude

statistical distortions from unoptimised grids.

During the production phase, we are only interested on generating final output

from as many statistically independent iterations as possible, using the same grid.

The number of points (N) required in order to produce statistically sound results,

however, might be too large for a computer to handle in one go∗. Thanks to the

techniques introduced in Section 4.1.2 we can break an N -point iteration into k

sub-iterations of N/k points which will afterwards be fused into one pseudorun.

Due to the fact that no information needs to be shared between different pro-

duction iterations, we are able to run multiple replicas of NNLOjet on different

CPUs, machines or clusters and combine the results afterwards. In that respect,

the production phase is a solved issue where getting more precise results and his-

tograms simply requires consuming more resources. The technicalities of running

∗The main limitation being the 48 hours “wall time” restriction of the Dirac system [114].
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Figure 4.3: Study of the performance evolution of Vegas as a function of the number
of threads for a VBF Real integration with minimal cuts. Default corresponds to
the typical implementation of Vegas based on OpenMP. Experimental removes
some restriction on the capacity of OpenMP for parallelisation. Tested in Intel(R)
Xeon(R) Gold G6130, 64 physical cores.

production in a grid system are further detailed in the documentation of pyHepGrid

in Appendix D.

The warmup phase, on the other hand, introduces some restrictions with respect

to the production phase, most notably, each iteration needs information on the

previous one in order to adapt the grid: they need to share memory. Several solutions

to the problem of multithreaded programming exist. As a first step we implement the

OpenMP standard so that the main task of the event generator is shared between

a given number of threads. The number of threads to be used can be selected

by the user through the environmental flag OMP NUM THREADS, each one reserving

OMP STACKSIZE Mb of memory. At the end of each warmup iteration all threads are

synchronised and the adaptation of the grid is performed using the total combined

set of information.

In Fig. 4.3 we study the performance gain when using OpenMP for a warmup

run. We compare the real time (this is, human time between the start and end of the

process) of a naive implementation of the OpenMP standard with a more aggressive

implementation (still experimental) which requires some changes to the NNLOjet

code. The naive implementation is akin to the implementation found in extensively

used programs such as MCFM [115].
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It can be seen that for the default (naive) implementation the performance gain

saturates after a certain number of threads, beyond 16 threads almost no gain is

observed and the performance is actually punished after ∼ 25 cores are used. For the

experimental implementation, on the other hand, we observe gains for any number of

CPUs and we find a penalty only when we are using almost twice as many threads

as physical cores the machine has. Once we enable as many threads as physical

cores the machine has, we enter in the hyperthreading region. In this region the

performance gain is much more modest (even negative when too many threads are

active and the program competes with the operative system for resources).

The difference between the default and experimental implementations of Vegas

is mainly due to the use of “critical” blocks, regions of code that are forced to

run sequentially. The “experimental” implementation bypasses all these blocks of

sequential code for a better threads-performance relation. The only trade-off for the

experimental implementation of Vegas with respect to the default one is a greater

memory usage of a ∼ +10% in the benchmarks. NNLOjet can be compiled with

these experimental features with the use of the compile flag critical=off.

Another drawback of OpenMP is that parallelisation is limited to one single

memory-sharing node or CPU. For processes with many particles in the final state,

this is often insufficient to warm up a grid to stability in a reasonable amount of

time. As in the production phase, we would ideally be able to run our warmup

across different independent nodes, synchronising the results at the end of every

iteration before the grid is adapted.

Since the adaptation process only requires the knowledge of the value of the

integral in each subvolume after the iteration finishes, it follows that we only need

a way to share this information (an array of numbers) at the end of every iteration

between different NNLOjet instances in order to use multiple nodes and speed up
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runtime.∗

In the Vegas implementation of NNLOjet, we share the information between

the independent instances using tcp sockets. At the end of every iteration all sepa-

rate instances of NNLOjet pause and synchronise information with a central server

by data transfer through tcp sockets. We use standard unix libraries so the only

requirement is for the target system to have a network connection able to communi-

cate with the central server. This solution allows us to parallelise NNLOjet within

a single node (via OpenMP) and among independent resources at the same time

and the usage of unix standard libraries guarantees that does work in any target

system.

NNLOjet is compiled with socket support with the use of the compile flag

sockets=true.

4.3 Phase space generator

The partonic cross section is a function of the particle momenta such that we can

in general write (for n particles in the final state) as seen in Eq. (1.38) where we

defined the integration variable dΦn representing the phase space for n particles in

the final state,

dΦn =
n∏
i=1

(
d3pi

2Ei(2π)3

)
(2π)4δ4

(
pini −

∑
pi

)
. (4.21)

In other words, the computation of rates of scattering processes requires the

integration of the differential cross section over the final state phase space of the

particles involved. The limits of the integration (neglecting selection cuts) are such

that all physically possible configurations are to be considered: i.e., the whole phase

space volume is covered.

In order to integrate the cross section we use the Monte Carlo method introduced

∗There are several libraries in the market addressing the problem of sharing information over
a network between resources with no shared memory, one of the best known solutions being MPI.
For our purposes, however, the MPI protocol is often not the best solution since it requires a
number of tools and libraries to be installed in all systems and is more disruptive to the codebase.
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in Section 4.2.3 to sample random phase space points. The integration algorithm

itself, however, only provides random numbers xi ∈ (0, 1) with no physical meaning.

We need to map the set of random points ({xi}) to a set of momenta ({pi}) to

evaluate the cross section, a transformation ρ(~x)→ Φ({pi}).

In practice, this phase space generator is an independent layer outside Vegas and

takes a vector of numbers ~x of dimension d = 4n− 3, returning an array of (n+ 2)

four-vectors {pi}. This transformation corresponds to a mapping of the integration

variables xi to the physical quantities that define the kinematics of the event. The

usual choice is the set of invariants sij = (pi + pj)
2.

The mapping {xi} → {pi} is, in principle, fully arbitrary besides trivial con-

straints such as covering the whole integration range or being momentum and

energy-conserving. We take advantage of this arbitrariness in order to improve

the integration efficiency by mapping the Vegas random numbers to relevant quan-

tities of the scattering system. The goal is to soften the peaks of the integration

which results in a much better Vegas adaptation and a reduction of the appearance

of jokers.

In Section 4.3.1 we first study a naive phase space generator which does not

take into account the topology of the VBF process. This phase space generator has,

however, the advantage of being completely general for hadron collisions and serves

as a stepping stone to introduce the fundamental ingredients for the construction

of a much more complex phase space generator. Subsequently we study a phase

space generator optimised for the VBF integration, adapted to the kinematics of

the system and forcing singular invariants to be integration variables through the

use of wedges.

The introduction of phase space wedges is also necessary for the required ro-

tations for the pointwise subtraction of the antenna formalism. We conclude this

section with a validation of the VBF phase space studying the integration of dummy

matrix elements with a calculable analytical solution.
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4.3.1 Naive phase space

As a first approximation, and ignoring any issues related to the initial state particles,

we can start by generating an isotropic phase space where we populate the phase

space homogeneously from the random vector input from Vegas. A well known algo-

rithm implementing this approach is known as RAMBO [116] (RAndom Momenta

Beautifully Organised).

In a VBF-type process, however, there exists a clear hierarchy between the par-

ticles involved in the collision which is not represented by such a democratic phase

space.

Furthermore, at high orders in perturbation theory, singularities of the form 1
sij

or 1
sijk

appear (see Section 2.2) in the matrix elements. The adaptation of the phase

space to the singular structure of the process smooths the peaks of the integration,

greatly improving the stability of the calculation.

Taking into account the decay of the Higgs boson, the Vector Boson Fusion Higgs

boson production process is a 2→ 4(6) particles process at LO QCD (2/4 of which

are particles coming from the decay of the Higgs boson and do not effect the singular

structure of the process). The highest multiplicity phase space is found at the double

real level, with two extra emissions it can be up to a 2 → 8 particles phase space.

Our default configuration is the decay of the Higgs boson to two photons.

Iterative sequential phase space

Let us consider a state of mass ŝ from which we detach, one by one, all particles

participating in the collision using as integration variables the invariants sijk... of

the subsequent states plus the solid angle that defines the motion of the detached

particle (Ω). This is depicted in Fig. 4.4 where we split the entire body of the

phase space into a series of factorising two body phase spaces such that, if 1 to 6

are the final partons, we perform a sequential splitting: (123456)→ 1 + (23456)→

1 + 2 + (3456)→ · · · → 1 + 2 + 3 + 4 + 5 + 6.

The phase space generator of Fig. 4.4 treats all particles equally. It is however
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Figure 4.4: Schematic view of a sequential phase space generator.

useful to separate the phase space into partons, the only particles involving singular

limits, and colourless particles (in this case the Higgs boson). This minimally mod-

ified version of the sequential generator is implemented in NNLOjet and shown

in Fig. 4.5. It does not have a limit on the number of particles in the final state,

which allows for quick testing of new processes before building a more optimal phase

space for the specific application at hand.
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Figure 4.5: Sequential phase space generator with a detachment of a colourless state
represented by sH .

1 → 2

The basic ingredient of the phase space generator is the 1 → 2 reaction a → 1 + 2

where the kinematics of the incoming particle pa are fully known:

Φ2 =

∫
d4p1

(2π)4

d4p2

(2π)4
(2π)δ(p2

1 −m2
1)(2π)δ(p2

2 −m2
2)(2π)4δ4(pa − p1 − p2), (4.22)

where the δ functions enforce momentum conservation and on-shell external parti-

cles. We can make use of the δ functions in order to simplify the formula giving:

Φ2 =
1

4π2

∫
d3p1

2E1

δ((pa − p1)2 −m2
2). (4.23)
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Working in the center of mass frame of the decaying particle pa we can write

pa = (
√
s,~0) and the remaining δ function of Eq. (4.23) can promptly be rewritten

as:

δ((pa − p1)2 −m2
2) =

1

2
√
s
δ

(
E1 −

1

2
√
s

(s+m2
1 −m2

2)

)
. (4.24)

Recalling the relation between the energy and the momentum: E2 = m2 + |~p|2

it is possible to also extract the value of |~p| from Eq. (4.24):

|~p1|2 =
1

4s
(s2 +m2

1 +m2
2 − 2sm2

1 − 2sm2
2 − 2m2

1m
2
2)

=
1

4s
λ(s,m2

1,m
2
2) (4.25)

|~p1| =
1

2
√
s
λ1/2(s,m2

1,m
2
2) = |~p2|, (4.26)

where we have defined the function λ1/2 which will be appearing in several occasions

during phase space calculations. Note that the value of |~p| depends only on the

invariants of the system.

We are now ready to write the final form of the phase space for a 1→ 2 particles

system:

Φ2 =
λ1/2(s,m2

1,m
2
2)

32π2s

∫
dΩ (4.27)

It is possible to factorise any n-particle phase space into a series of sequential

1→ 2 phase spaces where the incoming particle is one of the outgoing members of

the previous step.

This technique allow us to build a completely general phase space such as Fig. 4.4

or Fig. 4.5 by iteratively applying Eq. (4.27) and the following equality:

1 =

∫
d3p12

2E12

ds δ4(p12 − p1 − p2) (4.28)

which introduces the dependence on the invariant mass of the decaying particle

(p12 = pa). Each of these 1→ 2 systems have then three free variables which in our

implementation are chosen to be the invariant mass of the system (ds = ds12) and
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the solid angle d cos(θ) dφ.

The Vegas sampling is then mapped onto these integration variables through a

change of variables which for Fig. 4.5 take the following form:

s(x) = smin + x(smax − smin),

φ(x) = 0 + x(2π − 0),

cos θ = −1 + x(1− (−1)),

(4.29)

where each x is a random number generated by Vegas.

2 → 2

The first step in the generators of Fig. 4.4 and Fig. 4.5 is slightly different as it

corresponds to a 2→ 2 system in which the initial state is known. The final state,

however, is no different from the 1→ 2 system previously studied:

Φ2 =

∫
d4p1

(2π)3

d4p2

(2π)3
δ(p2

1 −m2
1)δ(p2

2 −m2
2)(2π)4δ4(pini − p1 − p2), (4.30)

where pini = pa + pb. We work in the center of mass system of pini, with ~pa = −~pb

and (pa + pb)
2 = s.

As in the previous section, only two variables are necessary in order to describe

the system. We can choose, for instance, the scattering angle of one of the outgoing

particles with respect to one of the incoming particles in the center of mass system (θ)

as well as the azimuthal angle around the beam (φ). However, rotational symmetry

around the beam axis allows us to integrate out the azimuthal variable φ, reducing

the number of variables to 1.

Description on invariants

A crucial step when building a phase space generator is the correct choice of sampling

variables as this can have a large impact on the stability and convergence of the
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integral. Typically we want to sample invariants mapping directly to the topology

of the system. For example, in a 2→ 2 situation, the three Mandelstam invariants

define the whole system:

s = (pa + pb)
2,

t = (pa − p1)2,

u = (pa − p2)2,

(4.31)

which are related through s+t+u =

a,...,2∑
i

m2
i . Since the value of s (i.e., the incoming

energy) and the outgoing masses are known, only one independent variable is left.

We can choose, for instance, the variable t = ta1 as one of the sampling variables,

ta1 = (pa − p1)2

= m2
a +m2

1 − 2EaE1 + 2pap1 cos θa1, (4.32)

where the integration limits are given by the values cos
(
θ±a1

)
= ±1. We can

rewrite Eq. (4.32) in terms of the invariants of the system using Eq. (4.26), which

gives the limits of integration t±a1 as:

t±a1 = m2
a +m2

1 −
1

2s

{
(s+m2

a +m2
b)(s+m2

1 +m2
2)

∓λ1/2(s,m2
a,m

2
b)λ

1/2(s,m2
1,m

2
2)
} (4.33)

In a VBF type collision the ta1 variable represents the energy carried by the

scattered gauge bosons and can take any value between t+a1 and t−a1. The mappings

of Eq. (4.29) are, however, a suboptimal way of sampling ta1. We know the VBF

topology favour smaller energy transfers (closer to t+a1, as ta1 < 0), so we can write

instead:

ta1 = t−a1

(
t+a1

t−a1

)x
, (4.34)

where x is again a Vegas random number.

The change of Eq. (4.34) favours regions of the phase space in which ta1 is smaller.
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The outcome is a better resolution on the most important regions of the phase space

while still covering the entire integration range.

Ahead of the derivation of the 2 → 3 phase space generator it will prove useful

to derive the integration limits for ta1 (Eq. (4.33)) in terms of Gram determinants,

∆n = |p1 ∧ p2 ∧ . . . ∧ pn|2. (4.35)

The Gram determinant offers the advantage that they correspond to the λ and G

functions [117, 118] which are defined in terms of the invariants of the system. For

a three particles phase space we have,

∆2(pa, pb) = −1

4
λ(s,m2

a,m
2
b), (4.36)

while for a four particles phase space we find the 3-particle Gram determinant,

∆3(pa, pb, p1) = −1

4
G(s, t,m2

2,m
2
a,m

2
b ,m

2
1). (4.37)

In both equations s = (pa + pb)
2, t = (pa − p1)2 = (pb − p2)2 and m2

i = p2
i . A useful

formulation for the four particles kinematic function G is,

G(x, y, z, u, v, w) = x

[(
y − u− w +

1

2x
(x+ u− v)

)2

− 1

4x2
λ(x, u, v)λ(x,w, z)

]
.

(4.38)

The Gram determinant of the system is related to the limits on ta1 through the

angle θa1.

sin2 θa1 =
1

spap1

∆3(pa, pb, p1), (4.39)

where we transform the condition cos(θa1) = ±1 into sin2(θa1) ≥ 0. Rewrit-

ing Eq. (4.39) exclusively in terms of invariants we obtain:

sin2 θa1 = −4s
G(s, t,m2

2,m
2
a,m

2
b ,m

2
1)

λ(s,m2
a,m

2
b)λ(s,m2

1,m
2
2)
, (4.40)

where the functions λ ≥ 0. The condition sin2 θa1 ≥ 0 is then equivalent to:

G(s, t,m2
2,m

2
a,m

2
b ,m

2
1) ≤ 0. (4.41)
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The use of Gram determinants allows us, by changing any argument by a linear

combination of them, to select the most appropriate integration variables for each

scenario.

4.3.2 The VBF phase space

The VBF process is a 2 → 3 process at the Born level, where the most important

variables to consider are the invariants between the particles that form each of the

currents.

The Higgs boson and its decay products do not participate on any singular limit,

and their phase space can be safely factored out into 1→ X phase space where the

decaying Higgs boson is the dashed red line in Fig. 4.6.

pa

pb

p1

p2

p3

Figure 4.6: Schematic representation of the Born level VBF phase space.

Higher order corrections arise in two distinct configurations at NNLO as partons

can be radiated from each current:

• Adjacent: two radiated partons from only one of the currents.

• Non-adjacent: one radiated parton from each of the current.

These two situations are factored out as a 1 → 3 phase space (adjacent) or two

1 → 2 phase spaces (non-adjacent) with two different phase space generators.
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2 → 3

The starting point for the VBF phase space is a completely general two to three

phase space dΦ3:

Φ3 =

∫
d3p1

(2π)32E1

d3p2

(2π)32E2

d3p3

(2π)32E3

(2π)4δ4

(
pini −

3∑
i

pi

)
, (4.42)

where we find 5 degrees of freedom which can once again be reduced to four by

applying rotational symmetry about the beam axis.

a

b

1

2

H

ta1

tb2

Figure 4.7: 2 to 3 phase space for a VBF-like topology.

In a VBF-type collision, situations in which the outgoing particles 1 and 2 carry

a large fraction of the incoming energy are preferred. To improve our results in these

configurations we artificially drive the integrator towards these regions so that they

are preferentially chosen, which reduces their relative weights and improves stability.

It also allows Vegas to perform a finer and more efficient adaptation to this region.

The two relevant variables for this are the momentum transfers ta1 and tb2 in blue

in Fig. 4.7.

For a description in four invariants we also include in our description s1H and

s2H (or, equivalently, the angles between the Higgs boson and outgoing partons 1

and 2). With the appropriate change of variables the integral becomes

Φ3 =
1

16λ1/2(ŝ, sa, sb)

∫
dt1a dt2b ds1H ds2H

(−∆4)1/2
, (4.43)
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Integration wedge

min (sij) = s12

min (sij) = s13

min (sij) = s23

2↔ 3

1↔ 3

Figure 4.8: Example of phase space divided in three regions through a con-
dition on sij. If the integration wedge corresponds to the phase space point
(1, 2, 3) → {p1, p2, p3} then full coverage is restored through the permutations
(1, 2, 3)→ (1, 3, 2) and (1, 2, 3)→ (3, 2, 1). Note that sij = sji.

where ∆4 is the Gram determinant of any four independent vectors in the space of

pa, pb, p1, p2, pH . We set the physical integration region for the four chosen variables

through the condition ∆4 ∈ R < 0, which can be expanded in terms of the 4-particle

kinematic functions [117].

An optimal choice of variables not only improves stability by reducing the relative

weight of the most ill-behaved terms of the matrix element in the integrand, it

also plays an important role in the adaptation of Vegas and the cancellation of

singularities via antenna subtraction. In the next section we study the particularities

of the higher order VBF phase spaces and introduce the concept of wedges.

4.3.3 Wedges

For configurations including more than two partons in the final state it is necessary

to introduce the concept of phase space wedges: regions of the phase space to which

we restrict the integration.

We supplement our phase space generator with a system of wedges so that any

phase space point we generate is restricted to a defined region. Appropriate per-

mutations of the final states restore the full coverage of the phase space. This is

depicted schematically in Fig. 4.8.

Each phase space point is then evaluated once per wedge, effectively multiplying
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the number of Vegas shots by the number of wedges. Since we restrict the integra-

tion region to just one of the wedges at a time we also allow a much better Vegas

adaptation of the grid, which improves the efficiency of the numerical integration.

Beyond numerical improvements, the system of wedges is required for the full

cancellation of singularities in antenna subtraction. By restricting particular sin-

gularities to certain wedges and invariants, we can perform the required azimuthal

rotations to achieve pointwise cancellation (see Section 2.3.1) in a systematic and

consistent way. The implementation details are further explored in Section 4.3.4.

2 → 4

a

b

1

2

3

H

3

a

b

1

2

3

H

3

Figure 4.9: Possible 2 → 4 phase space configurations for a VBF-like topology

The R and RV layers both correspond to configurations with three jets in the

final state. Here, two symmetric configurations are possible: one extra particle

radiated from the (a, 1) line or from the (b, 2) line as depicted in Fig. 4.9. We can

exploit this symmetry to improve the efficiency of the integration. Only one of the

two configurations needs to be allowed in the integration wedge, covering the full

phase space after swapping a and b. We also apply a hierarchy criteria so that in

the integration wedge any singularity would always be generated in the current that

radiates parton 3.

The integration region is chosen by the following stepwise function:

Θ4 =


1 if smin = sij and saij < sbij,

1 if smin = sai and sij < s2i,

0 otherwise,

(4.44)
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where {i, j} = {1, 3}. We cover the entire phase space with the permutations (a↔ b)

and the three cyclic permutations of the final partons (1, 2, 3).

2 → 5

At the double real level we find two extra emissions with respect to the Born level.

These possess the same symmetry as the 2 → 4 scenario with respect to being

radiated from the (a, 1) or (b, 2) lines. However we also find two very distinct

configurations which need to be considered separately from both programmatic and

theoretical points of view. These two configurations are shown in Fig. 4.10.

a

b

1

2

3 4

H

3

a

b

1

2

4

H

3

Figure 4.10: Possible 2 to 5 phase space configurations for a VBF-like process. The
two configuration correspond to different singularity structures.

These two configurations correspond to the topologies in which 2 particles are

emitted from the same line (left), adjacent to each other, so they can generate

singularities by going collinear, and the topology in which each extra radiation

is emitted from one line (right), non adjacent particles, where the only possible

collinear singularities are situations in which the two emitted particles cannot go

collinear with each other.

These two configurations are not only separated by a wedge selection as it was the

case with the different configurations of Fig. 4.9, but also by the factorisation order

of the phase space. In the first scenario (which we dub region A, shown in Fig. 4.11)

we factorise a 1→ 2→ 3 phase space onto one of the outgoing particles of the 2→ 3

core phase space. In the second scenario (region B, shown in Fig. 4.12) we factorise

a 1 → 2 phase space onto each of the outgoing partonic lines.
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pa

pb

p134

p1

p34

p3

p4

pH

p2

Figure 4.11: Schematic representation of the VBF phase space, region A.

Our choice of wedges for region A is as follows:

Θ5A =


1 if smin1 = s34 and smin2 ∈ {s13, s14} and sa134 < sb134

1 if smin1, smin2 ∈ {sa3, sa4, s34} and sa1 < sa2

0 otherwise

(4.45)

In order to cover the entire phase space, permutations are required over the

initial partons a and b, particle 1 with (2,3,4) and, for each choice of particle 1,

particle 2 with (3,4). The total number of permutations generated by region A is

N = 24.

pa

pb

p13

p1

p3

pH

p24

p2

p4

Figure 4.12: Schematic representation of the VBF phase space, region B.

In region B both the 1 and 2 lines are promoted to massive states, becoming the

13 and 24 lines respectively in Fig. 4.12. These two massive states each represent a

1→ 2 independent phase space.
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The choice of wedges for region B reads as

Θ5B =



1 if smin1 = sik and smin2 = sjl and sai + sak < sbi + sbk

1 if smin1 = sjl and smin2 = sik and sbj + sbl < saj + sal

1 if smin1 = sai and smin2 = sbj and sik < sil

1 if smin1 = sbj and smin2 = sai and sjl < sjk

0 otherwise

(4.46)

for all possible choices of {i, j, k, l} such that i and k are the particles related to the

initial parton a through ta1 in the 2→3 phase space (see Section 4.3.2) and likewise

particles j and l are related to initial parton b through tb2. i.e., {i, k} = {1, 3} and

{j, l} = {2, 4}.

The full phase space is covered after permutations of initial partons a and b and

parton 3 with 2 and 4. The total number of permutations for region B is N = 6.

4.3.4 Rotations

As explained in Section 2.3.1, the subtraction of some collinear limits is only achieved

after a rotation about the axis of the particles going collinear is performed to cancel

azimuthal correlations.

In a democratic phase space generator, such as RAMBO, the Jacobian of the

transformation {~x} → {pi} is a constant: all points have the same weight. We

can thus systematically rotate the system about the smallest invariant achieving

perfect pointwise cancellation in all limits. Since all phase space points have the

same weight, any new rotated point is guaranteed to be fully equivalent to any

other rotation. In our VBF phase space generator, however, the phase space point

obtained after rotation is not guaranteed to have the same weight or even fall within

the same wedge. It is thus necessary to restrict rotations to situations which leave

both weight and wedge invariant.

The wedge system is a powerful tool to discriminate between singularities of
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the system. For instance, for 2 → 5 configurations, region A captures all triple

limits while region B captures single and double collinear limits stemming from the

splitting of a gluon into two quarks. Furthermore, it also defines which invariants

are involved in the singularity in the integration wedge.

In order to guarantee the rotation does not affect the weight of the phase space

(i.e., that the original point and its rotated counterpart are equivalent) we force

the rotation to be performed through one of the integration variables, using the

transformation:

φ′ = φ+
π

2
dφ′ = dφ . (4.47)

Let us consider first the (a, 13) line of region B (Fig. 4.12). In this line we can

encounter the following collinear singularities: a||1, 1||3, 3||a so we need to rotate

about ~pa1, ~p13 and ~pa3.

The rotation about ~p13 is trivial, as the p13 → p1 + p3 is the last step in the

phase space generation and the angle φ1z in the center of mass system of p13 is one

of the integration variables: the transformation of Eq. (4.47) only affects p1 and p3

and the weight is clearly constant.

The rotations about the ~pa1 or ~pa3 are much more involved however, as any

transformation requires that ~pa remains in the beam line. As rotations are only

required for the collinear limits (in this case a||1 or 3||a) we can instead rotate the

system about the ~pa axis, which is equivalent to the ~pa1 or ~pa3 axes in the singular

limit. In order to make the angle φa1 an integration variable we boost the ~pa to

the center of mass frame of the ~p13 system and require it to lie in the z axis. This

ensures φz1 = φa′1 and we can then perform the rotation. We note this rotation

(1, 3; a), a rotation of the 13 system about axis a.

When rotations are active in a NNLOjet run, 4 points are generated per phase

space, each with a relative weight of 1
4
. For region B of the 2 → 5 VBF phase

space this means we generate the following sets: unrotated, (1, 3; a), (2, 4; b) and



4.3. Phase space generator 112

(1, 3; a) + (2, 4; b).

In the integration wedge of region A singularities only arise in the (a, 134) line.

We follow the same strategy as in region B and boost the initial momenta ~pa to

the 1 → 2 system corresponding to the decay p134 → p1 + p34 such that it lies

on the z axis. This rotation captures all relevant singularities between initial and

final partons. We further rotate the system about the ~p34 axis in order to capture

singularities between the two final partons, this rotation is trivial and can be done

directly on the φ3z variable. The final output of region A of the phase space consists

of: unrotated, (1, 34; a), (3, 4; 34) and (1, 34; a) + (3, 4; 34′).

4.3.5 Comparison between the naive sequential and VBF

phase space generators

With the implementation of two different phase space generators in NNLOjet

capable of integrating the VBF process, a useful exercise is a comparison in order

to establish the differences in terms of efficiency and numerical stability.

In order to keep the integration time manageable while still accessing some fea-

tures of the divergences, we integrate the real phase space for VBF + 2j with repre-

sentative cuts. This is a 2→ 5 particle phase space (three partons and two photons)

with six different wedges.

In Fig. 4.13 we show the number of Monte Carlo shots (i.e., events generated

by Vegas) and CPU time required to achieve a given degree of accuracy (measured

as the error relative to the total cross section). From these figures it is clear the

VBF phase space offers a demonstrable advantage in terms of calculation efficiency.

Note that the difference in the number of MC shots required is much bigger than

the difference in CPU time due to the fact that the VBF phase space uses each shot

six times (one per wedge), while the naive phase space only uses them once. Naively

one would assume that only one in every six points goes through the wedge cuts,

which would be true for iterations with an uniform non-adaptive grid. However, as

the grid adapts, the Vegas random points are biased towards the non-0 wedge.
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Figure 4.13: Comparison between a sequential phase space of Fig. 4.5 (naive, dashed
red) and our optimised VBF phase space (VBF, green) showing the necessary num-
ber of Monte Carlo shots (left) and the corresponding integration time (right) to
reach similar levels of precision. In blue we include the expected Monte Carlo re-
lation between the error and the number of shots, we observe the sequential phase
space to have a slightly worse than 1√

N
growth while the VBF phase space improves

in the expected MC error.

4.3.6 Phase space validation

We can perform multiple tests on the phase space routines in order to check the full

coverage of the phase space as well as technical cut implementation. This can be

done by independently integrating several different dummy matrix elements squared:

• M = 1, where after integration we expect to retrieve the phase space volume.

This is a well-defined test also used as a nightly regression test for NNLOjet.

• M = 1√
sij

, which checks that all different permutations of i and j give the

same result. We can also check its compatibility with the analytic result. s
1/2
ij

introduces a non-trivial dependence on the phase space variables with respect

to M = 1.

• M = 1
sij

. This integration is divergent so it is necessary to regulate it through

the introduction of a technical cut y0 on the limits of integration, which allows

us to test that the phase space presents the correct y0 behaviour.
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Unit phase space

We begin with the simplest scenario, M = 1. For a center of mass energy s, the

volume of an n-particle phase space is given by

Vn =
1

2(4π)2n−3

s
2n−4

2

Γ(n)Γ(n− 1)
, (4.48)

where all particles are assumed to be massless.

In Table 4.1 we compare the analytical value (Vn) for different final state mul-

tiplicities with the results obtained with the sequential and VBF implementations

of the phase space generators. For completeness, we also compare the results where

possible with the Higgs plus jet phase space generator also implemented in NNLO-

jet. We find all results to be compatible.

n Vn NNLOjet H ps NNLOjet seq ps NNLOjet VBF ps Units

4 5.44627 5.4458± 0.0006 5.44628± 0.00003 5.44625± 0.00002 108 GeV4

5 1.83940 1.8389± 0.0006 1.83941± 0.00014 1.8391± 0.0004 1013 GeV6

6 3.72742 NA 3.7274± 0.0004 3.7281± 0.0006 1017 GeV8

Table 4.1: Values for the unit phase space for
√
s = 8 TeV. In this comparison no

selection cuts are imposed and the PDFs are assumed to be identically one for any
initial state.

Dummy matrix elements: general formulae

The phase space volume for a dummy matrix element of the form M = 1√
sij

, where

i and j are both final state particles is given by

Vn =
1

2(4π)2n−3
s

2n−5
2

n∏
i=3

4

(2n− 3)(2n− 5)
. (4.49)

For the case in which either i or j are one of the initial states the result is

Vn =
1

(4π)2n−3
s

2n−5
2

(
2

3

)n−3
an
5
, (4.50)

with a4 = 1 and a5 = a6 = 1
7
.

For a dummy matrix element of the form M = 1
sij

the integration is divergent.

In order to control these divergences we introduce a dependence on a technical cut



4.3. Phase space generator 115

y0 such that the ration
sij
s

is always greater than y0 for any i, j.

For final state i and j, the y0 dependent volume is:

Vn =
1

2(4π)2n−3

s
2n−6

2

Γ(n− 2)Γ(n− 1)

(
log

(
1

y0

)
− an +O (y0 log(y0))

)
, (4.51)

with a4 = 5
2
, a5 = 10

3
, a6 = 47

12
.

On the other hand, when either i or j are in the initial state, we find:

Vn =
1

2(4π)2n−3

s
2n−6

2

Γ(n− 1)2

(
log

(
1

y0

)
− an +O (y0 log(y0))

)
, (4.52)

with a4 = 3
2
, a5 = 11

6
, a6 = 25

12
.

The importance of the test for y0 technical cut dependence is not only to find

a result compatible with Vn but also to test the evolution of the result for different

values of y0.

VBF Born level, n=4

Since, by default, we consider the decay of the Higgs boson to two photons, the

Born level configuration for the VBF phase space is a 2 → 4 process. In the results

of this section we use the NNLOjet notation for parton ordering: particles 1 and

2 are the two incoming partons and the last two partons (5 and 6 for n = 4) are the

two photons.

i, j final [GeV3] i initial, j final [GeV3]

s34 290440 ±35 s13 217847 ±24
s35 290391 ±81 s14 217842 ±11
s45 290363 ±49 s23 217840 ±11
s36 290498 ±88 s24 217837 ±11
s46 290488 ±65

Analytic result: 290467.879382523 Analytic result: 217850.909536892

Table 4.2: NNLOjet values for the VBF phase space volume for n = 4 with
different combinations of s

−1/2
ij for

√
s = 8 TeV, no selection cuts imposed and

PDFs are assumed to be identically one for any initial state.

In Table 4.2 we show the value of the NNLOjet VBF phase space volumes for

the integration of a 1√
sij

dummy matrix element for different choices of i, j. We find
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good agreement in all cases with the analytic result.

At the Born level there are no singularities in the actual matrix element. How-

ever, by introducing M = 1
sij

we can force a singularity to occur. We integrate

the phase space for a range of values of the technical cut y0 and compare them to

the theoretical values from Eq. (4.51) and Eq. (4.52). This is shown graphically

in Fig. 4.14 and Fig. 4.15 for two final and one initial one final states respectively.
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Figure 4.14: Study of the y0 behaviour for M = 1
sij

with i and j both f.s. particles,
√
s = 8 TeV.
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Figure 4.15: Study of the y0 behaviour for M = 1
saj

with a i.s. parton and j f.s.

particle,
√
s = 8 TeV.

In Fig. 4.14 we also plot the results for the NNLOjet implementation of the

ggF Higgs plus two jets phase space for a more complete test. Numerical results are

shown in Table 4.3.
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(y0 = 10−x) Theoretical ggF H ps [GeV2] VFH ps [GeV2]

6 577.7564 577.5 ±0.4 576.74 ±0.08
7 695.3237 695.1 ±0.6 695.8 ±0.7
8 812.8909 812.4 ±0.7 813.14 ±0.14
9 930.4582 929.9 ±0.8 928.3 ±0.14
10 1048.025 1047. ±1 1048.10 ±0.16

Table 4.3: Comparison of the phase space volume for 1
sij

for different values of y0

between the ggF H+2jets phase space and the VBF phase space for a center of
mass energy

√
s = 8 TeV, no selection cuts imposed and PDFs are assumed to be

identically one for any initial state.

One real emission, n = 5

i, j final [1010GeV5] i initial, j final [109GeV5]

s34 1.3455 ±0.0002 s13 8.4081 ±0.0007
s35 1.3455 ±0.0002 s14 8.4081 ±0.0007
s45 1.3455 ±0.0002 s15 8.4081 ±0.0007

s16 8.4078 ±0.0010

An. result: 1.3453951954 An. result: 8.40872838546

Table 4.4: Values for the phase space volume for n = 5 for different combinations
of s

−1/2
ij for

√
s = 8 TeV, no selection cuts imposed and PDFs are assumed to be

identically one for any initial state.

In Table 4.4 we show results for 1√
sij

with different combinations of the i, j

particles. In this case we consider only partons (particles 3,4,5) in the final state.

As the wedge selection function is symmetric on 3, 4 and 5, the results are completely

interchangeable, as expected. This effect is seen both in the initial state and the

final state. When one of the photons is considered (particle 6) the result is no longer

exactly equal but still compatible within errors.

We expect to find similar features when checking the technical cut dependence of

a 1
sij

dummy matrix element. In Table 4.5 the numerical results for the integration

of 1
sij

for a fixed value of y0 for final-final and initial-final configurations are shown.

We find results to be equal as we take different combinations of the final partons.

The evolution for a fixed invariant for a variable y0 value is shown in Fig. 4.16

for a choice of final states i, j. In Fig. 4.17 the same study is performed, where

we find a slight deviation from the theoretical result at very low y0. This is due
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to the fact that the analytic integration is performed by setting the limits of the

integration of the sij invariant dependent of the technical cut whereas NNLOjet

forces the smallest invariant to be able to pass the technical cut. For situations in

which either i or j is an initial state, sij is not necessarily the smallest invariant for

every phase space point.

i, j final [107GeV4] i initial, j final [107GeV4]

s34 4.409 ±0.005 s13 1.645 ±0.003
s35 4.409 ±0.005 s14 1.645 ±0.003
s45 4.409 ±0.005 s25 1.645 ±0.003

An. result: 4.40932709 An. result: 1.64222032

Table 4.5: Values for the phase space volume for n = 5 for different combinations
of s−1

ij for
√
s = 8 TeV and y0 = 10−7, no selection cuts imposed and PDFs are

assumed to be identically one for any initial state.
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Figure 4.16: Study of the y0 behaviour for M = 1
sij

with i and j both f.s. particles,
√
s = 8 TeV.

Two real emissions, n = 6

With two extra emissions in the final state (n = 6, four partons and two photons)

we need to integrate two separate regions of the phase space in order to achieve full

coverage of the integration region.

Due to the system of wedges and permutations, we again expect all configurations

to be equivalent in the A region but not in the B region where there is only (3,6)

and (4,5) symmetry.
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Figure 4.17: Study of the y0 behaviour for M = 1
saj

with a i.s. parton and j f.s.

particle,
√
s = 8 TeV.

invariant A region [1014GeV7] B region [1014GeV7] Total result [1014GeV7]

s34 2.60164±0.00046 0.86074±0.00025 3.4624±0.0006
s35 2.60164±0.00046 0.86067±0.00026 3.4623±0.0006
s45 2.60164±0.00046 0.86082±0.00026 3.4625±0.0006
s36 2.60164±0.00046 0.86082±0.00026 3.4625±0.0006
s46 2.60164±0.00046 0.86059±0.00025 3.4622±0.0006

Analytic result: 3.46202336687517

Table 4.6: Values for the different combinations of s
−1/2
ij with i, j final particles for√

s = 8 TeV, no selection cuts imposed and PDFs are assumed to be identically one
for any initial state.

In Fig. 4.18 we show the evolution with y0 for the integration of 1
sij

for a choice

of the final-final invariant. In Table 4.8 numerical values for different choices of i, j

final and initial are shown. For similar CPU time, the convergence of the initial-final

1
sij

matrix element is much slower than in the situation in which both particles i and

j are chosen to be final state partons, this can be observed in Fig. 4.19 where the

statistical errors for y0 < 10−6 are considerably bigger. We also see the feature first

observed in n = 5 where there is a slight deviation in the initial-final phase space

with respect to the analytical result due to extra cuts in invariants in the numerical

computation.
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invariant A region [1014GeV7] B region [1014GeV7] Total result [1014GeV7]

s13 1.33468±0.00027 0.55901±0.00016 1.8937±0.0003
s23 1.33468±0.00027 0.55891±0.00016 1.8936±0.0003

Analytical result: 1.89329402875986

Table 4.7: Values for the different combinations of s
−1/2
ij with i initial and j final for√

s = 8 TeV, no selection cuts imposed and PDFs are assumed to be identically one
for any initial state.
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Figure 4.18: Study of the y0 behaviour for M = 1
sij

with i and j both f.s. particles,
√
s = 8 TeV.

i, j final [1012GeV6] i initial, j final [1011GeV6]

s35 1.42140 ±0.00025 s14 4.02 ±0.07
s36 1.42140 ±0.00025 s13 4.13 ±0.06
s45 1.42140 ±0.00025 s23 4.15 ±0.06
s46 1.42138 ±0.00024

An. result: 1.421246324426 An. result: 4.086991446617

Table 4.8: Values for the phase space volume for n = 6 for different combinations
of s−1

ij for
√
s = 8 TeV and y0 = 10−7. No PDFs or cuts.
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Figure 4.19: Study of the y0 behaviour for M = 1
saj

with a i.s. parton and j f.s.

particle,
√
s = 8 TeV.
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4.4 Validation

We conclude this chapter by summarising the validation tests performed on the

implementation of the VBF Higgs boson production process at NNLO in NNLOjet

to ensure the correctness of the integration.

Given the complexity of higher order calculations, extensive testing is required.

In Table 4.9 we summarise the test suite for VBF Higgs boson production in NNLO-

jet. These include internal consistency checks within the NNLOjet framework as

well as checks against well established external tools. Note the inclusion of the

validation tests for the VBF phase space detailed in Section 4.3.6.

All internal tests, marked in green in Table 4.9, are generic to all other NNLOjet

calculations whereas tests against external tools (in red) are not always available. For

VBF Higgs boson production, matrix elements were available through automated

tools such as Madgraph [119] and OpenLoops [109]. Inclusive calculations for LO,

NLO and NNLO are also available with proVBFH [95]. For a more complete set of

matrix element tests, real virtual matrix elements in the DIS approximation were

privately made available from OpenLoops for testing purposes.

Fully differential calculations were available for NLO for Higgs boson plus two

and three jets [72, 120, 121] and NNLO for Higgs boson plus two jets [95] prior to the

publication of [1]. Some of these calculations however contain significant errors that

were uncovered in the validation of this process in NNLOjet. Recently calculations

were fixed both for Higgs boson production plus two jets at NNLO and for Higgs

boson production plus three jets at NLO and their new versions are in agreement

with the NNLOjet results published in [1]. See [122] for the erratum on [95].

The outline of this section is as follows: first, we validate the main ingredients

of the calculation in a pointwise manner: the matrix elements and the subtraction

terms. These tests are performed using RAMBO to generate phase space points

which are then provided both to the reference code or subtraction term and to

the NNLOjet matrix element and comparing the results. The layer test, which



4.4. Validation 123

Level ME Spikes 1
ε

Layer Scale Phase Space Tech cut Inclusive

LO B X - - - - X X X

NLO
R X X - X X X X X
V X - X X X X X X

NNLO
RR X X - X X X X X
RV X X X X X X X X
VV - - X X X X X X

Table 4.9: Validation test suite for the VBF process in NNLOjet. Red ticks refer to
tests against external tools, green ticks are internal NNLOjet tests. Non-applicable
tests are marked with an hyphen.

checks Eq. (2.57), is performed by comparing autogenerated files and Maple input

cards. All other tests are performed by integrating the cross section for various

input parameters.

4.4.1 Matrix elements

The first test in Table 4.9, labelled ME, is a validation of our independent imple-

mentation of the matrix elements. This is arguably the most important test of the

NNLOjet implementation as all other tests will fail if these are incorrect.

There exist several automated tools which provide tree and one loop matrix ele-

ments such as Madgraph [119] and OpenLoops [109]. Once we correct for differences

in parameters and conventions between NNLOjet and the target programs, we find

machine precision agreement for all parton-level configurations and colour levels for

any given phase space point. Some examples are given in Table 4.10.

Process NNLOjet Madgraph/OpenLoops Ratio

qq → qqgg 5.1406085025982153E-014 5.1406085025982185E-014 1.0000000000000007

gg → qqq̄q̄ 4.0982703031871614E-017 4.0982703031871552E-017 1.00000000000000163

qg → qqq̄ (one loop) -5.9293779081794126E-011 -5.9293779081799606E-011 0.99999999999990763

Table 4.10: Example of pointwise comparison against and OpenLoops for a selection
of RR and RV matrix elements. Tests have been performed for all colour levels
and possible configurations of initial and final states allowed in the DIS approach
described in Section 3.2.
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Technical discussion

Both Madgraph and OpenLoops include all possible diagrams for a given initial

to final state at a fixed order in EW and QCD, i.e., they do not implement the

DIS approach. This also includes same flavour interference. In order to make the

matrix elements from NNLOjet and Madgraph (and Openloops) comparable it is

necessary to introduce certain modifications.

In Madgraph we can manually alter the code to forbid some combinations of

diagrams. This allows us to test all configurations for all possible flavours. However,

it raises another issue: we are modifying the code we are testing against so it is no

longer a truly external independent check anymore. A second method can also be

used: the flavour of the incoming and outgoing quarks can be set such that we only

generate configurations in which the diagrams appearing are exactly those allowed

by the DIS approach. For instance, for uc scattering all possible diagrams fulfil the

conditions of the DIS approach.

A combination of both methods allows us to check all possible configurations in

a robust manner.

Another issue arises when comparing loop matrix elements due to differences of

order O(ε2) in the choice of global factors. When we compare only unsubtracted

matrix elements we find leftover 1
ε2

poles which promote these differences to order

O(1).

In Section 1.1.5 we chose a global factor for NNLOjet of C̄(ε) = (4π2)εeεγE

whereas both Madgraph and OpenLoop take as a global factor,

C(ε) =
Γ(1− ε)
Γ(1− 2ε)

(4π2)ε. (4.53)

The difference between the two has to be taken into account in order to consis-

tently test NNLOjet against Madgraph or Openloops.

C̄(ε)− C(ε) = ε2
1

4
π, (4.54)
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Figure 4.20: “Spike plots” generated for two different singular limits. As we lower
the technical cut on our invariants (y0 =

sij
ŝ

) the cancellation becomes more exact
as we move closer to the actual limit.

or more explicitly,

M
(1,f)
Ref. Tool = M

(1,f)
NNLOjet −

π

4
M

(1,2ε)
NNLOjet, (4.55)

where (1, f) corresponds to the finite piece of the 1-loop matrix element and (1, 2ε)

to the 1
ε2

coefficient of the 1-loop matrix element.

4.4.2 Pole testing

Implicit singularities

We confirm the (subtraction-matrix element) cancellation of the implicit singularities

of the process by means of frequency histograms called “spike plot” of the ratio

matrix element
subtraction

for phase space points chosen randomly around the unresolved limits

such that
sij
ŝ
≤ y0. As y0 approach 0 we expect to find a δ function at 1, hence the

name “spike”.

The test is performed by a set of Fortran routines that loop over all possible

parton orderings and colour levels testing each possible unresolved limit for different

values of y0 generating spike plots for each one. At the double real level of the VBF

calculation this routine generates the order of O(103) spike plots. In Fig. 4.20 we

show some examples.

In order to further automate this task, a threshold value is set so that we only

consider the test as passed when less than a given percentage of points fall outside
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Figure 4.21: Output of the pole check for NNLOjet. Left is an analytical compar-
ison between the matrix elements and the Catani pole structure while right show a
numerical comparison between the matrix elements and the subtraction terms.

of the range 1−10−4 < matrix element
subtraction

< 1+10−4. In the spike plots shown in Fig. 4.20

this value is set to 30% for the biggest value of y0 and 5% for the smallest value.

Explicit 1
ε

poles

Virtual matrix elements, on the other hand, possess explicit infrared poles in 1
ε

com-

ing from loop integrations which must be cancelled with the integrated counterterms.

This cancellation can be checked numerically by randomly generating points in the

whole range of the phase space. Since the cancellation must be exact for any phase

space point we require, for the (1
ε
)l coefficients,

ME− Subtraction = O
(
10−8

)
. (4.56)

An even more robust check is also implemented for 2-loops calculations where

both the subtraction and the double virtual matrix elements can be tested against

the Catani pole structure [27] using FORM routines available in NNLOjet . This

check is done automatically for any 2-loop subtraction term upon generation from

the respective Maple input files. In order to perform the same check for matrix

elements they need to be implemented in FORM format. Two examples of these

methods for checking 1
ε

poles are given in Fig. 4.21.



4.4. Validation 127

Figure 4.22: Output of the layer test for one of the antenna substructures.

4.4.3 Layer tests

Once matrix elements and subtraction terms are properly validated, the last step

before integration is checking that Eq. (2.58) holds. This is equivalent to verifying

the subtraction terms fulfil the equality:

σS + σT + σU = 0, (4.57)

In other words, all unintegrated antenna counterterms subtracted in σS and σT

(cancelling the implicit singularities of the RR and RV contributions) are exactly

reintroduced as integrated antennae in σT and σU (cancelling the 1
ε

poles). The

complex structure of the different layers of the subtraction terms using the antenna

formalism is shown graphically in Fig. 3 of Ref. [21].

We can exploit the autogenerated nature of the NNLOjet framework by reading

in the Maple files that are used to autogenerate the Fortran code. A suite of Maple

scripts and Unix tools then verifies Eq. (4.57) analytically for every colour level for

every incoming parton channel. See Fig. 4.22.

4.4.4 Technical cut dependence

The technical cut (y0) is an unphysical quantity introduced due to the limitations of

the computational hardware we use and regulates how small the physical invariants
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Level 106 107 108

LO 957.46+66.12
−59.16 ± 0.25 957.51+66.12

−59.17 ± 0.24 957.53+66.12
−59.17 ± 0.24

NLO −80.59+66.60
−83.39 ± 0.31 −80.39+66.57

−83.34 ± 0.49 −80.04+66.54
−83.31 ± 0.79

NNLO −30.13+7.75
−1.23 ± 0.62 −29.22+7.92

−1.27 ± 0.86 −30.80+7.64
−1.29 ± 0.67

Table 4.11: Comparison of the different levels of the cross section for different values
of the technical cut. LO refers to the Born cross section, NLO to the sum of R and
V and NNLO to the sum of RR, RV and VV.

.

can go before the cross section is set to 0 for the event and the event skipped. This

has the practical effect of avoiding divisions by zero and miscancellations of large

numbers.

Its use is purely technical and should not have any effect on any physical quantity

predicted by NNLOjet up to the statistical errors. The independence of the cross

section with respect to the technical cut can be tested by integrating the cross section

for decreasing values of y0 until a plateau is reached, i.e., the effect of the technical

cut is below the target statistical error. For the VBF calculation this plateau is

found from values of y0 = 10−6.

In Table 4.11 we integrate the VBF cross section for different values of the

technical cut. We choose y0 ∈ {10−6, 10−7, 10−8}, finding very good agreement

within errors between the three choices. In Fig. 4.23 two differential distributions

are also shown for the same choices of y0. Both integrations include statistical

uncertainties and scale variations so that for this comparison we stop the integration

once the statistical uncertainty is below the scale variations across the range of the

observables considered. It is also worthy of note that if the chosen technical cut

is too small we risk a considerable increase in the number of jokers, which can be

disastrous for the stability of the integration. It is usually better to choose the

biggest possible y0 once the plateau has been reached.
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Figure 4.23: Bin by bin comparison for the ∆yjj and pHT distributions for different
values of the technical cut y0 for a NNLO VBF calculation The shaded regions
correspond solely to scale variations while the error-bars correspond to statistical
uncertainty.



4.4. Validation 130

Figure 4.24: Scale evolution of the total VBF cross section. We select µF = µR = 125
GeV as the reference scale and numerically integrate for different values of µR.

4.4.5 Scale evolution

In Section 1.1.5 we derive a general formula for the evolution of the cross section

from a reference scale µ0 to an arbitrary scale µR which depends only on the relative

value of the strong coupling between both scales αs(µR)
αs(µ0)

and the lower order result at

scale µR. Using the master formula of Eq. (2.90), it is possible to test whether the

calculation exhibits the correct µR evolution. Furthermore, the scale evolution can

be separated by multiplicity so that we can check the Born-type cross section (LO,

V and VV) and real radiation-type cross section (R and RV) independently. This

comparison is shown in Fig. 4.24 where we show the numerical result obtained with

NNLOjet at NNLO compared to the analytic result using Eq. (2.90).

This test is limited in scope as only scale dependent terms can be check with

this method. It is however an important closure test for the subtraction terms as

they often introduce spurious scale dependence that only cancel once all subtraction

terms are combined.

4.4.6 Inclusive cross section

The final validation test for the calculation is the integration of the total inclusive

cross section. This test is unique to processes in which the Born level is integrable

with no cuts applied. The inclusive VBF Higgs boson production calculation is
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σreference (fb) σNNLOjet (fb)

Total up to LO 4032+57
−69 4032+56

−69

Total up to NLO 3929+24
−23 3927+25

−24

Total up to NNLO 3888+16
−12 3884+16

−12

Table 4.12: Fully inclusive VBF cross section. The uncertainty corresponds to a
scale variation of µF = µR =

{
1
2
, 1, 2

}
× µ0. µ0 is given in (5.2). Reference results

are taken from [95].

known in the DIS approach [68, 69] and is available in the form of a Fortran code

named proVBFH [95] based on the structure functions provided by Hoppet [123].

The first test is made against the published results of Ref. [95], shown in Table 4.12

where we find very good agreement at LO, NLO and NNLO.

There is an important difference between the inclusive results of Refs. [68, 69, 95]

and the inclusive calculation performed with NNLOjet. In the previous literature,

the NNLO cross section is obtained directly from the DIS structure functions which

combine together all parton-level subprocesses of different state multiplicity. In

contrast, in NNLOjet, we evaluate all subprocesses separately using the antenna

subtraction counterterms to regulate singularities, meaning we are computing a jet

cross section lifting all cuts.

For completeness, in Table 4.13 we show a channel by channel comparison of the

NNLO coefficient between NNLOjet and proVBFH. These results were obtained

with a privately modified version of proVBFH and Hoppet in order to extract the

VBF cross section for specific initial states. We find very good agreement in all

channels between the reference code and our calculation.

Naively one can imagine this test to makes previous ones redundant, as it requires

all of the previously validated components. However, in lifting all cuts we allow

contributions in very unstable regions of the phase space, making the test very

expensive in terms of computing power. Furthermore, regions with little contribution

to the cross section can still hide erroneous contributions only realisable with specific

cuts or differential distributions.
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Initial state σproVBFH (fb) σNNLOjet (fb)

q q 36.67 ±0.07 36.3 ±0.5
q q̄ 19.52 ±0.07 19.6 ±0.4
q̄ q̄ 7.67 ±0.01 7.5 ±0.1
q g -53.96 ±0.06 -54.2 ±0.4
q̄ g -16.29 ±0.02 -16.4 ±0.1
g g 8.203 ±0.007 8.23 ±0.04

Table 4.13: Fully inclusive VBF NNLO coefficient (RR+RV+VV) broken down by
initial state. The scale choice is µF = µR = mH . The results were obtained with a
privately modified version of proVBFH and Hoppet.

4.4.7 Differential cross section

Prior to the publication of [1], which makes uses of the work presented in this thesis,

a differential calculation of VBF Higgs boson production was published in Ref. [95]

using Projection to Born. A disagreement between our results and the results in

the literature prompted us to extend our internal test suite in order to confirm

our results. These results were shared with the authors of [95] and a bug in their

implementation was found, leading to an update of their results as seen in Ref. [122].

We thank the authors of [95, 122] for sharing the raw data of their updated his-

tograms (Ref. [122]) so a bin-by-bin comparison could be performed. This is shown

in Fig. 4.25 where we find agreement between both calculations within statistical

uncertainties. All parameters for the comparison match those in [1, 95].
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Chapter 5

Phenomenological Results

This chapter presents the phenomenological study of electroweak Higgs boson pro-

duction in association with two or more jets in VBF using the DIS approach.

In Section 5.1 we study the impact of the NNLO QCD corrections to Higgs

boson production in association with two jets. Likewise in Section 5.2 the NLO

QCD corrections for VBF Higgs boson plus three jets production is presented and

we also motivate the study for higher-order corrections to this process. The results

of Sections 5.1 and 5.2 have been published in Ref. [1]. In Section 5.3 we use

our implementation of the process in NNLOjet in order to assess the effect of

the jet algorithm on both the fiducial cross section and differential distributions.

In Section 5.4 we present preliminary results for Higgs boson production in VBF in

a future High Luminosity/High Energy LHC, at 27 TeV within the context of the

HL/HE Working Group.∗

Setup

For all numerical calculations presented in Sections 5.1 to 5.3 of this chapter we

make use of the NNLO NNPDF3.0 parton distribution functions [75] with the value

of αs(MZ) = 0.118 as provided by LHAPDF [76]. We set the mass of the Higgs

boson to mH = 125 GeV, which is compatible with the combined results of ATLAS

∗In collaboration with Alexander Karlberg.
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and CMS [15]. Furthermore, we use the following electroweak parameters as input:

mW = 80.398 GeV, ΓW = 2.141 GeV,

mZ = 91.188 GeV, ΓZ = 2.495 GeV. (5.1)

Unless otherwise stated, jets are reconstructed using the anti-kT algorithm [42]

with a radius parameter R = 0.4, and are always ordered in transverse momentum.

Renormalisation and factorisation scales are chosen as suggested in [95]:

µ2
0(pHT ) =

mH

2

√(mH

2

)2

+ (pHT )
2
. (5.2)

Shaded error bands in plots always denote the scale uncertainty resulting of taking

µR = µF = {1
2
, 1, 2} × µ0 whereas the error bars correspond exclusively to the

statistical uncertainty of the numerical Monte Carlo integration.

5.1 NNLO corrections to Higgs boson plus 2 jet

production in VBF

5.1.1 Inclusive calculation

We begin by computing the fully inclusive cross section for VBF Higgs boson pro-

duction in association with two jets (VBF-2j) in Table 5.1. We observe an excellent

perturbative convergence with very small NLO and NNLO corrections and a sizeable

reduction of the scale uncertainty with each order.

σNNLOjet (fb) K factor

LO 4032+56
−69 1.000

NLO 3927+25
−24 0.974

NNLO 3884+16
−12 0.963

Table 5.1: Fully inclusive VBF-2j cross section for a center of mass energy of
√
s =

13 TeV. We find a factor of about a -3% at NLO and -4% at NNLO with respect
to LO.

The inclusive VBF cross section is, however, not a directly measurable quantity.
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As discussed in Section 3.2 and demonstrated in Section 3.2.1, by not taking any

selection cuts we are strongly dominated by ggF background. Moreover, the DIS

approach is not well justified for the fully inclusive cross section as we are within

the regions of phase space in which the competing VH production mode becomes

important.

5.1.2 Fiducial result and differential cross sections

In order to single out the VBF contribution selections cuts are applied. Our choice

of VBF cuts for the two leading jets are

pTj
> 25 GeV, |yj| < 4.5,

mjj > 600 GeV, ∆yjj = |yj1 − yj2| > 4.5, (5.3)

these are identical to those used in Refs. [1] and [95]. A third or fourth jet can

be present in the event at any rapidity, i.e. the cuts define a VBF-2j inclusive

cross section. We note that the cut on ∆yjj and mjj are more restrictive than

the experimental template cross section of Eq. (3.1) which gets us deeper into the

region in which the DIS approach is valid. Note as well that the cuts of Eq. (5.3)

automatically imply that the jets are found in opposite hemispheres.

σNNLOjet (fb) K factor

LO 957+66
−59 1.000

NLO 877+7
−17 0.916

NNLO 844+9
−9 0.882

Table 5.2: Total VBF-2j cross section after VBF cuts are applied for a center of
mass of

√
s = 13 TeV. The NLO corrections is three times bigger than in the fully

inclusive case, amounting to a ∼ −9%. A further −3% correction is obtained when
we add the NNLO coefficient. As an effect of the tight VBF cuts of Eq. (5.3), a 78%
of the total cross section at NNLO is lost.

By application of these cuts, we obtain the fiducial VBF-2j cross sections as

listed in Table 5.2. It is important to note the increase in magnitude of the higher

order QCD corrections when VBF cuts are applied: we find a negative correction



5.1. NNLO corrections to VBF-2j 137

factor at both NLO and NNLO which is three times larger in magnitude than what

was found in the fully inclusive cross section reported in Table 5.1.
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Figure 5.1: Transverse momentum distribution of VBF-2j. In red we plot the LO
distribution. Both the NLO (green) and NNLO (blue) corrections reduce noticeably
the scale uncertainty bands. Beyond pHT ∼ 150 GeV the NNLO corrections become
negligible and well within the LO and NLO uncertainty bands.

The larger impact of the NNLO corrections for the VBF-2j process can also be

observed in the differential distributions. Figure 5.1 shows the transverse momen-

tum of the Higgs boson. The NLO corrections are uniform and negative, amounting

to about −10% throughout the distribution. For medium or large transverse mo-
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mentum, the NNLO correction is quasi-negligible and lies within the NLO scale

uncertainty band. At lower transverse momentum, where the bulk of the distribu-

tion is located, the NNLO corrections become significant at −5%, and lie outside

the NLO uncertainty band.
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Figure 5.2: Transverse momentum distribution of leading and subleading jet for
VBF-2j. Both the NLO and NNLO corrections change the shape of the observ-
ables. Note that the NLO scale uncertainty bands are much bigger than those seen
in Fig. 5.1, this suggest the scale choice of Eq. (5.2) might be suboptimal for these
two observables. At NNLO, however, the dependence with the scale is well reduced,
which proves the convergence of the perturbative series.

The transverse momentum distributions of the leading and subleading jet (i.e.

the two tagging jets for the VBF cuts) are shown in 5.2. We observe that both the

NLO and NNLO corrections are not uniform; they change from positive (for the

leading jet) or negligible (for the subleading jet) to negative for larger transverse

momenta. We also observe that the NLO and NNLO uncertainty bands overlap

in the range of the observable beyond the very low pjT region. The magnitude of

the NNLO corrections is moderate, and never exceeds 5%, while NLO corrections

can be as large as 30% and lead to a substantial modification of the shape of both

distributions.
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Figure 5.3: Study of the rapidity separation and angular decorrelation of the two
leading jets in the VBF process. The scale uncertainties in both distributions were
well under control already at NLO. The NNLO corrections further reduce the scale
dependence making it almost negligible as the statistical error of the Monte Carlo
integration becomes dominant.

The spatial distribution of the two tagging jets is described by their separation

in rapidity ∆yjj and their angular decorrelation φj12 . The VBF-2j distributions in

these two variables are shown in Figure 5.3. We observe that the NLO and NNLO

corrections are very uniform in φj12 , while displaying a sizeable dependence on ∆yjj.

For low values of this variable (which starts only at ∆yjj = 4.5 due to the VBF

cuts (Eq. (5.3))) the corrections are negative and amount to −25% at NLO and to

a further −5% at NNLO. The corrections decrease in magnitude with increasing

rapidity separation and cross zero around ∆yjj ∼ 7. At higher separations the NLO

and NNLO corrections become positive, but remain rather moderate. For both

spatial distributions, we observe that the NLO and NNLO uncertainty bands barely

overlap. Nevertheless, the small magnitude of the NNLO corrections indicates a

good perturbative convergence.

Similar observations can also be made about the invariant mass distribution of
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Figure 5.4: Distribution on the invariant mass of the system formed by the two
tagging jets of the VBF process. Both the NLO and NNLO corrections are quite
uniform across the accessible range of the observable. The scale dependence at
NNLO is negligible at low and moderate values of mjj, where the statistical error
dominates.

the two tagging jets shown in Figure 5.4, where despite observing very small and

uniform NNLO and NLO corrections, these corrections fall consistently outside the

scale uncertainty bands.
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5.2 NLO corrections to Higgs boson plus 3 jet

production in VBF

For the Higgs plus 3 jet production (VBF-3j) cross section, we require one extra jet

to have a transverse momentum greater than pTj
> 25 GeV and rapidity |yj| < 4.5.

A choice of VBF cuts is also applied to the two leading jets, namely, to their rapidity

difference ∆yjj and their invariant mass mjj to enhance the contribution from the

VBF process over other Higgs boson production mechanisms. This leads to the

following set of cuts on the two leading jets,

Mjj > 600 GeV, ∆yjj = |yj1 − yj2| > 3, yj1 · yj2 < 0, (5.4)

while the three hardest jets are required to pass the following selection cuts,

pjT > 25 GeV |yj| < 4.5 (5.5)

Note that the cut on ∆yjj is lower than that of Section 5.1 so we need to enforce

yj1yj2 < 0 in order to find the two tagging jets in separate hemispheres. It has been

chosen to allow us to compare our results with [121] over a larger range in ∆yjj.

The results of this calculation are shown in Fig. 5.5, where we study the rapidity

separation of the two leading jets, ∆yjj (left frame) and the normalised rapidity

distribution of the third jet (right frame),

z3 =
yj3 − 1

2
(yj1 + yj2)

yj1 − yj2
. (5.6)

In contrast to the initial findings of [121], we observe an increase of the NLO correc-

tions for large values of ∆yjj. This finding has led to the identification of an error

in the virtual matrix elements in [121], we are in full agreement with the revised

results.∗

The NNLO corrections to VBF-2j shown in Section 5.1 were quite small and

produced an important reduction on the scale uncertainty of the results. For VBF-

∗Private communication with T. Figy.
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Figure 5.5: Differential distributions on ∆yjj and z3, Eq. (5.6). We observe a re-
duction of the scale uncertainty going from LO to NLO, with a dominance of the
statistical error with respect to the scale dependence for certain values of the ob-
servables. The NNLO corrections are very large, amounting to up to ∼ 30% with
noticeable scale uncertainty bands.

3j only NLO corrections are available and these change considerably the shape

of the observable with large scale uncertainties. It is thus expected that NNLO

QCD corrections will make the distribution much more stable with respect to scale

variations.

5.3 Jet dependence of VBF cross section

Due to the large rapidity separation imposed by the VBF cuts (Section 3.1.2) on

the tagging jets, the Born cross section cannot be sensitive to the choice of jet

algorithm or the parameterisation of the jet definition. Using the anti-kT algorithm

(Section 2.2.5, Eq. (2.67)) we write the distance between partons i and j as,

dij = min(p−2
Ti
, p−2

Tj
)
(yi − yj)2 + (φi − φj)2

R2
. (5.7)
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Partons i and j are clustered together only if dij < {diB, djB}, which can only

happen when

R2 > (yi − yj)2 + (φi − φj)2. (5.8)

Not making any assumptions on the azimuthal distribution of the two tagging jets,

at the Born level we find Eq. (5.8) is only fulfilled for values of R > ∆yjj, which for

typical choices of VBF cuts is beyond any reasonable value of R.

Beyond NLO, where extra emissions can occur, the cross section can pick up a

dependence on the definition of the jet through the jet radius. This phenomenolog-

ical study is motivated by the findings of Ref. [124] where a very strong dependence

of the VBF-2j results on the jet algorithm were found.

For this study we use the anti-kT [42] algorithm with a jet radius R. We exploit

the independence of the Born-type cross section with respect to the jet algorithm

in order to reduce the computational times by calculating the total NNLO cross

section just once with R = 0.4 and applying the following formula to obtain the

cross section at any given R:

σVBF-2j, NNLO
R = σVBF-2j, NNLO

R=0.4 − σVBF-3j, NLO
R=0.4 + σVBF-3j, NLO

R . (5.9)

In other words, the independence of the Born-level configuration with respect to the

jet radius R allows us to ignore double singular configurations (where the Double-

Real matrix element maps down onto a Born-level matrix element) greatly reducing

the computational cost of the integration.

In Fig. 5.6 we show the fiducial cross section with the VBF cuts of Section 5.1

for different values of the jet radius R, which we vary between R = 0.2 and R = 1.8.

We find a much softer dependence at NNLO than that of Ref. [124]. We trace this

difference back to the aforementioned errors of Refs. [121] and [95] upon which [124]

is based.

The dependence of the fiducial cross section with R at NNLO and NLO present

similar features. At R = 1.0 we find the smallest k factor for the higher order

corrections. We observe that as R grows the computed cross section grows as well.
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Figure 5.6: Total cross section as a function of R for LO (red), NLO (green) and
NNLO (blue). Here the independence of the LO cross section with respect to the
choice of R is seen explicitly. The NNLO cross section is well within the NLO scale
uncertainty bands for R > 0.4.

This can be understood since as the cone size grows the tagging jets will tend to

capture larger fractions of the total energy and, therefore, the chance of an event

passing the VBF selection cuts also increases.

We study the effect of the VBF cuts in more detail in Fig. 5.7. For a fixed value

of the cut on ∆yjj we vary the cut on mjj and compute the fiducial cross section for

different values jet radius R. As expected, the effect of the jet radius is increased as

the requirement on mjj becomes tighter.

To finalise we also study the differential behaviour of the cross section for different

values of the jet radius. This is shown in Fig. 5.8 where we choose R = {0.4, 0.8, 1.2}.

We find the shape of the distribution to only change for low values of the ∆yjj

observable, with compatible results (within statistical uncertainties) for larger values

of ∆yjj.



5.3. Jet dependence of VBF cross section 145

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
R

0.8

0.9

1.0

1.1

1.2

(R
)

(R
=

1.
0)

NNLOJET s = 13 TeVyjj > 4.5
mjj > 400 GeV
mjj > 600 GeV
mjj > 800 GeV

Figure 5.7: Variation of the NNLO cross section as a function of R for different
values of the dijet invariant mass cut mjj. We choose R = 1.0 to normalise the
results as the effect of the higher order corrections are the smallest. In general we
find the results for different values of the mjj to be compatible within statistical
errors. The main feature discussed in the main text can still be observed, i.e.,
a bigger dependence on the cross section on the jet radius R as the cut on mjj
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Figure 5.8: Differential distribution on the rapidity gap (∆yjj) between the tagging
jet for several values of the jet radius R. The computed values of the differential
cross section are compatible within statistical errors beyond ∆yjj > 5. All other
parameters are set equal to those of Section 5.1, crucially mjj > 600 GeV and
|yj| < 4.5.
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5.4 Phenomenology of VBF at NNLO in the

HE-LHC

During run I, the LHC operated at nominal energies of
√
s = 7 and 8 TeV, collecting

a total integrated luminosity of 29.2 fb−1. In run II, of which we are in the last year

now (2018), we have already exceeded the 150 fb−1 integrated luminosity target∗ and

the energy has been increased to
√
s = 13 TeV. It has been argued these numbers,

albeit impressive, are not sufficient to tackle many current issues with the Standard

Model [125]. In particular, the Higgs self-coupling as well as the sub-percent study

of the Higgs boson properties requires an increase in both energy and luminosity [66,

126].

There are a number of proposals for future, more energetic, hadron colliders.

In this work we focus on the proposed improvements for higher energy and higher

luminosity versions of the LHC [127]. The main advantage of these proposals is that

they makes use of infrastructure already constructed. The High Luminosity LHC

or HL-LHC [128] corresponds to an upgrade of the current hardware as well as the

beam parameters. The goal is to produce 250 fb−1 integrated luminosity per year.

The High Energy LHC or HE-LHC, on the other hand, is technically an in-place

replacement of the current collider in the frame of the long term goal of a 100 TeV

Future Circular Collider (FCC) [129] in which the LHC becomes the injector for

the FCC. Crucially, an upgrade of the LHC magnets will allow the LHC to run

at a center of mass energy of
√
s = 27 TeV. For a more technical discussion see

Ref. [130].

In this section we study the prospects of the VBF Higgs boson production process

in future accelerators, increasing the center of mass energy for our studies to 27 TeV.

∗http://acc-stats.web.cern.ch/acc-stats/
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Setup

Calculations in this section use the study appearing in the Yellow Report of the

Higgs Cross Section Working Group 4 (YR4) [63] for Higgs boson production in the

VBF channel at
√
s = 13 TeV as guideline. The choice of electroweak parameters

in YR4 is,

mW = 80.3850 GeV, ΓW = 2.0850 GeV,

mZ = 91.1876 GeV, ΓZ = 2.4952 GeV. (5.10)

The central renormalisation and factorisation scales are set to be equal to mW,

µF = µR = mW. (5.11)

The mass of the Higgs boson is set to mH = 125 GeV and we have used the

PDF4LHC15 nnlo 100 [131] as provided by LHAPDF [76]. As in previous sections,

the jet algorithm used is the anti-kT algorithm [42] with radius parameter R = 0.4.

5.4.1 High Energy LHC, 27 TeV

At the HE-LHC energies of
√
s = 27 TeV the total inclusive cross section for the

VBF mode will be increased by a factor of three with respect to the 13 TeV value

shown in Table 5.1. It must be noted, however, direct comparison between the study

presented here and that of Section 5.1 can not be drawn due to the very different

choices for the renormalisation and factorisation scales. The choice µ0 = mW has

been made to be consistent with the results in YR4.

The first step toward a phenomenological study of the effects of the increase in

the center of mass energy is the choice of VBF cuts as well as detector acceptance.

If at
√
s = 13 TeV this was set to pjT > 20 GeV we increase it to a minimum of

pjT > 30 GeV.

In Fig. 5.9 we show a double-differential plot of the cross section with respect

to the VBF variables mjj and ∆yjj. It is clear the bulk of the cross section occur
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Figure 5.9: Two-dimensional plots on the rapidity gap between the two tagging jets
(∆yjj) and the invariant mass of the dijet system formed by those two tagging jets
(mjj) for two different choices of the transverse momentum cut. We observe the
bulk of the cross section to be concentrated in mjj > 200 GeV, ∆yjj > 2.5. These
two plots have been obtained with proVBF [95] and provided by A. Karlberg.

for values of the rapidity gap of ∆yjj > 3 and mjj > 200 GeV. We begin thus by

defining a minimal set of VBF cuts with these values,

∆yjj > 3, mjj > 200 GeV. (5.12)

However, as demonstrated in Section 3.2.1, even though with these cuts we are in

the region of the phase space in which the DIS approach is valid they might not

be enough to completely suppress the background from competing process. To that

end we define a set of tight VBF cuts as,

∆yjj > 4.5, mjj > 600 GeV, y1y2 < 0, (5.13)

which aim to suppress background from other channels while still capturing most of

the cross section.

In YR4 [63], the rapidity acceptance on each of the two tagging jets was set to

be of |y| < 5. In Fig. 5.10 and Fig. 5.11 we show the fraction of events that are

lost depending on the y-acceptance of the detector for three different choices of the

cut on the transverse momentum of the tagging jets. An event is considered lost if
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Figure 5.10: Fraction of events lost as a function of the acceptance in rapidity of
the detector. Non-tagging jets can have any value of the rapidity. Only minimal
VBF cuts are applied in this case, we observe the acceptance to be less punishing
for a bigger cut on the transverse momentum.
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Figure 5.11: Fraction of events lost as a function of the acceptance in rapidity of
the detector. Non-tagging jets can have any value of the rapidity. In contrast
to Fig. 5.10, tight VBF cuts are applied in this case. The effect of the tighter VBF
cuts is to move a bigger (relative to minimal cuts) fraction of event outside of the
detector limits.
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the absolute value of the rapidity of any of the two tagging jet falls outside the cut,

i.e., for y-acceptance equal to 0, 100% of the events are lost. In Fig. 5.10 we impose

the minimal VBF cuts of Eq. (5.12) whereas in Fig. 5.11 we impose the tighter cuts

presented in Eq. (5.13). The differences between Fig. 5.10 and Fig. 5.11 are small.

We find more events are lost for the smallest choice of the transverse momentum

cut. This can be easily understood as reducing the cut on the transverse momentum

of the jets will allow more very forward jets to pass the selection cuts. Since most

events have a maximum rapidity of |y| < 5 we keep the YR4 choice. All events then

must present two jets such that,

|yj| < 5, pjT > 30 GeV. (5.14)

σNNLO % of inclusive

Inclusive 12443+123
−3 ±2 100%

Minimal VBF Cuts 5044+50
−9 ±6 41 %

Tight VBF Cuts 3054+35
−3 ±8 25 %

Table 5.3: Total VBF-2j cross section at NNLO for a center of mass energy of√
s = 27 TeV for three different choices of cuts. Inclusive imposes no cuts at all while

minimal corresponds to the cuts of Eq. (5.12) and tight to the cuts of Eq. (5.13).
Inclusive results obtained with proVBFH, all others with NNLOjet.

In Table 5.3 we study the effect of different choices of cuts in the total cross

section. Note that although the choice of tight VBF cuts of Eq. (5.13) is more

restrictive (through the cut on the transverse momentum of the jets) than those

of Section 5.1, the ratio of accepted events (25% at 27 TeV vs 22% at 13 TeV) is

very similar.

We begin by studying the kinematical properties of the Higgs boson, shown

in Fig. 5.12. At 27 TeV we expect a wider range of the Higgs boson transverse

momentum to be accessible. We find the NLO corrections to be moderate and

negative, ranging between ∼10 and ∼20% relative to LO for low values of pHT and for

most of the rapidity spectrum of the Higgs boson. At high pHT the NLO corrections

grow considerably. The NNLO corrections are much more moderate, staying below
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Figure 5.12: Differential distributions for the transverse momentum (left) and ab-
solute rapidity (right) of the Higgs boson at

√
s = 27 TeV. Error-bars correspond

exclusively to statistical errors. We find the NNLO to considerably reduce the scale
uncertainties at larger values of pHT .
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5% in magnitude relative to NLO over the entire range of the distributions, negative

for low pHT and positive at high pHT . The scale uncertainties at NNLO are considerably

reduced.

In Fig. 5.13 we perform the study of the transverse momentum and absolute

rapidity of the two tagging jets. We find a very similar behaviour for both tagging

jets. The NLO corrections are bigger in magnitude (albeit negative) for larger

values of the transverse momentum. The NNLO corrections range from a moderate

negative 5% to negligible at larger pjT , where they are compatible with 0. The

distributions for the absolute rapidity of the jets tell a similar story as the Higgs

boson rapidity distribution, with a roughly constant negative correction of ∼5%

relative to NLO over the entire range of rapidity.

We conclude the study with the differential distributions related to the dijet

system formed by the two tagging jets, shown in Fig. 5.14. The NLO corrections

greatly change the shape of the rapidity gap ∆yjj, in contrast the NLO correction

to the dijet invariant mass mjj is a roughly constant -15%. The NNLO corrections

are found to be moderate for both observables, staying at about a -5% relative to

NLO for the entire range of the observables.
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Figure 5.13: Differential distributions for the transverse momentum (left) and abso-
lute rapidity (right) of the two tagging jets. The top row corresponds to the leading
(ordered in pjT ) jet while the bottom row corresponds to the subleading jet. NLO
scale uncertainties are moderate for most the rapidity spectrum and large at high
pjT , NNLO corrections greatly reduce scale uncertainties.
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Figure 5.14: Differential distributions for the spatial distribution of the two tagging
jets as well as the invariant mass of the dijet system. NLO and NNLO corrections
noticeably reduce the scale uncertainties for both observables over the entire range
considered.
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Conclusions

We have detailed the computation and implementation of the Higgs plus two jets

process at NNLO via Vector Boson Fusion in the DIS approximation in NNLOjet.

As with other processes included in NNLOjet, VBF Higgs uses the antenna

subtraction formalism to put infrared singularities under control.

VBF Higgs is a very complicated calculation, with 3 particles in the final state

at leading order. Furthermore it is the first process in NNLOjet with more than

one electroweak gauge bosons attached to the participating particles. This has led

to a number of improvements and modifications to the code.

Among the work to NNLOjet realised within this thesis we can highlight the

phase space generator aimed at softening the singular regions and improve con-

vergence and the changes to the integration algorithm which allow for scalability.

In Appendix D pyHepGrid is presented, a code built around NNLOjet (but easily

extensible) to run applications in distributed environments.

Higgs plus two jets at NNLO and Higgs plus three jets at NLO had been com-

puted prior to this thesis. However, these very complicated calculations proved to be

flawed. Thus we claim we present the first validated calculation for both processes.

This validation has been achieved by a suite of closure tests within NNLOjet

as extensively described within this report as well as checks against external tools

whenever possible.
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We have independently implemented all relevant matrix elements for the VBF

Higgs process at NNLO in the NNLOjet process library. This includes all possible

combinations of amplitudes at leading order and DIS-like diagrams at higher orders.

We have also built all the necessary subtraction terms using the antenna subtraction

formalism.

The improvements to the NNLOjet code and the generalisation of the suite

of validation tests will prove useful for future calculations using the NNLOjet

framework.

Phenomenologically speaking, the importance of this process lies in its relevance

for the detailed study of the newly found Higgs boson parameters. It is the second

most important channel at hadron colliders such as the LHC. It will also become a

crucial ingredient in future more energetic colliders (or in the very High Luminosity

LHC) as demonstrated by the interests of the different experimental groups on

finding the best possible selection cuts. We have presented the preliminary findings

of a study done in the context of the HE/HL working group.

There are several possible extensions to this work that are being developed at

the moment: the calculation of the NNLO corrections to the Higgs plus three jets

process in VBF and the calculation of the differential N3LO corrections to Higgs

plus two jets. These are natural extensions to the work presented on this thesis that

take advantage of the work realised in NNLOjet.

This work is a step forward on cementing the NNLO revolution that has hap-

pened in the last few years. NNLOjet aims to be the standard tool for fixed order

calculations in the NNLO age. The extensive library of process, the many efficiency

improvements and the strong suite of validation tests will be extremely valuable in

the years (and colliders) to come.
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Appendix A

Maple input file

In this appendix we present a runcard for the maple autogeneration script makeproc.

This script was already mentioned in Section 4.1.3 and it generates Fortran files in

order to add and link a process to NNLOjet. This runcard, VFH.map, defines

the autogeneration of the Fortran subroutines necessary to implement a process in

NNLOjet. We use monospace font to write the lines of actual code and normal

font to explain what those lines mean.

VFH.map

The first line in the runcard defines the Leading order multiplicative factor, Ofac.

The constant ave stands for spin and colour average and is automatically computed

by NNLOjet. The variable amz corresponds to αew(m2
z), nc to the number of

colours (3) and pi to the number π.

Ofac:="ave*(4d0*pi*amz)**3*nc**2/2d0";

The following set of lines defines the partonic content of the process. In this

case it is necessary to distinguish between up and down-type quarks due to the

different couplings of the Z boson. The parameters nf, ndown and nup are defined

in NNLOjet as 5, 3 and 2 respectively. For instance, we only allow a number of

down-type quarks equal to the number of up-type quarks for W fusion since we do
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not include top quarks and must thus suppress the bottom quark as well.

parset:=u,ub,d,db,q,qb,Q,Qb,g:

psymset:=[g,q,qb]:

dressZ1:=q=u,qb=ub,nqqb=nup,q=d,qb=db,nqqb=ndown:

dressZ2:=Q=u,Qb=ub,nQQb=nup,Q=d,Qb=db,nQQb=ndown:

dressW1:=q=u,qb=db,nqqb=nup:

dressW2:=Q=d,Qb=ub,nQQb=nup:

dress3:=R=R,Rb=Rb,nRRb=nf,R=R,Rb=Rb,nRRb=nf:

Finally we define the content of the process in terms of the matrix elements and

their partonic content. Each LO, R1, ... correspond to a different layer of the

process. Each is formed by a list of lists defining each matrix element, containing:

1. The Fortran name of the function defining the matrix element.

2. The content of the matrix element in the order it should be fed to the function

as positional arguments.

3. Any extra factors required for the matrix element. In this case, only colour

factors.

The makeproc script generates a call for every possible combination of initial states

attending to the argument order given in the list. In order to activate the DIS

approach in NNLOjet we need the flag keepannihil set to "no" so qq̄-initiated

configurations are discarded when they correspond to colour connected states.

keepannihil:="no":

LO:=[

[C0g0ZFH,[qb,Q,Qb,q,ph1,ph2],1],

[C0g0WFH,[qb,Q,Qb,q,ph1,ph2],1]

]:

R1:=[

[sC1g0ZFH,[qb,g,Q,Qb,q,ph1,ph2],(nc**2-1)/nc**2],
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[sC1g0WFH,[qb,g,Q,Qb,q,ph1,ph2],(nc**2-1)/nc**2]

]:

V1:=[

[C0g1ZFH,[qb,Q,Qb,q,ph1,ph2],(nc**2-1)/nc**2],

[C0g1WFH,[qb,Q,Qb,q,ph1,ph2],(nc**2-1)/nc**2]

]:

RR:=[

[sC2g0ZFH, [qb,g,g,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**2],

[sC2g0WFH, [qb,g,g,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**2],

[sCt2g0ZFH,[qb,gt,gt,Q,Qb,q,ph1,ph2],-(nc**2-1)/nc**4],

[sCt2g0WFH,[qb,gt,gt,Q,Qb,q,ph1,ph2],-(nc**2-1)/nc**4],

[E0g0ZFH, [qb,Q,Qb,q,R,Rb,ph1,ph2], (nc**2-1)/nc**3],

[E0g0WFH, [qb,Q,Qb,q,R,Rb,ph1,ph2], (nc**2-1)/nc**3],

[F0g0ZFH, [qb,Q,Qb,q,R,Rb,ph1,ph2], (nc**2-1)/nc**4/nf],

[F0g0WFH, [qb,Q,Qb,q,R,Rb,ph1,ph2], (nc**2-1)/nc**4/nf]

]:

RV:=[

[sC1g1ZFH, [qb,g,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**2],

[sC1g1WFH, [qb,g,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**2],

[sCt1g1ZFH, [qb,g,Q,Qb,q,ph1,ph2],-(nc**2-1)/nc**4],

[sCt1g1WFH, [qb,g,Q,Qb,q,ph1,ph2],-(nc**2-1)/nc**4],

[sCh1g1ZFH, [qb,g,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**3*nf],

[sCh1g1WFH, [qb,g,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**3*nf]

]:

VV:=[

[C0g2ZFH, [qb,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**2],

[C0g2WFH, [qb,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**2],

[Ct0g2ZFH, [qb,Q,Qb,q,ph1,ph2],-(nc**2-1)/nc**4],

[Ct0g2WFH, [qb,Q,Qb,q,ph1,ph2],-(nc**2-1)/nc**4],
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[Ch0g2ZFH, [qb,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**3*nf],

[Ch0g2WFH, [qb,Q,Qb,q,ph1,ph2], (nc**2-1)/nc**3*nf]

]:

XX:=[LO, R1, V1, RR, RV, VV]:



Appendix B

Relevant Antennae

In this appendix we list all antennae used in the computation of the NNLO correc-

tions to the VBF process. The appear in the construction of the subtraction terms

in Appendix C.

The first column of the table is the notation in which they are written in the

Maple pseudocode, while the second column is the name in which they appear in

the autogenerated Fortran files. The third column shows the notation in which the

antennae are represented in this document. The last column offer some more infor-

mation when it is relevant or necessary as well as point to the original publications

for the antennae.

These tables have also been autogenerated with the NNLOjet autogeneration

routines.

B.1 X0
3 (i1, i2, i3) antennae

Maple Fortran/Form Latex comment

A30FF FullA30FF A0
3 Eq. (5.5) of [34].

D30FF FullD30FF D0
3 Eq. (6.8) of [34].

D0
3 = d0

3(i1, i2, i3) + d0
3(i1, i3, i2).

d30FF d30FF d0
3 Eq. (6.13) of [34]. Only has i2 soft limit.

E30FF FullE30FF E0
3 Eq. (6.14) of [34].
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Maple Fortran/Form Latex comment

gA30IF FullgA30IF A0
3,g→q Eq. (4.25) of [43]. Mixed flavour changing.

A0
3,g = a0

3,g→q(i1, î2, i3) + a0
3,g→q(i3, î2, i1).

ga30IFgtoq ga30IFGTOQ a0
3,g→q Only contains i1||i2 collinear limit.

Flavour changing g → q.

gd30IF gd30IF d0
3,g Eq. (4.29) of [43]. i3 initial state i2 soft.

qA30IF FullqA30IF A0
3,q Eq. (4.15) of [43].

qD30IF FullqD30IF D0
3,q Eq. (4.17) of [43].

D0
3,q = d0

3,q (̂i1, i2, i3) + d0
3,q (̂i1, i3, i2).

qd30IF qd30IF d0
3,q Only contains i1||i2 collinear limit.

Maple Fortran/Form Latex comment

qgA30II FullqgA30II A0
3,qg→qq Crossing of A0

3. Flavour changing g → q.

qqA30II FullqqA30II A0
3,qq̄ Crossing of A0

3.

qqpE30II FullqqpE30II E0
3,qq′→qg Crossing of E0

3 . Flavour changing q′ → g.

B.2 X0
4 (i1, i2, i3, i4) antennae

Maple Fortran/Form Latex comment

A40 FullA40 A0
4 Eqs. (5.27) and (5.29) of [34].

At40 FullAt40 Ã0
4 Eqs. (5.28) and (5.30) of [34].

B40 FullB40 B0
4 Eqs. (5.37) and (5.38) of [34].

C40 FullC40 C0
4 Eqs. (5.42) and (5.43) of [34].
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B.3 X1
3 (i1, i2, i3) antennae

Maple Fortran/Form Latex comment

A31FF FullA31FF A1
3 Eqs. (5.12) and (5.13) of [34].

Ah31FF FullAh31FF Â1
3 Eqs. (5.16) and (5.17) of [34].

gA31IF FullgA31IF A1
3,g Crossing of A1

3. Mixed flavour changing.

gAh31IF FullgAh31IF Â1
3,g Crossing of Â1

3. Mixed flavour changing.

gAt31IF FullgAt31IF Ã1
3,g Crossing of Ã1

3. Mixed flavour changing.

qA31IF FullqA31IF A1
3,q Crossing of A1

3.

qAh31IF FullqAh31IF Â1
3,q Crossing of Â1

3.

qAt31IF FullqAt31IF Ã1
3,q Crossing of Ã1

3.

B.4 X 0
3 (i1, i2) antennae

Maple Fortran/Form Latex comment

calA30FF A30FFint A0
3 Eq. (5.6) of [34].

calD30FF D30FFint D0
3 Eq. (6.9) of [34].

calE30FF E30FFint E0
3 Eq. (6.14) of [34].

Maple Fortran/Form Latex comment

calgA30IF gA30IFint A0
3,g→q Eq. (4.26) of [43]. Flavour changing g → q.

calgD30gqIF gD30gqIFint D0
3,g→g Eq. (4.31) of [43].

calgD30qgIF gD30qgIFint D0
3,g→q Eq. (4.30) of [43]. Flavour changing g → q.

calqA30IF qA30IFint A0
3,q Eq. (4.16) of [43].

calqD30IF qD30IFint D0
3,q Eq. (4.20) of [43].
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Maple Fortran/Form Latex comment

calggD301II ggD301IIint D0
3,gg→qg Eq. (5.26) of [43] with x1 ↔ x2. Flavour

changing g → q in P1.

calggD302II ggD302IIint D0
3,gg→gq Eq. (5.26) of [43]. Flavour changing g → q

in P2.

calqgA30II qgA30IIint A0
3,qg→qq Eq. (5.23) of [43]. Flavour changing g → q

in P2.

calqqA30II qqA30IIint A0
3,qq Eq. (5.24) of [43].

calqqpE30II qqpE30IIint E0
3,qq′→qg Eq. (5.28) of [43]. Flavour changing q → g

in P2.

B.5 X 1
3 (i1, i2) antennae

Maple Fortran/Form Latex comment

calgA31IF gA31IFint A1
3,g Eq. (6.4) of [47].

calgAh31IF gAh31IFint Â1
3,g Eq. (6.6) of [47].

calgAt31IF gAt31IFint Ã1
3,g Eq. (6.5) of [47].

calqA31IF qA31IFint A1
3,q Eq. (5.9) of [47].

calqAh31IF qAh31IFint Â1
3,q Eq. (5.11) of [47].

calqAt31IF qAt31IFint Ã1
3,q Eq. (5.10) of [47].

B.6 X 0
4 (i1, i2) antennae

Maple Fortran/Form Latex comment

calgA40IF gA40IFint A0
4,g gA40. Eq. (6.2) of [47].

calgAt40IF gAt40IFint Ã0
4,g gAt40. Eq. (6.3) of [47].

calqA40IF qA40IFint A0
4,q qA40. Eq. (5.2) of [47].

calqAt40IF qAt40IFint Ã0
4,q qAt40. Eq. (5.3) of [47].

calqB40IF qB40IFint B0
4,q qB40. Eq. (5.4) of [47].

calqC40IF qC40IFint C0
4,q qC40a. Eq. (5.6) of [47].

calqbC40IF qbC40IFint C0
4,q̄,q̄qq̄ qC40b. Eq. (5.7) of [47].

calqbbC40IF qbbC40IFint C0
4,q̄,qq̄q̄ qC40c. Eq. (5.8) of [47].
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B.7 Mass factorisation terms, Γnab(z)

Maple Fortran/Form Latex comment

gamma1gg gamma1gg Γ
(1)
gg

gamma1ggF gamma1ggF Γ
(1)
gg,F

gamma1gq gamma1gq Γ
(1)
gq

gamma1qg gamma1qg Γ
(1)
qg

gamma1qq gamma1qq Γ
(1)
qq

Maple Fortran/Form Latex comment

gamma2qQ gamma2qQ Γ
(2)
qQ Eq. (A.23) of [21].

gamma2qQB gamma2qQB Γ
(2)

qQ̄
Eq. (A.24) of [21].

gamma2qg gamma2qg Γ
(2)
qg Eq. (A.26) of [21].

gamma2qgF gamma2qgF Γ
(2)
qg,F

gamma2qgt gamma2qgt Γ̃
(2)
qg Eq. (A.26) of [21].

gamma2qq gamma2qq Γ
(2)
qq Eq. (A.21) of [21].

gamma2qqB gamma2qqB Γ
(2)
qq̄ Eq. (A.22) of [21].

gamma2qqBt gamma2qqBt Γ̃
(2)
qq̄q Eq. (A.22) of [21].

gamma2qqF gamma2qqF Γ
(2)
qq,F Eq. (A.21) of [21].

gamma2qqt gamma2qqt Γ̃
(2)
qq Eq. (A.21) of [21].

gamma2qqtt gamma2qqtt
˜̃
Γ

(2)

qq Eq. (A.21) of [21].

B.8 J1
2 antennae

Maple Fortran/Form Latex comment

J21QGFF rJ21QGFF J1,FF
2,QG

J21QQFF rJ21QQFF J1,FF
2,QQ

J21hQGFF rJ21hQGFF Ĵ1,FF
2,QG

Maple Fortran/Form Latex comment

J21GQIF rJ21GQIF J1,IF
2,GQ

J21QGIF rJ21QGIF J1,IF
2,QG

J21QQIF rJ21QQIF J1,IF
2,QQ

J21QQgtoqIF rJ21QQgtoqIF J1,IF
2,QQ,g→q

J21hQGIF rJ21hQGIF Ĵ1,IF
2,QG
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Maple Fortran/Form Latex comment

J21QQII rJ21QQII J1,II
2,QQ

J21QGqtogII rJ21QGqtogII J1,II
2,QG,qq′→qg

J21QQgtoqII2 rJ21QQgtoqII2 J1,II
2,QQ,qg→qq

B.9 The integrated NLO J-dipoles

Final-Final Integrated Antennae

Matrix element, M0
n+3 Integrated dipole, J

(1)
2

Reduced matrix
element, M0

n+2

(· · · ; iq, jg, kq̄; · · · ) J
(1)
2 (Iq,Kq̄) = A0

3(sIK) (· · · ; Iq,Kq̄; · · · )
(· · · ; iq, jg, kg, · · · ) J

(1)
2 (Iq,Kg) = 1

2D
0
3(sIK) (· · · ; Iq,Kg, · · · )

(· · · ; iq′ , jq̄; kq, · · · ) Ĵ
(1)
2 (Iq,Kg) = 1

2E
0
3 (sIK) (· · · ; Iq,Kg, · · · )

(· · · , ig, jg, kg, · · · ) J
(1)
2 (Ig,Kg) = 1

3F
0
3 (sIK) (· · · , Ig,Kg, · · · )

(· · · , ig, jq̄; kq, · · · ) Ĵ
(1)
2 (Ig,Kg) = G0

3(sIK) (· · · , Ig,Kg, · · · )

Table B.1: The correspondence between the real radiation matrix elements, M0
n+3

and the integrated NLO dipoles J
(1)
2 and reduced matrix elements, M0

n+2 for various
particle assignments and colour structures for the final-final configuration.

Initial-Final Integrated Antennae

Matrix element, M0
n+3 Integrated dipole, J

(1)
2

Reduced matrix
element, M0

n+2

(· · · ; 1̂q, ig, jq̄; · · · ) J
(1)
2 (ˆ̄1q, Jq̄) = A0

3,q(s1̄J)− Γ
(1)
qq (z1)δ2 (· · · ; ˆ̄1q, Jq̄; · · · )

(· · · ; 1̂q, ig, jg, · · · ) J
(1)
2 (ˆ̄1q, Jg) = 1

2D
0
3,q(s1̄J)− Γ

(1)
qq (z1)δ2 (· · · ; ˆ̄1q, Jg, · · · )

(· · · ; 1̂q, iq̄′ ; jq′ , · · · ) Ĵ
(1)
2 (ˆ̄1q, Jg) = 1

2E
0
3,q,q′q̄′(s1̄J) (· · · ; ˆ̄1q, Jg, · · · )

(· · · ; iq, jg, 1̂g, · · · ) J
(1)
2 (Jq,

ˆ̄1g) = D0
3,g,gq(s1̄J)− 1

2Γ
(1)
gg (z1)δ2 (· · · ; Jq,

ˆ̄1g, · · · )
(· · · ; iq, jg, 1̂g, · · · ) Ĵ

(1)
2 (Jq,

ˆ̄1g) = − 1
2 Γ̂

(1)
gg (z1)δ2 (· · · ; Jq,

ˆ̄1g, · · · )
(· · · , 1̂g, ig, jg, · · · ) J

(1)
2 (ˆ̄1g, Jg) = 1

2F
0
3,g(s1̄J)− 1

2Γ
(1)
gg (z1)δ2 (· · · , ˆ̄1g, Jg, · · · )

(· · · , 1̂g, iq̄; jq, · · · ) Ĵ
(1)
2 (ˆ̄1g, Jg) = 1

2G
0
3,g(s1̄J)− 1

2 Γ̂
(1)
gg (z1)δ2 (· · · , ˆ̄1g, Jg, · · · )

(· · · ; iq, 1̂g, jq̄; · · · ) J
(1)
2,g→q(

ˆ̄1q, Jq̄) = − 1
2A

0
3,g,qq̄(s1̄J)− Sg→qΓ(1)

qg (z1)δ2 (· · · ; ˆ̄1q, Jq̄; · · · )
(· · · ; iq, 1̂g, jg, · · · ) J

(1)
2,g→q(

ˆ̄1q, Jg) = −D0
3,g,qg(s1̄J)− Sg→qΓ(1)

qg (z1)δ2 (· · · ; ˆ̄1q, Jg, · · · )
(· · · ; iq′ , 1̂q′ ; jq, · · · ) J

(1)
2,q→g(Jq,

ˆ̄1g) = −E0
3,q′,qq′(s1̄J)− Sq→gΓ(1)

gq (z1)δ2 (· · · ; Jq,
ˆ̄1g, · · · )

(· · · , ig; 1̂q, jq, · · · ) J
(1)
2,q→g(Jg,

ˆ̄1g) = −G0
3,q(s1̄J)− Sq→gΓ(1)

gq (z1)δ2 (· · · , Jg, ˆ̄1g, · · · )

Table B.2: The correspondence between the real radiation matrix elements, M0
n+3

and the integrated NLO dipoles J
(1)
2 and reduced matrix elements, M0

n+2 for various
particle assignments and colour structures for the initial-final configuration. For
brevity δ(1− zi) = δi for i = 1, 2.

Here we write the J-dipoles in terms of the combination of integated antennae

and splitting kernels. They were defined in Ref. [21].

Note that, for identity preserving dipole functions, we in principle have colour

leading (N) J
(1)
2 functions and the colour sub-leading functions that depend on the
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Initial-Initial Integrated Antennae
Matrix element,

Integrated dipole, J
(1)
2

Reduced matrix
M0
n+3 element, M0

n+2

(· · · ; 1̂q, ig, 2̂q̄, · · · ) J
(1)
2 (ˆ̄1q,

ˆ̄2q̄) = A0
3,qq̄(s1̄2̄)− Γ

(1)
qq (z1)δ2 − Γ

(1)
qq (z2)δ1 (· · · ; ˆ̄1q,

ˆ̄2q̄; · · · )
(· · · ; 1̂q, ig, 2̂g, · · · ) J

(1)
2 (ˆ̄1q,

ˆ̄2g) = D0
3,qg(s1̄2̄)− Γ

(1)
qq (z1)δ2 − 1

2Γ
(1)
gg (z2)δ1 (· · · ; ˆ̄1q,

ˆ̄2g, · · · )
(· · · ; 1̂q, ig, 2̂g, · · · ) Ĵ

(1)
2 (ˆ̄1q,

ˆ̄2g) = − 1
2 Γ̂

(1)
gg (z2)δ1 (· · · ; ˆ̄1q,

ˆ̄2g, · · · )
(· · · , 1̂g, ig, 2̂g, · · · ) J

(1)
2 (ˆ̄1g,

ˆ̄2g) = F0
3,gg(s1̄2̄)− 1

2Γ
(1)
gg (z1)δ2 − 1

2Γ
(1)
gg (z2)δ1 (· · · , ˆ̄1g, ˆ̄2g, · · · )

(· · · , 1̂g, ig, 2̂g, · · · ) Ĵ
(1)
2 (ˆ̄1g,

ˆ̄2g) = − 1
2 Γ̂

(1)
gg (z1)δ2 − 1

2 Γ̂
(1)
gg (z2)δ1 (· · · , ˆ̄1g, ˆ̄2g, · · · )

(· · · ; 1̂q, 2̂g, iq̄; · · · ) J
(1)
2,g→q(

ˆ̄1q,
ˆ̄2q̄) = −A0

3,qg(s1̄2̄)− Sg→qΓ(1)
qg (z2)δ1 (· · · ; ˆ̄1q,

ˆ̄2q̄; · · · )
(· · · ; iq, 1̂g, 2̂g, · · · ) J

(1)
2,g→q(

ˆ̄1q,
ˆ̄2g) = −D0

3,gg(s1̄2̄)− Sg→qΓ(1)
qg (z1)δ2 (· · · ; ˆ̄1q,

ˆ̄2g, · · · )
(· · · ; 1̂q′ , 2̂q̄; iq, · · · ) J

(1)
2,q→g(

ˆ̄1q,
ˆ̄2g) = −E0

3,q′q,q(s1̄2̄)− Sq→gΓ(1)
gq (z2)δ1 (· · · ; ˆ̄1q′ ,

ˆ̄2g, · · · )
(· · · , 1̂g, 2̂q̄; iq, · · · ) J

(1)
2,q→g(

ˆ̄1g,
ˆ̄2g) = −G0

3,gq(s1̄2̄)− Sq→gΓ(1)
gq (z2)δ1 (· · · , ˆ̄1g, ˆ̄2g, · · · )

Table B.3: The correspondence between the real radiation matrix elements, M0
n+3

and the integrated NLO dipoles J
(1)
2 and reduced matrix elements, M0

n+2 for various
particle assignments and colour structures for the initial-initial configuration. For
brevity δ(1− z1) = δ1, δ(1− z2) = δ2.

number of quark flavours, (NF ), notated Ĵ
(1)
2 . In the final-final case, the dipole func-

tions only contain integrated antenna functions. In the initial-final and initial-initial

spectator cases, in general, the dipole functions contain both integrated antenna

functions plus tree-level mass factorisation contributions. For identity changing an-

tennae we must take into account a spin averaging factor associated with the mass

factorisation term that accommodates the fact that the number degrees of freedom

in D-dimensions for a gluon differs from that of a quark. Explicitly we have,

Sg→q =
Sg
Sq

= 1− ε, (B.1)

Sq→g =
Sq
Sg

=
1

1− ε
. (B.2)



Appendix C

Subtraction terms

C.1 NLO: R

Let us take the first of the R subtraction terms as an example in order to define

the notation and conventions used in this appendix. This is the subtraction term

“qqpsC1g0ZFHSNLO”, which regulates the limits of Fig. C.1 and is shown in Eq. (C.4).

2

k
q, 1

qp, 2

i

j

Z

H
+

2

k

q, 1

qp, 2

i

j

Z

H

Figure C.1: Real emission matrix element squared sC1g0ZFH = sC0
1g, which is a

sum over the gluon being emitted from the upper and lower currents.

Let us begin with the naming convention of the subtraction term,

qqpsC1g0ZFHSNLO. All subtraction terms refer to the matrix element they are sub-

tracting (blue) as well as the level at which they enter (red), in this case SNLO, the

S subtraction term for NLO, when the level is not written explicitly it is assumed

to be a NNLO term. The prefix of the subtraction term (green) refers to the initial

state, in this case q and q′ ≡ qp. The label “ZFH” or “WFH” in the matrix element

indicates whether this is a Z-fusion or a W-fusion matrix element.
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The argument list, (1, k, j, 2, i, H), have a direct relation with the naming con-

vention of the particles in Fig. C.1. Particles (1,2) are always the initial partons

and H the Higgs boson. The indices (i, j, k) are dummy indices and they always

correspond to f.s. partons, in general for VBF we use i, j for quarks and k, l for

gluons.

This subtraction term consists of only two lines, with a clear correspondence

between them through the change (1, i)→ (2, j),

qqpsC1g0ZFHSNLO(1, k, j, 2, i, H) = (C.1)

+ A0
3,q(1, k, i) C0g0ZFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

+ A0
3,q(2, k, j) C0g0ZFH(1, (j̃k), 2, i, H) J

(2)
2 ({p}2).

In the first line of Eq. (C.1) the antenna A0
3,q(1, k, i) contains the collinear limits

1||k, k||i as well as the soft limit k → 0, all limits of the left-hand side diagram

of Fig. C.1. The second line in turn contains the corresponding limits for the diagram

in the right.

The antenna is multiplying a reduced matrix element C0g0ZFH = C0
0g with a

reduced momentum set such that partons i and k are mapped together into a single

parton ĩk. This mapping fulfills the conditions for the factorisation of the phase

space in the limits, both in the collinear limit between i and k (notated ĩk or

between k and 1 (represented as 1). Finally the jet selector function is as defined

in Eq. (2.63), where from two final partons (j and ĩk in this case) two jets have to

be found. In Fig. C.2 we present a more graphical representation of the subtraction

term seen in Eq. (C.1).

A0
3,q(1, k, i)

2
q, 1

qp, 2

ĩk

j

Z
H

+A0
3,q(1, k, i)

2
q, 1

qp, 2

i

k̃j

Z
H

Figure C.2: Subtraction term of Eq. (C.1) where we show the reduced matrix element
graphically for clarity.
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Finally let us note an important difference between gluon-initiated and quark-

initiated matrix elements. In Section 3.3.3, Eq. (3.25) we defined sC0
1g as a way of

simplify the notation of the subtraction terms. This simplification will now be made

explicit using as an example the gluon-initiated matrix element whose subtraction

term is shown in Eq. (C.5), qgsC1g0ZFHSNLO, which subtracts the matrix element

sC1g0ZFH.

Let us begin with the subtraction term corresponding to a matrix element

C1g0ZFH(1, 2, k, j, i, H). This is a gluon-initiated subtraction term where there are

two possible singular limits: 2||k and 2||j. These two limits factorise onto two dif-

ferent Born-level matrix element: the quark-quark initiated C0g0ZFH(1, (j̃k), 2, i, H)

and the quark-antiquark initiated C0g0ZFH(1, 2, (j̃k), i, H):

qgC1g0ZFHSNLO(1, 2, k, j, i, H) =

−1

2
A0

3,g→q(k, 2, j)
(
C0g0ZFH(1, 2, (j̃k), i, H) + C0g0ZFH(1, (j̃k), 2, i, H)

)
J

(2)
2 ({p}2).

This is exactly the same subtraction term which would be needed for the matrix el-

ement C1g0ZFH(1, 2, j, k, i,H). It is then convenient to define a symmetrised version

of the matrix element, sC1g0ZFH(1, 2, k, j, i, H), as

sC1g0ZFH(1, 2, k, j, i, H) = C1g0ZFH(1, 2, k, j, i, H) + C1g0ZFH(1, 2, j, k, i,H), (C.2)

with the coresponding subtraction term,

qgsC1g0ZFHSNLO(1, 2, k, j, i, H) =

−A0
3,g→q(k, 2, j)

(
C0g0ZFH(1, 2, (j̃k), i, H) + C0g0ZFH(1, (j̃k), 2, i, H)

)
J

(2)
2 ({p}2).

In order to simplify the notation we can also define the LO combination,

sC0g0ZFH(1, 2, j, i, H) = C0g0ZFH(1, 2, j, i, H) + C0g0ZFH(1, j, 2, i, H), (C.3)

which is used in Eq. (C.5). The symmetrised matrix elements are extensively used

in the construction of the subtraction terms.
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qqpsC1g0ZFHSNLO(1,k,j,2,i,H)

qqpsC1g0ZFHSNLO(1, k, j, 2, i, H) =

1 +A0
3,q(1, k, i) C0g0ZFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

2 +A0
3,q(2, k, j) C0g0ZFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.4)

qgsC1g0ZFHSNLO(1,2,k,j,i,H)

qgsC1g0ZFHSNLO(1, 2, k, j, i, H) =

1 −A0
3,g→q(k, 2, j) sC0g0ZFH(1, 2, (j̃k), i,H) J

(2)
2 ({p}2)

(C.5)

qbgsC1g0ZFHSNLO(i,2,k,j,1,H)

qbgsC1g0ZFHSNLO(i, 2, k, j, 1, H) =

1 −A0
3,g→q(k, 2, j) sC0g0ZFH(i, 2, (j̃k), 1, H) J

(2)
2 ({p}2)

(C.6)

qbqpsC1g0ZFHSNLO(i,k,j,2,1,H)

qbqpsC1g0ZFHSNLO(i, k, j, 2, 1, H) =

1 +A0
3,q(1, k, i) C0g0ZFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

2 +A0
3,q(2, k, j) C0g0ZFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.7)

qqbsC1g0ZFHSNLO(1,k,i,j,2,H)

qqbsC1g0ZFHSNLO(1, k, i, j, 2, H) =

1 +A0
3,qq̄(1, k, 2) C0g0ZFH(1, i, j, 2, H) J

(2)
2 ({p}2)

2 +A0
3(i, k, j) C0g0ZFH(1, (ĩk), (j̃k), 2, H) J

(2)
2 ({p}2)

(C.8)
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qbgsC1g0WFHSNLO(i,2,k,j,1,H)

qbgsC1g0WFHSNLO(i, 2, k, j, 1, H) =

1 −A0
3,g→q(k, 2, j) sC0g0WFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.9)

qbqpsC1g0WFHSNLO(i,k,j,2,1,H)

qbqpsC1g0WFHSNLO(i, k, j, 2, 1, H) =

1 +A0
3,q(1, k, i) C0g0WFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

2 +A0
3,q(2, k, j) C0g0WFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.10)

qgsC1g0WFHSNLO(1,2,k,j,i,H)

qgsC1g0WFHSNLO(1, 2, k, j, i, H) =

1 −A0
3,g→q(k, 2, j) sC0g0WFH(1, 2, (j̃k), i,H) J

(2)
2 ({p}2)

(C.11)

qqbsC1g0WFHSNLO(1,k,i,j,2,H)

qqbsC1g0WFHSNLO(1, k, i, j, 2, H) =

1 +A0
3,qq̄(1, k, 2) C0g0WFH(1, i, j, 2, H) J

(2)
2 ({p}2)

2 +A0
3(i, k, j) C0g0WFH(1, (ĩk), (j̃k), 2, H) J

(2)
2 ({p}2)

(C.12)

qqpsC1g0WFHSNLO(1,k,j,2,i,H)

qqpsC1g0WFHSNLO(1, k, j, 2, i, H) =

1 +A0
3,q(1, k, i) C0g0WFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

2 +A0
3,q(2, k, j) C0g0WFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.13)
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C.2 NLO: V

In Appendix C.1 we detail a R subtraction term for a qq-initiated matrix element,

qqpsC1g0ZFHSNLO. The integration of this subtraction term corresponds to the V

subtraction term, qqpC0g1ZFHTNLO. This term removes the explicit poles from the

virtual amplitudes shown in Fig. C.3.

q, 1

qp, 2

i

j

Z

H
+

q, 1

qp, 2

i

j

Z

H

Figure C.3: Virtual amplitude corresponding to the matrix element squared C0g1ZFH

= C1
0g upon interference with the tree level amplitude.

The naming convention is equal to Appendix C.1 with the only change of SNLO

to TNLO to signal this is a virtual subtraction term. In Eq. (C.16) the subtraction

term is written in terms of the J-dipoles defined in Appendix B.9. For clarity we

write the integrated antenna and mass factorisation terms here explicitly,

qqpC0g1ZFHTNLO(1, j, 2, i, H) = (C.14)

+
(
A0

3,q(s1i)− Γ(1)
qq (z1)δ(1− z2)

)
C0g0ZFH(1, j, 2, i, H)J

(2)
2 ({p}2)

+
(
A0

3,q(s2j)− Γ(1)
qq (z2)δ(1− z1)

)
C0g0ZFH(1, j, 2, i, H)J

(2)
2 ({p}2).

In the first line of Eq. (C.14) we find the integrated antenna corresponding to

the first line of Eq. (C.1), subtracting the poles of the left-hand diagram of Fig. C.3,

A0
3,q(s1̄ĩk) =

∫
dΦX (p1, pk, pi)A

0
3,q(1, k, i), (C.15)

we simplify the notation in the code with ĩk → i and 1̄ → 1 since this function

depends only on s1̄ĩk ≡ s1i. The singularity in this case involves a quark in the

initial state, from Eq. (2.15) it is clear the MF is just the splitting kernel for a quark

initiated matrix element, Γ
(1)
qq .
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qqpC0g1ZFHTNLO(1,j,2,i,H)

1 −
[

+ J1,IF
2,QQ(s1i) + J1,FI

2,QQ(s2j)

]
C0g0ZFH(1, j, 2, i,H) J

(2)
2 ({p}2)

(C.16)

qbgC0g1ZFHTNLO(1,2,j,i,H)

1 −2J1,FI
2,QQ,g→q(s2j) sC0g0ZFH(i, j, 2, 1, H) J

(2)
2 ({p}2)

(C.17)

qbqpC0g1ZFHTNLO(i,j,2,1,H)

1 −
[

+ J1,IF
2,QQ(s1i) + J1,FI

2,QQ(s2j)

]
C0g0ZFH(i, j, 2, 1, H) J

(2)
2 ({p}2)

(C.18)

qgC0g1ZFHTNLO(1,2,j,i,H)

1 −2J1,FI
2,QQ,g→q(s2j) sC0g0ZFH(1, j, 2, i,H) J

(2)
2 ({p}2)

(C.19)

qqbC0g1ZFHTNLO(1,j,i,2,H)

1 −
[

+ J1,II
2,QQ(s12) + J1,FF

2,QQ(sij)

]
C0g0ZFH(1, j, i, 2, H) J

(2)
2 ({p}2)

(C.20)

qbgC0g1WFHTNLO(1,2,j,i,H)

1 −2J1,FI
2,QQ,g→q(s2j) sC0g0WFH(i, j, 2, 1, H) J

(2)
2 ({p}2)

(C.21)

qbqpC0g1WFHTNLO(i,j,2,1,H)

1 −
[

+ J1,IF
2,QQ(s1i) + J1,FI

2,QQ(s2j)

]
C0g0WFH(i, j, 2, 1, H) J

(2)
2 ({p}2)

(C.22)
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qgC0g1WFHTNLO(1,2,j,i,H)

1 −2J1,FI
2,QQ,g→q(s2j) sC0g0WFH(1, j, 2, i,H) J

(2)
2 ({p}2)

(C.23)

qqbC0g1WFHTNLO(1,j,i,2,H)

1 −
[

+ J1,II
2,QQ(s12) + J1,FF

2,QQ(sij)

]
C0g0WFH(1, j, i, 2, H) J

(2)
2 ({p}2)

(C.24)

qqpC0g1WFHTNLO(1,j,2,i,H)

1 −
[

+ J1,IF
2,QQ(s1i) + J1,FI

2,QQ(s2j)

]
C0g0WFH(1, j, 2, i,H) J

(2)
2 ({p}2)

(C.25)

C.3 NNLO: RR

ggsC2g0ZFHSs1(l,1,2,j,k,i,H)

ggsC2g0ZFHSs1(l, 1, 2, j, k, i, H) =

1 −a0
3,g→q(i, 1, l) C1g0ZFH((l̃i), 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −a0
3,g→q(l, 1, i) C1g0ZFH(1, 2, j, k, (l̃i), H) J

(3)
2 ({p}3)

3 −a0
3,g→q(j, 2, k) C1g0ZFH((j̃k), 1, i, l, 2, H) J

(3)
2 ({p}3)

4 −a0
3,g→q(k, 2, j) C1g0ZFH(2, 1, i, l, (j̃k), H) J

(3)
2 ({p}3)

5 − a0
3,g→q(j, 2, k) a0

3,g→q(i, 1, l) C0g0ZFH((l̃i), 2, (j̃k), 1, H) J
(2)
2 ({p}2)

6 − a0
3,g→q(j, 2, k) a0

3,g→q(l, 1, i) C0g0ZFH(1, 2, (j̃k), (l̃i), H) J
(2)
2 ({p}2)

7 − a0
3,g→q(k, 2, j) a

0
3,g→q(i, 1, l) C0g0ZFH((l̃i), (j̃k), 2, 1, H) J

(2)
2 ({p}2)

8 − a0
3,g→q(k, 2, j) a

0
3,g→q(l, 1, i) C0g0ZFH(1, (j̃k), 2, (l̃i), H) J

(2)
2 ({p}2)

(C.26)
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qbgsC2g0ZFHS(i,2,l,j,k,1,H)

qbgsC2g0ZFHS(i, 2, l, j, k, 1, H) =

1 +d0
3,g(k, l, 2) sC1g0ZFH(i, 2, j, (k̃l), 1, H) J

(3)
2 ({p}3)

2 +d0
3,g(j, l, 2) sC1g0ZFH(i, 2, k, (j̃l), 1, H) J

(3)
2 ({p}3)

3 −A0
3,g→q(k, 2, j) sC1g0ZFHs0(i, l, 2, (k̃j), 1, H) J

(3)
2 ({p}3)

4 +A0
3,q(1, l, i) sC1g0ZFH((l̃i), 2, k, j, 1, H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 −A0
4(k, 2, l, j) sC0g0ZFH(i, (k̃lj), 2, 1, H) J

(2)
2 ({p}2)

6 + d0
3,g(j, l, 2)A0

3,g→q((l̃j), 2, k) sC0g0ZFH(i, (k̃(̃lj)), 2, 1, H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 −A0
4(k, l, 2, j) sC0g0ZFH(i, (k̃lj), 2, 1, H) J

(2)
2 ({p}2)

8 + d0
3,g(k, l, 2)A0

3,g→q((l̃k), 2, j) sC0g0ZFH(i, (j̃(̃lk)), 2, 1, H) J
(2)
2 ({p}2)

9 +A0
3,g→q(k, 2, j)A

0
3,q(2, l, (k̃j)) sC0g0ZFH(i, 2, (l̃(̃kj)), 1, H) J

(2)
2 ({p}2)

10 +A0
3,g→q(k, 2, j)A

0
3,q(1, l, i) sC0g0ZFH((ĩl), 2, (j̃k), 1, H) J

(2)
2 ({p}2)

(C.27)

qbqpsC2g0ZFHSs1(i,k,l,j,2,1,H)

qbqpsC2g0ZFHSs1(i, k, l, j, 2, 1, H) =

1 +d0
3(i, l, k) C1g0ZFHs1((ĩl), (k̃l), j, 2, 1, H) J

(3)
2 ({p}3)

2 +d0
3,q(1, k, l) C1g0ZFHs1(i, (k̃l), j, 2, 1, H) J

(3)
2 ({p}3)

3 +d0
3(j, k, l) C1g0ZFHs1(2, (l̃k), 1, i, (j̃k), H) J

(3)
2 ({p}3)

4 +d0
3,q(2, l, k) C1g0ZFHs1(2, (l̃k), 1, i, j,H) J

(3)
2 ({p}3)

5 +A0
3,q(1, k, i) C1g0ZFHs1(2, l, 1, (ĩk), j,H) J

(3)
2 ({p}3)

6 +A0
3,q(2, l, j) C1g0ZFHs1(i, k, (j̃l), 2, 1, H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 +A0
4(1, k, l, i) C0g0ZFH((ĩlk), j, 2, 1, H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

8 +A0
4(2, k, l, j) C0g0ZFH(2, 1, i, (j̃lk), H) J

(2)
2 ({p}2)

9 − d0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0ZFH([(ĩl), (l̃k)], j, 2, 1, H) J
(2)
2 ({p}2)

10 − d0
3,q(1, k, l)A

0
3,q(1, (k̃l), i) C0g0ZFH((ĩ(̃kl)), j, 2, 1, H) J

(2)
2 ({p}2)
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11 − d0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0ZFH(2, 1, i, [(j̃l), (l̃k)], H) J
(2)
2 ({p}2)

12 − d0
3,q(2, k, l)A

0
3,q(2, (k̃l), j) C0g0ZFH(2, 1, i, (j̃(̃kl)), H) J

(2)
2 ({p}2)

13 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0ZFH(2, 1, (k̃i), (j̃l)) J

(2)
2 ({p}2)

14 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0ZFH((ĩk), (j̃l), 2, 1) J

(2)
2 ({p}2)

(C.28)

qgsC2g0ZFHS(1,2,l,j,k,i,H)

qgsC2g0ZFHS(1, 2, l, j, k, i, H) =

1 +d0
3,g(k, l, 2) sC1g0ZFH(1, 2, j, (k̃l), i,H) J

(3)
2 ({p}3)

2 +d0
3,g(j, l, 2) sC1g0ZFH(1, 2, k, (j̃l), i,H) J

(3)
2 ({p}3)

3 −A0
3,g→q(k, 2, j) sC1g0ZFHs0(1, l, 2, (k̃j), i,H) J

(3)
2 ({p}3)

4 +A0
3,q(1, l, i) sC1g0ZFH(1, 2, k, j, (l̃i), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 −A0
4(k, 2, l, j) sC0g0ZFH(1, (k̃lj), 2, i,H) J

(2)
2 ({p}2)

6 + d0
3,g(j, l, 2)A0

3,g→q((l̃j), 2, k) sC0g0ZFH(1, (k̃(̃lj)), 2, i,H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 −A0
4(k, l, 2, j) sC0g0ZFH(1, (k̃lj), 2, i,H) J

(2)
2 ({p}2)

8 + d0
3,g(k, l, 2)A0

3,g→q((l̃k), 2, j) sC0g0ZFH(1, (j̃(̃lk)), 2, i,H) J
(2)
2 ({p}2)

9 +A0
3,g→q(k, 2, j)A

0
3,q(2, l, (k̃j)) sC0g0ZFH(1, 2, (l̃(̃kj)), i,H) J

(2)
2 ({p}2)

10 +A0
3,g→q(k, 2, j)A

0
3,q(1, l, i) sC0g0ZFH(1, 2, (j̃k), (ĩl), H) J

(2)
2 ({p}2)

(C.29)

qqpsC2g0ZFHSs1(1,k,l,j,2,i,H)

qqpsC2g0ZFHSs1(1, k, l, j, 2, i, H) =

1 +d0
3(i, l, k) C1g0ZFHs1(1, (k̃l), j, 2, (ĩl), H) J

(3)
2 ({p}3)

2 +d0
3,q(1, k, l) C1g0ZFHs1(1, (k̃l), j, 2, i,H) J

(3)
2 ({p}3)

3 +d0
3(j, k, l) C1g0ZFHs1(2, (l̃k), i, 1, (j̃k), H) J

(3)
2 ({p}3)

4 +d0
3,q(2, l, k) C1g0ZFHs1(2, (l̃k), i, 1, j,H) J

(3)
2 ({p}3)

5 +A0
3,q(1, k, i) C1g0ZFHs1(2, l, (ĩk), 1, j,H) J

(3)
2 ({p}3)

6 +A0
3,q(2, l, j) C1g0ZFHs1(1, k, (j̃l), 2, i,H) J

(3)
2 ({p}3)
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−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 +A0
4(1, k, l, i) C0g0ZFH(1, j, 2, (ĩlk), H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

8 +A0
4(2, k, l, j) C0g0ZFH(1, (j̃kl), 2, i,H) J

(2)
2 ({p}2)

9 − d0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0ZFH(1, j, 2, [(ĩl), (l̃k)], H) J
(2)
2 ({p}2)

10 − d0
3,q(1, k, l)A

0
3,q(1, (k̃l), i) C0g0ZFH(1, j, 2, (ĩ(̃kl)), H) J

(2)
2 ({p}2)

11 − d0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0ZFH(1, [(j̃l), (l̃k)], 2, i,H) J
(2)
2 ({p}2)

12 − d0
3,q(2, k, l)A

0
3,q(2, (k̃l), j) C0g0ZFH(1, (j̃(̃kl)), 2, i,H) J

(2)
2 ({p}2)

13 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0ZFH(1, (j̃l), 2, (ĩk)) J

(2)
2 ({p}2)

14 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0ZFH(1, (j̃l), 2, (ĩk)) J

(2)
2 ({p}2)

(C.30)

qbgsCt2g0ZFHS(i,2,l,j,k,1,H)

qbgsCt2g0ZFHS(i, 2, l, j, k, 1, H) =

1 +A0
3,q(1, l, i) sC1g0ZFH((ĩl), 2, k, j, 1, H) J

(3)
2 ({p}3)

2 +A0
3(j, l, k) sC1g0ZFH(i, 2, (j̃l), (k̃l), 1, H) J

(3)
2 ({p}3)

3 −A0
3,g→q(j, 2, k) sC1g0ZFHs0(i, l, 2, (k̃j), 1, H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

4 − Ã0
4(j, l, 2, k) sC0g0ZFH(i, (j̃lk), 2, 1, H) J

(2)
2 ({p}2)

5 +A0
3(k, l, j)A0

3,g→q((k̃l), 2, (j̃l)) sC0g0ZFH(i, [(k̃l), (j̃l)], 2, 1, H) J
(2)
2 ({p}2)

6 +A0
3,g→q(j, 2, k)A0

3,q(2, l, (j̃k)) sC0g0ZFH(i, 2, (l̃(̃jk)), 1, H) J
(2)
2 ({p}2)

7 +A0
3,g→q(j, 2, k)A0

3,q(1, l, i) sC0g0ZFH((ĩl), (j̃k), 2, 1, H) J
(2)
2 ({p}2)

(C.31)

qbqpsCt2g0ZFHS(i,k,l,j,2,1,H)

qbqpsCt2g0ZFHS(i, k, l, j, 2, 1, H) =

1 +A0
3,q(1, l, i) C1g0ZFHs1((ĩl), k, j, 2, 1, H) J

(3)
2 ({p}3)

2 +A0
3,q(1, k, i) C1g0ZFHs1((ĩk), l, j, 2, 1, H) J

(3)
2 ({p}3)

3 +A0
3,q(2, l, j) C1g0ZFHs1(2, k, 1, i, (j̃l), H) J

(3)
2 ({p}3)

4 +A0
3,q(2, k, j) C1g0ZFHs1(2, l, 1, i, (j̃k), H) J

(3)
2 ({p}3)
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−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 + Ã0
4(1, k, l, i) C0g0ZFH((ĩlk), j, 2, 1, H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

6 + Ã0
4(2, k, l, j) C0g0ZFH(i, (j̃kl), 2, 1, H) J

(2)
2 ({p}2)

7 −A0
3,q(1, l, i)A

0
3,q(1, k, (l̃i)) C0g0ZFH((k̃(̃li)), j, 2, 1, H) J

(2)
2 ({p}2)

8 −A0
3,q(1, k, i)A

0
3,q(1, l, (k̃i)) C0g0ZFH((

˜
l(̃ki)), j, 2, 1, H) J

(2)
2 ({p}2)

9 −A0
3,q(2, l, j)A

0
3,q(2, k, (l̃j)) C0g0ZFH(i, (k̃(̃lj)), 2, 1, H) J

(2)
2 ({p}2)

10 −A0
3,q(2, k, j)A

0
3,q(2, l, (k̃j)) C0g0ZFH(i, (l̃(̃kj)), 2, 1, H) J

(2)
2 ({p}2)

11 +A0
3,q(1, l, i) C1g0ZFHs1(2, k, 1, (ĩl), j,H) J

(3)
2 ({p}3)

12 +A0
3,q(1, k, i) C1g0ZFHs1(2, l, 1, (ĩk), j,H) J

(3)
2 ({p}3)

13 +A0
3,q(2, l, j) C1g0ZFHs1(i, k, (j̃l), 2, 1, H) J

(3)
2 ({p}3)

14 +A0
3,q(2, k, j) C1g0ZFHs1(i, l, (j̃k), 2, 1, H) J

(3)
2 ({p}3)

15 −A0
3,q(2, k, j)A

0
3,q(1, l, i) C0g0ZFH((ĩl), (j̃k), 2, 1, H) J

(2)
2 ({p}2)

16 −A0
3,q(2, l, j)A

0
3,q(1, k, i) C0g0ZFH((ĩk), (j̃l), 2, 1, H) J

(2)
2 ({p}2)

(C.32)

qgsCt2g0ZFHS(1,2,l,j,k,i,H)

qgsCt2g0ZFHS(1, 2, l, j, k, i, H) =

1 +A0
3,q(1, l, i) sC1g0ZFH(1, 2, k, j, (ĩl), H) J

(3)
2 ({p}3)

2 +A0
3(j, l, k) sC1g0ZFH(1, 2, (j̃l), (k̃l), i,H) J

(3)
2 ({p}3)

3 −A0
3,g→q(j, 2, k) sC1g0ZFHs0(1, l, 2, (k̃j), i,H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

4 − Ã0
4(j, l, 2, k) sC0g0ZFH(1, (j̃lk), 2, i,H) J

(2)
2 ({p}2)

5 +A0
3(k, l, j)A0

3,g→q((k̃l), 2, (j̃l)) sC0g0ZFH(1, [(k̃l), (j̃l)], 2, i,H) J
(2)
2 ({p}2)

6 +A0
3,g→q(j, 2, k)A0

3,q(2, l, (j̃k)) sC0g0ZFH(1, 2, (l̃(̃jk)), i,H) J
(2)
2 ({p}2)

7 +A0
3,g→q(j, 2, k)A0

3,q(1, l, i) sC0g0ZFH(1, (j̃k), 2, (ĩl), H) J
(2)
2 ({p}2)

(C.33)

qqpsCt2g0ZFHS(1,k,l,j,2,i,H)

qqpsCt2g0ZFHS(1, k, l, j, 2, i, H) =
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1 +A0
3,q(1, l, i) C1g0ZFHs1(1, k, j, 2, (ĩl), H) J

(3)
2 ({p}3)

2 +A0
3,q(1, k, i) C1g0ZFHs1(1, l, j, 2, (ĩk), H) J

(3)
2 ({p}3)

3 +A0
3,q(2, l, j) C1g0ZFHs1(2, k, i, 1, (j̃l), H) J

(3)
2 ({p}3)

4 +A0
3,q(2, k, j) C1g0ZFHs1(2, l, i, 1, (j̃k), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 + Ã0
4(1, k, l, i) C0g0ZFH(1, j, 2, (ĩlk), H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

6 + Ã0
4(2, k, l, j) C0g0ZFH(1, (j̃kl), 2, i,H) J

(2)
2 ({p}2)

7 −A0
3,q(1, l, i)A

0
3,q(1, k, (l̃i)) C0g0ZFH(1, j, 2, (k̃(̃li)), H) J

(2)
2 ({p}2)

8 −A0
3,q(1, k, i)A

0
3,q(1, l, (k̃i)) C0g0ZFH(1, j, 2, (

˜
l(̃ki)), H) J

(2)
2 ({p}2)

9 −A0
3,q(2, l, j)A

0
3,q(2, k, (l̃j)) C0g0ZFH(1, (k̃(̃lj)), 2, i,H) J

(2)
2 ({p}2)

10 −A0
3,q(2, k, j)A

0
3,q(2, l, (k̃j)) C0g0ZFH(1, (l̃(̃kj)), 2, i,H) J

(2)
2 ({p}2)

11 +A0
3,q(1, l, i) C1g0ZFHs1(2, k, (ĩl), 1, j,H) J

(3)
2 ({p}3)

12 +A0
3,q(1, k, i) C1g0ZFHs1(2, l, (ĩk), 1, j,H) J

(3)
2 ({p}3)

13 +A0
3,q(2, l, j) C1g0ZFHs1(1, k, (j̃l), 2, i,H) J

(3)
2 ({p}3)

14 +A0
3,q(2, k, j) C1g0ZFHs1(1, l, (j̃k), 2, i,H) J

(3)
2 ({p}3)

15 −A0
3,q(2, k, j)A

0
3,q(1, l, i) C0g0ZFH(1, (j̃k), 2, (ĩl), H) J

(2)
2 ({p}2)

16 −A0
3,q(2, l, j)A

0
3,q(1, k, i) C0g0ZFH(1, (j̃l), 2, (ĩk), H) J

(2)
2 ({p}2)

(C.34)

qbqpE0g0ZFHSs1(i,j,2,1,k,l,H)

qbqpE0g0ZFHSs1(i, j, 2, 1, k, l, H) =

1 +E0
3(i, l, k) C1g0ZFHs1((ĩl), (l̃k), j, 2, 1, H) J

(3)
2 ({p}3)

2 +E0
3(j, l, k) C1g0ZFHs1(2, (l̃k), 1, i, (j̃l), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 +B0
4(1, k, l, i) C0g0ZFH((ĩlk), j, 2, 1, H) J

(2)
2 ({p}2)

4 −E0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0ZFH([(ĩl), (k̃l)], j, 2, 1, H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 +B0
4(2, k, l, j) C0g0ZFH(i, (j̃lk), 2, 1, H) J

(2)
2 ({p}2)

6 −E0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0ZFH(i, [(j̃l), (k̃l)], 2, 1, H) J
(2)
2 ({p}2)



C.3. NNLO: RR 182

(C.35)

qbqpF0g0ZFHS(i,j,2,1,l,k,H)

qbqpF0g0ZFHS(i, j, 2, 1, l, k, H) =

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

1 −C0
4 (i, k, l, 1) C0g0ZFH((ĩkl), j, 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

2 −C0
4 (1, l, k, i) C0g0ZFH((ĩkl), j, 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 −C0
4 (k, i, 1, l) C0g0ZFH((ĩkl), j, 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

4 −C0
4 (2, k, l, j) C0g0ZFH(i, (j̃kl), 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 −C0
4 (j, l, k, 2) C0g0ZFH(i, (j̃kl), 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

6 −C0
4 (l, j, 2, k) C0g0ZFH(i, (j̃kl), 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 −C0
4 (l, 1, i, k) C0g0ZFH(1, j, 2, (ĩkl), H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

8 −C0
4 (k, 2, j, l) C0g0ZFH(i, 2, (j̃kl), 1, H) J

(3)
2 ({p}2)

(C.36)

qbRE0g0ZFHS(i,l,k,1,j,2,H)

qbRE0g0ZFHS(i, l, k, 1, j, 2, H) =

1 −E0
3,qq′→qg(1, 2, j) C1g0ZFH(i, 2, l, k, 1, H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

2 +B0
4(1, 2, j, k) C0g0ZFH(i, l, 2, 1, H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 +B0
4(1, 2, j, l) C0g0ZFH(i, 2, k, 1, H) J

(2)
2 ({p}2)

4 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, k) C0g0ZFH(i, l, 2, 1, H) J

(2)
2 ({p}2)
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5 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, l) C0g0ZFH(i, 2, k, 1, H) J

(2)
2 ({p}2)

(C.37)

qqpE0g0ZFHSs1(1,j,2,i,k,l,H)

qqpE0g0ZFHSs1(1, j, 2, i, k, l, H) =

1 +E0
3(i, l, k) C1g0ZFHs1(1, (l̃k), j, 2, (ĩl), H) J

(3)
2 ({p}3)

2 +E0
3(j, l, k) C1g0ZFHs1(2, (l̃k), i, 1, (j̃l), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 +B0
4(1, k, l, i) C0g0ZFH(1, j, 2, (ĩlk), H) J

(2)
2 ({p}2)

4 −E0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0ZFH(1, j, 2, [(ĩl), (k̃l)], H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 +B0
4(2, k, l, j) C0g0ZFH(1, (j̃lk), 2, i,H) J

(2)
2 ({p}2)

6 −E0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0ZFH(1, [(j̃l), (k̃l)], 2, i,H) J
(2)
2 ({p}2)

(C.38)

qqpF0g0ZFHS(1,j,2,i,l,k,H)

qqpF0g0ZFHS(1, j, 2, i, l, k, H) =

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

1 −C0
4 (1, k, l, i) C0g0ZFH(1, j, 2, (ĩkl), H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

2 −C0
4 (i, l, k, 1) C0g0ZFH(1, j, 2, (ĩkl), H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 −C0
4 (l, i, 1, k) C0g0ZFH(1, j, 2, (ĩkl), H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

4 −C0
4 (2, k, l, j) C0g0ZFH(1, (j̃kl), 2, i,H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 −C0
4 (j, l, k, 2) C0g0ZFH(1, (j̃kl), 2, i,H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

6 −C0
4 (l, j, 2, k) C0g0ZFH(1, (j̃kl), 2, i,H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−
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7 −C0
4 (k, 1, i, l) C0g0ZFH((ĩkl), j, 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

8 −C0
4 (k, 2, j, l) C0g0ZFH(1, 2, (j̃kl), i,H) J

(3)
2 ({p}2)

(C.39)

qRE0g0ZFHS(1,l,k,i,j,2,H)

qRE0g0ZFHS(1, l, k, i, j, 2, H) =

1 −E0
3,qq′→qg(1, 2, j) C1g0ZFH(1, 2, l, k, i,H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

2 +B0
4(1, 2, j, k) C0g0ZFH(1, l, 2, i,H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 +B0
4(1, 2, j, l) C0g0ZFH(1, 2, k, i,H) J

(2)
2 ({p}2)

4 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, k) C0g0ZFH(1, l, 2, i,H) J

(2)
2 ({p}2)

5 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, l) C0g0ZFH(1, 2, k, i,H) J

(2)
2 ({p}2)

(C.40)

ggsC2g0WFHSs1(l,1,2,j,k,i,H)

ggsC2g0WFHSs1(l, 1, 2, j, k, i, H) =

1 −a0
3,g→q(i, 1, l) C1g0WFH((l̃i), 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −a0
3,g→q(l, 1, i) C1g0WFH(1, 2, j, k, (l̃i), H) J

(3)
2 ({p}3)

3 −a0
3,g→q(j, 2, k) C1g0WFH((j̃k), 1, i, l, 2, H) J

(3)
2 ({p}3)

4 −a0
3,g→q(k, 2, j) C1g0WFH(2, 1, i, l, (j̃k), H) J

(3)
2 ({p}3)

5 − a0
3,g→q(j, 2, k) a0

3,g→q(i, 1, l) C0g0WFH((l̃i), 2, (j̃k), 1, H) J
(2)
2 ({p}2)

6 − a0
3,g→q(j, 2, k) a0

3,g→q(l, 1, i) C0g0WFH(1, 2, (j̃k), (l̃i), H) J
(2)
2 ({p}2)

7 − a0
3,g→q(k, 2, j) a

0
3,g→q(i, 1, l) C0g0WFH((l̃i), (j̃k), 2, 1, H) J

(2)
2 ({p}2)

8 − a0
3,g→q(k, 2, j) a

0
3,g→q(l, 1, i) C0g0WFH(1, (j̃k), 2, (l̃i), H) J

(2)
2 ({p}2)

(C.41)

qbgsC2g0WFHS(i,2,l,j,k,1,H)

qbgsC2g0WFHS(i, 2, l, j, k, 1, H) =
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1 +d0
3,g(k, l, 2) sC1g0WFH(i, 2, j, (k̃l), 1, H) J

(3)
2 ({p}3)

2 +d0
3,g(j, l, 2) sC1g0WFH(i, 2, k, (j̃l), 1, H) J

(3)
2 ({p}3)

3 −A0
3,g→q(k, 2, j) sC1g0WFHs0(i, l, 2, (k̃j), 1, H) J

(3)
2 ({p}3)

4 +A0
3,q(1, l, i) sC1g0WFH((l̃i), 2, k, j, 1, H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 −A0
4(k, 2, l, j) sC0g0WFH(i, (k̃lj), 2, 1, H) J

(2)
2 ({p}2)

6 + d0
3,g(j, l, 2)A0

3,g→q((l̃j), 2, k) sC0g0WFH(i, (k̃(̃lj)), 2, 1, H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 −A0
4(k, l, 2, j) sC0g0WFH(i, (k̃lj), 2, 1, H) J

(2)
2 ({p}2)

8 + d0
3,g(k, l, 2)A0

3,g→q((l̃k), 2, j) sC0g0WFH(i, (j̃(̃lk)), 2, 1, H) J
(2)
2 ({p}2)

9 +A0
3,g→q(k, 2, j)A

0
3,q(2, l, (k̃j)) sC0g0WFH(i, 2, (l̃(̃kj)), 1, H) J

(2)
2 ({p}2)

10 +A0
3,g→q(k, 2, j)A

0
3,q(1, l, i) sC0g0WFH((ĩl), 2, (j̃k), 1, H) J

(2)
2 ({p}2)

(C.42)

qbqpsC2g0WFHSs1(i,k,l,j,2,1,H)

qbqpsC2g0WFHSs1(i, k, l, j, 2, 1, H) =

1 +d0
3(i, l, k) C1g0WFHs1((ĩl), (k̃l), j, 2, 1, H) J

(3)
2 ({p}3)

2 +d0
3,q(1, k, l) C1g0WFHs1(i, (k̃l), j, 2, 1, H) J

(3)
2 ({p}3)

3 +d0
3(j, k, l) C1g0WFHs1(2, (l̃k), 1, i, (j̃k), H) J

(3)
2 ({p}3)

4 +d0
3,q(2, l, k) C1g0WFHs1(2, (l̃k), 1, i, j,H) J

(3)
2 ({p}3)

5 +A0
3,q(1, k, i) C1g0WFHs1(2, l, 1, (ĩk), j,H) J

(3)
2 ({p}3)

6 +A0
3,q(2, l, j) C1g0WFHs1(i, k, (j̃l), 2, 1, H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 +A0
4(1, k, l, i) C0g0WFH((ĩlk), j, 2, 1, H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

8 +A0
4(2, k, l, j) C0g0WFH(2, 1, i, (j̃lk), H) J

(2)
2 ({p}2)

9 − d0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0WFH([(ĩl), (l̃k)], j, 2, 1, H) J
(2)
2 ({p}2)

10 − d0
3,q(1, k, l)A

0
3,q(1, (k̃l), i) C0g0WFH((ĩ(̃kl)), j, 2, 1, H) J

(2)
2 ({p}2)

11 − d0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0WFH(2, 1, i, [(j̃l), (l̃k)], H) J
(2)
2 ({p}2)

12 − d0
3,q(2, k, l)A

0
3,q(2, (k̃l), j) C0g0WFH(2, 1, i, (j̃(̃kl)), H) J

(2)
2 ({p}2)
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13 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0WFH(2, 1, (k̃i), (j̃l)) J

(2)
2 ({p}2)

14 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0WFH((ĩk), (j̃l), 2, 1) J

(2)
2 ({p}2)

(C.43)

qgsC2g0WFHS(1,2,l,j,k,i,H)

qgsC2g0WFHS(1, 2, l, j, k, i, H) =

1 +d0
3,g(k, l, 2) sC1g0WFH(1, 2, j, (k̃l), i,H) J

(3)
2 ({p}3)

2 +d0
3,g(j, l, 2) sC1g0WFH(1, 2, k, (j̃l), i,H) J

(3)
2 ({p}3)

3 −A0
3,g→q(k, 2, j) sC1g0WFHs0(1, l, 2, (k̃j), i,H) J

(3)
2 ({p}3)

4 +A0
3,q(1, l, i) sC1g0WFH(1, 2, k, j, (l̃i), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 −A0
4(k, 2, l, j) sC0g0WFH(1, (k̃lj), 2, i,H) J

(2)
2 ({p}2)

6 + d0
3,g(j, l, 2)A0

3,g→q((l̃j), 2, k) sC0g0WFH(1, (k̃(̃lj)), 2, i,H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 −A0
4(k, l, 2, j) sC0g0WFH(1, (k̃lj), 2, i,H) J

(2)
2 ({p}2)

8 + d0
3,g(k, l, 2)A0

3,g→q((l̃k), 2, j) sC0g0WFH(1, (j̃(̃lk)), 2, i,H) J
(2)
2 ({p}2)

9 +A0
3,g→q(k, 2, j)A

0
3,q(2, l, (k̃j)) sC0g0WFH(1, 2, (l̃(̃kj)), i,H) J

(2)
2 ({p}2)

10 +A0
3,g→q(k, 2, j)A

0
3,q(1, l, i) sC0g0WFH(1, 2, (j̃k), (ĩl), H) J

(2)
2 ({p}2)

(C.44)

qqpsC2g0WFHSs1(1,k,l,j,2,i,H)

qqpsC2g0WFHSs1(1, k, l, j, 2, i, H) =

1 +d0
3(i, l, k) C1g0WFHs1(1, (k̃l), j, 2, (ĩl), H) J

(3)
2 ({p}3)

2 +d0
3,q(1, k, l) C1g0WFHs1(1, (k̃l), j, 2, i,H) J

(3)
2 ({p}3)

3 +d0
3(j, k, l) C1g0WFHs1(2, (l̃k), i, 1, (j̃k), H) J

(3)
2 ({p}3)

4 +d0
3,q(2, l, k) C1g0WFHs1(2, (l̃k), i, 1, j,H) J

(3)
2 ({p}3)

5 +A0
3,q(1, k, i) C1g0WFHs1(2, l, (ĩk), 1, j,H) J

(3)
2 ({p}3)

6 +A0
3,q(2, l, j) C1g0WFHs1(1, k, (j̃l), 2, i,H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 +A0
4(1, k, l, i) C0g0WFH(1, j, 2, (ĩlk), H) J

(2)
2 ({p}2)
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−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

8 +A0
4(2, k, l, j) C0g0WFH(1, (j̃kl), 2, i,H) J

(2)
2 ({p}2)

9 − d0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0WFH(1, j, 2, [(ĩl), (l̃k)], H) J
(2)
2 ({p}2)

10 − d0
3,q(1, k, l)A

0
3,q(1, (k̃l), i) C0g0WFH(1, j, 2, (ĩ(̃kl)), H) J

(2)
2 ({p}2)

11 − d0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0WFH(1, [(j̃l), (l̃k)], 2, i,H) J
(2)
2 ({p}2)

12 − d0
3,q(2, k, l)A

0
3,q(2, (k̃l), j) C0g0WFH(1, (j̃(̃kl)), 2, i,H) J

(2)
2 ({p}2)

13 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0WFH(1, (j̃l), 2, (ĩk)) J

(2)
2 ({p}2)

14 −1

2
A0

3,q(2, l, j)A
0
3,q(1, k, i) C0g0WFH(1, (j̃l), 2, (ĩk)) J

(2)
2 ({p}2)

(C.45)

qqpsCt2g0WFHS(1,k,l,j,2,i,H)

qqpsCt2g0WFHS(1, k, l, j, 2, i, H) =

1 +A0
3,q(1, l, i) C1g0WFHs1(1, k, j, 2, (ĩl), H) J

(3)
2 ({p}3)

2 +A0
3,q(1, k, i) C1g0WFHs1(1, l, j, 2, (ĩk), H) J

(3)
2 ({p}3)

3 +A0
3,q(2, l, j) C1g0WFHs1(2, k, i, 1, (j̃l), H) J

(3)
2 ({p}3)

4 +A0
3,q(2, k, j) C1g0WFHs1(2, l, i, 1, (j̃k), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 + Ã0
4(1, k, l, i) C0g0WFH(1, j, 2, (ĩlk), H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

6 + Ã0
4(2, k, l, j) C0g0WFH(1, (j̃kl), 2, i,H) J

(2)
2 ({p}2)

7 −A0
3,q(1, l, i)A

0
3,q(1, k, (l̃i)) C0g0WFH(1, j, 2, (k̃(̃li)), H) J

(2)
2 ({p}2)

8 −A0
3,q(1, k, i)A

0
3,q(1, l, (k̃i)) C0g0WFH(1, j, 2, (

˜
l(̃ki)), H) J

(2)
2 ({p}2)

9 −A0
3,q(2, l, j)A

0
3,q(2, k, (l̃j)) C0g0WFH(1, (k̃(̃lj)), 2, i,H) J

(2)
2 ({p}2)

10 −A0
3,q(2, k, j)A

0
3,q(2, l, (k̃j)) C0g0WFH(1, (l̃(̃kj)), 2, i,H) J

(2)
2 ({p}2)

11 +A0
3,q(1, l, i) C1g0WFHs1(2, k, (ĩl), 1, j,H) J

(3)
2 ({p}3)

12 +A0
3,q(1, k, i) C1g0WFHs1(2, l, (ĩk), 1, j,H) J

(3)
2 ({p}3)

13 +A0
3,q(2, l, j) C1g0WFHs1(1, k, (j̃l), 2, i,H) J

(3)
2 ({p}3)

14 +A0
3,q(2, k, j) C1g0WFHs1(1, l, (j̃k), 2, i,H) J

(3)
2 ({p}3)

15 −A0
3,q(2, k, j)A

0
3,q(1, l, i) C0g0WFH(1, (j̃k), 2, (ĩl), H) J

(2)
2 ({p}2)

16 −A0
3,q(2, l, j)A

0
3,q(1, k, i) C0g0WFH(1, (j̃l), 2, (ĩk), H) J

(2)
2 ({p}2)
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(C.46)

qbqpE0g0WFHSs1(i,j,2,1,k,l,H)

qbqpE0g0WFHSs1(i, j, 2, 1, k, l, H) =

1 +E0
3(i, l, k) C1g0WFHs1((ĩl), (l̃k), j, 2, 1, H) J

(3)
2 ({p}3)

2 +E0
3(j, l, k) C1g0WFHs1(2, (l̃k), 1, i, (j̃l), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 +B0
4(1, k, l, i) C0g0WFH((ĩlk), j, 2, 1, H) J

(2)
2 ({p}2)

4 −E0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0WFH([(ĩl), (k̃l)], j, 2, 1, H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 +B0
4(2, k, l, j) C0g0WFH(i, (j̃lk), 2, 1, H) J

(2)
2 ({p}2)

6 −E0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0WFH(i, [(j̃l), (k̃l)], 2, 1, H) J
(2)
2 ({p}2)

(C.47)

qbRE0g0WFHS(i,l,k,1,j,2,H)

qbRE0g0WFHS(i, l, k, 1, j, 2, H) =

1 −E0
3,qq′→qg(1, 2, j) C1g0WFH(i, 2, l, k, 1, H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

2 +B0
4(1, 2, j, k) C0g0WFH(i, l, 2, 1, H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 +B0
4(1, 2, j, l) C0g0WFH(i, 2, k, 1, H) J

(2)
2 ({p}2)

4 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, k) C0g0WFH(i, l, 2, 1, H) J

(2)
2 ({p}2)

5 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, l) C0g0WFH(i, 2, k, 1, H) J

(2)
2 ({p}2)

(C.48)

qqpE0g0WFHSs1(1,j,2,i,k,l,H)

qqpE0g0WFHSs1(1, j, 2, i, k, l, H) =

1 +E0
3(i, l, k) C1g0WFHs1(1, (l̃k), j, 2, (ĩl), H) J

(3)
2 ({p}3)

2 +E0
3(j, l, k) C1g0WFHs1(2, (l̃k), i, 1, (j̃l), H) J

(3)
2 ({p}3)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−
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3 +B0
4(1, k, l, i) C0g0WFH(1, j, 2, (ĩlk), H) J

(2)
2 ({p}2)

4 −E0
3(i, l, k)A0

3,q(1, (k̃l), (ĩl)) C0g0WFH(1, j, 2, [(ĩl), (k̃l)], H) J
(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 +B0
4(2, k, l, j) C0g0WFH(1, (j̃lk), 2, i,H) J

(2)
2 ({p}2)

6 −E0
3(j, l, k)A0

3,q(2, (k̃l), (j̃l)) C0g0WFH(1, [(j̃l), (k̃l)], 2, i,H) J
(2)
2 ({p}2)

(C.49)

qqpF0g0WFHS(1,j,2,i,l,k,H)

qqpF0g0WFHS(1, j, 2, i, l, k, H) =

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

1 −C0
4 (1, k, l, i) C0g0WFH(1, j, 2, (ĩkl), H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

2 −C0
4 (i, l, k, 1) C0g0WFH(1, j, 2, (ĩkl), H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 −C0
4 (l, i, 1, k) C0g0WFH(1, j, 2, (ĩkl), H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

4 −C0
4 (2, k, l, j) C0g0WFH(1, (j̃kl), 2, i,H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

5 −C0
4 (j, l, k, 2) C0g0WFH(1, (j̃kl), 2, i,H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

6 −C0
4 (l, j, 2, k) C0g0WFH(1, (j̃kl), 2, i,H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

7 −C0
4 (k, 1, i, l) C0g0WFH((ĩkl), j, 2, 1, H) J

(3)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

8 −C0
4 (k, 2, j, l) C0g0WFH(1, 2, (j̃kl), i,H) J

(3)
2 ({p}2)

(C.50)

qRE0g0WFHS(1,l,k,i,j,2,H)

qRE0g0WFHS(1, l, k, i, j, 2, H) =

1 −E0
3,qq′→qg(1, 2, j) C1g0WFH(1, 2, l, k, i,H) J

(3)
2 ({p}3)
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−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

2 +B0
4(1, 2, j, k) C0g0WFH(1, l, 2, i,H) J

(2)
2 ({p}2)

−−−−− −−−−−−−−−−−−−−−−−−−−−−−−−−−

3 +B0
4(1, 2, j, l) C0g0WFH(1, 2, k, i,H) J

(2)
2 ({p}2)

4 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, k) C0g0WFH(1, l, 2, i,H) J

(2)
2 ({p}2)

5 −E0
3,qq′→qg(1, 2, j)A

0
3,qg→qq(1, 2, l) C0g0WFH(1, 2, k, i,H) J

(2)
2 ({p}2)

(C.51)

C.4 NNLO: RV

ggsC1g1ZFHT(1,2,j,k,i,H)

1 −J1,IF
2,QQ,g→q(s1i) C1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(k, 2, j) C0g0ZFH(i, 2, (j̃k), 1, H) J

(2)
2 ({p}2)

3 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(j, 2, k) C0g0ZFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

4 −J1,IF
2,QQ,g→q(s1i) C1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

5 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(k, 2, j) C0g0ZFH(1, 2, (j̃k), i,H) J

(2)
2 ({p}2)

6 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(j, 2, k) C0g0ZFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

7 −J1,FI
2,QQ,g→q(s2j) C1g0ZFH(j, 1, i, k, 2, H) J

(3)
2 ({p}3)

8 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(k, 1, i) C0g0ZFH(1, 2, j, (ĩk), H) J

(2)
2 ({p}2)

9 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(i, 1, k) C0g0ZFH((ĩk), 2, j, 1, H) J

(2)
2 ({p}2)

10 −J1,FI
2,QQ,g→q(s2j) C1g0ZFH(2, 1, i, k, j,H) J

(3)
2 ({p}3)

11 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(k, 1, i) C0g0ZFH(1, j, 2, (ĩk), j,H) J

(2)
2 ({p}2)

12 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(i, 1, k) C0g0ZFH((ĩk), j, 2, 1, j,H) J

(2)
2 ({p}2)

(C.52)

qbgsC1g1ZFHTs1(i,2,j,k,1,H)

1 −J1,FI
2,QG(s2k) sC1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −J1,FI
2,QG(s2j) sC1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)
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3 −J1,IF
2,QQ(s1i) sC1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

4 −A0
3,g→q(k, 2, j)

[
sC0g1ZFH(i, (k̃j), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0ZFH(i, (k̃j), 2, 1, H)

]
J

(2)
2 ({p}2)

5 −
[
A1

3,g(k, 2, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QG(s2k) + J1,FI
2,QG(s2j)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,g→q(k, 2, j)

]
sC0g0ZFH(i, 2, (j̃k), 1, H) J

(2)
2 ({p}2)

6 −2J1,FI
2,QQ,g→q(s2k) sC1g0ZFHs0(i, j, 2, k, 1, H) J

(3)
2 ({p}3)

7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0ZFH(i, (j̃k), 2, 1, H) J
(2)
2 ({p}2)

8 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0ZFH((ĩj), k, 2, 1, H) J
(2)
2 ({p}2)

(C.53)

qbqpsC1g1ZFHT(i,k,j,2,1,H)

1 −J1,FF
2,QG (sik) C1g0ZFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

2 −J1,IF
2,QG(s1k) C1g0ZFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

3 −J1,FF
2,QG (sjk) C1g0ZFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

4 −J1,FI
2,GQ(s2k) C1g0ZFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

5 −J1,IF
2,QQ(s1i) C1g0ZFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

6 −J1,FI
2,QQ(s2j) C1g0ZFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

7 +A0
3,q(1, k, i)

[
C0g1ZFH((ĩk), j, 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0ZFH((ĩk), j, 2, 1, H)

]
J

(2)
2 ({p}2)

8 +A0
3,q(2, k, j)

[
C0g1ZFH(i, (j̃k), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0ZFH(i, (j̃k), 2, 1, H)

]
J

(2)
2 ({p}2)

9 +

[
A1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sik) + J1,IF
2,QG(s1k)− J1,IF

2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0ZFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

10 +

[
A1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sjk) + J1,FI
2,GQ(s2k)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,q(2, k, j)

]
C0g0ZFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.54)
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qbRsC1g1ZFHT(1,2,i,j,k,H)

1 −J1,II
2,QG,qq′→qg(s12) C1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −J1,II
2,QG,qq′→qg(s12)A0

3,qg→qq(1, 2, k) C0g0ZFH(i, j, 2, 1, H) J
(2)
2 ({p}2)

3 −J1,II
2,QG,qq′→qg(s12)A0

3,qg→qq(1, 2, j) C0g0ZFH(i, 2, k, 1, H) J
(2)
2 ({p}2)

(C.55)

qgsC1g1ZFHTs1(1,2,j,k,i,H)

1 −J1,FI
2,QG(s2k) sC1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

2 −J1,FI
2,QG(s2j) sC1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

3 −J1,IF
2,QQ(s1i) sC1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

4 −A0
3,g→q(k, 2, j)

[
sC0g1ZFH(1, (k̃j), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0ZFH(1, (k̃j), 2, i,H)

]
J

(2)
2 ({p}2)

5 −
[
A1

3,g(k, 2, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QG(s2k) + J1,FI
2,QG(s2j)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,g→q(k, 2, j)

]
sC0g0ZFH(1, 2, (j̃k), i,H) J

(2)
2 ({p}2)

6 −2J1,FI
2,QQ,g→q(s2k) sC1g0ZFHs0(1, j, 2, k, i,H) J

(3)
2 ({p}3)

7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0ZFH(1, (j̃k), 2, i,H) J
(2)
2 ({p}2)

8 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0ZFH(1, k, 2, (ĩj), H) J
(2)
2 ({p}2)

(C.56)

qqpsC1g1ZFHT(1,k,j,2,i,H)

1 −J1,FF
2,QG (sik) C1g0ZFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)

2 −J1,IF
2,QG(s1k) C1g0ZFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)

3 −J1,FF
2,QG (sjk) C1g0ZFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)

4 −J1,FI
2,GQ(s2k) C1g0ZFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)

5 −J1,IF
2,QQ(s1i) C1g0ZFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)

6 −J1,FI
2,QQ(s2j) C1g0ZFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)

7 +A0
3,q(1, k, i)

[
C0g1ZFH(1, j, 2, (ĩk), H) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0ZFH(1, j, 2, (ĩk), H)

]
J

(2)
2 ({p}2)
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8 +A0
3,q(2, k, j)

[
C0g1ZFH(1, (j̃k), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0ZFH(1, (j̃k), 2, i,H)

]
J

(2)
2 ({p}2)

9 +

[
A1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sik) + J1,IF
2,QG(s1k)− J1,IF

2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0ZFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

10 +

[
A1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sjk) + J1,FI
2,GQ(s2k)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,q(2, k, j)

]
C0g0ZFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.57)

qRsC1g1ZFHT(1,2,i,j,k,H)

1 −J1,II
2,QG,qq′→qg(s12) C1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

2 −J1,II
2,QG,qq′→qg(s12)A0

3,qg→qq(1, 2, k) C0g0ZFH(1, j, 2, i,H) J
(2)
2 ({p}2)

3 −J1,II
2,QG,qq′→qg(s12)A0

3,qg→qq(1, 2, j) C0g0ZFH(1, 2, k, i,H) J
(2)
2 ({p}2)

(C.58)

qbgsCt1g1ZFHT(i,2,j,k,1,H)

1 −J1,IF
2,QQ(s1i) sC1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −J1,FF
2,QQ(sjk) sC1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

3 −A0
3,g→q(j, 2, k)

[
sC0g1ZFH(i, (j̃k), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0ZFH(i, (k̃j), 2, 1, H)

]
J

(2)
2 ({p}2)

4 −
[
Ã1

3,g(j, 2, k) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QQ(sjk)− J1,IF
2,QQ(s

2(j̃k)
)

)
A0

3,g→q(j, 2, k)

]
sC0g0ZFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

5 −2J1,FI
2,QQ,g→q(sk2) sC1g0ZFHs0(i, j, 2, k, 1, H) J

(3)
2 ({p}3)

6 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0ZFH(i, (j̃k), 2, 1, H) J
(2)
2 ({p}2)

7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0ZFH((ĩj), k, 2, 1, H) J
(2)
2 ({p}2)

(C.59)

qbqpsCt1g1ZFHTs1(i,k,j,2,1,H)

1 −J1,IF
2,QQ(s1i) C1g0ZFH(i, k, j, 2, 1, H) J

(3)
2 ({p}3)
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2 −J1,FI
2,QQ(s2j) C1g0ZFH(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

3 +A0
3,q(1, k, i)

[
C0g1ZFH((ĩk), j, 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0ZFH((ĩk), j, 2, 1, H)

]
J

(2)
2 ({p}2)

4 +A0
3,q(2, k, j)

[
C0g1ZFH(i, (j̃k), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0ZFH(i, (j̃k), 2, 1, H)

]
J

(2)
2 ({p}2)

5 +

[
Ã1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1i)− J1,IF
2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0ZFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

6 +

[
Ã1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s2j)− J1,FI
2,QQ(s

2(j̃k)
)

)
A0

3,q(2, k, j)

]
C0g0ZFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.60)

qgsCt1g1ZFHT(1,2,j,k,i,H)

1 −J1,IF
2,QQ(s1i) sC1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

2 −J1,FF
2,QQ(sjk) sC1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

3 −A0
3,g→q(j, 2, k)

[
sC0g1ZFH(1, (j̃k), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0ZFH(1, (k̃j), 2, i,H)

]
J

(2)
2 ({p}2)

4 −
[
Ã1

3,g(j, 2, k) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QQ(sjk)− J1,IF
2,QQ(s

2(j̃k)
)

)
A0

3,g→q(j, 2, k)

]
sC0g0ZFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

5 −2J1,FI
2,QQ,g→q(sk2) sC1g0ZFHs0(1, j, 2, k, i,H) J

(3)
2 ({p}3)

6 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0ZFH(1, (j̃k), 2, i,H) J
(2)
2 ({p}2)

7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0ZFH(1, k, 2, (ĩj), H) J
(2)
2 ({p}2)

(C.61)

qqpsCt1g1ZFHT(1,k,j,2,i,H)

1 −J1,IF
2,QQ(s1i) C1g0ZFH(1, k, j, 2, i,H) J

(3)
2 ({p}3)

2 −J1,FI
2,QQ(s2j) C1g0ZFH(1, k, j, 2, i,H) J

(3)
2 ({p}3)

3 +A0
3,q(1, k, i)

[
C0g1ZFH(1, j, 2, (ĩk), H) δ(1− x1) δ(1− x2)
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+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0ZFH(1, j, 2, (ĩk), H)

]
J

(2)
2 ({p}2)

4 +A0
3,q(2, k, j)

[
C0g1ZFH(1, (j̃k), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0ZFH(1, (j̃k), 2, i,H)

]
J

(2)
2 ({p}2)

5 +

[
Ã1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1i)− J1,IF
2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0ZFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

6 +

[
Ã1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s2j)− J1,FI
2,QQ(s

2(j̃k)
)

)
A0

3,q(2, k, j)

]
C0g0ZFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.62)

qbgsCh1g1ZFHT(i,2,j,k,1,H)

1 −2Ĵ1,FI
2,QG(s2j) sC1g0ZFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −
[
Â1

3,g(j, 2, k) δ(1− x1) δ(1− x2) + 2Ĵ1,FI
2,QG(s2j)A

0
3,g→q(j, 2, k)

]
sC0g0ZFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.63)

qbqpsCh1g1ZFHT(i,k,j,2,1,H)

1 −2Ĵ1,FF
2,QG (sik) C1g0ZFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

2 −2Ĵ1,FF
2,QG (sjk) C1g0ZFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

3 +

[
Â1

3,q(1, k, i) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sik)A0

3,q(1, k, i)

]
C0g0ZFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

4 +

[
Â1

3,q(2, k, j) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sjk)A0

3,q(2, k, j)

]
C0g0ZFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.64)

qgsCh1g1ZFHT(1,2,j,k,i,H)

1 −2Ĵ1,FI
2,QG(s2j) sC1g0ZFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

2 −
[
Â1

3,g(j, 2, k) δ(1− x1) δ(1− x2) + 2Ĵ1,FI
2,QG(s2j)A

0
3,g→q(j, 2, k)

]
sC0g0ZFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.65)

qqpsCh1g1ZFHT(1,k,j,2,i,H)

1 −2Ĵ1,FF
2,QG (sik) C1g0ZFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)
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2 −2Ĵ1,FF
2,QG (sjk) C1g0ZFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)

3 +

[
Â1

3,q(1, k, i) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sik)A0

3,q(1, k, i)

]
C0g0ZFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

4 +

[
Â1

3,q(2, k, j) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sjk)A0

3,q(2, k, j)

]
C0g0ZFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.66)

ggsC1g1WFHT(1,2,j,k,i,H)

1 −J1,IF
2,QQ,g→q(s1i) C1g0WFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(k, 2, j) C0g0WFH(i, 2, (j̃k), 1, H) J

(2)
2 ({p}2)

3 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(j, 2, k) C0g0WFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

4 −J1,IF
2,QQ,g→q(s1i) C1g0WFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

5 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(k, 2, j) C0g0WFH(1, 2, (j̃k), i,H) J

(2)
2 ({p}2)

6 −J1,IF
2,QQ,g→q(s1i) a

0
3,g→q(j, 2, k) C0g0WFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

7 −J1,FI
2,QQ,g→q(s2j) C1g0WFH(j, 1, i, k, 2, H) J

(3)
2 ({p}3)

8 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(k, 1, i) C0g0WFH(1, 2, j, (ĩk), H) J

(2)
2 ({p}2)

9 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(i, 1, k) C0g0WFH((ĩk), 2, j, 1, H) J

(2)
2 ({p}2)

10 −J1,FI
2,QQ,g→q(s2j) C1g0WFH(2, 1, i, k, j,H) J

(3)
2 ({p}3)

11 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(k, 1, i) C0g0WFH(1, j, 2, (ĩk), j,H) J

(2)
2 ({p}2)

12 −J1,IF
2,QQ,g→q(s2j) a

0
3,g→q(i, 1, k) C0g0WFH((ĩk), j, 2, 1, j,H) J

(2)
2 ({p}2)

(C.67)

qbgsC1g1WFHTs1(i,2,j,k,1,H)

1 −J1,FI
2,QG(s2k) sC1g0WFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −J1,FI
2,QG(s2j) sC1g0WFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

3 −J1,IF
2,QQ(s1i) sC1g0WFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

4 −A0
3,g→q(k, 2, j)

[
sC0g1WFH(i, (k̃j), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0WFH(i, (k̃j), 2, 1, H)

]
J

(2)
2 ({p}2)

5 −
[
A1

3,g(k, 2, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QG(s2k) + J1,FI
2,QG(s2j)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,g→q(k, 2, j)

]
sC0g0WFH(i, 2, (j̃k), 1, H) J

(2)
2 ({p}2)

6 −2J1,FI
2,QQ,g→q(s2k) sC1g0WFHs0(i, j, 2, k, 1, H) J

(3)
2 ({p}3)
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7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0WFH(i, (j̃k), 2, 1, H) J
(2)
2 ({p}2)

8 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0WFH((ĩj), k, 2, 1, H) J
(2)
2 ({p}2)

(C.68)

qbqpsC1g1WFHT(i,k,j,2,1,H)

1 −J1,FF
2,QG (sik) C1g0WFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

2 −J1,IF
2,QG(s1k) C1g0WFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

3 −J1,FF
2,QG (sjk) C1g0WFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

4 −J1,FI
2,GQ(s2k) C1g0WFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

5 −J1,IF
2,QQ(s1i) C1g0WFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

6 −J1,FI
2,QQ(s2j) C1g0WFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

7 +A0
3,q(1, k, i)

[
C0g1WFH((ĩk), j, 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0WFH((ĩk), j, 2, 1, H)

]
J

(2)
2 ({p}2)

8 +A0
3,q(2, k, j)

[
C0g1WFH(i, (j̃k), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0WFH(i, (j̃k), 2, 1, H)

]
J

(2)
2 ({p}2)

9 +

[
A1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sik) + J1,IF
2,QG(s1k)− J1,IF

2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0WFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

10 +

[
A1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sjk) + J1,FI
2,GQ(s2k)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,q(2, k, j)

]
C0g0WFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.69)

qgsC1g1WFHTs1(1,2,j,k,i,H)

1 −J1,FI
2,QG(s2k) sC1g0WFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

2 −J1,FI
2,QG(s2j) sC1g0WFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

3 −J1,IF
2,QQ(s1i) sC1g0WFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

4 −A0
3,g→q(k, 2, j)

[
sC0g1WFH(1, (k̃j), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0WFH(1, (k̃j), 2, i,H)

]
J

(2)
2 ({p}2)

5 −
[
A1

3,g(k, 2, j) δ(1− x1) δ(1− x2)



C.4. NNLO: RV 198

+

(
+ J1,FI

2,QG(s2k) + J1,FI
2,QG(s2j)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,g→q(k, 2, j)

]
sC0g0WFH(1, 2, (j̃k), i,H) J

(2)
2 ({p}2)

6 −2J1,FI
2,QQ,g→q(s2k) sC1g0WFHs0(1, j, 2, k, i,H) J

(3)
2 ({p}3)

7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0WFH(1, (j̃k), 2, i,H) J
(2)
2 ({p}2)

8 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0WFH(1, k, 2, (ĩj), H) J
(2)
2 ({p}2)

(C.70)

qqpsC1g1WFHT(1,k,j,2,i,H)

1 −J1,FF
2,QG (sik) C1g0WFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)

2 −J1,IF
2,QG(s1k) C1g0WFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)

3 −J1,FF
2,QG (sjk) C1g0WFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)

4 −J1,FI
2,GQ(s2k) C1g0WFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)

5 −J1,IF
2,QQ(s1i) C1g0WFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)

6 −J1,FI
2,QQ(s2j) C1g0WFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)

7 +A0
3,q(1, k, i)

[
C0g1WFH(1, j, 2, (ĩk), H) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0WFH(1, j, 2, (ĩk), H)

]
J

(2)
2 ({p}2)

8 +A0
3,q(2, k, j)

[
C0g1WFH(1, (j̃k), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0WFH(1, (j̃k), 2, i,H)

]
J

(2)
2 ({p}2)

9 +

[
A1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sik) + J1,IF
2,QG(s1k)− J1,IF

2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0WFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

10 +

[
A1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QG (sjk) + J1,FI
2,GQ(s2k)− J1,FI

2,QQ(s
2(j̃k)

)

)
A0

3,q(2, k, j)

]
C0g0WFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.71)

qbgsCt1g1WFHT(i,2,j,k,1,H)

1 −J1,IF
2,QQ(s1i) sC1g0WFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

2 −J1,FF
2,QQ(sjk) sC1g0WFH(i, 2, j, k, 1, H) J

(3)
2 ({p}3)

3 −A0
3,g→q(j, 2, k)

[
sC0g1WFH(i, (j̃k), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0WFH(i, (k̃j), 2, 1, H)

]
J

(2)
2 ({p}2)
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4 −
[
Ã1

3,g(j, 2, k) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QQ(sjk)− J1,IF
2,QQ(s

2(j̃k)
)

)
A0

3,g→q(j, 2, k)

]
sC0g0WFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

5 −2J1,FI
2,QQ,g→q(sk2) sC1g0WFHs0(i, j, 2, k, 1, H) J

(3)
2 ({p}3)

6 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0WFH(i, (j̃k), 2, 1, H) J
(2)
2 ({p}2)

7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0WFH((ĩj), k, 2, 1, H) J
(2)
2 ({p}2)

(C.72)

qbqpsCt1g1WFHTs1(i,k,j,2,1,H)

1 −J1,IF
2,QQ(s1i) C1g0WFH(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

2 −J1,FI
2,QQ(s2j) C1g0WFH(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

3 +A0
3,q(1, k, i)

[
C0g1WFH((ĩk), j, 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0WFH((ĩk), j, 2, 1, H)

]
J

(2)
2 ({p}2)

4 +A0
3,q(2, k, j)

[
C0g1WFH(i, (j̃k), 2, 1, H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0WFH(i, (j̃k), 2, 1, H)

]
J

(2)
2 ({p}2)

5 +

[
Ã1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1i)− J1,IF
2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0WFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

6 +

[
Ã1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s2j)− J1,FI
2,QQ(s

2(j̃k)
)

)
A0

3,q(2, k, j)

]
C0g0WFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.73)

qgsCt1g1WFHT(1,2,j,k,i,H)

1 −J1,IF
2,QQ(s1i) sC1g0WFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

2 −J1,FF
2,QQ(sjk) sC1g0WFH(1, 2, j, k, i,H) J

(3)
2 ({p}3)

3 −A0
3,g→q(j, 2, k)

[
sC0g1WFH(1, (j̃k), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
sC0g0WFH(1, (k̃j), 2, i,H)

]
J

(2)
2 ({p}2)

4 −
[
Ã1

3,g(j, 2, k) δ(1− x1) δ(1− x2)

+

(
+ J1,FF

2,QQ(sjk)− J1,IF
2,QQ(s

2(j̃k)
)

)
A0

3,g→q(j, 2, k)

]
sC0g0WFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)
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5 −2J1,FI
2,QQ,g→q(sk2) sC1g0WFHs0(1, j, 2, k, i,H) J

(3)
2 ({p}3)

6 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(2, j, k) sC0g0WFH(1, (j̃k), 2, i,H) J
(2)
2 ({p}2)

7 +2J1,FI
2,QQ,g→q(s2k)A0

3,q(1, j, i) sC0g0WFH(1, k, 2, (ĩj), H) J
(2)
2 ({p}2)

(C.74)

qqpsCt1g1WFHT(1,k,j,2,i,H)

1 −J1,IF
2,QQ(s1i) C1g0WFH(1, k, j, 2, i,H) J

(3)
2 ({p}3)

2 −J1,FI
2,QQ(s2j) C1g0WFH(1, k, j, 2, i,H) J

(3)
2 ({p}3)

3 +A0
3,q(1, k, i)

[
C0g1WFH(1, j, 2, (ĩk), H) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1(ĩk)) + J1,FI
2,QQ(s2j)

)
C0g0WFH(1, j, 2, (ĩk), H)

]
J

(2)
2 ({p}2)

4 +A0
3,q(2, k, j)

[
C0g1WFH(1, (j̃k), 2, i,H) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s
2(j̃k)

) + J1,IF
2,QQ(s1i)

)
C0g0WFH(1, (j̃k), 2, i,H)

]
J

(2)
2 ({p}2)

5 +

[
Ã1

3,q(1, k, i) δ(1− x1) δ(1− x2)

+

(
+ J1,IF

2,QQ(s1i)− J1,IF
2,QQ(s1(ĩk))

)
A0

3,q(1, k, i)

]
C0g0WFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

6 +

[
Ã1

3,q(2, k, j) δ(1− x1) δ(1− x2)

+

(
+ J1,FI

2,QQ(s2j)− J1,FI
2,QQ(s

2(j̃k)
)

)
A0

3,q(2, k, j)

]
C0g0WFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.75)

qbqpsCh1g1WFHT(i,k,j,2,1,H)

1 −2Ĵ1,FF
2,QG (sik) C1g0WFHs1(i, k, j, 2, 1, H) J

(3)
2 ({p}3)

2 −2Ĵ1,FF
2,QG (sjk) C1g0WFHs1(2, k, 1, i, j,H) J

(3)
2 ({p}3)

3 +

[
Â1

3,q(1, k, i) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sik)A0

3,q(1, k, i)

]
C0g0WFH((ĩk), j, 2, 1, H) J

(2)
2 ({p}2)

4 +

[
Â1

3,q(2, k, j) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sjk)A0

3,q(2, k, j)

]
C0g0WFH(i, (j̃k), 2, 1, H) J

(2)
2 ({p}2)

(C.76)

qqpsCh1g1WFHT(1,k,j,2,i,H)

1 −2Ĵ1,FF
2,QG (sik) C1g0WFHs1(1, k, j, 2, i,H) J

(3)
2 ({p}3)

2 −2Ĵ1,FF
2,QG (sjk) C1g0WFHs1(2, k, i, 1, j,H) J

(3)
2 ({p}3)



C.5. NNLO: VV 201

3 +

[
Â1

3,q(1, k, i) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sik)A0

3,q(1, k, i)

]
C0g0WFH(1, j, 2, (ĩk), H) J

(2)
2 ({p}2)

4 +

[
Â1

3,q(2, k, j) δ(1− x1) δ(1− x2) + 2Ĵ1,FF
2,QG (sjk)A0

3,q(2, k, j)

]
C0g0WFH(1, (j̃k), 2, i,H) J

(2)
2 ({p}2)

(C.77)

C.5 NNLO: VV

ggC0g2ZFHU

ggC0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0ZFH(1, 3, 2, 4, H)

2 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0ZFH(1, 2, 3, 4, H)

3 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0ZFH(4, 2, 3, 1, H)

4 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0ZFH(4, 3, 2, 1, H)

(C.78)

qbgC0g2ZFHU

qbgC0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

](
−b0
ε
sC0g0ZFH(4, 3, 2, 1, H) + sC0g1ZFH(4, 3, 2, 1, H)

)
2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0ZFH(4, 3, 2, 1, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)− Γ(1)

gg (z2)⊗A0
3,g→q(s23)
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− 2Sg→q Γ(1)
gg (z2)⊗ Γ(1)

qg (z2)

]
sC0g0ZFH(4, 3, 2, 1, H)

4 +

[
+ Sg→q Γ(1)

gg (z2)⊗ Γ(1)
qg (z2) + 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2)]

sC0g0ZFH(4, 3, 2, 1, H)

5 +

[
+
b0
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23) + 2Sg→q Γ(2)
qg (z2)− A0

3,g→q(s23)⊗A0
3,q(s23)

+ 2A0
4,g(s23) + A1

3,g(s23)

]
sC0g0ZFH(4, 3, 2, 1, H)

(C.79)

qbqpC0g2ZFHU

qbqpC0g2ZFHU(4, 3, 2, 1, H) =

1 +

[
− A0

3,q(s14)− A0
3,q(s23) + Γ(1)

qq (z1)

+ Γ(1)
qq (z2)

](
−b0
ε
C0g0ZFH(4, 3, 2, 1, H) + C0g1ZFH(4, 3, 2, 1, H)

)
2 +

[
− A0

3,q(s14)⊗A0
3,q(s14)− 2A0

3,q(s14)⊗A0
3,q(s23)− A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

3 +

[
+ A0

3,q(s23)A0
3,q(s14)

]
C0g0ZFH(4, 3, 2, 1, H)

4 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

5 +

[
− Γ(1)

qq (z1)⊗ Γ(1)
qq (z1)− 2 Γ(1)

qq (z1)⊗ Γ(1)
qq (z2)− Γ(1)

qq (z2)⊗ Γ(1)
qq (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

6 +

[
+

1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1) + Γ(1)
qq (z1)⊗ Γ(1)

qq (z2) +
1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

7 +

[
− A1

3,q(s14)− A1
3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

8 +

[
+ A0

3,q(s14)⊗A0
3,q(s14) + A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

9 +

[
− A0

4,q(s14)− A0
4,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

10 +

[
+ Γ(2)

qq (z1) + Γ(2)
qq (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

11 +

[
− b0

ε

(
s14

µ2
R

)−ε
A0

3,q(s14)− b0
ε

(
s23

µ2
R

)−ε
A0

3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

(C.80)

qbRC0g2ZFHU

qbRC0g2ZFHU(1, 2, 3, 4, H) =
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1 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

2 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

3 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0ZFH(4, 2, 3, 1, H)

4 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0ZFH(4, 2, 3, 1, H)

5 +

[
− B0

4,qq′(s12) + Γ
(2)

qQ̄
(z2)

]
C0g0ZFH(4, 2, 3, 1, H)

6 +

[
− B0

4,qq′(s12) + Γ
(2)
qQ(z2)

]
C0g0ZFH(4, 3, 2, 1, H)

(C.81)

qgC0g2ZFHU

qgC0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

](
−b0
ε
sC0g0ZFH(1, 3, 2, 4, H) + sC0g1ZFH(1, 3, 2, 4, H)

)
2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0ZFH(1, 3, 2, 4, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)− Γ(1)

gg (z2)⊗A0
3,g→q(s23)

− 2Sg→q Γ(1)
gg (z2)⊗ Γ(1)

qg (z2)

]
sC0g0ZFH(1, 3, 2, 4, H)

4 +

[
+ Sg→q Γ(1)

gg (z2)⊗ Γ(1)
qg (z2) + 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2)]

sC0g0ZFH(1, 3, 2, 4, H)

5 +

[
+
b0
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23) + 2Sg→q Γ(2)
qg (z2)− A0

3,g→q(s23)⊗A0
3,q(s23)

+ 2A0
4,g(s23) + A1

3,g(s23)

]
sC0g0ZFH(1, 3, 2, 4, H)

(C.82)

qqpC0g2ZFHU

qqpC0g2ZFHU(1, 3, 2, 4, H) =

1 +

[
− A0

3,q(s14)− A0
3,q(s23) + Γ(1)

qq (z1)

+ Γ(1)
qq (z2)

](
−b0
ε
C0g0ZFH(1, 3, 2, 4, H) + C0g1ZFH(1, 3, 2, 4, H)

)
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2 +

[
− A0

3,q(s14)⊗A0
3,q(s14)− 2A0

3,q(s14)⊗A0
3,q(s23)− A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

3 +

[
+ A0

3,q(s23)A0
3,q(s14)

]
C0g0ZFH(1, 3, 2, 4, H)

4 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

5 +

[
− Γ(1)

qq (z1)⊗ Γ(1)
qq (z1)− 2 Γ(1)

qq (z1)⊗ Γ(1)
qq (z2)− Γ(1)

qq (z2)⊗ Γ(1)
qq (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

6 +

[
+

1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1) + Γ(1)
qq (z1)⊗ Γ(1)

qq (z2) +
1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

7 +

[
− A1

3,q(s14)− A1
3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

8 +

[
+ A0

3,q(s14)⊗A0
3,q(s14) + A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

9 +

[
− A0

4,q(s14)− A0
4,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

10 +

[
+ Γ(2)

qq (z1) + Γ(2)
qq (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

11 +

[
− b0

ε

(
s14

µ2
R

)−ε
A0

3,q(s14)− b0
ε

(
s23

µ2
R

)−ε
A0

3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

(C.83)

qRC0g2ZFHU

qRC0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

2 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

3 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0ZFH(1, 2, 3, 4, H)

4 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0ZFH(1, 2, 3, 4, H)

5 +

[
− B0

4,qq′(s12) + Γ
(2)

qQ̄
(z2)

]
C0g0ZFH(1, 2, 3, 4, H)

6 +

[
− B0

4,qq′(s12) + Γ
(2)
qQ(z2)

]
C0g0ZFH(1, 3, 2, 4, H)

(C.84)

qbgCt0g2ZFHU

qbgCt0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

]
sC0g1ZFH(4, 3, 2, 1, H)
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2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0ZFH(4, 3, 2, 1, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

]
sC0g0ZFH(4, 3, 2, 1, H)

4 +

[
+ 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2)]

sC0g0ZFH(4, 3, 2, 1, H)

5 +

[
+ Ã0

4,g(s23)− 2Sg→q Γ̃(2)
qg (z2) + Ã1

3,g(s23)

− A0
3,g→q(s23)⊗A0

3,q(s23)

]
sC0g0ZFH(4, 3, 2, 1, H)

(C.85)

qbqpCt0g2ZFHU

qbqpCt0g2ZFHU(4, 3, 2, 1, H) =

1 +

[
− A0

3,q(s14) + Γ(1)
qq (z1)− A0

3,q(s23)

+ Γ(1)
qq (z2)

]
C0g1ZFH(4, 3, 2, 1, H)

2 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

3 +

[
− 1

2
A0

3,q(s14)⊗A0
3,q(s14)− A0

3,q(s23)⊗A0
3,q(s14)− 1

2
A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

4 +

[
− 1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1)− Γ(1)
qq (z1)⊗ Γ(1)

qq (z2)− 1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

5 +

[
− 1

2
Ã0

4,q(s14)− 2 C0
4,q(s14)− C0

4,q̄,q̄qq̄(s14)

− Ã1
3,q(s14) +

1

2
A0

3,q(s14)⊗A0
3,q(s14)− ˜̃Γ(2)

qq (z1)

]
C0g0ZFH(4, 3, 2, 1, H)

6 +

[
− 1

2
Ã0

4,q(s23)− 2 C0
4,q(s23)− C0

4,q̄,q̄qq̄(s23)

− Ã1
3,q(s23) +

1

2
A0

3,q(s23)⊗A0
3,q(s23)− ˜̃Γ(2)

qq (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

7 +

[
− C0

4,q̄,qq̄q̄(s14)− Γ
(2)
qq̄ t(z1)

]
C0g0ZFH(1, 3, 2, 4, H)

8 +

[
− C0

4,q̄,qq̄q̄(s23)− Γ
(2)
qq̄ t(z2)

]
C0g0ZFH(4, 2, 3, 1, H)

(C.86)
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qgCt0g2ZFHU

qgCt0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

]
sC0g1ZFH(1, 3, 2, 4, H)

2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0ZFH(1, 3, 2, 4, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

]
sC0g0ZFH(1, 3, 2, 4, H)

4 +

[
+ 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2)

]
sC0g0ZFH(1, 3, 2, 4, H)

5 +

[
+ Ã0

4,g(s23)− 2Sg→q Γ̃(2)
qg (z2) + Ã1

3,g(s23)

− A0
3,g→q(s23)⊗A0

3,q(s23)

]
sC0g0ZFH(1, 3, 2, 4, H)

(C.87)

qqpCt0g2ZFHU

qqpCt0g2ZFHU(1, 3, 2, 4, H) =

1 +

[
− A0

3,q(s14) + Γ(1)
qq (z1)− A0

3,q(s23)

+ Γ(1)
qq (z2)

]
C0g1ZFH(1, 3, 2, 4, H)

2 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

3 +

[
− 1

2
A0

3,q(s14)⊗A0
3,q(s14)− A0

3,q(s23)⊗A0
3,q(s14)− 1

2
A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

4 +

[
− 1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1)− Γ(1)
qq (z1)⊗ Γ(1)

qq (z2)− 1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

5 +

[
− 1

2
Ã0

4,q(s14)− 2 C0
4,q(s14)− C0

4,q̄,q̄qq̄(s14)

− Ã1
3,q(s14) +

1

2
A0

3,q(s14)⊗A0
3,q(s14)− ˜̃Γ(2)

qq (z1)

]
C0g0ZFH(1, 3, 2, 4, H)

6 +

[
− 1

2
Ã0

4,q(s23)− 2 C0
4,q(s23)− C0

4,q̄,q̄qq̄(s23)

− Ã1
3,q(s23) +

1

2
A0

3,q(s23)⊗A0
3,q(s23)− ˜̃Γ(2)

qq (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

7 +

[
− C0

4,q̄,qq̄q̄(s14)− Γ
(2)
qq̄ t(z1)

]
C0g0ZFH(4, 3, 2, 1, H)
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8 +

[
− C0

4,q̄,qq̄q̄(s23)− Γ
(2)
qq̄ t(z2)

]
C0g0ZFH(1, 2, 3, 4, H)

(C.88)

qbgCh0g2ZFHU

qbgCh0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
− 2

bF
ε
Sg→q Γ(1)

qg (z2)− bF
ε
A0

3,g→q(s23)

]
sC0g0ZFH(4, 3, 2, 1, H)

2 +

[
− Γ

(1)
gg,F (z2)⊗A0

3,g→q(s23)− Sg→q Γ
(1)
gg,F (z2)⊗ Γ(1)

qg (z2)

]
sC0g0ZFH(4, 3, 2, 1, H)

3 +

[
+
bF
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23) + 2Sg→q Γ
(2)
qg,F (z2) + Â1

3,g(s23)

]
sC0g0ZFH(4, 3, 2, 1, H)

(C.89)

qbqpCh0g2ZFHU

qbqpCh0g2ZFHU(4, 3, 2, 1, H) =

1 +

[
+
bF
ε
A0

3,q(s14)− bF
ε

Γ(1)
qq (z1) +

bF
ε
A0

3,q(s23)

− bF
ε

Γ(1)
qq (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

2 +

[
− B0

4,q(s14)− B0
4,q(s23) + Γ

(2)
qq,F (z1)

+ Γ
(2)
qq,F (z2)

]
C0g0ZFH(4, 3, 2, 1, H)

3 +

[
− bF

ε
A0

3,q(s14)

(
s14

µ2
R

)−ε
− bF

ε
A0

3,q(s23)

(
s23

µ2
R

)−ε
− Â1

3,q(s14)

− Â1
3,q(s23)

]
C0g0ZFH(4, 3, 2, 1, H)

(C.90)

qgCh0g2ZFHU

qgCh0g2ZFHU(1, 2, 3, 4, H) =

1 +

[
− 2

bF
ε
Sg→q Γ(1)

qg (z2)− bF
ε
A0

3,g→q(s23)

]
sC0g0ZFH(1, 3, 2, 4, H)

2 +

[
− Γ

(1)
gg,F (z2)⊗A0

3,g→q(s23)− Sg→q Γ
(1)
gg,F (z2)⊗ Γ(1)

qg (z2)

]
sC0g0ZFH(1, 3, 2, 4, H)

3 +

[
+
bF
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23) + 2Sg→q Γ
(2)
qg,F (z2) + Â1

3,g(s23)

]
sC0g0ZFH(1, 3, 2, 4, H)

(C.91)
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qqpCh0g2ZFHU

qqpCh0g2ZFHU(1, 3, 2, 4, H) =

1 +

[
+
bF
ε
A0

3,q(s14)− bF
ε

Γ(1)
qq (z1) +

bF
ε
A0

3,q(s23)

− bF
ε

Γ(1)
qq (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

2 +

[
− B0

4,q(s14)− B0
4,q(s23) + Γ

(2)
qq,F (z1)

+ Γ
(2)
qq,F (z2)

]
C0g0ZFH(1, 3, 2, 4, H)

3 +

[
− bF

ε
A0

3,q(s14)

(
s14

µ2
R

)−ε
− bF

ε
A0

3,q(s23)

(
s23

µ2
R

)−ε
− Â1

3,q(s14)

− Â1
3,q(s23)

]
C0g0ZFH(1, 3, 2, 4, H)

(C.92)

ggC0g2WFHU

ggC0g2WFHU(1, 2, 3, 4, H) =

1 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0WFH(1, 3, 2, 4, H)

2 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0WFH(1, 2, 3, 4, H)

3 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0WFH(4, 2, 3, 1, H)

4 +

[
− 1

2
Sg→q Γ(1)

qg (z1)⊗A0
3,g→q(s23)− 1

4
A0

3,g→q(s23)⊗A0
3,g→q(s14)− S2

g→q Γ(1)
qg (z1)⊗ Γ(1)

qg (z2)

− 1

2
Sg→q Γ(1)

qg (z2)⊗A0
3,g→q(s14)

]
C0g0WFH(4, 3, 2, 1, H)

(C.93)

qbgC0g2WFHU

qbgC0g2WFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

](
−b0
ε
sC0g0WFH(4, 3, 2, 1, H) + sC0g1WFH(4, 3, 2, 1, H)

)
2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)
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+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0WFH(4, 3, 2, 1, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)− Γ(1)

gg (z2)⊗A0
3,g→q(s23)

− 2Sg→q Γ(1)
gg (z2)⊗ Γ(1)

qg (z2)

]
sC0g0WFH(4, 3, 2, 1, H)

4 +

[
+ 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2) + Sg→q Γ(1)

gg (z2)⊗ Γ(1)
qg (z2)]

sC0g0WFH(4, 3, 2, 1, H)

5 +

[
+
b0
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23)− A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(2)
qg (z2)

+ 2A0
4,g(s23) + A1

3,g(s23)

]
sC0g0WFH(4, 3, 2, 1, H)

(C.94)

qbqpC0g2WFHU

qbqpC0g2WFHU(4, 3, 2, 1, H) =

1 +

[
− A0

3,q(s14) + Γ(1)
qq (z1)− A0

3,q(s23)

+ Γ(1)
qq (z2)

](
−b0
ε
C0g0WFH(4, 3, 2, 1, H) + C0g1WFH(4, 3, 2, 1, H)

)
2 +

[
− A0

3,q(s14)⊗A0
3,q(s14)− 2A0

3,q(s14)⊗A0
3,q(s23)− A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

3 +

[
+ A0

3,q(s23)A0
3,q(s14)

]
C0g0WFH(4, 3, 2, 1, H)

4 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

5 +

[
− Γ(1)

qq (z1)⊗ Γ(1)
qq (z1)− 2 Γ(1)

qq (z1)⊗ Γ(1)
qq (z2)− Γ(1)

qq (z2)⊗ Γ(1)
qq (z2)

]
C0g0WFH(4, 3, 2, 1, H)

6 +

[
+

1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1) + Γ(1)
qq (z1)⊗ Γ(1)

qq (z2) +
1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0WFH(4, 3, 2, 1, H)

7 +

[
− A1

3,q(s14)− A1
3,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

8 +

[
+ A0

3,q(s14)⊗A0
3,q(s14) + A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

9 +

[
− A0

4,q(s14)− A0
4,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

10 +

[
+ Γ(2)

qq (z1) + Γ(2)
qq (z2)

]
C0g0WFH(4, 3, 2, 1, H)

11 +

[
− b0

ε
A0

3,q(s14)

(
s14

µ2
R

)−ε
− b0

ε
A0

3,q(s23)

(
s23

µ2
R

)−ε]
C0g0WFH(4, 3, 2, 1, H)

(C.95)
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qbRC0g2WFHU

qbRC0g2WFHU(1, 2, 3, 4, H) =

1 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0WFH(4, 3, 2, 1, H)

2 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0WFH(4, 3, 2, 1, H)

3 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0WFH(4, 2, 3, 1, H)

4 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0WFH(4, 2, 3, 1, H)

5 +

[
− B0

4,qq′(s12) + Γ
(2)

qQ̄
(z2)

]
C0g0WFH(4, 2, 3, 1, H)

6 +

[
− B0

4,qq′(s12) + Γ
(2)
qQ(z2)

]
C0g0WFH(4, 3, 2, 1, H)

(C.96)

qgC0g2WFHU

qgC0g2WFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

](
−b0
ε
sC0g0WFH(1, 3, 2, 4, H) + sC0g1WFH(1, 3, 2, 4, H)

)
2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0WFH(1, 3, 2, 4, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)− Γ(1)

gg (z2)⊗A0
3,g→q(s23)

− 2Sg→q Γ(1)
gg (z2)⊗ Γ(1)

qg (z2)

]
sC0g0WFH(1, 3, 2, 4, H)

4 +

[
+ 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2) + Sg→q Γ(1)

gg (z2)⊗ Γ(1)
qg (z2)]

sC0g0WFH(1, 3, 2, 4, H)

5 +

[
+
b0
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23)− A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(2)
qg (z2)

+ 2A0
4,g(s23) + A1

3,g(s23)

]
sC0g0WFH(1, 3, 2, 4, H)

(C.97)

qqpC0g2WFHU

qqpC0g2WFHU(1, 3, 2, 4, H) =
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1 +

[
− A0

3,q(s14) + Γ(1)
qq (z1)− A0

3,q(s23)

+ Γ(1)
qq (z2)

](
−b0
ε
C0g0WFH(1, 3, 2, 4, H) + C0g1WFH(1, 3, 2, 4, H)

)
2 +

[
− A0

3,q(s14)⊗A0
3,q(s14)− 2A0

3,q(s14)⊗A0
3,q(s23)− A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

3 +

[
+ A0

3,q(s23)A0
3,q(s14)

]
C0g0WFH(1, 3, 2, 4, H)

4 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

5 +

[
− Γ(1)

qq (z1)⊗ Γ(1)
qq (z1)− 2 Γ(1)

qq (z1)⊗ Γ(1)
qq (z2)− Γ(1)

qq (z2)⊗ Γ(1)
qq (z2)

]
C0g0WFH(1, 3, 2, 4, H)

6 +

[
+

1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1) + Γ(1)
qq (z1)⊗ Γ(1)

qq (z2) +
1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0WFH(1, 3, 2, 4, H)

7 +

[
− A1

3,q(s14)− A1
3,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

8 +

[
+ A0

3,q(s14)⊗A0
3,q(s14) + A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

9 +

[
− A0

4,q(s14)− A0
4,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

10 +

[
+ Γ(2)

qq (z1) + Γ(2)
qq (z2)

]
C0g0WFH(1, 3, 2, 4, H)

11 +

[
− b0

ε
A0

3,q(s14)

(
s14

µ2
R

)−ε
− b0

ε
A0

3,q(s23)

(
s23

µ2
R

)−ε]
C0g0WFH(1, 3, 2, 4, H)

(C.98)

qRC0g2WFHU

qRC0g2WFHU(1, 2, 3, 4, H) =

1 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0WFH(1, 3, 2, 4, H)

2 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0WFH(1, 3, 2, 4, H)

3 +

[
− Sq→g Γ(1)

gq (z2)⊗A0
3,qg→qq(s12)− Γ(1)

gq (z2)⊗ Γ(1)
qg (z2)

]
C0g0WFH(1, 2, 3, 4, H)

4 +

[
+

1

2
Γ(1)
gq (z2)Γ(1)

qg (z2)

]
C0g0WFH(1, 2, 3, 4, H)

5 +

[
− B0

4,qq′(s12) + Γ
(2)

qQ̄
(z2)

]
C0g0WFH(1, 2, 3, 4, H)

6 +

[
− B0

4,qq′(s12) + Γ
(2)
qQ(z2)

]
C0g0WFH(1, 3, 2, 4, H)

(C.99)
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qbgCt0g2WFHU

qbgCt0g2WFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

]
sC0g1WFH(4, 3, 2, 1, H)

2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0WFH(4, 3, 2, 1, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

]
sC0g0WFH(4, 3, 2, 1, H)

4 +

[
+ 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2)]

sC0g0WFH(4, 3, 2, 1, H)

5 +

[
+ Ã0

4,g(s23)− 2Sg→q Γ̃(2)
qg (z2) + Ã1

3,g(s23)

− A0
3,g→q(s23)⊗A0

3,q(s23)

]
sC0g0WFH(4, 3, 2, 1, H)

(C.100)

qbqpCt0g2WFHU

qbqpCt0g2WFHU(4, 3, 2, 1, H) =

1 +

[
− A0

3,q(s14) + Γ(1)
qq (z1)− A0

3,q(s23)

+ Γ(1)
qq (z2)

]
C0g1WFH(4, 3, 2, 1, H)

2 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

3 +

[
− 1

2
A0

3,q(s14)⊗A0
3,q(s14)− A0

3,q(s23)⊗A0
3,q(s14)− 1

2
A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

4 +

[
− 1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1)− Γ(1)
qq (z1)⊗ Γ(1)

qq (z2)− 1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0WFH(4, 3, 2, 1, H)

5 +

[
− 1

2
Ã0

4,q(s14)− 2 C0
4,q(s14)− C0

4,q̄,q̄qq̄(s14)

− Ã1
3,q(s14) +

1

2
A0

3,q(s14)⊗A0
3,q(s14)− ˜̃Γ(2)

qq (z1)

]
C0g0WFH(4, 3, 2, 1, H)

6 +

[
− 1

2
Ã0

4,q(s23)− 2 C0
4,q(s23)− C0

4,q̄,q̄qq̄(s23)

− Ã1
3,q(s23) +

1

2
A0

3,q(s23)⊗A0
3,q(s23)− ˜̃Γ(2)

qq (z2)

]
C0g0WFH(4, 3, 2, 1, H)
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7 +

[
− C0

4,q̄,qq̄q̄(s14)− Γ
(2)
qq̄ t(z1)

]
C0g0WFH(1, 3, 2, 4, H)

8 +

[
− C0

4,q̄,qq̄q̄(s23)− Γ
(2)
qq̄ t(z2)

]
C0g0WFH(4, 2, 3, 1, H)

(C.101)

qgCt0g2WFHU

qgCt0g2WFHU(1, 2, 3, 4, H) =

1 +

[
+ A0

3,g→q(s23) + 2Sg→q Γ(1)
qg (z2)

]
sC0g1WFH(1, 3, 2, 4, H)

2 +

[
+ A0

3,g→q(s23)⊗A0
3,q(s14) + 2Sg→q Γ(1)

qg (z2)⊗A0
3,q(s14)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

+ A0
3,g→q(s23)⊗A0

3,q(s23) + 2Sg→q Γ(1)
qg (z2)⊗A0

3,q(s23)− 2Sg→q Γ(1)
qg (z2)⊗ Γ(1)

qq (z2)]
sC0g0WFH(1, 3, 2, 4, H)

3 +

[
− Γ(1)

qq (z1)⊗A0
3,g→q(s23)− 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1)

]
sC0g0WFH(1, 3, 2, 4, H)

4 +

[
+ 2Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z1) + Sg→q Γ(1)

qg (z2)⊗ Γ(1)
qq (z2)]

sC0g0WFH(1, 3, 2, 4, H)

5 +

[
+ Ã0

4,g(s23)− 2Sg→q Γ̃(2)
qg (z2) + Ã1

3,g(s23)

− A0
3,g→q(s23)⊗A0

3,q(s23)

]
sC0g0WFH(1, 3, 2, 4, H)

(C.102)

qqpCt0g2WFHU

qqpCt0g2WFHU(1, 3, 2, 4, H) =

1 +

[
− A0

3,q(s14) + Γ(1)
qq (z1)− A0

3,q(s23)

+ Γ(1)
qq (z2)

]
C0g1WFH(1, 3, 2, 4, H)

2 +

[
+ Γ(1)

qq (z1)⊗A0
3,q(s14) + Γ(1)

qq (z1)⊗A0
3,q(s23) + Γ(1)

qq (z2)⊗A0
3,q(s14)

+ Γ(1)
qq (z2)⊗A0

3,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

3 +

[
− 1

2
A0

3,q(s14)⊗A0
3,q(s14)− A0

3,q(s23)⊗A0
3,q(s14)− 1

2
A0

3,q(s23)⊗A0
3,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

4 +

[
− 1

2
Γ(1)
qq (z1)⊗ Γ(1)

qq (z1)− Γ(1)
qq (z1)⊗ Γ(1)

qq (z2)− 1

2
Γ(1)
qq (z2)⊗ Γ(1)

qq (z2)

]
C0g0WFH(1, 3, 2, 4, H)

5 +

[
− 1

2
Ã0

4,q(s14)− 2 C0
4,q(s14)− C0

4,q̄,q̄qq̄(s14)
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− Ã1
3,q(s14) +

1

2
A0

3,q(s14)⊗A0
3,q(s14)− ˜̃Γ(2)

qq (z1)

]
C0g0WFH(1, 3, 2, 4, H)

6 +

[
− 1

2
Ã0

4,q(s23)− 2 C0
4,q(s23)− C0

4,q̄,q̄qq̄(s23)

− Ã1
3,q(s23) +

1

2
A0

3,q(s23)⊗A0
3,q(s23)− ˜̃Γ(2)

qq (z2)

]
C0g0WFH(1, 3, 2, 4, H)

7 +

[
− C0

4,q̄,qq̄q̄(s14)− Γ
(2)
qq̄ t(z1)

]
C0g0WFH(4, 3, 2, 1, H)

8 +

[
− C0

4,q̄,qq̄q̄(s23)− Γ
(2)
qq̄ t(z2)

]
C0g0WFH(1, 2, 3, 4, H)

(C.103)

qbgCh0g2WFHU

qbgCh0g2WFHU(1, 2, 3, 4, H) =

1 +

[
− bF

ε
A0

3,g→q(s23)− 2
bF
ε
Sg→q Γ(1)

qg (z2)

]
sC0g0WFH(4, 3, 2, 1, H)

2 +

[
− Γ

(1)
gg,F (z2)⊗A0

3,g→q(s23)− Sg→q Γ
(1)
gg,F (z2)⊗ Γ(1)

qg (z2)

]
sC0g0WFH(4, 3, 2, 1, H)

3 +

[
+
bF
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23) + 2Sg→q Γ
(2)
qg,F (z2) + Â1

3,g(s23)

]
sC0g0WFH(4, 3, 2, 1, H)

(C.104)

qbqpCh0g2WFHU

qbqpCh0g2WFHU(4, 3, 2, 1, H) =

1 +

[
+
bF
ε
A0

3,q(s14)− bF
ε

Γ(1)
qq (z1) +

bF
ε
A0

3,q(s23)

− bF
ε

Γ(1)
qq (z2)

]
C0g0WFH(4, 3, 2, 1, H)

2 +

[
− B0

4,q(s14)− B0
4,q(s23) + Γ

(2)
qq,F (z1)

+ Γ
(2)
qq,F (z2)

]
C0g0WFH(4, 3, 2, 1, H)

3 +

[
− bF

ε

(
s14

µ2
R

)−ε
A0

3,q(s14)− bF
ε

(
s23

µ2
R

)−ε
A0

3,q(s23)− Â1
3,q(s14)

− Â1
3,q(s23)

]
C0g0WFH(4, 3, 2, 1, H)

(C.105)

qgCh0g2WFHU

qgCh0g2WFHU(1, 2, 3, 4, H) =

1 +

[
− bF

ε
A0

3,g→q(s23)− 2
bF
ε
Sg→q Γ(1)

qg (z2)

]
sC0g0WFH(1, 3, 2, 4, H)
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2 +

[
− Γ

(1)
gg,F (z2)⊗A0

3,g→q(s23)− Sg→q Γ
(1)
gg,F (z2)⊗ Γ(1)

qg (z2)

]
sC0g0WFH(1, 3, 2, 4, H)

3 +

[
+
bF
ε

(
s23

µ2
R

)−ε
A0

3,g→q(s23) + 2Sg→q Γ
(2)
qg,F (z2) + Â1

3,g(s23)

]
sC0g0WFH(1, 3, 2, 4, H)

(C.106)

qqpCh0g2WFHU

qqpCh0g2WFHU(1, 3, 2, 4, H) =

1 +

[
+
bF
ε
A0

3,q(s14)− bF
ε

Γ(1)
qq (z1) +

bF
ε
A0

3,q(s23)

− bF
ε

Γ(1)
qq (z2)

]
C0g0WFH(1, 3, 2, 4, H)

2 +

[
− B0

4,q(s14)− B0
4,q(s23) + Γ

(2)
qq,F (z1)

+ Γ
(2)
qq,F (z2)

]
C0g0WFH(1, 3, 2, 4, H)

3 +

[
− bF

ε

(
s14

µ2
R

)−ε
A0

3,q(s14)− bF
ε

(
s23

µ2
R

)−ε
A0

3,q(s23)− Â1
3,q(s14)

− Â1
3,q(s23)

]
C0g0WFH(1, 3, 2, 4, H)

(C.107)



Appendix D

pyHepGrid

by Juan Cruz-Martinez and Duncan Walker, OC325.

Note: the most recent public version of pyhepgrid alongside with its documenta-

tion can be found in https://www.ippp.dur.ac.uk/~jmartinez/pyhepgrid.html

The growing complexity of calculations and simulations in many areas of science

has been accompanied by advances in the computational world which have helped

their development. One particularly relevant advance has been Grid Computing and

distributed systems.

The basic requirement for a task to be distributable is for it to be paralleliseable:

that different subtasks can be carried over as independent “jobs”. Monte Carlo

methods, ubiquitous in Particle Physics, are a good example of a paralleliseable

task as events can be computed independently from each other. Grid computing

allows one to increase the resources available by distributing a given task into many

different jobs to be computed by different “workers”. Roughly speaking, multicore

CPUs, commonplace today, are a small-scale Grid Computing system.

Several grid computing solutions exist which are available to the phenomenol-

ogist, each with their own particularities but they all share the same goal: to dis-

tribute a task among independent workers.

Since all these available systems work in a very similar manner, it would be

desirable to construct an external user interface in order to unify interactions with

https://www.ippp.dur.ac.uk/~jmartinez/pyhepgrid.html
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each of these systems without requiring “backend”-specific user knowledge. This

interface must be general enough so changes in those “backend” system don’t break

the user interface and, at the same time, it must be extensible from the user per-

spective in order to make flexible for any given task.. With this guiding principles

in mind we wrote pyHepGrid, a python 3.4 code which unifies all backends.

Implemented tools

At the moment of writing, the only tools implemented in pyHepGrid are those

available to Durham phenomenologists. In particular, we implemented ARC [132],

DIRAC [114] together with the LCG File Catalogue developed by CERN∗, and a

generic interface for Slurm [133] with subinterfaces for the different systems available

from Durham.

General functioning. Initialisation, run and management

The functioning of pyHepGrid can be divided in three main modes: initialisation,

run and management. All necessary information in order to submit a program to a

distributed system is configured in an ini-type file.

During the initialisation process, pyHepGrid ensures all components required

to run the executable are available in the target system. If a remote filesystem is to

be used, it will tar up the necessary files and copy them to the appropriate location.

After that, the configuration parameters at the time of initialisation is saved in the

database and the “job” is marked as initialised.

Let us take as an example a typical NNLOjet production run in the GridPP

systems. The requirements for a NNLOjet production run are the LHAPDF library

as well as the Vegas grid file. The initialisation procedure will ensure the LHAPDF

library is available in the LFC system and will tar up the NNLOjet executable as

well as other NNLOjet-specific files in order to copy them to the LFC as well.

The run procedure is more simple, where an initialised job is selected and sub-

∗http://lcgdm.web.cern.ch/lfc
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mitted to the target system. The run and initialisation modes are separated with

the following points in mind:

a) Often it is necessary to submit several times the same job. Following the

example of NNLOjet, we might find that after a given number of event we

still have not reached the target precision, so we want to be able to submit

new jobs with more events without initialising the job again.

b) A powerful advantage of an unified interface for all backends is to be able to

distribute jobs among different distributed systems.

After the job is submitted an entry is generate in the run table of the database.

Several entries in the run table can point to the same entry in the initialisation

table.

Finally, the management mode present the user with an unified interface which

allows complete control of the jobs running in any distributing system: printing

standard output or error, retrieving results, cancelling or rescheduling jobs, etc.
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