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Abstract

Platinum (Pt) has widely been used for interface driven spintronics applications due to its strong
spin-orbit interaction. Pt has been reported to experience spin polarisation when placed in close
proximity to a ferromagnetic (FM) material thereby influencing many spintronic phenomena.
Consequently, the effect of proximity induced magnetization (PIM) in Pt is studied in this thesis
with a detailed investigation of the mechanism and the implications of PIM on magnetoresistance
measurements. In this work, CoFeTaB (CFTB) is the FM material investigated.

Structural and magnetic characterisation of CFTB/Pt, Pt/CFTB and Pt/CFTB/Pt samples
were made in order to investigate PIM at the interface. X-ray reflectivity (XRR) and x-ray
diffraction (XRD) were performed on these samples, where asymmetry in the Pt density and
the crystalline texture were observed at the top and bottom interfaces. XRD measurements
show the Pt crystalline texture depends on the CFTB thickness for the CFTB/Pt interface, but
no significant thickness dependence was observed for the Pt/CFTB interface. The magnetic
depth profile of the CFTB layer was obtained with polarised neutron reflectivity (PNR), which
shows magnetisation grading. An asymmetry in Pt magnetisation was found between the two
interfaces using x-ray resonant magnetic reflectivity (XRMR) with a higher moment at the top
interface and lower at the buffer interface, giving a similar CFTB thickness dependence as the
XRD results. This indicated that the Pt magnetisation depends slightly on Pt texture at the
interface. No PIM was found in a YIG/Pt bilayer and the Pt XRD texture was poor, supporting
a possible link of Pt polarisation to crystalline the morphology at the interface.

Magnetoresistance investigations in three geometries performed on Pt/CFTB and CFTB/Pt
bilayers were used to decouple the magnetoresistance contributions as a result of the anisotropy
of the sample, spin Hall effect and other processes. The spin Hall MR ratio obtained was ∼ 0.2
%, with an additional contribution with a cos θ dependence of ∼ 0.1 %, which is a result of
the impact of PIM generated spin current. No evidence of the Rashba effect was found in
the symmetric CFTB/Pt/CFTB sample. Also, residual plots indicated the presence of higher
harmonics that are dependent on the magnetisation direction.

Temperature dependent proximity induced magnetism in Pt in contact with CFTB was
presented, with PNR providing the magnetic sensitivity to the FM layer while the XRMR
provide sensitivity to Pt magnetisation. PIM scales linearly with CFTB magnetisation which
is inconsistent with the Pauli susceptibility. Significantly, a threshold CFTB magnetisation
is required for PIM to occur. Therefore the asymmetry in PIM at Pt/CFTB and CFTB/Pt
interface is attributed to different magnetic susceptibilities at these interfaces.
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substrate which indicates no Pt polarisation in the sample. . . . . . . . . . . . . 157

6.1 A plot of deposition rate of platinum against growth pressure showing the optimum
sputter rate for continuous film growth of Pt layer as defined in reference [28]. . 170

xv



LIST OF FIGURES LIST OF FIGURES

6.2 (a) A plot of coercive field against CFTB thickness from longitudinal MOKE
measurements of the CFTB (t nm)/Pt (2 nm) sample series showing no significant
change in coercive field with CFTB thickness. Inset shows the normalised
hysteresis loop of a CFTB (2 nm)/ Pt(2 nm) sample used for the bulk of the
magnetoresistance discussions showing small in-plane magnetic saturation field.(b)
Polar magneto-optical Kerr effect hysteresis loop for CFTB (2nm)/Pt (2nm)
showing an out plane hard-axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

6.3 Angular-dependent magnetoresistance measurement geometry in (a) xy plane (b)
xz plane (c) yz plane (d) Angular dependence magnetoreistance measurement of
CoFeTaB(2nm)/Pt(2nm) identifying the relative resistivity as the magnetisation
is parallel or perpendicular to the charge current(AMR) or spin polarisation
(SMR) for both in-plane and out of plane measurements performed with AC
current. The inset shows the longitudinal magnetoresistance measurement mode
(e) Schematic of field sweep magnetoresistance showing the resistivity when
magnetization is parallel and perpendicular to charge current. . . . . . . . . . . 177

6.4 Angular-dependent magnetoresistance measurements for (a) FeMn(30Å)/Pt(30Å)
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Pt(30Å)/CoFeTaB (100Å)/Pt (30Å) trilayer performed under an applied field of
50 Oe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

7.3 Magnetisation as a function of temperature from SQUID magnetometry for (a)
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Chapter 1

Introduction

Spin dependent transport has been at the centre of advances in spintronic applications with

major interest in the development of high density, non-volatile magnetic recording and sensor

devices. The discovery of giant magnetoresistance (GMR) by Albert Fert and Peter Grünberg

[1, 2] and tunneling magnetoresistance (TMR) [3–6] has led to higher data densities magnetic

random access memory (MRAM) and very sensitive magnetic sensors. In recent years, there has

been significant advancement in the field of spin-based memory devices, which are non-volatile

and offer low energy consumption. Improvements in device functionality in relation to these

technologies has been achievable by way of reduced dimensionality. At reduced dimensions, the

electronic and magnetic properties of these materials are modified and the interfacial phenomenon

can be the dominant contribution to the observed electrical and magnetic functionalities. This

is as a result of increased electrical scattering at the interface as the film thickness is smaller

in comparison to the mean free path [7], changes in the interfacial crystalline morphology [8]

and spin-dependent scattering. Phenomena such as the spin Hall effect (SHE), spin pumping,

magnetic dead layer formation, and proximity induced magnetisation can improve or reduce the

magnetic response necessary to support these applications. These phenomena are sometimes

instigated by the spin-orbit interaction.

The spin-orbit interaction has been reported to play a major role in spin current generation

in a ferromagnetic insulator (FMI)/nonmagnetic (NM) system by spin Hall effect (SHE), which

was first predicted by D’yakanov and Perel in 1971 [9, 10]. Here, spins of opposite polarity
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accumulates at the edge of a non-magnetic material when a charge current is passed through the

sample generating a spin current transverse to the charge current direction. The generated spin

current is experienced by the FMI layer as a spin torque crossing the interface modulating the

electrical resistivity of the sample relative to magnetisation direction. This change in resistivity

is defined by the spin conductance and spin-mixing conductance. The spin mixing conductance

describes the mechanism of spin transport across the interface. It is understood as an interfacial

effect and is defined by the scattering at the interface. The spin Hall angle obtained is relatively

small, therefore, the spin current and the recovered charge current by inverse spin Hall effect

are quite small. A report by Kim et al. in a ferromagnetic FM/NM system has shown a sizable

spin current generated by the SHE, illustrating the role of the FM layer on spin transmission

across the interface [11]. It is believed that MRAM built on a bilayer may be more efficient

due to low current density required for writing and more reliable due to the physical separation

between the read and write current [12], which makes this work very important.

Spin current generation and spin transport across the interface in a FMI/NM structure has

been reported to be influenced by proximity induced magnetisation (PIM) of the adjacent NM,

contaminating the pure spin current generated [13, 14]. PIM has also been implicated in many

other spintronic phenomena such as the spin Seebeck effect [15], anomalous Hall effect [16],

anomalous Nerst effect [17], interfacial spin-transparency [18], spin pumping [19], interfacial

Dzyaloshinskii-Moriya interaction (iDMI) [20], spin relaxation [21], magnetic reversal by electric

field [22] and by spin-orbit torque [23], and as such requires detailed investigation. PIM has

been reported to be due to interfacial hybridisation between the Pt 5d band and 3d band of the

FM [24–26] but little research has been done on the temperature dependence of PIM where the

investigation in this thesis broadly applies.

1.1 Aims of thesis

The overall aim of this work is to ascertain the underlying mechanism of PIM and the impact

of PIM on spin-dependence transport. Trilayer and bilayer thin film samples were designed to

study the magnetic properties at the interface with a combinational approach, highlighting the
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implications of PIM on spin transport. A detail understanding of the influence of PIM on spin-

tronic phenomenon such as spin Hall magnetoresistance (SMR), anisotropic magnetoresistance

(AMR), and Rashba effect may lead to a design of a more efficient non-volatile memory and

sensor devices. Furthermore, presentation of the residual plots from the MR profile signals to

the scientific world other possible MR contributions, which are dependent of magnetisation for

deeper studies of its origin and influence on magnetisation processes.

1.2 Thesis Outline

The background theories of the Physics relevant to this work are discussed in chapter 2.

Discussion of the classical and quantum theories of magnetism, the corresponding free energy

contributions and their interactions are highlighted for a better understanding of the characteristic

of ferromagnetic and paramagnetic materials needed to understand the results presented later.

Furthermore, some theories of spin transport and magneto-transport phenomena are introduced,

providing the foundational information required for a better description of the analysis and

results in later chapters.

In chapter 3, the techniques used for sample preparation and structural and magnetic

characterisation of the samples are described.

A detailed description of the GenX simulation setup and models employed in the simulation

of the reflectivity data in this thesis is provided in chapter 4.

As most of the effect of PIM has been reported in materials at room temperature, chapter 5

presents the investigation of PIM in Pt in proximity with CoFeTaB (CFTB) at room temperature.

The PIM effect is investigated at different thicknesses of CFTB in order to probe the interfacial

contribution to the sample stack. Results were compared to the structural characterisation by

XRD to consider the possible dependence on crystalline structure at the interface.

Chapter 6 presents the magnetoresistance (MR) investigation of Pt in proximity with CFTB

with different sample structures, changing both the Pt and CFTB thicknesses. In order to

distinguish the different contributions to magnetoresistance signal, measurements in three

measurement geometries were considered.

3



CHAPTER 1. INTRODUCTION

In Chapter 7, the temperature dependence of PIM in Pt was investigated in order to

understand the mechanism of PIM as a function of temperature and variation of the FM

moment.

In chapter 8, the conclusions of this thesis are presented along with a brief summary of the

major findings obtained in the investigations and suggestions for further work.
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Chapter 2

Theory of Magnetism in relation to

spin-transport mechanism

2.1 Introduction

This chapter provides the necessary physical basis on which to understand the experimental

data and interpretation presented in the later part of this thesis. It covers the major concepts

and theories of magnetic moments in ferromagnets and paramagnets including the response to

an external applied field. Although the origin of magnetic phenomena can be best described by

quantum mechanical theory, we will begin with a brief classical description. Details on magnetic

interactions that lead to the observed magnetic phenomenon in ferromagnetic materials are also

covered. Finally, related theories of magneto-transport and spin-transport are discussed.

2.2 Origin of magnetic moments and magnetism

Electrons are characterized by both spin and charge. Classically, magnetism originates from

electron motion about the nucleus and about its axis. Electrons with mass, me and charge, e−

can be thought of as orbiting the nucleus at separation r with a velocity of v. This motion is

characterized by the angular momentum, L, to magnetic moment, µorbital, ratio [1, 2] (shown

in Figure 2.1a). The orbital angular momentum, L and orbital magnetic moment, µorbital,
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Figure 2.1: Schematic representation of (a) orbital magnetic moment due to orbital motion
about the nucleus (b) Spin magnetic moment due to spin motion about the electron axis

lie perpendicular to the plane of the orbit in opposite directions [3, 4]. The orbital angular

momentum is given as

L = mevr. (2.2.1)

Electron motion around the nucleus can be viewed as a circular electric current loop with zero

resistance that gives rise to orbital magnetic moment defined as the product of the current and

the area,

µorbital = Iπr2, (2.2.2)

were I = −ev/2πr. Equation 2.2.2 can be related to L by

µorbital = − e

2me

L. (2.2.3)

An estimate of the atomic magnetic moment can be calculated classically using the Bohr model

which describes the angular momentum as a quantized quantity. According to this model, the

minimum allowed angular momentum is quantised in units of ~. Hence the magnetic moment

µorbital = − e~L

2me

= −µB (2.2.4)

where ~ = 1.0546x10−34Js is the reduced Planck constant and µB is the Bohr magneton given

in SI units [5].
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As mentioned earlier, another contribution of magnetic moment is the electron’s spin-like

motion as shown in figure 2.1b. Electron spin can be viewed in two states: spin up(↑) and spin

down (↓) and the associated magnetic moment can take only one of these spin directions. The

spin-like motion of an electron about its axis produces a current loop which gives rise to spin

magnetic moment, µspin oriented along the rotation axis (shown by Figure 2.1b). As a result

there is an associated spin angular momentum, S, acting in a direction opposite to µspin. The

magnetic moment to angular momentum ratio of electron spin is twice as large as its orbital

motion contribution. This can be explained quantum mechanically as describe in [6]. As such,

the spin magnetic moment is defined as

µspin = − e

me

S. (2.2.5)

The combination of the contribution due to individual spin and orbital motion of each electron

in an atom gives rise to the total angular momentum, J and total magnetic moment, µtotal. The

total angular momentum is the vector sum of the orbital and spin angular momenta as

J = L + S (2.2.6)

while the total magnetic moment between the magnetic moment and angular momentum can

be written as

µtotal = −gµB

~
J. (2.2.7)

where ~ is the reduced Planck constant, µB is the Bohr magnetron and g is the Landé g-factor:

a dimensionless constant which account for the different contribution between the orbital and

spin moment and is given by

g = 1 +
J(J + 1) + S(S + 1)− L(L + 1)

2J(J + 1)
. (2.2.8)

This factor is only define where the spin-orbit coupling scheme such as Russel-Saunders coupling

is well defined and takes a value of 1 for pure orbital moment and 2.0023193 for pure spin
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moment [3]. In some complicated systems, its value varies between 1 and 2 indicating that both

effects are involved and in feromagnetic (FM) metals it is usually more than 2. The g-factor

can be determined from the frequency of electrons orbital motion known as the gyromagnetic

ratio, γ, extracted from magnetic resonance experiment, which is determine from the ratio of

angular momentum to magnetic moment,

γ = − eg

2me

= −gµB

~
. (2.2.9)

The gyromagnetic ratio confirms that the largest contribution to the intrinsic magnetic moment

in ferromagnetic materials is due to electron spin rather than the orbital momentum [7].

2.2.1 Quenching of orbital moment and the g-factor

The theoretical estimated magnetisation of 3d transition metals deviates from the experimental

values because of the strong crystal field relative to spin orbit coupling in these materials when

Hund’s rules are followed. This is as a result of the breakdown in Hund’s third rule which

considers the spin-orbit coupling to be the most significant energy term after the Coulombic

effect leading to wrong estimation of the magnetisation. In a partially filled 3d transition metal,

the orbital angular momentum component, L, is greatly influence by the crystalline environment.

The partially filled electrons are acted upon by an electric field that is not spherically symmetric

but symmetric to the crystalline site relative to each ion’s location. This field is known as

the crystal field and is much stronger than the spin-orbit coupling (SOC), therefore overriding

Hund’s third rule. This crystal field is introduced as a perturbation, which acts as an addition

to SOC in Hund’s third rule which is modified to explain this effect [8]. The crystal field lifts

the spin degeneracy, unlike the case of SOC which lifts only the orbital degeneracy if the SOC is

sufficiently asymmetric. The lift in the spin degeneracy by the crystal field leads to a case where

each component of L vanishes even though the average L (L2 = L(L + 1)) still has a mean value.

Experimental data tend to suggest that the system prefer a choice of ground state such as L = 0

(i.e J = S, gJ = 2) which produces a much better agreement between theoretical predictions and

experimental moments [9]. This implies that the presence of a strong crystal field effectively
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quenches the orbital angular momentum to zero, which means that we can neglect the value of

L anticipated based on Hund’s rules in the calculation of Landé g-factor [2]. This effect can be

classically interpreted to be associated to the precession of the orbital angular momentum in

the crystal field such that the magnitude of the L component does not change but the average

component is zero.

Orbital angular momentum quenching is more complex in partially filled 4d and 5d transition

metals because the SOC is much stronger. The splitting due to SOC is comparable to and in

some cases greater than crystal field splitting. Cases like this which varies from the conventional

cases explained by Hund’s rule are described by a subtle application of group theory [10]

Partial orbital quenching is observed experimentally in 3d ions because the spin orbit coupling

cannot be completely ignored. Spin orbit coupling can be consider as a perturbation and in

some cases may lead to a mixed state with non-zero angular momentum. Variations of g-factor

from 2 imply the presence of an orbital magnetic moment, which depends on the strength of

the spin orbit coupling. The spin and orbital moments are parallel when g > 2 and anti-parallel

when g < 2. In a 3d transition metal, the g-factor is slightly anisotropic [11], while in other

cases it may be dependent on the direction of applied magnetic field with respect to the crystal

axes [12].

2.2.2 Atomic magnet precession

A magnetic moment, µ, placed in a magnetic field B experiences a torque which tends to align

it to the magnetic field. The magnetic moment will not simply align in the direction of the field

because the magnetic moment is proportional to angular momentum. If the magnetic moment

is seen as a current loop and the influence towards alignment is described as a torque τ on the

current loop directed at an angle θ to the field direction. The torque is defined as [9]

τ = µ× B (2.2.10)

and produces a change in angular momentum L perpendicular to the angular momentum as

shown in Figure 2.2. This forces the magnetic moment to precess around the direction of applied
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Figure 2.2: Magnetic moment procession in a magnetic field due to associated angular momentum
L.

field rather than aligning to the field direction. The torque can be described as the rate of

change of angular momentum. Hence, equation 2.2.10 becomes

τ =
∆L

∆t
=
L sin θ∆φ

∆t
=

e

2me

LB sin θ. (2.2.11)

The energy of the magnetic moment is given by −µ · B and the minimum energy is achieved

when the magnetic moment aligns with the field direction [8]. When electron spin precession

is considered, the angular frequency, ω, is given as γB were γ is the gyromagnetic ratio [13].

A magnetic field does not only align the magnetic moment but is responsible for a variety of

dynamic effects which will be discussed later in this section.

2.2.3 Exchange interaction

The exchange interaction has an electrostatic origin. It is a quantum mechanical interaction

between neighbouring electrons that involves the Coulomb interaction between the charges

when there is an overlap of electronic wavefunction and the Pauli exclusion principle (no two

electrons can occupy the same energy and have the same quantum number). Electrons are
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Figure 2.3: Schematic illustration of spin-orbit coupling, in the nucleus frame of reference with
electron orbiting around the nucleus and the electron frame of reference showing the nucleus
orbiting around the electron creating a current loop.

indistinguishable, therefore the total wave function would take an antisymmetric form in order

to satisfy the Pauli exclusion principle: meaning the signs of the total wave function reverse

upon exchange of the two electrons [9]. The two possible waveforms are

ΨS =
1√
2

[Ψi(r1)Ψj(r2) + Ψi(r2)Ψj(r1)]χS (2.2.12)

ΨT =
1√
2

[Ψi(r1)Ψj(r2)−Ψi(r2)Ψj(r1)]χT (2.2.13)

where ΨS is the singlet waveform comprising a symmetric spatial and antisymmetric spin singlet

component χS and ΨT is the triplet waveform, consisting of antisymmetric spatial and symmetric

spin triplet component χT. The neighbouring electron spin would align antiparallel (singlet

state with S=0) or parallel (triplet state with S=1) due to attractive or repulsive Coulomb

force. When ΨS is of a lower energy in the two waveform we have antiferromagnetic alignment

but when ΨT is of a lower energy we have ferromagnetism. The associated energy due to the

exchange interaction will be discussed in detail later in section 2.4.

2.2.4 Spin-orbit coupling

In the previous sections, spin and orbital angular momenta were treated independently but they

weakly interact via spin-orbit coupling. Considering a nuclear frame of reference with electron

orbiting the nucleus, as shown in figure 2.3. In the electron inertial frame, the nucleus orbits
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around the electron generating a current loop that gives rise to a magnetic field B

B = −E× v

c2
(2.2.14)

where the electric field at the electron due to nucleus, E = −∇V(r) = − rδV(r)
rδr

. V(r) is the

Coulombic potential experienced by the electron, r is the electron distance from the nucleus and

v is the velocity of electron orbit. r× v is proportional to the classical angular momentum of

the electron. This magnetic field couples with the spin moment yielding an energy

εSO =
e~2

2mec2r

dV(r)

dr
S · L (2.2.15)

where me is the electron mass. The orbital angular momentum is given by ~L = mer× v, the

magnetic moment µ = (ge~/2me)S and the factor of 1
2

is known as the relativistic Thomas factor.

Considering the Coulomb field in an hydrogen like atom,

1

r

dV(r)

dr
=

Ze

4πε0r3
(2.2.16)

where Z is the atomic number of the nuclei and the expectation value 〈r−3〉 is proportional to

Z3. Substituting equation 2.2.16 into equation 2.2.15 shows that spin orbit coupling depends on

atomic number (SOI ∝ Z4)[9]. This explains why heavier element such as Pt, Ta, Pd and Ir

have stronger spin orbit coupling. SOC acts as a perturbation to the state which is proportional

to L · S, hence energy conservation is involved. Here, the total angular momentum J = L + S is

conserved. This interaction is the root cause of several energy contributions in ferromagnets

and will be discussed in detail in section 2.4.

2.2.5 Theories of paramagnetism

Paramagnetic materials have atoms and molecules with electrons in unfilled shells. Unpaired

electrons give rise to permanent magnetic moments that align in the direction of the applied

external field, B [9]. Classically, at zero field the atomic moments are dynamically randomly
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oriented with no net magnetisation, but in the presence of an applied field takes a preferential

orientation in the direction of applied field with the interaction energy, E=−µBcosθ [10, 14].

When an external field is applied, the field energy tends to align the moments parallel to the

field, but this is opposed by thermal activation. The net magnetisation can be calculated using

Boltzmann statistics with µ cos θ the net moment along field direction B. The average moment

along B is

< µz >=

∫ π
0
µ cos θ exp(µB cos θ/kBT)1

2
sin θdθ∫ π

0
exp(µB cos θ/kBT)1

2
sin θdθ

(2.2.17)

where kB is the Boltzmann constant and T is the temperature. The total moment of a paramagnet

can be described by the Langevin function, L(α)[15]

< µz >

µ
= coth

(
µB

kBT

)
− kBT

µB
≡ L(µB/kBT) (2.2.18)

If µB/kBT is very small, the Langevin function can be approximated as µB/3kBT and the

magnetisation defined as

M =
nµ2B

3kBT
(2.2.19)

where n is the number of magnetic moments per unit volume [4, 10]. The magnetic susceptibility

χ = M/H ≈ µ0M/B can be expressed as

χ =
nµ0µ

2

3kBT
=

C

T
. (2.2.20)

Equation 2.2.20 is called the Curie law where C is the Curie constant,which shows that the

paramagnetic susceptibility varies inversely with temperature [14].

Quantum mechanically, the magnetic moment is now replaced by quantum spins S = 1
2

by

considering a spin only system and ignoring the orbital contribution. The amount of magnet

moment is quantized within the limit of J(J+1) where J is the total angular momentum with only

two possible values as the spin J = ±1
2
. The z component of moment, mJ = ±1

2
corresponding

to alignment parallel and anti-parallel to applied field. Therefore the magnetic moment is ±µ
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and the associated energy ±µB [1]. The number of atoms per unit volume with spin-up is

n↑ = A exp(−µB/kBT) (2.2.21)

and that of spin down is

n↓ = A exp(+µB/kBT). (2.2.22)

The constant A is determined from the total number of atoms per unit volume n=n↑+n↓ and is

expressed as

A =
n

exp(+µB/kBT) + exp(−µB/kBT)
(2.2.23)

and the average magnetic moment per atom is

〈µ〉av =
µn↓ − µn↑

n
. (2.2.24)

The magnetisation, M, is expressed as

M = MsBJ(y) (2.2.25)

where y = gµBJB/kBT, Ms is the saturation magnetisation and BJ(y) is the Brillouin function

[16] given by

BJ(y) =
2J + 1

2J
coth

(2J + 1

2J
y
)
− 1

2J
coth

y

2J
. (2.2.26)

When J =∞, the Brillouin function reduced to the Langevin function [9]

B∞(y) = L(y) (2.2.27)

and when J = 1/2, it reduces to

B1/2(y) = tanh(y). (2.2.28)

At high field tanh(y) approaches 1 predicting the state of saturation and all spins align in one

direction. At low field or high temperature the magnetisation is approximated by equation
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Figure 2.4: Schematic illustrations of Pauli paramagnetism for free electrons in a magnetic field
B (a) At zero field (b) In a magnetic field B showing the energy different due to spin splitting
(c) In a magnetic field after spin migration

2.2.19. The magnetic susceptibility is given as

χ =
nµ0µ

2
eff

3kBT
. (2.2.29)

where µeff = gµB

√
J(J + 1) is the effective moment, which results in the same form as the

classical Curie law.

2.2.6 Pauli paramagnetism of free electrons

As earlier stated, free electrons in metals have spins which can align in the direction of an

applied field. The Boltzmann statistics used previously are inappropriate for electrons in a

degenerate Fermi gas because due to the Pauli exclusion principle, electron bands needed for

spin flip are already occupy by other electrons. The electrons distribution within a metal have

different energies, E, and wave vectors kx, ky, kz. The energy of the most energetic electron in

the system is defined as the Fermi energy which for a free electron gas is

EF =
~2

2me

k2
F (2.2.30)
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where the Fermi wave vector, kF, depends on the electron density and can be expressed as

kF =

(
3π2N

V

) 1
3

(2.2.31)

where N/V = n is the number density of electrons. Putting equation 2.2.31 into 2.2.30, the

number of electronic states, N is

N =
V

3π2

(
3meE

~2

) 3
2

(2.2.32)

and the density of state per unit energy, g(E) is

g(E) =
dn

dE
=

V

2π2

(
2me

~2

) 3
2

E
1
2 (2.2.33)

if the Fermi surface smearing due to finite temperature and orbital contribution (i.e g=2, L=0,

S=1
2

J=S) are neglected [9]. By neglecting the orbital contribution we consider an electron

with only spin magnetic moment and no charge. In a magnetic field the electron band is spin

split into sub-bands separated by 2µBB as shown in figure 2.4b. Each electron contributes a

magnetic moment to the magnetisation depending on the direction of its spin to the applied

field causing a shift in the energy level by ±µBB.

Assuming the spin split energy is small, the number of electrons transfered from spin down

(spin parallel and magnetic moment antiparallel to the magnetic field) to spin-up state (spin

antiparallel and magnetic moment parallel to the magnetic field) is

n↑ =
1

2
g(EF)µBB (2.2.34)

and the corresponding deficit of spin-down electrons is

n↓ = −1

2
g(EF)µBB. (2.2.35)
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It is important to note that these definitions of ’spin up’ and ’spin down’ are applicable to all

discussions in this thesis. This produces a magnetisation [14]

M = µB(n↑ − n↓) = g(EF)µ2
BB =

3nµ2
BB

2kBTF

(2.2.36)

where EF = kBTF, TF is the Fermi temperature and the magnetic susceptibility, known as the

Pauli susceptibility is

χp =
M

H
≈ µ0M

B
= µ0µ

2
Bg(EF) =

3nµ0µ
2
B

2EF

. (2.2.37)

By equation 2.2.37, the Pauli susceptibility is independent of temperature since TF is a constant.

The degenerate state holds well at all temperature below the melting temperature for most metals.

In materials with low carrier concentration EF ∝ n2/3 is much smaller, the non-degenerate limit

may be reached and a Curie-like susceptibility obtained [9].

2.2.7 Theories of ferromagnetism

Ferromagnetic materials have spontaneous magnetisation. They are characterized by a large

magnetic susceptibility that persists even in the absence of an applied field. Here, the magnetic

moment is aligned due to an internal molecular field. At low temperatures the magnetic ordering

is self sustained but as the temperature is raised the magnetisation, M, is destroyed at a critical

temperature, TC [9]. Weiss proposed a molecular magnetic field, Bmf , that is proportional to

magnetisation,

M =
C

T
B. (2.2.38)

This behavior can be presented as a paramagnetic system in a field Bapp + Bmf where

Bmf = µ0λM is the molecular field and λ is the molecular field constant. Therefore equation

2.2.38 becomes

M =
C

T
(Bapp + Bmf) =

C

T
(Bapp + µ0λM). (2.2.39)
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Figure 2.5: Graphical solution of equation 2.2.41 showing the temperature dependence of mag-
netisation above and below the critical temperature Tc with the horizontal axis, y = gµBB/kBT
[9].

From equation 2.2.39, the magnetic susceptibility can be written as

χ =
Mµ0

Bapp

=
C

T (1− λC
T

)
=

C

T − Tc
(2.2.40)

where the Curie temperature, Tc = λC and is known as the Curie-Weiss law. At T < Tc, the

material has a spontaneous magnetisation which characterizes ferromagnet and when T > Tc

it behaves as a paramagnet (see figure 2.5). The magnetisation M of a most general case of

ferromagnet can be expressed as

M = NgµBJBJ(y) (2.2.41)

where BJ is the Brillouin function and y = gµBB
kBT

= gµBλM
kBT

. The field B is substituted with a field

with additional internal magnetic field when dealing with ferromagnetism. Solving the above

equation graphically (shown in figure 2.5) reveals that at above the Curie temperature, Tc the

spontaneous magnetisation M/Ms vanishes.

Ferromagnetic exchange materials can be considered quantum mechanically as paramagnetic

materials with small perturbation by means of interactions [14], meaning the electrons on the

neighboring atoms interact with each other. The magnetisation of multielectron atom can now
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be expressed as

M = NgµBJBJ

(
gJµBµ0(H + λM)

kBT

)
(2.2.42)

where H is the magnetic field strength. At high temperature M is uniform throughout the

material, hence equation 2.2.42 becomes

M =

(
Nµ0g2µ2

BJ(J + 1)(H + λM)

3kBT

)
(2.2.43)

and the susceptibility is

χ =
M

H
=

Nµ0g2µ2
BJ(J + 1)

3kBT− λNµ0g2µ2
BJ(J + 1)

. (2.2.44)

This is similar to that in Curie-Weiss law (equation 2.2.40) with C = Nµ0g2µ2
BJ(J + 1)/3kB and

Tc = λNµ0g2µ2
BJ(J + 1)/3kB. By this the quantum mechanical picture is in agreement to the

classical theory.

2.3 Band theory of ferromagnetism

Band theory of ferromagnetism is an extension of the theory of the Pauli paramagnet with an

introduction of exchange coupling between the electrons as proposed by Stoner [17] and Slater

[18]. Magnetisation arises due to unpaired electrons in a material, hence completely filled energy

bands cannot contribute to the magnetic moment. The spin imbalance in partially filled bands

leads to a net magnetic moment in a ferromagnetic material in the absence of external magnetic

field and some of the spin down electrons at the Fermi level are considered to spin flip into

the spin up band as shown in figure 2.6a. The number of electrons migrating due to spin flip

increases the energy δE in the spin up channel which is considered as the energy required for a

spin flip. The band splitting is equal to 2µB and we have spin polarisation (i.e n↑ − n↓ 6= 0).

The magnetization, M due to promoting electrons from spin-down to spin-up is given as

M = (n↑ − n↓)µB ≈ µBg(EF)δE. (2.3.1)
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Figure 2.6: Schematic illustration of the electronic density of states showing spontaneous
splitting of energy bands in the absence of an applied field (a) shows spin flip (b) resulting band
splitting due to spin flip (c) spontaneous magnetisation in 3d transition metals

The total kinetic energy change due to a spin flip is

∆EK·E =
1

2
g(EF)δE2 (2.3.2)

and the molecular field energy is

∆EP·E = −1

2
Ug(EF)2δE2 (2.3.3)

where U is a measure of Coulomb energy and can be written as U = µ0µ
2
Bλ. The promotion

of electrons from spin-down to spin-up sub-bands in the absence of an external field can be

interpreted as an increase in the kinetic energy with a decrease in the molecular field energy

which happens spontaneously. Hence the total energy change ∆E is given as

∆E = ∆EK·E + ∆EP·E =
1

2
g(EF)(δE)2(1− Ug(EF)) (2.3.4)

Spontaneous magnetisation occurs only when ∆E < 0. Therefore equation 2.3.4 can only be

less than zero when Ug(EF) ≥ 1: This is the Stoner criterion. To satisfy this, the Coulomb

repulsion between electrons is large and the density of states at the Fermi-level for a particular

channel is larger causing spin splitting by exchange interaction.
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2.3.1 Magnetic properties of 3d elements

In 3d metals such as Fe, Co and Ni, the ferromagnetism is due to the dependence of exchange

energy of these elements on particular arrangement of the electrons and their spin in the 3d

band [19, 20]. Although these elements have 4s electrons, the magnetic properties arise from

the high density of states in the 3d band which has a maximum occupancy of 10 electrons per

atom and can be spin-split [21]. Possible electron excitations in this band with little kinetic

energy increase can cause spin imbalance and a net magnetic moment per atom due to large

density of states at the Fermi energy. The 4s electron band only contains up to two electron per

atom and hence does not affect the magnetic properties [14]. This explains why Cu and Zn as

3d elements do not have a magnetic moment because of a completely filled 3d band which does

not allow flexibility in electronic arrangement. Nevertheless, the Fe, Co, Ni counterparts exhibit

ferromagnetism because the 3d sub-bands shift with respect to each other due to the presence of

exchange interaction creating a spin imbalance as shown in figure 2.6c. Ferromagnetic ordering

occurs when the gain in exchange energy is larger than the increase in the kinetic energy.

Ferromagnetic metals exhibit finite magnetisation in thermodynamic equilibrium.

2.3.2 Stoner enhancement in paramagnet

Some materials that do not satisfy the Stoner ferromagnetic criterion can still have a susceptibility

which is different from that of the Pauli paramagnet. In this case, when an external field is

applied the total energy is expressed as

∆E = ∆EK.E + ∆EP.E =
M2

2µ2
Bg(EF)

(
1− Ug(EF)

)
−MB (2.3.5)

where MB characterized the effect of the applied magnetic field and U is the Coulomb energy.

By finding the magnetisation that lowers the total energy ∆E which happens when,

M

µ2
Bg(EF)

(1− Ug(EF))− B = 0; (2.3.6)
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Figure 2.7: Magnetic susceptibility against the density of state g(EF ) showing the enhanced
magnetic susceptibility for Pt and Pd.(adapted from [22])

the magnetic susceptibility is reduced to

χ =
µ0µ

2
Bg(EF)

(1− Ug(EF))
=

χP

(1− Ug(EF))
(2.3.7)

where χ is larger than the expected χP in the absence of Coulomb interaction (i.e U = 0, χ = χp).

According to equation 2.2.37, χP depends on the density of states g(EF).

Therefore paramagnetic materials with large densities of state are termed as Stoner enhanced

paramagnets as shown in figure 2.7 because they have a large enough product of density of states

and Coulomb energy to cause a significant enhancement of the magnetic susceptibility, but are

unable to cause spontaneous ferromagnetism. This effect is known as Stoner enhancement which

explains proximity magnetization in paramagnets such as Pt and Pd, which may assumes some

ferromagnetic properties. This is as a result of induced transition into a ferromagnetic phase in

paramagnet with large g(EF), which can be achieved by placing these paramagnetic material in

proximity to a ferromagnet at the interface [23], alloying with a ferromagentic impurity [24–26]

or by reducing dimensionality in materials [27]. This is an important concept in this work.
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2.3.3 Diamagnetism

All materials exhibit diamagnetic properties, which is characterised by a weak negative magnetic

susceptibility where the magnetic moment opposes the direction of the causing magnetic field.

This is described classically as an action of a magnetic field on the orbital motion of the electron

causing a back electro-motive force (EMF) that can be explained by Lenz’s law as an opposing

magnetic field. Here, the electron spin and orbitals are oriented to yield a zero net magnetic

moment and only a change in the orbital moment leads to change in magnetic susceptibility.

The magnitude of magnetic susceptibility is of the order of 10−5 or 10−6. It can be described

quantum mechanically by a scenario of an atom with no unfilled electron shell where the

magnetic susceptibility is temperature independent. This effect can be easily ignored or requires

a small correction in paramagnetic and ferromagnetic materials as it is very small in comparison

to the dominant effect of paramagnetism or ferromagnetism.

Electrons are assumed to be localised spin in lattice space but conduction electrons are not

spatially localised as they are free to move around. The paramagnetic effect explained earlier is

due to the coupling of intrinsic spins with applied fields. There is also a diamagnetic response

due to an induced orbital motion of the electrons in the presence of the applied magnetic field.

This leads to the breaking of the electron distribution into series of Landau levels with a change

in the total energy of the system equivalent to the magnetisation of the system. The difference

in total energy between effect when B 6= 0 and B = 0 is given as

∆U =
VkFe2B2

24π2me

(2.3.8)

where V is the volume of the sample and kF is the Fermi wave vector. The Landau diamagnetic

susceptibility is expressed as

χL = −1

3
µ0µ

2
Bg(EF) (2.3.9)

and is related to the Pauli susceptibility by

χL = −χP

3
. (2.3.10)
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Figure 2.8: The temperature dependent of magnetic susceptibility of palladium, platinum and
rhodium (adapted from [28]) .

Therefore equation 2.3.10 indicates that all metals will be paramagnetic as the Pauli paramag-

netism (positive) is three times larger than the Landau diamagnetism (negative) [9, 10].

2.3.4 Magnetism of platinum

Platinum is a paramagnetic material and has been reported to interact with other ferromagnetic

material forming alloys with enhanced magnetism. The earlier studies by Hoare et al. shows

temperature dependent magnetisation profile of Pt with a peak at 90 K as shown in figure 2.8

[28]. The diamagnetic susceptibility obtained was −0.141× 10−6, which was similar to result

reported by Kopp and Cabrera et al. and much smaller than the paramagnetic susceptibility

on figure 2.8. [28–30]. A more recent theoretical investigation on Pt nanowires reports that Pt

tends to exhibit a ferromagnetic ground state with spin moment of 0.6µB at an equilibrium bond

length 2.48 Å. The resultant paramagnetic state shows ballistic transport with magnetic field

which is dependent on temperature [31]. In addition, an experimental report on Pt thin films

exhibits a reversible electrical switching of the FM state by an introduction of a paramagnetic

ionic liquid [32].
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2.4 Energy contributions in ferromagnets

Ferromagnetic behaviour is a product of several physical processes for which the associated

energies define the total magnetic energy of the material and is expressed as

Etot =

∫
V

εtotdV (2.4.1)

where V is the sample volume and εtot is the total free energy density, which is the sum of the

individual energetic contributions from contributory effects defined as

εtot = εex + εZe + εmc + εdem + εms + εme. (2.4.2)

Writing in terms of effective field Heff in the system, equation 2.4.2 becomes [33]

εtot = −
∫
µ0Heff ·Md3r (2.4.3)

where d3r represents the volume of the sample and Heff = − 1
µ0
5Mεtot. These energy contribu-

tions include exchange energy, Zeeman energy, magnetocrytalline anisotropy energy, demagneti-

sation energy, magnetostatic energy and magnetoelastic energy respectively. In the following

sub-section, the physical origin and quantitative expressions for the various energy terms are

discussed.

2.4.1 Exchange energy

This energy is responsible for magnetic ordering in materials. It is associated with the exchange

interaction between neighboring spins and can be express as

εex = −2JijSiSj (2.4.4)

where Si and Sj are two neighboring spins. Jij is the exchange integral that specifies the type

and strength of exchange coupling. If Jij is positive, the triplet state has a lower energy, spins
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Figure 2.9: The Bethe-Slater curve showing the dependence of the exchange integral upon the
interatomic separation and radius of a partially filled d-orbital.

are parallel and a ferromagnetic order result. But if Jij is negative, the spin singlet state has a

lower energy, spins are antiparallel and then an antiferromagnetic ordering results.

Investigation of the exchange integral by Slater and later by Bethe in 3d elements revealed

that the ratio of interatomic distance D and radius of partially filled d-orbital correlate with

the sign of exchange integral [34–36]. This is represented by the Bethe-Slater curve as shown

in Figure 2.9 which correctly predicted the antiferromagnetic ordering. In a 3d ferromagnet,

due to the large density of state of electrons close to the Fermi-level, the Coulomb repulsion is

larger than the kinetic energy. Therefore, the triplet state as discussed earlier in section 2.2.3 is

favored and the exchange integral is positive. The exchange integral depends on the interatomic

and interelectronic spacings within the material. The ferromagnetic exchange interaction energy

tries to keep the angle between the neighbouring spin small.

2.4.2 Zeeman energy

A magnetic material placed in an external magnetic field Hex experiences an interaction between

the saturation magnetisation and magnetic field. The interaction tends to align the magnetic

moment into the field direction. The energy associated with this interaction is known as Zeeman
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energy and the energy density is given as

εZe = −µ0Hex ·Ms. (2.4.5)

The Zeeman energy is a minimum when the magnetic moment in the material (saturation

magnetisation) is aligned parallel to the field direction and maximum when aligned antiparallel

to the applied field.

2.4.3 Magnetocrystalline anisotropy

Electron orbitals in materials are coupled to the crystal lattice. By way of the spin-orbit

interaction the spin magnetic moment interacts via the electron orbit thereby producing a

magnetisation that is dependent on the orientation of the magnetisation with respect to the

crystal lattice of the material. Materials tend to favour magnetisation alignment in certain

crystallographic directions, known as easy axes, in contrast to certain directions known as

the hard axes that requires a large field to saturate the magnetisation. This phenomenon

is independent of grain size and shape of the material and is called the magnetocrystalline

anisotropy. In a single crystal, this energy is required to switch the magnetisation from easy to

hard axis thereby overcoming the spin orbit interaction. In most cases, the anisotropy energy is

less than exchange energy.

Magnetocrystalline anisotropy energy is represented by a power series expansion in terms of

angle between the direction of magnetisation and the easy axis. In materials with a single easy

axis perpendicular to the hard axes such as Co, the energy associated with the magnetocrystalline

anisotropy can be written as

εmc = −K1sin2θ + K2sin4θ. (2.4.6)

where θ is the angle between magnetisation and the easy axis and the coefficients K1 and K2

are the first and second order anisotropy constant with K1 >> K2. K1 and K2 may be positive

or negative. They are found experimentally to be strongly temperature dependent, decreasing

as temperature increases and becomes almost zero before the Curie temperature. This is due
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Figure 2.10: Magnetocrystalline anisotropy energy along the easy axis of (a) uniaxial crystal
with K1 > 0 (b) uniaxial crystal with K1 < 0 (c) cubic crystal with K1 > 0 (d) cubic crystal
with K1 < 0.[37]

to thermal expansion of the lattice parameter [38]. Also, the magnetocrystalline anisotropy

constant can significantly vary with chemical composition in alloyed materials [39]. Equation

2.4.6 describes the magnetocrystalline anisotropy energy density of a uniaxial crystals while

that of cubic crystals with three easy axes is given by

εmc = −K1(S2
xS

2
y + S2

yS
2
zS

2
x) + K2(S2

xS
2
yS

2
z) (2.4.7)

where Sx,y,z = cosθx,y,z are the directional cosines relative to the respective cube edges. θ is the

angle between the magnetisation and the easy axes. In isotropic materials the magnetocrystalline

anisotropy is zero. The anisotropy energy related to an elementary volume of a material and

depends on the magnetisation of the sample.

31



CHAPTER 2. THEORY OF MAGNETISM IN RELATION TO SPIN-TRANSPORT
MECHANISM

2.4.4 Magnetoelastic anisotropy

Magnetoelastic anisotropy arises from an interaction between the magnetisation and mechanical

strain where the magnetisation is coupled to the lattice of the sample. Here, the easy axis of

magnetisation is changed because the distances between the magnetic atoms is altered and

hence through spin-orbit coupling leads to a change in energy. This can occur as a result of

magnetic ordering into domains when cooling through the Curie temperature (spontaneous

magnetostriction) [14] or when magnetic field is applied to a ferromagnetic material (field induced

magnetostriction) [14, 21]. Magnetostriction, λ, is the fractional change ∆l
l

in a material length,

l, as a result of saturating the magnetisation in the material. The value of magnetostriction can

be positive (negative), indicating an expansion (contraction) due to a change in the material’s

dimensions from demagnetisation to saturation. The energy associated with this interaction is

known as the magnetoelastic energy density, given as

εme =
3

2
(λsσm sin2 θ) (2.4.8)

where λs is the magnetostriction constant (saturation magnetostriction), σm is the magnetoelastic

stress and θ is the angle between the magnetisation and stress direction. The physical origin

stems from the spin-orbit interaction, where the applied stress will reorient the electron orbit

which will then change the orientation of the spin moment of the material, changing the direction

of magnetisation. In the case of 3d transition elements, the orbital momentum is almost quenched

because the orbitals are fix to a crystal lattice. Thus, the reorientation is quite small. This

explains the reason for small change in length to the order of 10−6 m by magnetostriction in 3d

ferromagnetic elements. In the case of the unstrained crystal lattice the magnetoelastic energy

is zero and the magnetisation energy behaviour is often dominated by magnetocrystalline and

magnetostatic anisotropies
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2.4.5 Magnetostatic energy and shape anisotropy

Magnetostatic energy is the energy associated with magnetic field generated from a magnetic

body itself. This energy is due to interaction between the magnetic dipoles and the associated

stray field. It is proportional to the integral over the the volume of the material as expressed:

Ems =
µ0

2

∫
H2

sdV (2.4.9)

where Hs is the stray field and dV is a volume element of the material. Magnetic dipole-dipole

interactions are typically smaller than the strong exchange interaction discussed earlier. The

magnetostatic energy density can be written as

εms =
µ0

2
Hs ·Ms. (2.4.10)

It is a minimum when the magnetic surface charge and the stray field are lowest. The stray field

Hs tends to oppose the direction of saturation magnetisation Ms. The magnitude of the stray

field depends on the sample size and shape [40]. Considering the shape of a material, it is easier

to magnetize a spherical shaped material along any direction in the absence of magnetocrystalline

anisotropy, but in non-spherical shaped material the direction of easiest magnetisation is along

their longest axis due to the magnetostatic energy. Looking at the non-shperical shape in two

dimensions, where the longest axis is in the sample plane while the shorter axis is out of plane.

The anisotropy of the material tends to favour in-plane magnetisation, making the in-plane

direction the easy plane and out-of-plane the hard axis. This phenomenon is due to dipole-dipole

interactions and is known as shape anisotropy.

2.5 3D Bloch-like magnon model

At zero temperature, a ferromagnet is ordered even though in reality the atoms are not static.

As the temperature increases, the ordering is disrupted by thermal excitation (spin wave) in the

form as shown in figure 2.11, which are quantized as magnons. The magnons can be produced
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Figure 2.11: Schematic of spin wave on a line of spins. (a) Side view. (b) Top view.

Figure 2.12: Spontaneous magnetisation profile showing the spin wave regime at low temperature,
which is characterised by Bloch T

3
2 law
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using a very small energy provided the wavelength is long enough. The behaviour of the magnon

is characterized by a spin wave dispersion given as

~ω = 4JS(1− cos qa) (2.5.1)

where J is the exchange integral, S is the spin, q the wave vector and a the lattice parameter.

At small q, equation 2.5.1 is approximated as

~ω ≈ 2JSq2a2. (2.5.2)

Therefore ω ∝ q2 where small ω and q characterizes low temperature features. The magnon

density of states is express by

g(q)dq ∝ q2dq (2.5.3)

which leads to

g(ω)dω ∝ ω
1
2 dω. (2.5.4)

The number of excited magnon mode, nmagnon at temperature, T, is derived from equation 2.5.4

as

nmagnon =

(
kBT

~

) 3
2
∫ ∞

0

x
1
2 dx

expx
∝ T

3
2 (2.5.5)

where x = ~ω
kBT

. As each thermally excited magnon mode reduces the magnetisation by S=1,

therefore at low temperature the reduction in spontaneous magnetisation is given by

∆M

Ms

∝ T
3
2 (2.5.6)

and is graphically expressed in figure .

2.6 Theory of spin transport

The spin of the electron is an additional degree of freedom for the manipulation of electrons for

electronic applications. Considering electron spin transport within the Mott two current model
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the orientation of the spin is up or down and is conserved in any scattering event. However,

the probability of scattering for spin-up and spin-down electrons is different. As electrons obey

the Pauli’s exclusion principle, electron states below the Fermi level are occupied and scattered

electron can only occupy empty state close to the Fermi level. For 3d feromagnets the available

states at the Fermi level are spin-split. These scattering processes allow for various effects and

phenomena which will be discussed in this section. The basic terms and effects associated with

spin transport are covered along with its associated phenomenon.

2.6.1 Electronic transport in metals

The simplest explanation of electrical conductivity can be done with the Drude model [41].

Electrons are treated as freely moving point charges that move uniformly on a straight line only

between collisions. On a collision, there is an abrupt change in velocity with a probability per

unit time 1
τ
. The time τ is the average time between two consecutive scattering events which is

independent of the position and velocity of electron. τ is known as the relaxation time.

Also, the collision process allows the electrons to achieve thermal equilibrium because the

electron emerges with a velocity different from its initial velocity before collision. In metals,

electrons moves in different directions with different thermal energies. If the electrons in a unit

volume moves at velocity v, the current density of these electrons would be parallel to v. If

the average time elapsed since the last scattering event is τ , the net current density of these

electron can be expressed as

Jc =
ne2τ

me

E (2.6.1)

where vd = − eEτ
me

is the drift velocity vd, n is the number of electrons, e the charge of electron

and m is the effective mass of charge carriers. From equation 2.6.1, the conductivity is given by

σ =
ne2τ

me

. (2.6.2)

Equation 2.6.1 reveals three things which are:

� that high number of carriers lead to high current density
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� the mass of charge carries determines the acceleration of electron in electric field

� large τ increases drift velocity

The above description of electron transport is a classical picture. Quantum mechanically,

we can consider the current to be carried by a fraction of the electrons all moving with Fermi

velocity. This leads to the fact that the relaxation time can only be from the electrons at

the Fermi surface because only these electrons contribute to the conductivity of the material.

Therefore the distance travelled before a scattered event occurs, known as the mean free path,

λ, can be expressed as [2]

λ = νFτ (2.6.3)

where νF is the Fermi velocity of the charge carrier. As the resistivity, ρ, is define as the

reciprocal of conductivity, we have

ρ =
1

σ
=

me

ne2τ
. (2.6.4)

Resistivity increases in thin films as the film get thinner because the size effect comes into play

as the mean free path, λ becomes comparable to film thickness, t. The film surface acts as an

additional source of scattering; shortening mean free path and thereby lowering the conductivity.

This was first proposed by Thomson [42] and later modified by Fuchs [43] and Sondheimer [44]

using the Boltzmann transport equation under the following assumptions:

� The probability of scattering of an electron after collision with the film surface is indepen-

dent of the initial and final direction of electron motion.

� The number of scattered electrons is independent of scattered directions.

� The mean free path in the bulk metal is constant λ.

As the resistivity is dependent on the mean free path, the measured resistivity ρ for thick films

where thickness t� λ0 is

ρ = ρ0

(
1 +

3

8

λ0

t
(1− p)

)
(2.6.5)
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Figure 2.13: Schematic illustration of Fuchs-Sondheimer model of size effect, illustrating diffuse
scattering represented with specularity parameter p=0 where all electron scattering is diffuse
characterising electron scattering from a rough surface and p=1 which characterises specular
scattering of electrons from a smooth layer surface. Adapted from [42].

and for very thin films, where t�λ0

ρ = ρ0
4

3

(1− p)

(1 + p)

λ0

tln(λ0
t

)
. (2.6.6)

where ρ0 is the bulk resistivity and p is the specularity parameter which describes the nature of

the electron scattering. The boundary conditions imposed by external surfaces or interfaces

are captured by the specularity parameter p which describes the fraction of electrons that are

scattered elastically at the surface or interface [45]. If p=0, the electron scattering is diffused

but if p=1 the scattering is specular. It is important to note that thicknesses above 50 nm are

considered to have the resistivity value similar to bulk metal [46]. At room temperature, typical

values of τ and λ are 10−14 - 10−15 sec and 10-100 Å respectively [10]. Also, this model does

not provide a direct link to surface roughness of the film, but rather describes the scattering

between two plane parallel smooth surfaces as shown in figure 2.13.

Several modifications have been made to the Fuchs-Sondheimer model to suit system

investigation requirements such as systems with distinctively different interfaces, different

scattering parameters [47–49], non-spherical Fermi surfaces [50], anisotropic mean free paths

[51] or systems where the p is dependent upon the incident angle of the electron [52, 53]. One

of these models, by Ziman [54] and Soffer [55] is based on optical arguments. In that model, the
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scattering is attributed to the roughness and p varies with the angle between the surface and

the incidence plane wave. More on this model is presented on the review paper [56, 57]

2.6.2 Spin-dependent conductivity and spin polarisation

In transition metal ferromagnets, the d and s band overlaps at the Fermi level. Hence, there

are two contributory components to the spin polarisation in these materials which are from the

narrow d band and broad s band. At the Fermi level the density of states (DOS) experiences

a spin-splitting due to the exchange interaction which is characterised by differences in the

chemical potential of the spin-up and spin-down bands. This consequently leads to a difference

in conductivity, σ, for the spin-up and spin-down electrons. The 4s electrons contribute more

to the conductivity of the material because they have lower effective mass compared to the

3d electrons. However, they are partly limited by spin dependent scattering into the empty

3d bands. The spin scattering affects the conductivity of the spin-up and spin-down electrons

depending on the band splitting. Electrons from a nonmagnetic layer entering a ferromagnetic

layer see a change in chemical potential as a potential barrier thereby reflecting the spin-up and

spin-down electrons differently.

Spin polarisation, P, defines the degree to which a spin-type is aligned in a given direction

based on the fact that spin-up and the spin-down electrons have different mobilities in a FM.

Looking from the transport theory perspective, only electrons within kBT around the Fermi

energy are important. Spin-polarisation can be defined by the density of states of the spin-up

and spin-down bands as

P =
g↑(EF)− g↓(EF)

g↑(EF) + g↓(EF)
. (2.6.7)

where g↑(↓)(EF) is the DOS for spin up(down) electrons at the Fermi level. It can also be defined

in terms of the current associated with the spin-up, I↑ and spin-down, I↓ electrons as

P =
I↑ − I↓
I↑ + I↓

(2.6.8)

where I↑ + I↓ is the total charge current, Ic, and the corresponding spin current, Is is I↑ − I↓. The
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difference in the electrochemical potential between the spin-up and spin -down electrons leads

to the generation of spin current. In most transport experiments, the definition of polarisation

is related to the current that can be different depending upon the relevant physical quantity for

which the current is extracted [58].

A current applied in a ferromagnetic slab with different electron density for each state

(spin-up and spin-down) causes the electrons to scatter generating charge current with an

accompanying spin current. The electron movement is mediated by spin-orbit coupling acting

on the electrons causing it to move in different direction depending on its spin type. However,

it is possible for the spin current to be generated in the absence of charge transfer. This will be

discussed in detail in section 2.7.5.

2.6.3 Mott two current model

Electrical properties of materials are due to the number of electrons at the Fermi energy.

In metals, the rate of collisions of conduction electrons contributes to the bulk value of the

electrical resistivity in a material and determines the electron motion at the Fermi energy. At

low temperature, the resistivity of material is dominated by electron collisions with impurities,

but at high temperature it is dominantly collisions with lattice vibrations.

In a ferromagnet the s and d bands overlap and hybridise at the Fermi energy where the

s-electrons acquires the properties of the d electrons. This leads to a high probability of

s-electrons scattering into unoccupied d states because of large density of states in the d band

at the Fermi energy. This is know as s-d scattering. Mott [59] explains this phenomenon using

a two channel model in terms of current contributions from the spin-up and spin-down charge

carriers. The total resistance is modelled as the sum of the individual resistance contributions

due to spin-up and spin-down electrons. The spin resistance corresponds to the two channels

connected in parallel as shown in figure 2.14b. Each spin type is assumed to be characterised

with a different distribution function and relaxation time τ . Also, in the presence of spin-flip

scattering, another relaxation time is considered.
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According to Campbell[60] and Fert [61], the total resistivity of the system is expressed as

ρ =
ρ↑ρ↓ + ρ↑↓(ρ↑ + ρ↓)

ρ↑ + ρ↓ + 4ρ↑↓
(2.6.9)

where ρ↑ = m
ne2τ↑

is the resistivity of the spin-up band, ρ↓ = m
ne2τ↓

is the resistivity of the spin-down

band and ρ↑↓ = m
ne2τ↑↓

is the resistivity that characterises the spin-flip scattering. Neglecting the

spin-flip scattering effect, equation 2.6.9 becomes

ρ =
ρ↑ρ↓
ρ↑ + ρ↓

. (2.6.10)

The channel with a small resistivity is associated with a short mean free path λ. In the case of

Co, the measured λ value is found out to be λ↑ = 5.5 nm and λ↓ = 0.6 nm [62].

In s-metals λ is small (about 10 nm) meaning that the electrons experiences more collisions

and the momentum relaxation of the collisions determines the resistivity of the material. It

is important to understand that this collision process does not lead to spin memory loss by

electron because the spin-flip mechanism is governed only by exchange interaction or scattering

by an impurity or defect with spin-orbit coupling.

In NM metals, the probability of spin-flip is only about 1
100

or 1
1000

of the scattering events

because the spin diffusion length λs =
√

2Dτ (as D is the diffusion coefficient) is several hundreds

of times of λ. At room temperature, λs in Ag, Au and Cu is about 1-10 µm but at lower

temperature (below 40K), λs for Al can reach 0.1mm [62]. This explains the usefulness of NM

for the development of spintronic devices because of the long λs in NM materials.

Also at high temperature, there is strong excitation of magnons which causes the mixing of

the spin-up and spin-down electrons by electro-magnon spin-flip scattering [63]. Therefore, the

linear increase in electrical resistivity observed in non-feromagnetic materials above the Debye

temperature is due to increased scattering from thermally excited lattice vibrations, but there is

also a contribution due to spin-flip scattering in ferromagnetic metals that leads to an increase

in electrical resistivity.
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Figure 2.14: Schematic diagram of (a) density of state of a ferromagnet(b) Mott two current
model.

2.7 Magneto-transport

Electrons in a ferromagnetic material deflect in different directions based on their spin in the

presence of magnetic field. This can be thought of classically as a consequence of the Lorentz

force acting on the charge carriers. The deflection of charge carriers leads to a change in

resistance of the material relative to the local magnetisation of the material because of the

coupling of the electron spins to the magnetisation. Electron motion in the presence of magnetic

field can be detected electrically by the change in resistance and optically by a change of

polarisation axis. Relative change in the resistance due to electron motion in the presence of an

applied magnetic field is known as magneto-transport effect. Magneto-transport experiments are

employed in the study of changes in magnetisation orientation and strength in materials relative

to applied current. This section discusses some related magneto-transport effects investigated in

this thesis, which includes anisotropic magnetoresistance (AMR), spin torque, spin Hall effect

(SHE) and Rashba effect.

2.7.1 Ordinary magnetoresistance

All conductive material in the presence of a magnetic field experience a Lorentz force, F, given

as

F = e(E + v × B) (2.7.1)
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where E is the electric field, v is the velocity of charge carriers, e is the electronic charge and B is

the magnitude of applied magnetic field. This force leads to the scattering of charge carriers in a

curved trajectory which increases the total distance traveled and number of collision experienced

by each electrons, leading to an increase in the resistance RB of the material. The resistance is

expressed by

RB = R0ρMR

(
1 + µ2

mCMR · B2
)

(2.7.2)

where R0 is the resistance of the material when B is zero, ρMR is the magnetoresistance coefficient,

µm is the carrier mobility and CMR is a coefficient depending on the geometry of the sample

This effect follows a B2 dependence and is larger when the field is perpendicular to current

direction than in the parallel direction.

2.7.2 Anisotropic magnetoresistance

The resistivity of a ferromagnetic material can vary depending on the orientation of the

magnetisation with respect to electric current direction. This phenomenon is known as anisotropic

magnetoresistance (AMR). It is argued that this phenomenon is a consequence of anisotropic

spin orbit mixing of spin up and spin down d band accompanied by a large probability of s-d

scattering in the direction of magnetisation [46, 64]. Here, the symmetry of the atomic wave

function is lower as the crystal axes determines the direction of orbital angular momentum L

while the magnetisation determines the direction of spin angular momentum S thereby leading

to the anisotropic spin-mixing leading to anisotropic scattering [9]. When a large external field

is applied to a material, the magnetisation of the sample is in the field direction and the electron

cloud around the nucleus is slightly deformed depending on the magnetisation direction. The

deformation changes the scattering of the conduction electron when propagating through the

lattice, which induces a dependent resistance change [65]. When the magnetisation is transverse

(perpendicular) to the current direction, the electronic orbits in the plane of the current leads

to small scattering due to smaller scattering cross section, giving rise to a lower resistivity, ρ⊥.

When the magnetisation is parallel to the current, the electron orbits perpendicular to the

current leads to larger scattering due to large scattering cross section giving high resistivity, ρ‖,
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Figure 2.15: Angular anisotropic magnetoresistance of CoFeTaB(2nm)/Pt(2nm) where the
longitudinal resistivity ρ‖ is when the magnetisation is parallel to current direction and the
transverse resistivity ρ⊥ is when the magnetisation is perpendicular to current direction. The
lower panel shows the residual plots.

as shown in figure 2.15.

The resistivity is maximum when the magnetisation is parallel to the current direction and

minimum when the magnetisation is perpendicular to the current flow. The change in resistivity,

∆ρ = ρ‖-ρ⊥ is proportional to square cosine of the angle α between the magnetisation and

current direction:

ρ(α) = ρ⊥ + ∆ρ.cos2(α) (2.7.3)

as shown in figure 2.15. For a sample to be truly demagnetised at zero field, the resistivity

can be approximated as ρav ≡ 1
3
ρ‖ + 2

3
ρ⊥ where there is no consideration of the perpendicular

component of the field. Therefore the AMR ratio defined as the relative change of resistivity

when the sample is fully magnetised and its demagnetised state is estimated as

∆ρ

ρav

=
ρ‖ − ρ⊥

1
3
ρ‖ + 2

3
ρ⊥

(2.7.4)

where the magnitude in thin films also depends on thickness, grain size, surface and/or interface

condition. Smit [64], with an understanding of the Mott two current model [59], proposed that

to get AMR where ρ‖ > ρ⊥ there must be some spin-flip scattering in the spin band that is not
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from magnons, because AMR tends to zero with increase temperature T. Smit attributed this

to spin-flip scattering resulting from the presence of spin-orbit coupling [22].

2.7.3 Spin orbit torque

Spin dependent transport in a nonmagnetic (NM)|ferromagnetic (FM) bilayer with a current

applied in the plane of the sample can generate a current induced spin torque as a result of SOC

in the NM layer [66]. This is as a result of spin accumulation governed by energy dissipation

due to spin flip scattering and precession of the spin within the length scale of the spin diffusion

length. This effect is understood as the spin orbit torque (SOT) and the effective field due to

the SOT is given as [67]

Jexσs = a(σs ×M) + bσs (2.7.5)

where Jex is the exchange coupling, σs is spin accumulation and M is the magnetisation. The

parameters a and b depend on the spin-mixing conductance and the FM thickness.

To get a model for the SOT, we begin with the simple magnetisation dynamics model (LL

model) proposed by Landau and Lifshitz in 1935, given as

dM

dt
= γM× Heff (2.7.6)

where M is the magnetisation, the gyromagnetic ratio γ = 2.8× π × gMHz/Oe and Heff is the

effective field that determines the equilibrium orientation of magnetisation. Heff consists of the

applied magnetic field, H0, and effective internal fields such as anisotropic and demagnetisation

fields as described in section 2.4. This model shows that M is associated with the total angular

momentum that is subject to a torque resulting in precessional motion. However, the equation is

for an undamped system which makes it inconsistent with experimental results. In 1955, Gilbert

came up with a more robust model which includes a simpler representation of the damping

in the system as the magnetisation returns to equilibrium orientation by loss of energy to the

lattice [68]. Equation 2.7.6 was amended to includes a damping term which is a dimensionless
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quantity. The equation is now known as the Landau-Lifshitz-Gilbert (LLG) equation given as

dM

dt
= γM× Heff −

α

Ms

M× (M× Heff) (2.7.7)

where M× Heff represents the torque field that generates the precession of M around the effective

field, α is the Gilbert precessional damping constant, which determines the diminishing rotation

of the M towards Heff without reducing the torque field and M× (M× Heff) represent the

relaxation of magnetisation due to damping [69, 70] without the magnetisation dynamics due to

spin orbit torque. Therefore by putting equation 2.7.5 into equation 2.7.7 we have

dM

dt
= γM×

(
Heff + Jexσs

)
− α

Ms

M× (M× Heff) (2.7.8)

which describes the magnetisation dynamics taking into account the spin orbit torque contribution

as an effective field given by Jexσs.

The details of the physics of these contributions are unclear and the topic is strongly

debated. The two consequences of the SOT effect are a field-like torque and a damping-like

torque. The field-like torque is associated to the Rashba-Edelstein effect and it corresponds to a

finite imaginary component of the spin-mixing conductance, Gi [66, 71, 72]. The damping-like

torque is associated with the spin Hall effect. It is proportional to the real component of the

spin-mixing conductance, Gr, with symmetry similar to the exchange mediated term [73]. From

Equation 2.7.8 the field-like spin torque is τFL = bM× σs and the damping-like spin torque is

τDL = aM× σs ×M. These contributions are due to the exchange interaction between the s

and d electrons [74]. It is important to note that these torques are strong enough to switch

magnetisation, which increases the possibility of application in magnetic storage. Both will be

discussed in detail in the next section.

2.7.4 Spin Hall effect

When an electric current is passed through a material in the presence of an external applied

magnetic field, there is a production of a voltage transverse to the current direction. This is the
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ordinary Hall effect, which is due to Lorentz force acting on the charge carriers. The voltage

generated is proportional to the applied field. Similarly, in a FM conductor, moving electrons

acquire transverse voltage with spin dependent scattering. In these materials there is spin

imbalance. Therefore, the different spin orientations scatter in different directions to generate a

net transverse voltage when a charge current is applied. This is a consequence of the net spin

polarisation of the current from the difference in the number of spin-up and spin-down electrons

in the material. The net voltage generated is proportional to the sample magnetisation. This

effect is known as the anomalous Hall effect and it is due to spin-orbit coupling. Conversely,

when an unpolarised charge current Jc (voltage) flows in nonmagnetic (NM) material, the spin

dependent transverse voltage in the absence of net polarisation is not measurable because the

the number of spin up and spin down electrons are equal. Rather, spins of opposite polarity

accumulate at opposite edges of the sample as shown in figure 2.16a forming a gradient in the

chemical potential µs which generates a transverse spin current Js. This effect is known as spin

Hall effect (SHE) [75]. This was first predicted by Dyakonov and Perel [76]. The spin (charge)

degree of freedom is converted to charge (spin) degree of freedom as a result of spin orbit

scattering in the NM conductor. The spin current generated can be detected by the process of

inverse spin Hall effect (ISHE). The SHE was first observed optically by Kato et al [77].

SHE can be categorised as intrinsic or extrinsic, which are distinguishable based on the spin

relaxation if it occurs in between or during scattering [78]. Intrinsic SHE (int) originates from

coherent band mixing effects induced by the applied magnetic field and disorder in the chemical

potential. Therefore it is attributed to the intrinsic band structure of the crystal. The extrinsic

SHE is due to scattering from material impurities. It is subdivided into skew scattering (SS) and

side jump (SJ) scattering based on the scattering mechanism. Skew scattering comes from spin

orbit coupling as the spin up and spin down electrons scatter with different final momentum

within the disorder scattering potential (figure 2.16b) [79]. In this case, the spin orbit coupling

results in an effective magnetic field which generates a net force acting towards or away from

the scattering depending on spin direction. The scattering plane defines the spin-polarisation

direction for the spin current generated. The magnitude of the skew scattering contribution

depends on the difference in the spin-orbit coupling between the impurities and the host
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Figure 2.16: Schematic geometry of (a) the spin Hall effect with the charge current Jc in the
plane scattering the spins in different direction which leads to spin accumulation in the sample
edges.(b) Extrinsic skew scattering from an impurity (c) Extrinsic side jump scattering from an
impurity

material. The spin-Hall angle which is the ratio of spin-Hall conductivity to longitudinal charge

conductivity, is independent of the impurity concentration for the skew scattering mechanism.

The side jump mechanism occurs as a result of the difference in the spin-dependent mobility

during the scattering process that results in an effective transverse displacement of the electron

upon repeated scattering. The side jump contribution to spin-Hall conductivity is smaller than

the skew scattering contribution. Contrary to the skew scattering mechanism, the spin-Hall

angle in the side jump mechanism is proportional to the impurity concentration [80]. The total

spin Hall conductivity for the material is then given as

σH
xy = σint

xy + σSS
xy + σSJ

xy (2.7.9)

which is the sum of intrinsic, skew scattering and the side jump contributions.

2.7.5 Spin Hall Magnetoresistance

Spin Hall magnetoresistance (SMR) is the process of change in electrical resistance of a material

due to the spin Hall effect and was discovered in ferromagnetic insulator(FMI)/NM hybrid

structures [81–85]. As describe earlier, charge current is converted to spin current due to SHE
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Figure 2.17: An illustration of spin Hall magnetoresistance (a) shows magnetisation is parallel
to spin polarisation s (b) shows when the magnetisation is perpendicular to spin polarisation s.
Sourced from [81]

and vice versa by the ISHE. This shows the coupling of the current induced spin accumulation

to the electrical resistivity. When electric current Jc is passed through a NM layer spin current

Js is generated due to spin polarisation s of electrons flowing towards the interface which is

absorbed or reflected as a spin transfer torque (STT) on the ferromagnetic layer. The effect of

the STT at the interface can cause magnetisation damping [86] or switching [87]. This can be

described by

Js = αSH

(
− ~

2e

)
Jc × s. (2.7.10)

The spin current generated is transverse to the charge current Jc and the spin polarisation s.

The spin Hall angle αSH defines the strength of current conversion.

Ferromagnetic insulator (FMI)/NM structured materials are the common structure for

SMR investigations where it is assumed that no charge current passes through the FMI. Most

recently a similar effect had been observed in FM/NM hybrid structures [88, 89]. The induced

spin-current perpendicular to the FMI/NM interface is transferred from the NM layer into the

FMI creating a spin torque when the magnetisation M is perpendicular to the spin-polarisation

s or vanishes when M is parallel to s because it is reflected at the interface back into the NM

layer. The angular momentum via a spin torque is absorbed into the FMI leading to an increase

in the electrical resistivity or is reflected from the FMI leading to decrease in electrical resistivity.

This phenomenon is known as spin Hall magnetoresistance. At the interface, the gradient in

the chemical potential as a result of the spin-dependent scattering leads to a change in the
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resistance which is governed by the complex spin mixing conductance

G↑↓ = Gr + Gi. (2.7.11)

The spin mixing conductance describes the spin rotation around the magnetisation axis of the

FM [90]. In most SMR experiments the imaginary component of the spin mixing conductance

Gi is assumed to be negligible, following the prediction that it is very small compared to the

real component of the spin mixing conductance Gr [91]. The SMR ratio, with the assumption

that Gr >> Gi, is defined as

∆ρ

ρ
= α2

SH

λs

dN

Re
2λsG↑↓tanh2 dN

2λs

σ + 2λsG↑↓cothdN

λs

,

= α2
SH

λs

dN

2λsGrtanh2 dN

2λs

σ + 2λsGrcothdN

λs

.

(2.7.12)

where ρ = σ−1 is the intrinsic elastic resistivity of the bulk NM, λs =
√
Dτsf is the spin diffusion

length, which is the square root of the product of charge diffusion constant D and spin-flip

relaxation time τsf , dN is the thickness of the NM layer and Gr is the real component of the

spin mixing conductance.

This is contrary to the Daniel Huertas-Hernando et al observation that Gi does not vanish,

even when there is no conductance through the interface [92]. Generally, SMR increases with a

large value of Gr but decreases with λs. The experimental measurement will be discussed in

detail in chapter 6.

2.7.6 Rashba effect

Electrons confined in a thin layer by an asymmetric confinement potential experience a spin

orbit interaction known as Rashba effect described by the Hamiltonian [93]

HR =
αR

~
(z× p) · σ (2.7.13)
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where p is the momentum vector, αR is the Rashba coupling parameter which depends on the

electric field strength, z is the symmetry-breaking axis and σ = (σx, σy, σz) is a vector of Pauli

spin matrix which describes the spin direction. The electrons experience an effective field with

amplitude proportional to the electron’s velocity, in the direction perpendicular to the k vector.

The total Hamiltonian for the free electron is written as

H =
p2

2m∗e
+
αR

~
(z× p) · σ (2.7.14)

where m∗e is the effective mass of electron and diagonalisation of equation 2.7.14 yields the

dispersion spectra which is splited into two parabolas shifted in k direction with energy

E(k) =
~2k2

2m∗e
± αk (2.7.15)

where ± represent the two possible spin directions with eigen states pointing perpendicular

to k. Even in the absence of a magnetic field, the Rashba effect results in the lifting of spin

degeneracy in the conduction band leading to a spin splitting. The spin degeneracy is a function

of the time and spatial inversion symmetry which corresponds to the 2D representation of the

energy dispersion spectra and Fermi contours for both the majority (blue) and minority (red)

carriers shown in figure 2.18. In the nonmagnetic material, the Rashba effect causes the spins

to align in the sample plane perpendicular to the electron momentum (see figure 2.18a) while in

a ferromagnet it causes the spins to be canted away from the magnetisation because it is acting

against the exchange interaction (see figure 2.18b) [22].

When a charge current is applied to a nonmagnetic material, the presence of Rashba effect

leads to spin polarisation with a Berry phase as shown in figure 2.18c. This is represented with

a shift in the Fermi contour (δkx) in the x-direction along the electric field direction that result

in an additional y-component for every spin direction. The y-component is responsible for the

spin polarisation along the y-axis for minority carriers and -y-direction for majority carriers.

In a ferromagnet, the acquired Berry phase may lead to spin interference where the electron

spin precesses around the local magnetisation because of the presence of exchange interaction.
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Figure 2.18: Illustration of two dimensional energy dispersion (top) and Fermi surface (bottom)
with Rashba spin orbit coupling (αR) of (a) a nonmagnetic material (b) a ferromagnetic material
in applied field (c) the Fermi surface in applied current in −x direction.

Here, the spin precession is dependent on the electron path in the presence of the local magnetic

field which is caused by the spin dependent scattering.

The Rashba effect is observed to be an interfacial effect [94, 95] where the spin polarisation

at the interface in FM/NM structure exert a field-like torque on the magnetisation thereby

transferring angular momentum to the FM. Similarly, the spin Hall effect introduces a damping-

like torque on the magnetisation at the interface into the FM layer. If they have different

symmetry it should be possible to distinguish them, but it is suggested that each have a little of

the other’s symmetry in part due to the imaginary mixing conductance.

2.8 Summary

This chapter is focused on the background theory of magnetism and spin transport. It begins

with simple interactions in materials such as the exchange interaction and spin-orbit coupling,

which have led to several effects that resulted in new discoveries for technological applications.

Theories of ferromagnetism and paramagnetism were discussed following quantum mechanical
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and classical approaches relating the two approaches to show that they are in agreement. Finally,

spin transport theories with associated magneto-transport effects were introduced.
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Chapter 3

Sample preparation and experimental

techniques

3.1 Introduction

This chapter covers the technical details used in sample preparation as well as electrical, structural

and magnetic characterisation of the samples in the thesis. It begins with sample preparation

which covers the deposition process and material deposition conditions, followed by structural

characterisation that includes x-ray reflectivity and x-ray diffraction techniques. The magnetic

characterisation techniques used were x-ray resonant magnetic reflectivity, magneto-optical Kerr

effect, MOKE, polarised neutron reflectivity, PNR, as well as the superconducting quantum

interference device, SQUID, magnetometer. Finally, descriptions of the measurement setup for

magnetoresistance measurement using DC and lock-in detection techniques are discussed. These

methods were used in chapters 5, 6 and 7.

3.2 Sample preparation

In this work, samples with thicknesses in the nanometre (nm) regime are prepared by the

sputter deposition technique under ultra-high base vacuum conditions. This section describes

the process of substrate preparation before deposition, the deposition process and the deposition
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conditions.

3.2.1 Preparation of the Si substrate

The majority of this work was done with thermally oxidized Si/SiO2 (100) substrates where the

oxide layer acts as an electrical insulator to prevent electrical conduction through the silicon

substrate during electrical measurements. The substrate was cut to a size appropriate to the

investigative technique with the aid of a diamond scribe. Substrates of 10 mm×10 mm were cut

for all x-rays measurements, 30 mm×30 mm for PNR measurement, 5 mm×5 mm for MOKE

and SQUID magnetometer measurement. A stripe of 14 mm×3 mm was used for electrical

measurements.

Each substrate was cleaned in acetone in order to get rid of grease, dust and debris from the

substrate and later with iso-propanol (IPA) to remove the residue of acetone on the substrate.

Substrate is left to dry on a clean sterile napkin with the polished surface, faced down on the

napkin to prevent contamination during drying.

3.2.2 Sputter deposition process

In a basic sputtering process, a target (cathode) is bombarded by high energy ions derived from

an electric discharge in a gas which generates a glow discharge plasma close to the surface of

the target. These energetic ions impact on the target removing molecule(s)/atom(s) from the

surface of the target, which then condense on another surface known as the substrate (anode).

In most cases, the gas used in the generation of the energetic ion is argon gas because of its

large mass, its inability to react with other materials and its available in a large affordable

quantity [1]. It is referred as the working gas. Ar gas introduced into the deposition chamber is

ionised and bombards the target. On arrival at the target this causes atomic collisions imparting

momentum to atoms in the target. This momentum gives some atoms in the target enough

energy to be ejected (shown in figure 3.1). Secondary electrons are also generated in this process,

which help maintain the plasma.

The ejected atoms subsequently condense upon the substrate as adatoms by surrendering
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Figure 3.1: Schematic illustration of the sputtering process showing the initial collision of the
Ar ion with the target and the momentum transfer that leads to the ejection of atoms/molecules
from the surface of the target.

their energy to the substrate surface allowing them to remain on the substrate surface. This

happens under the following conditions [2]:

� The working gas pressure in the vacuum chamber must be sufficiently low to about 10−3

Torr in order to allow about seven collisions between atoms and the working gas before

condensation on the substrate.

� the ejected atoms must be able to move freely to the substrate with little impedance to

their movement which is the reason why the process is conducted in a vacuum.

� the ejected atoms must arrive at the surface faster than their re-evaporation rate when

deposited.

It is important to note that the deposition rate depends on the temperature, proximity of target

to the substrate and the re-evaporation rate, which invariably depends on the chemical and

physical properties of the substrate as well as temperature. When the adatoms arrive at the

substrate, they have the ability to migrate. They also see a potential energy profile of the

surface, which causes it to diffuse across the surface randomly with a jump rate Γ defined by

the thermal jittering of the adatoms with an attempt frequency, ν, diffusion energy barrier, Ed,
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and substrate temperature T. The jump rate is given as:

Γ = ν exp
− Ed

kBT (3.2.1)

where kB is Boltzmann’s constant. The diffusion energy barrier in the above equation is

dependent on the atomic structure of the surface and varies between various materials, surface

orientation and substrate surface directions [3]. The adatoms gives-up their energy according to

the energy of the surface of the substrate becoming immobile at that site. As the number of

deposited adatoms increases, they form islands that grow and coalesce into a continuous film

if deposition continues. The properties of the continuous film tends to be different from that

of the islands because the detail of the growth process affects the growth of the film. Several

factors can influence the growth process which includes factors such as interface properties,

temperature, deposition rate, working gas type, working gas pressure as well as ion and electron

bombardment.

Although the sputtering process is an easy method of surface coating, in the earlier days of

its use suffered several limitations such as low deposition rate, low ionisation efficiency in the

plasma and high substrate heating, which reduced the number of collisions of the secondary

electrons at the target. If the gas pressure is decreased, ions are produced far away from the

target due to large mean free path. The overall ionisation efficiency is reduced due to less

secondary electron ejection that enables more atoms to reach the substrate without producing

gas ionisation. Therefore, in order to increase these collisions, a magnetically enhanced plasma

discharge method known as magnetron sputtering process was introduced to help confine the

electrons in orbits close to the target. The magnetron sputtering process is discussed in detail

in the next section.

3.2.3 Magnetron sputtering

Magnetron sputtering applies the principle of a shaped magnetic field on a target and was

invented by Penning in 1936 [4]. The target is placed on a ring of permanent magnets creating a

magnetic field parallel to the target surface which constrains the secondary electron motion close
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Figure 3.2: (a) Side view and (b) front view configuration of magnets for magnetron sputtering
showing the magnetic field direction that enables the confinement of electrons for further
ionisation of the working gas.

to the target surface. The magnets are arranged such that one pole (south) is positioned as the

central axis while the second pole (north) is made as a ring of magnets around the outer edge

of the target creating the parallel field as shown in figure 3.2b. At the same time, the electric

field acts perpendicular to the magnetic field direction. This causes the electrons to be acted

upon by a Lorentz force that confines the electrons in an orbit in the vicinity to the target. The

confined electrons cause further ionisation through collisions increasing the ionisation efficiency

which results in a dense plasma close to the target. It also allows the discharge to be maintained

at lower pressure and voltage, leading to a reduction in the amount of Ar gas required for the

process. Magnetron sputtering significantly increases the sputter rate of deposition [1, 2].

The above described sputtering process is the DC magnetron sputtering mode where the

target is negatively biased and it is directly conducting electricity. This mode is used in the

deposition of most metallic materials. However, if the material is insulating, positive charge

builds up and eventually neutralises the electrical field applied to the target, preventing attraction

of more ions. Therefore, the DC mode is not appropriate, but rather an alternating current

mode known as RF magnetron sputtering is used. The RF sputtering mode can also be applied

to metals. When RF power is applied to a target at low frequency (<50 kHz), the ions are

mobile such that there is alternation of polarity between the target and substrate. However at

higher frequency (typically 13.6 MHz) [4] the RF power applied to the target passes through
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Figure 3.3: Schematic illustration of the sputtering process showing ejected atoms/molecules
from the surface of the target that are deposited on the substrate mounted on a rotating table.

the target forming a DC potential by capacitive coupling and the electron and ion mobilities

are different in the fluctuating field [2]. Since the system is capacitively coupled there is no net

charge transfer, therefore the electrons are negatively biased. To compensate for this bias, a DC

negative voltage is produced on the target surface and surface ion bombardment is ongoing as

shown in figure 3.3 which helps the plasma to be sustained. Magnetron sputtering process can

be used to deposit virtually any material, but the major limitation is the heating of the target

surface which can be solved by water cooling the target.

3.2.4 Deposition system and procedure

The deposition system use to carry out most of the work in this thesis is the Mantis QPrep500

magnetron sputtering system shown in figure 3.4 [5]. This ultra-high vacuum, UHV, system is

made up of two chambers: a load-lock and a main vacuum chamber separated by a gate-valve.

This allows the load-lock vacuum to be vented for sample change without affecting the main

chamber pressure. As part of the load-lock a carrier cell is used to store up to five different

samples for transfer into the main chamber without breaking the vacuum pressure of the system.
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Figure 3.4: A photograph of the Mantis Qprep500 magnetron sputtering system in Durham
University with labels identifying the main parts discussed.

The whole system can be vented to atmospheric pressure for target change by injecting

nitrogen gas. This reduces the adsorption of water vapour onto the chamber. After a target

change, the system is pumped down to 10−8 Torr using turbo pumps attached to each chamber.

At 10−8 Torr, the residual gas analyser is turned on which gives information on the quantity

of gases present in the chamber in a graphical form. For a good chamber pressure, the water

(H2O = 18 m/z) peak is expected to be the largest peak while carbon monoxide (CO=28 m/z)

and nitrogen (N2=28 m/z) peak to be four times larger than the oxygen (O2=32 m/z) peak on

the gas spectrum (see figure 3.5). This is a quick way of assessing the main chamber environment.

It also informs on the flow characteristic of the remaining gas that switches to the molecular

flow regime when the mean free path of the gas molecules is larger than the size of the vacuum

chamber, meaning the molecules collide more with the walls of the chamber than between

themselves.

The main vacuum chamber houses five magnetron sputtering guns where three are DC

powered and two RF powered. Above each magnetron gun is a shutter mounted on a rotatory
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Figure 3.5: Graphical spectrum of the gases present in the main chamber of the Mantis QPrep
500 magnetron sputtering system made available by the mass spectrometer.

motion controller which prevents each target from being contaminated from other target materials

during deposition. Due to heat dissipation during the sputtering process, each gun is water

cooled and has its own individual argon gas line controlled by a mass-flow controller that

provides the working gas. The substrate table is located above the magnetron guns attached

to a rotatory controller which allows the sample to be rotated during deposition in order to

ensure continuous film growth and prevent induced anisotropy from stray magnetic field from

the magnetron source [6]. Between the substrate table and the magnetron guns is the substrate

stage shutter that keeps the substrate covered during pre-sputtering processes. This feature

allows proper control of deposition time in order to determine the actual thickness of material

deposited. The deposition rate from each target is measured in-situ using a quartz crystal

monitor and calibrated with x-ray reflectivity (XRR) that is discussed in the next section.

Prepared samples are firmly affixed on a mask using kapton tape. The mask gives the sample

a fixed shape and size, which aides in determination of electrical parameters such as resistivity.

The mask is then mounted on a sample holder placed on a transfer arm in the load lock, and
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the load lock is then pumped down. When the load lock pressure is 10−7 Torr the sample is

transfered into the main chamber for deposition as described above.

3.3 X-ray Scattering

X-rays were discovered as emitting from a cathode ray tube by W. Rontgen in 1896 [7]. They

are electromagnetic radiation produced when a beam of high energy electrons accelerated with

the aid of high voltage bombards a metal target (often Cu). On collision with the target, some

of the high energy electrons decelerate generating Brehmsstrahlung radiation and in some cases,

core electrons are ejected and electrons in the outer shell will drop to occupy the vacancy

emitting x-ray photons with characteristic energies. X-rays interact with the electronic charges

in a material giving vital information such as thickness, density, roughness and crystal structure

of the interacting material. In some cases it may weakly interact with the magnetic moment of

unpaired electrons giving information on the magnetic density profile of the probed material.

As such it is a vital technique used in the investigation of structural, chemical and magnetic

profiles of materials. In this section, the theory that supports the various x-ray techniques

used in this thesis are discussed. These include grazing incidence x-ray reflectivity (GIXRR),

which will be termed x-ray reflectivity (XRR) throughout this work and x-ray diffraction (XRD).

Another x-ray technique used in this thesis is x-ray resonant magnetic reflectivity (XRMR)

which is discussed in section 3.7. XRR measures the electron density change normal to the

sample surface providing characteristic information on material thickness and interface width,

while the XRD peak provides information on the out-of-plane crystallographic structure such

as the crystallite grain size, lattice parameter, the crystallographic plane, and the degree of

strain present in the grain. XRMR provides element specific information on magnetisation that

enables the extraction of magnetic scattering length density profiles for the x-rays’ interaction.

The x-ray data fitting methodology, software and procedure are discussed in chapter 4.
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Figure 3.6: X-ray scattering geometry under specular reflectivity showing the scattering wave
vector Q its relationship with the incident (ki) and scattered wave vector (kf).

3.3.1 X-ray scattering theory

X-rays are electromagnetic waves with electric and magnetic wave components. During interac-

tion with a material, the electrons oscillate with the same wavelength and energy under the

influence of the electric field from the incident x-ray beam [8]. The incident x-rays can be

considered as a plane wave that interacts with electrons, which re-radiate as a spherical x-ray

wave source with the same frequency in the plane of polarisation (π-polarisation) and an energy

described by

Erad(R) = −E0
re

R
exp

(
ikR

)
cosΨ, (3.3.1)

where E0 is the amplitude of incident plane wave and Ψ is the angle within the plane of

polarisation of the incident wave relative to the direction of propagation. The Thomson

(elastic) scattering length re = e2

4πε0mec2
= 2.8175× 10−15 m is the collection of all the constants

in equation 3.3.1 and exp(ikR)/R describes the resultant spherical wave after scattering. The

negative sign indicates that the scattered wave has a π phase shift from the incident wave. The

cosΨ term becomes unity when the scattered direction of the incident wave is perpendicular to

the direction of polarisation (σ-polarisation).

In the measurements presented in most of this thesis, the x-ray scattering plane is normal

to the sample surface and is characterised by an incident wave vector ki with an angle αi to
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the sample surface and a scattering wave vector kf with angle (2θ − αi) as shown in figure 3.6.

Where 2θ is the scattering angle which experimentally is the angle of the detector relative to

the incident beam. In elastic (Thomson) scattering the wave vectors are equal:

|ki| = |kf | = |k| =
2π

λ
. (3.3.2)

In this situation, x-ray scattering can be classically described within the Born approximation

under the following assumptions that ignore the presence of multiple scattering processes [9]:

� The x-ray interaction with matter is weak, preventing rescattering after the initial interac-

tion

� the point of observation of the scattered beam is made at a very large distance compared

to the illuminated volume

� scattered wave fronts from each atoms are parallel.

The scattering vector Q is normal to the sample surface and in the case of x-ray diffraction

correspond to a distance in reciprocal space lattice. The scattering vector (an inverse distance)

is expressed as

Qz = ki − kf =
4πsinθ

λ
. (3.3.3)

This explains why structural information normal to thin film surface can be extracted at grazing

incident angle. Here, the small angle at gazing incidence leads to a large real space distance.

3.3.2 Principle of grazing incidence specular x-ray scattering

The penetration depth of the incident wave at gazing incidence is defined by the incident angle

and the attenuation coefficient µatt of the material by

τ1/e =
sinαi

µatt

, (3.3.4)

which depends on the refractive index of the propagation medium. Above the critical angle,

θc, the x-ray beam penetrates into the material with partial reflection from each interface, but
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below θc the x-ray experiences total external reflection. Each reflection is a function of the

refractive index above and below an interface. The refractive index, n, is directly related to

the scattering factor of the material, which depends on the atomic number ZA and the electron

density ρa of the material. Generally, the refractive index is defined as the ratio of the speed of

the x-ray in vacuum to the speed in the medium, but is slightly less than unity for x-rays. To

correct for the deviation from unity, n is expressed in terms of a dispersion coefficient δ and an

absorption coefficient β as

n = 1− δ + iβ. (3.3.5)

By substituting

δ =
reρaλ

2

2π
{f0 + f ′c(E)} (3.3.6)

and

β = −reρaλ
2

2π
{f ′′c (E)} (3.3.7)

equation 3.3.5 can also be expressed as

n = 1− reρaλ
2

2π
{f0 + f ′c(E) + if ′′c (E)} (3.3.8)

where λ is the x-ray wavelength [8, 10]. f0, f ′c(E) and f ′′c (E) are the scattering form factors

which are the energy (E) dependent dispersion corrections that are most effective when the

x-ray energy is tuned to an elemental absorption edge, as discussed in section 3.7.3. At gazing

incidence, f0 ≈ ZA while f ′c(E) and f ′′c (E) have only weak energy dependences [11, 12].

3.3.3 Specular x-ray reflectivity across interfaces

Within the Born approximation, the critical angle for total external reflection according to

Snell’s law is expressed as

θc =
√

2(1− n1) ≈
√

2δ (3.3.9)

where it is assumed that there is no absorption (i.e β = 0). X-ray propagation across the interface

between media of different refractive indices is described by Fresnel’s law. The amplitude of
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Figure 3.7: X-ray scattering model assumed for (a) Fresnel’s algorithm for single layered films
(b) Parratt’s recursion algorithm for multilayer films

reflectivity, r, and transmission, t, is

r =
n0αi,r − n1αt

n0αi,r + n1αt

, t =
2n0αi,r

n0αi,r + n1αt

(3.3.10)

where the corresponding measured reflectivity is R = |r|2 and transmission is T = |t|2. n0 and

n1 are the refractive indices of the different media of propagation (shown in figure 3.7a). X-ray

reflectivity decreases rapidly with increasing angle of incidence αi.

Multiple reflections and transmission arises in multilayer films which makes it inappropriate

to describe with Fresnel’s law because the model breaks down due to the presence of dynamic

effects such as interference at low angles. Parratt’s recursion formalism is used because it takes

into account the contributions of transmission and reflection at the interfaces as well as the

interference [13]. This model assumes the sample to be divided into layers with each layer

having a scattering wave vector Qz defined as

Qz,j = 2k0

√
n2
j − cos2 αi (3.3.11)

where k0 is wave vector in vacuum and nj is the refractive index of layer j (shown in figure 3.7b).
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Figure 3.8: An example of a specular x-ray reflectivity curve for a CoFeTaB(4nm)/Pt(6nm)
bilayer on a Si/SiO2 substrate. The critical edge and Kiessig fringes are indicated. The vertical
scale is logarithmic.

The total amplitude of reflectivity is given as

Rj =
Rj+1eidjQz,j + rj,j+1

Rj+1rj,j+1eidjQz,j + 1
(3.3.12)

and

rj,j+1 =
Qz,j −Qz,j+1

Qz,j + Qz,j+1

(3.3.13)

where dj is the thickness of the j’th layer and r is the amplitude of the Fresnel reflectivity for

an interface. The measured reflectivity intensity is I = |R|2I0 for incident intensity I0. Sample

imperfections such as interface roughness and intermixing can be modeled as a roughness factor

multiplied with Fresnel’s reflection coefficient r. The roughness factor can be described by the

Nevot-Croce factor e−qz,jqz,j+1σ
2
j /2, Debye-Waller factor e−q2

z,jσ
2
j /2 or by making a concentration

gradient (slicing the layer around the interface with variation in composition). Interface

roughness is modeled as a continuous variation in electron density along the axis normal to the

sample surface.

The reflectivity profile of a thin film is characterised by a clear appearance of the critical

edge and periodic oscillations as shown in figure 3.8. The oscillations are known as Kiessig
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Figure 3.9: Experimental setup of the Bede D1 reflectometer at grazing incidence showing the
component part.

fringes and were first observed by Kiessig in 1931 [14] when investigating glass coated with

nickel. The critical edge and oscillation amplitude provide information on the density of the

thin film. Information on interface roughness can also be extracted from the amplitude of

oscillation. The period of oscillation is dependent on the film thickness. Therefore, thicker films

have shorter period of oscillation. The decay in intensity of x-ray reflectivity depends on the

surface roughness. Meaning, the intensity decreases rapidly when the surface roughness is large.

The amplitude of oscillation also decreases with increasing interface roughness.

3.3.4 Experimental setup for grazing incident x-ray reflectivity

Specular XRR in this thesis used a Bede D1 x-ray reflectometer with a Cu-Kα x-ray source

[15, 16]. The experimental setup is shown in figure 3.9. Electrons from a filament are accelerated

towards a water cooled Cu target to generate Bremsstrahlung radiation and Cu-Kα and Cu-Kβ

emissions with a 1.6 kW (40 kV ; 40 mA) power supply. The beam passes through a primary

slit which removes the Bremsstrahlung contribution. The Cu-Kα emission is selectively isolated

from the Cu-Kβ emission via a channel cut silicon crystal. The emerging Cu-Kα beam has a
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lateral offset of 2.8mm which is trimmed to a spot size of 0.5 mm as it passes through the

secondary slit as the incident beam. The reduction of the spot size enables a larger portion

of the sample to be illuminated with a parallel incident beam. The incident beam hits the

sample mounted on a six axis diffractometer and the reflected beam passes through the detector

slit which removes the forward diffuse scatter beam before hitting the detector. The reflected

intensity is measured on an EDRa detector at an angle of 2θ to the incident plane. The EDRa

detector is a highly efficient scintillation crystal with a short decay rate that allows an overall

count rate of up to 3× 106 c.p.s with a low intrinsic background of 0.15 c.p.s [17]. In order to

obtain the specular reflectivity profile, θ-2θ scans were made and the corresponding intensity at

the detector measured. Similar scan for the off-specular (forward-diffuse) reflectivity were done

by offsetting the θ rotation by 0.1◦ and the corresponding intensity at the detector was also

measured. Finally, the true specular reflectivity profile was obtained by taking the difference

between the intensity from specular and off-specular scans.

Each scan was done at grazing incidence by holding the x-ray beam fixed at a very shallow

angle relative to the sample surface while scanning the sample and detector. Genx software

using Parratt’s recursion algorithm was used to fit the true specular XRR data [18]. Layer

thickness, density and roughness were obtained from the fits. The GenX software is discussed

in more detail in chapter 4

3.3.5 Principle of x-ray diffraction

X-ray diffraction is due to constructive interference of coherently scattered waves from a

crystalline sample. When a beam of x-rays is incident on the sample surface, the scattered

wave from the periodic array of atoms over the length scale of the illuminated surface interfere

producing a diffraction pattern characteristic to the sample. Here, it is considered that the

incident wave is a plane wave, which on interaction scatters to produce spherical wavefronts

whose amplitude sum is equal to zero in certain directions (destructive interference), but produces

a diffraction peak in other specific directions (constructive interference) relative to the lattice.

The scattered waves are in phase and constructive interference is observed only when the path
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Figure 3.10: X-ray diffraction beam schematics for the derivation of Bragg’s law showing the
path difference highlighted in orange colour.

difference is equal to an integer number of wavelengths λ at Bragg’s angle θB. This is shown in

figure 3.10. The interference effect is mathematically described by Bragg’s law [19]:

nλ = 2dh,k,lsinθB (3.3.14)

where n is a positive integer and dh,k,l is the interplanar spacing expressed as:

dh,k,l =
a0√

h2+k2+l2
. (3.3.15)

a0 is the lattice parameter and h, k, l are the Miller indices that describes the reciprocal space

lattice vector G according to:

G = hb1 + kb2 + lb3. (3.3.16)

In the same way, the real space lattice vectors Rn are given by

Rn = n1a1 = n2a2 + n3a3. (3.3.17)

The bi is the reciprocal space lattice basis and is related to the real space lattice basis ai by

b1 =
a2 × a3

a1 · a2 × a3

, b2 =
a3 × a1

a1 · a2 × a3

, b3 =
a1 × a2

a1 · a2 × a3

. (3.3.18)
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In a cubic coordinate system the reciprocal lattice axes are perpendicular to the [100], [010] and

[001] plane of the real space lattice.

The position of the diffraction peak in reciprocal space is define by Laue’s condition [20].

This happens when the scattering vector is equal to the reciprocal lattice vector

Q = G, (3.3.19)

meaning that at Laue’s conditions the phase of the scattered wave constructively interferes to

produce a strong diffraction intensity which is a reinforcement of the individual weak scattering

from each successive plane. Analysis of the diffraction peaks allows the location of the atoms in

the material to be determined. In polycrystalline samples the coherent scattering path can be

limited in length by the crystallite grain size which introduces additional peak broadening in

the diffraction peaks.

3.3.6 Experimental setup for x-ray diffraction

X-ray diffraction (XRD) measurements were conducted using a Rigaku SmartLab diffractometer

[21] in the ISIS R53 material characterisation laboratory. This system consists of a fully

automated specially designed cross beam optics (CBO) with a 9 kW rotating anode source that

generates Cu-Kα radiation of wavelength 1.54 Å and has a high resolution θ goniometer and a

detector. The setup is similar to figure 3.9 but the combined functionalities of primary slits and

the channel cut crystal in the XRR setup discussed in section 3.3.4 are replaced with the CBO,

which is a patterned x-ray optical system that provides a selectable parallel and focused x-ray

beam. The sample stage is a five axis high resolution gonoimeter.

Measurement begins with proper alignment from the scattered intensity at the detector.

From the scattered intensity at the detector the x-ray focal spot with respect to the center of

the gonoimeter is aligned by translating the x-ray tube and shielding vertically to focus the

beam at the center of the goniometer. The beam is passed through an adjustable slit aperture

that can be reduced and scanned vertically in order to optimise slit position and focus the

incident x-ray beam. Finally, alignment is completed by scanning the detector slit vertically to
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get the diffracted beam on the detector. The sample is mounted and aligned by automatically

monitoring beam intensity of a known diffraction peak, usually Si(400) as the sample is tilted

and adjusted. 2θ-θ scans are done and the corresponding diffraction peaks from the scattered

intensity at the detector are measured automatically using the SmartLab guidance software.

3.4 Magneto-optical Kerr effect (MOKE)

Polarisation of light is a vectorial property of the electromagnetic wave where its electrical

component interacts with the electron motion in the material. One of the means of light

polarisation is with a polariser which transmits waves with electric field component aligned

parallel to the polarisation axis (which is defined by the crystal formation on the materials

used in making the polariser) of the polariser while blocking waves with electric component

perpendicular to the polarisation axis. The interaction of polarised light with a magnetic

material can give rise to a rotation of the plane of polarisation from that of the incident

beam. In 1845, Faraday observed this rotation when polarised light was transmitted through a

magnetic material [22]. An analogue of this rotation was also observed by Kerr in 1877 from

the reflected beam of polarised light from a magnetic material [23]. This effect is known as the

magneto-optical Kerr effect (MOKE).

The MOKE is understood to be proportional to the magnetisation of the material which

makes it applicable as a non-destructive method of probing magnetic reversibility of materials

within a skin depth of 10− 20nm [24]. In the following sections the theory, principles and

experimental setup of the MOKE magnetometer are discussed.

3.4.1 Interaction of polarised light with magnetic material

Polarised light transmitted through a material generates two distinguishable geometries which

are the Faraday geometry where the light wave travels along field direction and the Voigt

geometry where the light travels perpendicular to the field direction. The polarised light beam

in the Faraday geometry can be considered to be composed of left and right circularly polarised

light (LCP and RCP) components while in the Voigt geometry it is comprised of linearly
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polarised light with polarisation parallel and perpendicular to the direction of the magnetic field.

The magnetic field in the material creates symmetry breaking that causes the two components

of the incident beam to be propagated differently on transmission. In the case of the Faraday

geometry, the polarisation modes of the incident beam are modified due to the difference in

the velocity of the transmitted beam on interaction with the magnetic material. This effect is

known as birefringence. Similarly, the difference in the Voigt geometry is due to difference in

the absorption of the polarisation modes of the incident beam by the magnetic material. This

effect is termed dichroism. The effect also occurs for other electromagnetic waves such as x-rays,

which explains its application in the x-ray resonant magnetic reflectivity explained in section

3.7.3.

In the case of reflection of linearly polarised light from a magnetic material as in the case

of MOKE, the compositional modes of polarisation are defined with respect to the plane of

incidence. The modes are composed of linear s-polarised light (where the electric field vector

is polarised perpendicular to the plane of incidence) and p-polarised mode (where the electric

field vector is polarised parallel to the plane of incidence). When these modes are incident on

a non-magnetic material it yields reflected s or p polarized light. But when passed through

a magnetic material it yields rotation orthogonal to the plane of incidence with components

of both s and p polarised light. For example if p polarised light is reflected from a magnetic

medium, the reflected beam has a p-component of polarised beam and a small s-component

beam. The additional s-component beam also has its electric field component out of phase with

the reflected p-component [25]. Hence, the light beam becomes elliptically polarised.

The magneto-optical Kerr effect can be described macroscopically by dielectric tensor theory

[26]. In this theory, the plane polarised light is considered as a superposition of LCP and RCP

light, which on encountering a magnetic medium travel with different velocities and attenuation.

This is due to the difference in the refractive index of these two modes of polarisation. The

reflected beam is a recombination of the two polarised modes that produce the Kerr rotation

(change in the polarisation of the in-phase component of the reflected beam) and ellipticity

(change in the polarisation of the out-of-phase component of the reflected beam). The dielectric
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tensor that defines the effect of the magnetic medium is given as:

ε = ε0


1 −iϑz iϑy

iϑz 1 −iϑx

−iϑy iϑx 1

 (3.4.1)

where ϑx,y,z are the Voigt magneto-optic constants that describe the MOKE and are proportional

to the magnetisation of the material. The complex (off diagonal) terms are responsible for the

modification of the polarisation giving the two modes of polarisation with refractive index:

n± =
±ck

ω
(3.4.2)

where c is the speed of light, k is the wave vector and ω is the angular frequency. The notation

of the Voigt magneto-optic constant is defined differently from that in the literature considering

the pre-existing notations in this thesis.

The Kerr effect can also be described microscopically as a consequence of the spin orbit

interaction [27]. An electron in a material with magnetic moment µ moving with motion v is

influenced by the electric field component, E of the incident light. The electron experiences a

magnetic field B ∼ v × E with associated spin orbit interaction µ · (v × E) as a result of the

interaction between the electric field of the light and magnetisation [28]. The relationship

between the current density due to electron motion and the electric field from the incident light

can be represented by Ohm’s law in the form

J = σ · E (3.4.3)

where σ is the conductivity tensor and is related to dielectric tensor ε by the equation [29]

ε = 1 + σ
4πi

ω
. (3.4.4)

This interpretation links the microscopic point of view to the macroscopic consideration as
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Figure 3.11: Schematic diagrams of the MOKE geometries showing the magnetisation M and
wave propagation direction κ (a) Longitudinal geometry (b) Transverse geometry (c) Polar
geometry.

explained earlier. The changes in the rotation and ellipticity are necessarily the same as in the

macroscopic view point.

3.4.2 Geometries of magneto-optical Kerr effect

The magneto-optical Kerr effect is observed in three geometries defined based on the relative

orientation of the scattering wave vector of the light wave Q(q) and the axis of magnetisation.

They are longitudinal, polar and transverse geometries (shown in figure 3.11) and are sensitive

to different components of magnetisation. It is important to note that Kerr rotation is obtained

from the magnetisation component along the wave propagation direction. Thus, the longitudinal

and transverse geometry are sensitive to the in-plane magnetisation of the material while the

polar is sensitive to the out-of-plane magnetisation. All the MOKE measurements shown in this

thesis were made with the longitudinal geometry, except where otherwise stated.

The longitudinal MOKE is configured to be sensitive to in-plane magnetisation by using
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high angle incident beam with applied magnetic field parallel to the sample surface as shown

in figure 3.11a. The major drawback in this geometry is that it is possible to have a polar

component in the reflected beam depending on the magnetic anisotropy within the sample and

angle of incidence [30]. As the angle of incidence approaches normal incidence the longitudinal

Kerr rotation diminishes because the Lorentz force vanishes or points along the direction of

propagation. The angle of incidence of the longitudinal MOKE setup in Durham University is

set at 45◦.

In the transverse geometry, the magnetic field is perpendicular to the plane of incidence as

shown in figure 3.11b. This leads to a change in intensity and phase of the reflected p-polarised

light from a magnetic medium. The projection of the k vector on the magnetisation direction

is null, meaning there is no Kerr rotation because the magnetisation component does not lie

along the scattering wave vector but rather gives a magnetisation dependent intensity variation.

The advantage of this geometry is that it is insensitive to longitudinal and polar magnetisation

components.

Finally, measurement in the polar geometry are usually performed at normal incident beam

with magnetic field applied normal to the sample surface. In this case there is a Kerr rotation

at normal incidence because the magnetisation points out-of-plane, leading to a Lorentz force

at that angle. The polar effect is independent of incidence polarisation at normal incidence.

Experimentally it has been shown that the polar effect is an order of magnitude larger than the

longitudinal effect [30].

3.4.3 MOKE penetration depth

As mentioned earlier, the MOKE magnetometer is limited in sensitivity based on the penetration

depth of the laser light used. Penetration depth is defined by

λ =
1

2kβ
(3.4.5)

where k is the wave vector of incident light and β relates to the absorption component of the

refractive index. Penetration depth is considered as the distance of penetration of the light
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Figure 3.12: Magneto optical Kerr effect sample holders showing sample position (a) Longitudinal
MOKE sample holder (b) Polar MOKE sample holder

into the sample where the attenuation of the beam intensity by 1/e of its initial intensity. This

results in attenuation of approximately 37% of the incident beam intensity. At sample thickness

less than the penetration depth, the Kerr rotation is proportional to the total magnetic moment

in the sample but when sample thickness is greater than λMOKE the Kerr effect is only seen

within the penetration depth due to absorption. Generally, MOKE magnetometry is sensitive

to magnetisation within the penetration depth of 20 nm. The extraction of absolute magnetic

moment with this technique is not trivial because the effect is highly influenced by reflections

from interfaces in the sample. The MOKE experimental setup applicable in this thesis is

discussed in the next section.

3.4.4 Experimental setup of polar and longitudinal MOKE

The experimental setup used was designed to perform both the longitudinal and polar MOKE

measurements. This was achieved by adjusting the beam direction and changing the sample

holder. The sample was mounted on an x-y translational stage between the poles of an electro-
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Figure 3.13: Schematic of the MOKE experimental setup where the red beam line shows the
longitudinal MOKE trajectory and the orange beam line shows the polar MOKE trajectory.

magnet with a specifically designed sample holder (shown in Figure 3.12). The electromagnet

was driven by a power supply connected to a signal generator that provides the magnetic field

applied during measurements.

The incident beam from a diode laser with wavelength of 658 nm passes through a beam

expander into a prism mounted on a motion stage which can be adjusted to direct the beam

in longitudinal MOKE (colored red) or polar MOKE (colored orange) geometry. The beam is

focused by some lenses, mirrors and a polariser (which helps to enhance the beam polarisation

ratio) to a spot size of ≈ 7µm on the sample at an angle of 45◦ for the longitudinal MOKE.

Similarly in the polar MOKE geometry, the beam from the beam expander passes through a

Glan-Taylor polarising prism with extinction ratio of 10−5 by adjusting the prism stage before

hitting the sample at an angle of 90◦. In both geometries, the reflected beam from the sample

passes through a refocusing lens and then through the quarter wave (λ
4
) plate to remove any

induced ellipticity and finally through a Glan-Taylor polarising analyser before incident on the
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photo-diode detector. The reflected beam in the polar geometry also passes through a beam

splitter before going through the quarter-wave plate because it is reflected in the direction of

incident beam. The signal on the photo-diode is transduced into a change in voltage and an

hysteresis loop averaged over many field cycles is obtained.

Sample position alignment with the laser beam was accomplished with the use of white light

placed on the beam path (see figure 3.13). During this process, a neutral density filter was used

to attenuate the intensity of the laser beam onto the camera. A mirror was also placed before

the quarter-wave plate in order to reflect the image of the sample surface on to the camera. The

white light was only used to illuminate the sample surface for imaging and alignment, and was

turned off before measurements were taken.

3.5 Superconducting Quantum Interference Device (SQUID)

magnetometer

The superconducting quantum interference device (SQUID) magnetometer is a device designed

to detect extremely small magnetic moments. It is a very sensitive and most effective technique

for magnetic measurements in thin films because it allows the measurement of the total magnetic

moment in the sample. It was developed following the theoretical prediction by Brian David

Josephson in 1962 [31] of the properties of a supercurrent through a tunnel barrier. He predicted

the detection of a current through two superconductors separated by a thin insulator. This

phenomenon is known as the Josephson effect and was experimentally observed by Anderson

and Rowell in 1964 [32]. This section we covers the Josephson effect in relation to the SQUID

magnetometer as well as the experimental setup particular to the Quantum Design magnetic

property measurement system (MPMS) XL-7 used in this thesis.

3.5.1 Josephson effect and SQUID magnetometer

The SQUID device consists of two superconducting materials forming a loop separated by

insulating material as shown in figure 3.14b. The junction between the superconductor and the
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Figure 3.14: Schematic illustration of (a) the sample environment of the SQUID magnetometer
(b) a DC SQUID with two Josephson junctions.

insulating material is the Josephson junction (JJ). It was realised that in the absence of an

applied voltage that a tunneling current flows through this junction as Cooper pairs of electrons

can pass from one superconductor to the other. The current density going through the JJ

creates a flux which when measured are in integer multiple of the flux quantum. The amplitude

of the tunneling current can be influenced by a magnetic field. If a magnetic field is applied to

the loop, there is a phase evolution ∆φ between the superconducting waveform on either side

of the JJ which is quantised. The derivative of ∆φ with respect to time relates to the voltage

across the junction.

SQUID devices are categorised into two groups based on the number of JJs in the device.

The first category is the RF SQUID device made of one JJ. The JJ is shorted by a second

superconductor path and the voltage response is obtained by coupling the loop to an RF bias

tank circuit. The second category is a double JJ SQUID termed DC SQUID. In this case the

junctions are not shorted as the previous case. Instead a DC bias current that is slightly greater

than the critical current is applied and the voltage drop across the device is monitored (shown

in figure 3.14b) [33].
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3.5.2 Experimental setup of SQUID magnetometer

The magnetization measurements were made at the ISIS R53 materials characterisation lab

using a Quantum Design MPMS XL-7 [34, 35]. It consists of an RF SQUID, superconducting

magnet, gradiometer coil, flux transformer, and superconducting shielding. Sputter deposited

samples of 5mm×5mm placed inside a polycarbonate capsule were mounted inside a clear plastic

tube made of weakly diamagnetic material in order to minimise background noise and induced

flux. The tube was attached to a sample stick that was lowered into the sample environment of

the SQUID magnetometer between the superconducting gradiometer input coil (as shown in

figure 3.14) and then cooled to 5 K in a 500 Oe magnetic field. This procedure of field-cooling

puts the sample in a saturated magnetic state. The sample was left for 5 minutes to thermalised

before a temperature scan was taken with an applied field of 50 Oe, based on the sample coercive

field from the MOKE measurement described earlier in section 3.4.4.

The data acquisition is achieved by scanning the sample vertically along the gradiometer

coils. The change in magnetic flux from the sample induces an electric current in the coil

following Faraday’s law of electromagnetic induction. The induced current is sensed as a voltage

variation which is measured by the signal coil as a voltage response providing a highly sensitive

measurement of the magnetic moment of the sample [36]. The sample scan through the center

of the superconducting gradiometer is configured to detect the gradient of magnetic field. The

top and bottom counter-wound coils are the second-order field gradiometer coils which helps

reject the pickup noise generated from the fluctuations in the magnets across the system (see

figure 3.14a). When a bias current Ib is applied to the SQUID loop, an induced voltage, periodic

in the magnetic field gradient sensed by the gradiometer coil, is measured across the JJ by the

SQUID device. This is achieved via a flux transformer that couples the gradiometer with the

SQUID [37]. The feedback voltage on the circuitry shown in figure 3.15 is for flux magnitude

modulation. The output is amplified and sent to the integrator that produces a linear response

from the SQUID. The voltage signal is analysed by computer and a corresponding magnetic

moment profile relative to temperature change is obtained.

The sample environment is a temperature controlled variable temperature insert (VTI) cavity
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Figure 3.15: Circuit diagram of a RF SQUID magnetometer. Figure reproduced from Ref [35].

thermally isolated from the gradiometer and magnet by a vacuum. It is cooled by liquid helium

drawn through a capillary tube attached to the bottom of the sample chamber. Cooled gas is

pumped out from the top of the cryostat while the temperature control is achieved through a

heater and thermometer attached on the sample holder and chamber. The lower section of the

sample chamber is wrapped around with a slab of vertically oriented copper wire in order to

ensure uniformity in temperature. The SQUID device also requires a liquid helium cryostat but

this is embedded in a magnetic shield because the SQUID cannot tolerate a strong magnetic

field. This allows the temperature to be varied between 2 K and 400 K with an applied field of

up to 7 Tesla giving high sensitivity for small magnetic signal from the sample.

3.6 Neutron Reflectivity

Neutrons were first observed by Chadwick in 1932 following the bombardment of beryllium

with alpha particles generated from polonium [38]. The development of neutron scattering

as an investigative technique was attributed to Bertram Brockhouse and Clifford Shull who

won a Nobel prize in 1994 for their pioneering work which was only possible because of the
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significant characteristics of the neutron particle [39]. One of the earlier applications of the

neutron technique was in the investigation of spin density distributions in ferromagnets [40].

Neutrons are neutrally charged which enable them to penetrate close to the nucleus as there is no

Coulomb barrier to overcome. Neutron scattering is analogous to x-ray scattering but neutrons

interact with the nucleons providing information on the structure, and the local magnetisation

in the sample. These are possible because of the neutron’s spin 1/2 property which leads to

a coupling between the magnetic moment of the neutron and the magnetisation state of the

material. As the neutron interaction is weak, they are a non-destructive probing technique with

high penetration.

This section begins with methods of neutron generation followed by theoretical description

and experimental setup for polarised neutron reflectivity (PNR).

3.6.1 Neutron sources

Atomic nuclei are usually the main source of neutron generation which may be by fission reaction

or using an accelerator. The fission process involves a heavy nucleus splitting into lighter

nuclei with the generation of a residual α-particle, neutrons and other subatomic particles on

absorption of a neutron. In order to sustain the fission process, the emitted neutrons are made

to undergo an elastic collision with nuclei in a moderator to bring them to a thermal equilibrium.

The moderator slows down the neutron to produce a neutron beam suitable for the neutron

investigative purpose. The neutron fluxes produced in reactor sources are usually constant with

varying wavelength [41].

An alternate source of neutrons is via the accelerator technique which is similar to the

synchrotron facilities. A fast stream of charged particles (in this case protons) at relativistic

energies collide with a target of heavy metal such as tungsten, tantalum or uranium resulting

in the ejection of neutrons and protons from the nuclei by a process known as spallation. The

generated neutrons are hot and again require a moderator to bring them to thermal equilibrium.

Moderators can be water at room temperature, liquid methane at 100 K or liquid hydrogen

at 20 K depending on the required neutron scattering technique. Neutrons that have passed
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through the moderator are known as thermal neutrons and are characterised by the wavelength

from the de Broglie relation :

λ =
h

mnv
(3.6.1)

where mn is the mass of the neutron, v is the velocity and the non-relativistic energy is

E =
mnv2

2
. (3.6.2)

Therefore the relationship between λ, E and the temperature of a neutron is

E = kBT =
mnv2

2
=

h2

2mnλ2
=

~2k2

2mn

= hv. (3.6.3)

Spallation sources are less dangerous because the process can be stopped by power outage.

Hence there is no danger of chain reaction as in the fission process.

3.6.2 Specular neutron interaction

Similar to other reflectivity techniques, neutron reflectivity provides cross-sectional information

on the inhomogeneities normal to the sample surface or interface and the scattering vector is

also defined by equation 3.3.3. The depth-dependent scattering potential, V, of the neutron

particle is given as:

V =
2π~2

mn

bi(r− ri) (3.6.4)

where bi is the scattering length factor of the i-th nucleus at position ri. Based on the Born

approximation, the reflectivity is represented as:

R(Q) =
16π

Q2
|ρ(Q)|2 (3.6.5)

where ρ(Q) is the average scattering length density profile, which is a one dimensional Fourier

transform of ρ(z)

ρ(Q) =

∫ ∞
−∞

ρ(z) exp(iQz)dz. (3.6.6)
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ρ(z) =
∑

Ni(z)bi is the sum of all the products of the number density of atoms Ni and scattering

length bi. For thicker samples, the reflectivity is approximated as:

R ≈ 16π2

Q4
(Nb)2 (3.6.7)

where N is the number density and b is the neutron scattering length. The function Nb describes

the neutron scattering length density in unit of Å−1. The neutrons refractive index, n(z), is

given by: [41, 42]

n(z) = 1−
∑

i

Ni(z)biλ
2/2π (3.6.8)

where λ is the neutron wavelength. For most materials, the refractive index is close to unity and

the scattering length factor is positive and small. The critical wave vector given as Qc =
√

16πNb.

Due to the presence of neutron spins, the interaction of the neutron with the magnetic moment

of a material makes it an ideal probing technique for magnetic thin films, as explained in the

next section.

3.6.3 Magnetic neutron reflectivity

The previous discussion on neutron scattering concentrated on nuclear scattering. Neutrons

possess an intrinsic magnetic moment and spin that enables the scattering potential to be spin

dependent. The neutron spin interacts with the local magnetisation as well as the nuclei of the

probed material. Therefore, the total scattering factor of neutrons is the sum of the nuclear and

magnetic scattering length:

btot = bnuc + bmag. (3.6.9)

The full derivation of magnetic scattering for a single magnetic atom is provided by Squires

[43]. In the same way, the neutrons incident on a magnetic material experience an additional

potential Vmag additional to the nuclear potential, Vnuc, experienced in non-magnetic material

given by

Vmag = −µ · B (3.6.10)
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Figure 3.16: Experimental data of polarised neutron reflectivity (upper panel) with the corre-
sponding spin asymmetry (lower panel) for Pt(3nm)/CoFeTaB(10nm)/Pt(3nm).

where µ is the magnetic moment of the neutrons. The total flux density is B = B0 + µ0M given

that B0 is a externally applied magnetic flux density which does not contribute to the scattering

and is present both inside and outside of the sample, µ0 is the permitivity of free space and M

is the magnetisation. In the case of polarised neutrons (where the polarisation axis is defined

with respect to magnetisation), the total scattering potential is represented as:

V∓ = Vnuc ± Vmag =
2π~2

mn

N(bnuc ± bmag) (3.6.11)

where the + represents the spin-up polarised neutron state and − represents the spin-down

polarised state. The scattering potential reflects the difference in the total scattering length

for spin-up and spin-down polarised neutrons. An example of the neutron reflectivity of both

polarisation states are shown in the top panel of figure 3.16. The difference in the spin-up and

spin-down polarisation is primarily the magnetic signal of the sample and is defined by the spin

asymmetry factor given as [44]:

S.A. =
R+ − R−

R+ + R−
. (3.6.12)
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where R+(−) are the reflectivity of spin-up and spin-down polarised neutrons respectively (shown

in lower panel of figure 3.16). The measured reflectivity corresponds to the amplitude of intensity

at the detector, normalised to the incident intensity. The neutron reflectivity intensity decays as

Q−4 and the signal-to-noise ratio at high angles are usually limited by background noise from

incoherent scattering. Data was analysed here using simulations that were performed using the

GenX software [18], which is discussed later.

3.6.4 Polarisation of neutron

Polarised neutron reflectivity (PNR) is a highly sensitive tool which is able to provide a cross-

sectional magnetic profile of ultra-thin layers. In a PNR experiment, a magnetic field is applied

to the sample to maintain the polarisation of the neutron beam and orientate the sample

magnetisation parallel to the field. The neutron beam is polarised to two spin states by spin

flippers which are positioned before and after the sample position to flip the neutron spin

from one state to another. The spin flippers are OFF(ON) when the +(−) polarisation is

allowed through it. The scattered polarised states are separated before they get to the detector

through an analyser as shown in figure 3.17. The neutron polarisation is maintained by a

guide field of ∼ 5 Oe. The polariser and the analyser only reject the spin-up neutrons. At the

detector, measurement of four spin polarisation states are possible, that is ++, +−, −+ and

−− polarisation states, where the first sign represent the polarisation state of incident neutron

and second the polarisation state of scattered neutron.

If the first flipper is OFF, the + polarisation state is incident on the sample and the analyser

reflects only neutrons that had not experienced a spin flip, so the ++ polarisation state is

measured at the detector. The −+ state is measured when the first flipper is ON, meaning

that only - polarised neutron are allowed through and the analyser allows only + polarised

neutron state. Conversely, if the first flipper is OFF and the second flipper in ON. The +−

polarised state is measured. Finally, the −− polarisation state is measured by turning ON the

two flippers. Generally, the −− and ++ polarisation state are known as the Non Spin flip

(NSF) state while the −+ and +− polarisation state are known as the spin flip (SF) state [45].
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Figure 3.17: Schematic illustration of neutron polarisation to spin up (+) and spin down (−)
states with the sample magnetisation in the sample plane.

These spin states can be measured simultaneously.

The scattering potential in equation 3.6.11 is rewritten as [46]

V =
2π~2

mn

(
ρ++ ρ+−

ρ−+ ρ−−

)
(3.6.13)

where ρ is the scattering length density given as ρ = Nb. The scattering length densities relative

to the spin polarisation are expressed as

ρ++ = ρnuc + ρzmag,

ρ−− = ρnuc − ρzmag,

ρ+− = ρxmag − iρymag,

ρ−+ = ρxmag + iρymag.

(3.6.14)

where (x, y, z)mag are the associated magnetisations in the x, y and z-planes. It provides

information on the vectorial components of magnetisation. The z-component of magnetisation

gives access to the magnetic depth profile in the sample. More on polarised neutron reflectivity

is given in [46, 47]
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Figure 3.18: Schematic of Polref polarized neutron reflectivity setup.

3.6.5 POLREF polarised neutron reflectivity setup

Polarised neutron reflectivity measurements were conducted at the Polref beamline at Rutherford

Appleton laboratory, STFC, UK. Polref is a time of flight reflectometer with an incident neutron

beam with a wavelength range of 0.5 - 6.5 Å. The source frequency of the neutron beam is 50

Hz.

The setup is organised such that the neutron beam from the source is at an angle of 2.3◦ from

the horizontal to reduce the fast neutrons and background γ-rays from the direct line-of-sight

with the moderator. The distance between the source and the sample stage is about 23 m

and from the sample environment to the detector is 3 m. The neutron beam incident on the

sample passes through two synchronous disc choppers, which defines the wavelength band, a

frame overlap mirror (to remove slow neutron from previous pulses), a polarising mirror, spin

flipper, guide field and a beam monitor as shown in Figure 3.18. The flipper allows access to all

the elements of the polarisation matrix discussed in section 3.6.4. The guide magnetic field is

produced by permanent magnets that are designed to minimised effect of stray fields thereby

sustaining the neutron polarisation. The detected beam is normalised to a monitor located just

before the sample.

The sample environment is customised to the room temperature regime which uses a magnetic

yoke whose field matches the controlled incident polarisation, allowing access to the elements

of the polarisation matrix. In the cases of low temperature measurements, an electromagnet

is used with a cryostat to keep the temperature within the required temperature range. The

neutron beam hits the sample and the reflected beam from the sample goes through slits to the

detector. Both the perpendicular Qz and parallel Qx components of the neutron wave vector to
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the surface of the sample can be obtained in each measurement [45, 48]. In this thesis, we only

used the Qz component.

3.7 X-ray scattering II: Synchrotron x-rays

X-ray resonant magnetic reflectivity (XRMR) technique is discussed in this section. X-ray

magnetic reflectivity was first observed by Gibbs in 1988 [49]. XRMR is a non-destructive

technique for magnetic depth profiling that involves the combination of XRR and the x-ray

magnetic circular dichroism (XMCD) effect. Here, the magnetic dichroism property of elements is

exploited, providing a precise magnetic spatial distribution specific to the element and symmetry

of a material. A circularly polarised x-ray beam tuned to the resonance energy of the element of

interest is employed in the investigation. A synchrotron light source is used because it provides

x-rays of tunable energies with well defined polarisation. The x-ray energy is matched to the

energy of an electronic transition of the specific element (platinum in this thesis).

In this section, a brief description of the synchrotron radiation technique is covered as well

as the theory of XRMR, which includes XMCD effect and resonant scattering. Finally, the

XRMR setup used for measurements discussed in chapter 6, 5 and 7 is described.

3.7.1 Synchrotron radiation

Acceleration of charge particles leads to the emission of electromagnetic radiation. Synchrotron

radiation is generated by the acceleration of electrons in a circular relativistic motion to emit

radiation within the x-ray band. Electrons are redirected in a circular propagation path within

a storage ring which consists of straight sections with curves of bending magnets. A uniform

magnetic field is applied perpendicular to the orbit plane of a curved segment and a magnetic

quadrupole field to the straight segments to help focus the beam. The magnetic field deflects

the propagation path due to the Lorentz force. The RF cavity provides an electrostatic boost

to the electrons by way of voltage pulses to compensate for the energy lost during propagation.

A detailed theory of synchrotron radiation techniques is given by Nielsen and McMorrow [8].

X-ray intensity can be boosted with an insertion device, such as wigglers and undulators,
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Figure 3.19: Illustration of resonance circular dichroism effect. A circularly polarised photon is
absorbed by spin polarising an electron which gets excited into an unoccupied spin polarised
valance band

which enhance the horizontal oscillations of the electrons. These devices are made of magnets

of alternating vertical polarity placed within the straight segments of the storage ring. The

undulator device provides radiation of higher intensity because of constructive interference of

additional radiation generated from the insertion device. Although the beam intensity had been

improved by undulators, the emitted x-ray beam is passed through a monochromator, which is

use to tune the beam energy to a particular energy before the beam reaches the sample [50].

3.7.2 The x-ray resonance magnetic circular dichroism effect

The x-ray magnetic circular dichroism effect was discovered by Gisela and Schütz in 1987 [51].

Similar to the Faraday effect explained earlier, when an electromagnetic wave is scattered from

a magnetic surface, the angle of polarisation changes with respect to the magnetisation in the

material. Also, there is a significant change in the atomic scattered intensity of a circularly

polarised beam at the absorption energy of the element of interest that provides spatial magnetic

information in a stacked structure.

A circularly polarised photon incident on a material as shown in figure 3.19, excites a

spin-polarised electron from the core state depending on the helicity of the incident beam. The

spin-polarised electron gets excited into an unoccupied valence state obeying the Pauli exclusion
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principle. The transition state depends entirely on the number of available states with the spin

aligned parallel to the helicity of incident beam. In a magnetic material the density of states

(DOS) of spin-up electrons is different from spin-down electrons and that of the unoccupied

states is the reverse. Therefore as a result of the angular momentum provided by the circularly

polarised photon, the spin polarised density of states (DOS) for the left circularly polarised

(LCP) beam is different from the right circularly polarised (RCP) beam. Meaning the probability

of excited spin-up electrons is different from spin-down electrons for each polarisation state.

The resonance excitation occurs at energies close to the binding energy of the core electron and

the amplitude of the electron transition depends on the helicity of the photon or direction of

magnetisation. Hence, the excitation is characterised by a change in the absorption intensity of

the polarised beam that is represented by the absorption coefficient, $ represented as:

$ = $0 +$cPc cosφ (3.7.1)

where $0 and $c are the polarisation independent and spin dependent absorption coefficients

respectively and φ is the angle between the magnetisation and beam direction. The spin-

dependent absorption coefficient is responsible for the XMCD effect and scales relative to the

degree of circular polarisation Pc. The magnetic signal is extracted as the difference in the

absorption coefficient for both helicities. Experimentally, differences in intensities associated

with absorption for both helicities or for magnetisation parallel and antiparallel to beam helicity

are measures of the spin asymmetry ratio, given in equation 3.6.12. It is important to note that

the magnetic signal is the same for flipping helicity or magnetisation direction as long as the

applied field saturates the magnetisation of the sample [52].

In this work the XRMR measurements were made at the Pt L3 absorption edge. Therefore,

the p-core state of Pt is considered to be energetically split into p1/2 and p3/2 level which on

absorption of the circularly polarised beam excites the electrons into the d-band [53]. Excitation

of p1/2 or p3/2 to unoccupied d-band states are known as the Pt L2 and Pt L3 absorption edges

respectively. The Pt L3 absorption edge was used because of its higher absorption intensity. The

transition of p3/2 to d-band is a dipole transition and contributes greatly to magnetic scattering.
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3.7.3 Atomic magnetic scattering

As discussed earlier, all x-ray scattering cross sections are related to the change in the refractive

indices as the beam propagates through the sample. In equation 3.3.8, the refractive index is

shown to be associated with the atomic scattering factor. For magnetic x-ray scattering, the

scattering factor is a combination of the charge scattering factor, Fc, as in equation 3.3.8, and

the magnetic, Fm, structure factor written as a sum over all atoms or resonance magnetic atoms

respectively. The charge structure factor is:

Fc =
∑(

f0 + f ′c(E) + if ′′c (E)

)
eiQ.r (3.7.2)

while the magnetic structure factor is

Fm =
∑

ẑ

(
f ′m(E) + if ′′m(E)

)
eiQ.r (3.7.3)

where f ′m(E) and f ′′m(E) are the real and imaginary parts of the resonant magnetic scattering

factor, which are associated with dispersive and absorptive scattering respectively. ẑ is the unit

vector along the quantisation axis parallel to the local magnetic moment that is aligned in the

plane of the sample in our case. The scattering factors depend on the momentum transfer, Q,

the energy of the beam, E, and the polarisation of the beam. Therefore, the modified refractive

index is given as

n± = 1− δ± + iβ± (3.7.4)

where

δ± =

(
2πn0re

k2

)(
f0 + f ′c(E)∓ f ′m(E) cosαi cosφ

)
, (3.7.5)

β± =

(
2πn0re

k2

)(
f ′′c (E)∓ f ′′m(E) cosαi cosφ

)
, (3.7.6)

n0 is the number of atoms, + is associated to the right circular polarisation or positive magnetic

field and − is for the left circular polarisation or negative field [54].
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3.7.4 Resonant x-ray experimental setup

All resonance x-ray experiments were conducted at the XMaS beamline (BM28) at the ESRF in

Grenoble which is situated on a bending magnet section of the synchrotron facility. A detailed

description of the beamline optics and experimental capabilities are reported by S. Brown et. al

[55]. Although the scattering geometry is similar to XRR described earlier in section 3.3, the

optics and the experimental environment are designed for the study of x-ray magnetic scattering

at optimised photon energies. The incident x-ray beam from the monochromator is polarised by

a diamond (111) quarter-wave phase plate to a circularly polarised x-ray beam before being

incident on the sample. The beam propagation path is under vacuum in order to preserve as

much flux before and after scattering.

The sample environment consists of a cryogenic sample holder (known as Zebedee) mounted

vertically on a horizontal section placed along the beam path, all under vacuum. The sample is

placed on a copper stub attached to the sample holder. The horizontal section of the sample

environment is made of a magnet assembly with water cooled pole pieces that can generate

a field of up to 0.4 T. The pole pieces are arranged to provide a field aligned parallel to the

scattering plane. The magnet is affixed on an eleven axis Huber diffractometer. The intensity

of the scattered beam is measured by an avalanche photodiode detector mounted on the 2θ

arm and collected data were fit with GenX software. Measurements were made at the Pt L3

absorption edge at a photon energy of 11.5 keV.

3.8 Electrical measurements

Electrical transport measurements were performed at room temperature controlled with a

cryostat, using a conventional four probe technique, which is discussed in detail in the next

section. Magnetoresistance measurements were made in the longitudinal mode where the current

and the voltage probes where in the sample plane. Measurements were made in three different

geometries: xy, xz and yz geometries as shown in figure 3.20. As explained in section 2.7.2

and 2.7.5 changes in resistivity ∆ρ are minimum/maximum when the applied field direction is

perpendicular/parallel to the charge current/ spin polarisation direction. Hence, angular sweeps
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Figure 3.20: Magnetoresistance measurement geometries with current in the plane of the sample
with magnetisation rotated (a) Inplane on the xy plane (b) out of plane on the yz plane (c) out
of plane on the xz plane.

at a constant field of 2 T were performed for direct current (DC) and alternating current (AC)

applications. Details of the four probe technique, the general MR setup, DC measurement and

AC measurement are discussed below.

3.8.1 Four probe resistance measurement

Two contact resistance measurement includes the resistance of the contact in series with the

resistance of the measured material. This makes the resistance measurement incorrect and

may in a case of a very delicate material damage the sample. These limitations make the four

probe measurement more appropriate. The four probe measurement involves passing a current

through a sample and measuring the voltage drop across the voltage probes as shown in figure

3.21. The current applied to the sample may be DC or AC. A lock-in amplifier is employed in

the case of AC measurement.

An ideal voltmeter has an infinite impedance which makes it impossible for current to flow

through the voltage probes, meaning that the voltage drop measured is just that due to current

flowing in the sample and not due to current flowing in the contacts, in this case constant

resistance at voltage probes is irrelevant.

3.8.2 Experimental setup for magnetoresistance measurement

The experimental setup for the transport measurements that form the bulk of the work in

chapter 6 is presented below. These measurements were conducted in Nanotechnology lab,
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Figure 3.21: Schematic diagram of the four probe longitudinal resistance measurement showing
the voltage and current contacts

Durham University, and Prof Brian Hickey’s lab at the University of Leeds by Kathryn Moran. A

schematic of the AC magnetoresistance setup at Durham University is shown in figure 3.22. The

MR measurement setup performed at the University of Leeds consists of a Keithley 2400 current

source, oscilloscope, electromagnet (field up to 3 Tesla) in a cryostat, Kepco BOP 50 -5M power

supply, Stanford lock-in amplifier, nano-voltmeter and the Labview software in the computer

used to control the signal generation and data acquisition. The setup is similar to the schematic

on figure 3.22 where the blue section is embedded in a cryostat, the four-probe contacts are

provided using wire bonding and the green section was substituted with a Keithley 2400 current

source which provided a DC supply. In addition, a temperature controller connected to the

sample stage is used to keep the temperature of the sample constant during measurement.

The sample was mounted on a sample holder as shown in figure 3.24a. The sample holder has

a stage with 12 contacts (shown in figure 3.24b). Connections between the sample holder and

sample was achieved by micro-wires with the help of wire bonding. The sample was connected

to 4 of the 12 contacts making the four contacts for the applied current and measured voltage.

Measurement of the voltage contact separation was done by taking a photo of the sample

with the bonding and analysing the image with ImageJ. The sample holder was then affixed

on a motorised sample stick and placed in the cryostat such that the sample sits within the

electromagnet. The sample stick allows for in-plane and out-of-plane rotation of the sample
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Figure 3.22: Schematic diagram of the magnetoresistance measurement setup at Durham
University

Figure 3.23: The sample probe separations with contacts made using nanowire bonding

at a fixed magnetic field of 2 T with a precision of 0.02◦. The electromagnet controlled by the

Kepco power supply provided the magnetic field and is calibrated with a Hall probe. Both DC

and AC current of 0.7 mA was applied in three geometries (xy, xz and yz). The DC and AC

setup is discussed in section 3.8.3 and 3.8.4 respectively. Labview software was used to control

the instrument, collect and record the measured data.

The AC measurements were made using a fixed four probe contact with separations as

labeled in figure 3.21 while the DC measurements were performed using a nanowire bonding as

shown in figure 3.23 where the separations varied slightly in each sample and the resistivity was
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Figure 3.24: (a) Sample holder showing the sample stages (b) sample holder contacts

calculated using each individual probe separation.

3.8.3 Direct current measurement

A direct current of fixed amplitude was applied along the thin film slab and the longitudinal

voltage averaged over four positive (+) and negative (-) current directions was measured. The

acquired voltage measurements were converted to resistance and recorded as change in resistance

at different angles. Similar measurements were made with single positive and negative current

direction. A sensitive voltmeter was used to measure the voltage drop.

3.8.4 Alternating current measurement

AC measurement were made with similar applied current and magnetic field to the DC mea-

surement. An oscillatory current of the form I0cos(2πft) of frequency (f=188 Hz) was applied

through the thin film slab. A frequency of 188 Hz was chosen in order to avoid interfering

noise signals. An alternating voltage drop across the sample was measured with phase sensitive

detection with the help of a lock-in amplifier. The voltage drop consists of first, second and higher

harmonics,which is a consequence of effects such as spin torque, thermal and magnetoresistance

effects. In our case, only the first harmonic measurement was made by setting the software and

lock-in amplifier to extract the resistance measurement as a function of changing angle.

107



CHAPTER 3. SAMPLE PREPARATION AND EXPERIMENTAL TECHNIQUES

Also, to test for continuity in a deposited thin film, the AC setup above is used. The current

source used has an indicator that indicate the continuity of the thin film or proper contact of

the four probes producing a reasonable resistance measurement. This indicator blinks when the

film is discontinuous as it produces a high resistance reading ( >10 kΩ).

3.9 Summary

This chapter began with a description of the sample preparation and fabrication techniques

using sputter deposition. It progressed into x-ray structural characterisation techniques of XRR

and XRD. Magnetic measurements with MOKE was covered along with the related optical

phenomenon due to reflection, transmission and scattering of light beam from magnetic material.

Other magnetic measurement techniques of SQUID magnetometry, PNR and XRMR were also

discussed with their associated theories. A brief description of the experimental setup specific

to the systems used in taking measurements here was provided to aid in understanding of the

results shown in the later chapters.
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Chapter 4

Data fitting procedure for PNR and

XRMR scatttering in thin films

4.1 Introduction

GenX simulation software is designed with a differential evolution algorithm and is used in the

analysis of experimental data from scattering techniques. Knowledge of information from sample

parameters, such as thickness, roughness, density and relative amplitude of magnetic moment

in a sample can be extracted from the best fitting simulations of the experimental data. GenX

has been noted as flexible and extendable software which allows simulation of arbitrary number

of datasets simultaneously and permits a fast implementation of new ideas. The software is free

for users to download [1].

Although GenX has been used in the refinement of data from several scattering techniques,

here specific focus is given to polarised neutron reflectivity (PNR) and x-ray resonant magnetic

reflectivity (XRMR) data refinement. The refinement process involves optimising a model to fit

it to the experimental data. The optimisation of the model to the data is not trivial because of

the large number of local mimima [2]. Since data simulation uses a Gaussian function to describe

the finite resolution of the instrument, beam footprint correction and over-illumination at small

angle [3, 4], the most recommended measure of the goodness of the fits (figure of merit) is the χ2

function, which was not the case in this work. Therefore a figure of merit was employed in this
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Figure 4.1: The data calculations menu in GenX software used in rescaling reflectivity data.

work. Steps for proper definition of simulation parameters, model, and possible procedures for

tuning these parameters are discussed. Furthermore, a description of the procedure undertaken

to ensure the suitability of model, determining the right number of fitting parameters to use

and magnetic moment calculations for PNR simulation are also highlighted.

4.2 Scaling of experimental data for the fitting and sta-

tistical analysis

The refinement process begins with a choice of simulation model which depends on the experi-

mental technique and the complexity of the problem to be solved. The recommended model

for PNR is the spec nx while that of XRMR is mag refl [5]. The next step is the importation

of experimental data. Since the magnitudes of the experimental data are unequal with some

negative values, it is necessary to scale the reflectivity and spin asymmetry (SA) data to an

order of 1 throughout the entire Q-range before simulations. Appropriate scaling of the data

also influences the choice of which goodness of fit function (discussed later) to apply. The scaled
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reflectivity data (Y ) is defined by the equation

Y = y× x4 ×D (4.2.1)

where y is the intensity of the reflectivity data obtained from experiment, x is the scattering

vector and D the scaling factor. The scattering vector is raised to the fourth power reflecting

the Q−4 decay of the reflectivity profile. D is an arbitrary number which is typically very large

for PNR and small for XRMR depending on their reflectivity intensity. This scaling can either

be done externally before importing the dataset or by using the data calculation menu on

the GenX software (see figure 4.1). On the data calculation menu, equation 4.2.1 for Y and

an appropriate error calculation e are inserted. Therefore, for proper scaling reflectivity data

(Y ), Y is imported into the software or y imported if the calculation menu is used. The same

procedure was done for both PNR and XRMR.

The spin asymmetry data, which includes some negative values can also be scaled if the

figure of merit (FOM) function employed cannot accept negative values. In the PNR simulation,

the SA data was scaled by adding 2 to the experimental value in order to ensure that all values

are positive while that of the XRMR was not scaled at all.

4.3 Determination of the goodness of fit

The deviation of the simulated data to the experimental data is measured through a fitness

criterion called the figure of merit (FOM). Ihringer et al. define a FOM as the quantitative

measure of the conformity of the data and their weights to the simulation independent of the

number of degrees of freedom [6]. In some FOM, the errors in the data are considered in the

quantification of the goodness of fit giving a weighted fit. A simulation step with a lower FOM

from the previous one indicates an improvement in the simulation. Comparison of the value of

FOM for the different models employed in the simulation helps in the choice of the best model

that captures the features of the data and best describes the sample investigated. More on the

best fit model will be discussed later in the chapter but first different FOM used in the PNR
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and XRMR simulations are discussed in subsequent sections.

4.3.1 Polarised neutron reflectivity

In all PNR simulations, both logR1 and chi2bar (χ2) functions were employed as FOM functions

for analysis and comparison of fits. Given that all experimental data were collected up to

higher scattering vector than most reported work on PNR, the logR1 function was used in the

simulation due to the wide variation in the count rate and the size of the error-bars. This was

because it allows the proper simulation of data at higher scattering vector (low intensity, large

error bars) providing equal weighting of the reflectivity intensity at higher and lower scattering

vectors. This gives the dataset equal weighting when plotted on a log-scale. The logR1 function

is described by

FOMlogR1 =

∑
i

(∣∣log10

√
Yi − log10

√
Si

∣∣)∑
i log10

√
Yi

(4.3.1)

where Y i and S i represents the experimental and simulated dataset respectively and i indicates

individual elements of the dataset. After the best fit is obtained, the simulation optimisation is

changed to χ2 to extract the χ2 optimisation value which is used to compare simulations (see

figure 4.2). The χ2 optimisation function is represented by

FOMchi2bar =
1

N− p
×
∑

i

(
Yi − Si

Ei

)2

(4.3.2)

where N is the total number of data, p is the number of fitting parameters and E is the

uncertainty in the experimental data. Although the χ2 function is recommended as the most

appropriate optimisation function, as it considers the uncertainty in the data, this was not the

case here as measurements were taken up to a high Q-value of ∼ 0.25 Å−1. The χ2 function

is limited as it provides a good simulation only at low angles Q < 0.005 Å−1, neglecting the

higher angle data where the error-bars are large. Therefore, logR1 was used in the simulation

and the corresponding χ2 value was used for comparison of fits. The χ2 values from the fits

were comparable and low (< 12) for room temperature PNR simulation and (< 1.2) for low

temperature simulations discussed in chapter 5 and 7 respectively. Here, it was only possible to
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Figure 4.2: A screen shot of the optimisation FOM functions in GenX software.

use these FOM because the data values were all positive numbers after scaling.

4.3.2 X-ray resonance magnetic reflectivity

The XRMR simulation made use of the diff function described by

FOMdiff =
1

N− p
×
∑
i

|Yi − Si|. (4.3.3)

The FOMdiff was used because it allows simulation of data even when some of the data values

are negative numbers. It represents the average of the absolute difference between the simulated,

S and experimental, Y, data. This function was chosen as it is robust enough to capture the

variations and nature of data. It does not include error-bars.

4.4 Building the sample structure

The sample structure is built using the sample tab (labeled (d) on figure 4.3) on GenX software

where the layers and the stacks of the sample are defined. The layers are expected to be in a

stack. The stack is added by pressing the plus button labeled (c) on figure 4.3. Similarly the
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Figure 4.3: A screen shot of the sample tab and instrument editor in GenX software showing
how to create sample layers that best describes the sample structure as labelled (a) instrument
editor, (b) sample layer addition tab (c) sample stack addition tab and (d) sample tab.

layers are added by pressing the plus button (b) on figure 4.3. The name of each layer is unique

and can be renamed. Each of the sample layer characteristics is defined by double clicking on the

added layer which opens up a layer editor dialog where the layer thickness, roughness, number

density and magnetic moment is defined. The number density can be calculated following the

instruction on the GenX on-line tutorials [7] (http://genx.sourceforge.net/doc/faq.html) by the

expression:

Dens(units/Å
3
) =

Dens(kg/m3)

1.66× 103 × uscatt

(4.4.1)

where Dens are the densities in specified units and uscatt is the molecular weight of the layer.

The stack with different layers or a combination of many stacks with different layers makes up

the sample model. The layer editor for the PNR and XRMR simulation is display in figure 4.4

as different parameters that defines the instrument and sample are required.

In neutron scattering refinement, the layer editor is divided into the standard and the neutron

column. The layer elements composition (f ), density (dens), thickness (d) and roughness (sigma)
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on the standard column while the magnetic moment (magn) is defined on the neutron column

as shown in figure 4.4a. The scattering length density (SLD) factor on the standard column is

defined as fp.(element component) while that on the neutron column is defined as bc.(element

component). Here, the SLD is defined by element composition as GenX has a database of all

scattering length density factors.

In the magnetic x-ray scattering layer editor, more parameters are defined, as shown in figure

4.4b. The layer editor is divided into four sections: scattering length (Scatt. len.), miscellaneous

(Misc.), magnetism (Magnetism) and interfacial magnetic moment (Interf. Mag. Mom.). The

scattering length section defines the structural SLD factor defined by the element composition of

the layer (f ), which describes the non-resonant x-ray scattering length, the resonant scattering

length of the resonant species of atom, which in this case is Pt (fr), the magnetic scattering

length related to circular dichoric effect (fm1 ) and magnetic scattering length related to linear

dichroic effect (fm2 ). These scattering factors describes the refractive index of the medium the

x-ray travels through as discussed in chapter 3. More on the definition of the scattering length

factors in the simulation tab is discussed in section 4.5.

The Misc. section defines the layer roughness (sigma c), density (dens), relative density of

the resonant species (resdens=1 ) and thickness (d) of the layer while the Magnetism section

defines the bulk magnetic moment in the layer.

The interfacial magnetic moment section is used to define the magnetism at the interface

described as an exponential decay with Gaussian roughness around the interface with amplitude

(dmag), exponential decay length (dd) and magnetic roughness (sigma m). The upper interface

is represented as u while the lower interface as l. In order for the Pt moment to be at the

same interface point, the interfacial magnetic roughness and the width are set at zero for the

temperature dependent XRMR simulation discussed in chapter 7.

The total magnetic moment is calculated as mag ∗ (1 + dmag u) where mag is the magnetic

moment per formula unit. Therefore, in order to extract the actual dmag value in the simulation,

the mag must be made to be significantly small while dmag is made to be large. This help

reduce the possibility of introducing magnetic artefacts into the fitting algorithm.
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Figure 4.4: A screen shot of the layer editor in GenX software where the layer parameters are
set-up. (a) The polarized neutron reflectivity layer editor (b) The x-ray resonance magnetic
reflectivity layer editor.

4.4.1 Definition of instrument object

Within the sample tab is the instrument editor (labeled (a) in figure 4.3) where the instrument

objects such as wavelength, incident intensity (IO), resolution (res), beam-width, sample length,

probing ray, polarisation and unit of coordinate are defined. The resolution used for the PNR

fit is the “full convolution, varying resolution” which allows each data point to have a different

resolution during the fit while “fast convolution” is used in XRMR. The number of simulations

(points to include in the resolution calculations) for each individual point is defined using

“respoint”.

4.5 Definition of simulation parameters in the simula-

tion editor

In order to setup the simulator, commands to be conducted before the simulated data are

calculated are set in the simulation tab. Different commands that describe the simulated data
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are defined by adding the object and parameters which describe the characteristic nature of the

data. Commands which define whether it is a specular reflectivity or spin asymmetry data and

their polarisation are also added. These commands are added by pressing the green plus sign

(red circled in figure 4.5) which brings-up a dialog box (parameter editor). In the parameter

editor the object and parameter are chosen from a drop-down menu while the “expression”

column is typed sandwiched by an inverted comma (’). Note, the chosen object, parameter and

expression can only be updated when the yellow simulation button (blue circle in figure 4.5) is

pressed. The definition of the simulation parameters in XRMR is slightly tricky as it involves

the description of parameters that fully captures the interfacial polarisation of Pt atoms around

the interface. The specifics in the creation of the simulation functions for the PNR and XRMR

are presented in the sections below.

4.5.1 Polarised neutron reflectivity

In the PNR simulations three datasets are loaded which are the spin-up and spin-down reflectivity

and spin asymmetry (SA) data. Therefore three datasets are seen on the simulation tab (indicated

by the red arrows in figure 4.5). The simulation parameters for each of these datasets are added

by clicking on the + sign on the simulation editor. When clicked, the parameter editor pops

up where the instrument polarisation (setpol) is set to ‘uu’ for spin-up reflectivity, ‘dd’ for

spin-down reflectivity and ‘ass’ for SA data.

The simulation tab dynamically generates a script which can be manually edited in the

script tab. Therefore, the simulated data set is scaled in the script tab by manually editing

the python code that describes the data. This is done in a similar way to the experimental

data by applying equation 4.2.1 to the reflectivity data. This is expressed by the python code

I[−1]∗ = (data[0].x ∗ ∗4) ∗ (1e8/4) where data[0] represents the simulated data points y and

D = 108/4. The SA is expressed as I[−1]+ = 2, meaning that the value 2 is added to simulated

data values in order to ensure that the all SA data values are above zero. This allows the

use of logR1 or χ2 FOM function in the simulation. Here, the only parameter defined in the

simulations editor is the incident neutron polarisation of each data set, which is not the case in
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Figure 4.5: A screen shot of the simulation tab in GenX showing the configuration of the
parameter editor to define the instrument polarisation for each datasets.

the XRMR discussed in the next section.

4.5.2 X-ray resonant magnetic reflectivity

Here two datasets (Data 0 and Data 1 ) are loaded and so two datasets are seen on the simulation

tab which represent the reflectivity and the SA data respectively. The instrument and sample

description of each dataset is configured with the simulation tab. Similar to the PNR, the x-ray

beam polarisation (Xpol) for both datasets is added first. The polarisation for Data 0 is set as

‘tot’ since it is specular x-ray reflectivity data while Data 1 is set as ‘ass’ as it is the SA data.

Next, is the definition of the custom variables using the blue nut shaped button (circled in

the figure 4.6) where the initial values of real and imaginary magnetic and structural scattering

factors of the resonance species (Pt) are defined. When clicked the custom parameter editor

dialog box pops up. The parameter defined are “Ptreal, 0 ”, “Ptimag, 0 ”, “Ptmagreal, 0 ”,

“Ptmagimag, 0 ”, “PtTop Phi, 0 ” and “PtBuf phi, 0 ” which represent the real and imaginary

contribution of the charge scattering length factor of Pt, real and imaginary magnetic scattering
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factor of Pt and the in-plane angle of the magnetic moment relative to the direction of incident

x-ray for top Pt and buffer Pt respectively. These are used to define the respective resonant

and non-resonant scattering factors of each dataset.

Recall from chapter 3, the refractive index for resonant magnetic scattering is expressed by

[8]

n± = 1− δ± + iβ± (4.5.1)

where

δ± =

(
2πn0re

k2

)(
f0 + f ′c(E)∓ f ′m(E) cos θ cosφ

)
(4.5.2)

and

β± =

(
2πn0re

k2

)(
f ′′c (E)∓ f ′′m(E) cos θ cosφ

)
. (4.5.3)

The dispersion term δ±((f0 + f ′c), f
′
m) represents the real-part contributions from Thomson charge

scattering factor f0, resonant charge scattering factor f ′c and resonant magnetic scattering factor

f ′m that are represented as (f ), (Fr) and (Fm) respectively in the simulation tab. Also, the

absorption term β±(f ′′c , f
′′
m) represents the imaginary-part contributions from resonant charge

scattering factor f ′′c and resonant magnetic scattering factor f ′′m, represented as (Fr) and (Fm) in

the simulation tab. The + and − represent the right and left circular polarisation or positive

and negative magnetic field respectively [9]. Since Data 0 is the specular reflectivity dataset,

there is no magnetism. Therefore, the real and imaginary component of Fm1 for the top and

buffer Pt layer is defined to be zero while Frreal and Frimag are configured to extract their

values from the custom parameter Ptreal and Ptimag respectively. This describes the structural

profile of the Pt layer. It is important to note that the same scattering factors are used for the

top and buffer Pt because the same Pt species is at both layers, as here the technique is only

sensitive to Pt. The SA data, Data 1, is configure by setting the magnetic resonant scattering

length factor Fm to be extracted from Ptmagreal and Ptmagimag and is defined for both the top

and buffer Pt layer. Also, the top and buffer Pt magnetic moments are set to be distinctively

estimated using the “getmag” command for the top and buffer Pt layer. The in-plane angle of

magnetic moment relative to the incident x-ray beam is also defined. This angle maybe different
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Figure 4.6: A screen shot of the custom parameter in the simulation tab where the scattering
factors of the resonant species are defined.

for the top and buffer Pt layer in a trilayered Pt/CoFeTaB/Pt sample. Therefore it is uniquely

defined for each layer. An example for the buffer Pt layer is configured by setting the object

as ‘BufPt ’, parameter as ‘SetPhi m’ and the expression as ‘180 if cp.getPtBuf Phi()<=0 else 0

which specifies that the Pt moment is either parallel or antiparallel to the beam direction.

After the simulation tab is set, the parameters are automatically upload into the script. The

simulation dataset are now scaled by manually editing Data 0 using equation 4.2.1 by the code

I[-1]*=(data[0].x**4)/5e9 where D = 1/(5 ∗ 109). The SA data was not scaled as FOMdiff

was used as the FOM and it allows simulation of negative values without error.

Finally, the instrument and layer parameters such as thickness, roughness, density and

magnetic moment are uploaded on the grid tab as instructed on the GenX online tutorial [7].

The upper and lower limit (priors) of each parameter are adjusted before pressing the simulation

button. The fitting parameter convergence is monitored from the FOM tab and the fit is judged

to be physically realistic and good. If the fit is not good enough, the parameters are tuned by

manually adjusting the priors on the grid tab. A better fit than the previous will have a lower

FOM value.
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Figure 4.7: A plot of the reduced χ2 FOM value against the number of fitting parameters for a
Pt(3nm)/CFTB(10nm)/Pt(3nm) sample showing an initial significant improvement in fit with
increased number of parameters which becomes insignificant after the number of parameters is
24. FM represents the CFTB layer.
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4.6 Indicators to the best fitting parameter and model

A best fit in GenX is considered as the model that best fits the experimental data with the

least number of parameters. In order to monitor the progress of the fit after the parameters

are converged, comparison of the FOM values for different models are evaluated. An increase

in the number of parameters has been reported to make the refinement algorithm aggressive

and robust thereby improving the fit [2]. However, a plot of the FOM value against the

number of parameters (see figure 4.7) indicates an initial improvement which stops at a certain

number of parameters. At this point there is no significant improvement on the fit even when

more parameters are added. Increased number of parameters was achieved in this instance by

subdividing the FM layer into sub-layers for the PNR measurements.

The next indicator is the consideration of whether the model is physically realistic. According

to the plot in figure 4.7, the model with three FM layer and 24 fitting parameters was obtained

as the best and structurally realistic fit for a trilayered Pt/CFTB/Pt sample. This model is

realistic because it can capture possible differences in the interfacial magnetic effect which might

be different from the bulk (center) of the FM layer as discussed in chapter 7.

4.7 Extraction of magnetic moment from the scattering

length profile for PNR fits

GenX software works out the structural and magnetic scattering length density profile. This is

represented graphically in the SLD tab. The real and the imaginary part of the SLD profile

relative to the depth of the sample is represented. These profiles can be exported using the

Export SLD... : a drop-down menu in Reflec tab. In PNR, the exported SLD is in Å−2 units,

therefore the magnetic moment of the sample needs to be calculated in more conventional units.

The neutron magnetic scattering length is expressed by the equation [10]

ρm =
J∑
i

Nipi = C
J∑
i

Niµi = C′Mv = − mn

2π~2
µn

J∑
i

mi (4.7.1)
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where J is the number of distinct isotopes, Ni the number density for the ith species and pi is the

scattering length of the ith species, C = 2.645× 10−5ÅµB for the magnetic moment per formula

unit, µi, expressed in units of µB, C′ = 2.9109× 10−5/4πÅ−2T−1 when the volume magnetization

density, Mv = magnetic moment/volume, is in Tesla or C′ = 2.853× 10−9Å−2cm3/emu when in

emu/cm3, mn is the mass of neutron, µn is the magnetic moment of the neutron and mi is the

intensity of magnetisation in emu. With equation 4.7.1, the magnetisation of the sample can be

estimated from the exported SLD values from GenX. The exported simulated and experimental

datasets are rescaled back to original experimental dataset format using equation 4.2.1.
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Chapter 5

Investigation of asymmetry and

magnetic proximity effect at

Pt−CoFeTaB interfaces

5.1 Introduction

Spin-orbit coupling gives rise to several spin related phenomena and interactions that have

contributed immensely to spintronic and spin caloritronic effect, and provide an effective

mechanism for the manipulation of magnetisation. Most recently, spin-orbit coupling has been

linked to effects related to spin current generation and detection at FM/NM interfaces such as

spin pumping [1–3], SHE [4–6], SMR [7–10], longitudinal spin Seebeck effect (LSSE), interfacial

Rashba effect [11] and interfacial DMI [12, 13]. These interfacial effects are significantly modified

depending on the structural and magnetic properties of the FM and NM on an atomic scale at

the interface making experimental interpretation challenging. In these experiments, nonmagnetic

materials, particularly metals with large spin-orbit coupling such as Pt [14], Pd [15], Au [16],

β−phase Ta [17] and W[18] are used. Of particular interest here is Pt which is the material

investigated in this thesis for proximity induced magnetisation (PIM). The NM material because

of its proximity with the FM material may exhibit PIM where there is a magnetisation and spin

polarisation induced in the normally NM material by the adjacent FM. In spin current generation
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experiments, PIM is considered to be the cause of contamination of pure spin current generated

at the FM/NM interface, leading to an argument that SMR is associated with PIM in Pt [19]

rather than being directly related to the SHE [20] close to the interface. A significant reduction

in SHE signal in the presence of PIM has been observed [21]. In order to fully understand the

spin dynamics at the interface, a detailed investigation of PIM in FM/NM interface is necessary.

PIM has been predicted to be associated with an increase in lattice constant which narrows

the energy band thereby increasing the DOS near the Fermi level [22, 23]. PIM has been

observed in both metal-metal [24–27] and metal-insulator interfaces [28, 29]. Most investigations

have been made using the x-ray magnetic circular dichroism (XMCD) technique, which is

element sensitive. XMCD measurements show a strong dependence on film thickness in that it

is surface sensitive and averages over the photoelectron escape depth from the sample rather

than providing a true depth sensitivity. Also, the sum rule used to extract data may lead to

large uncertainties in that the region of polarisation is small relative to the entire thickness

of the sample [30]. XMCD provides an average NM proximity induced magnetic moment in

the material, hence a depth sensitive technique which can provide detailed depth-resolved

information close to the interface is required. XRMR is employed for that reason.

This chapter begins with a brief description of the samples studied and the structural

characterisation of these samples. The chapter progresses into magnetic investigations with

MOKE and PNR. Finally, PIM investigations with XRMR technique at FM/NM and NM/FM

interfaces conducted at the Pt L3 absorption energy edge are reported in order to understand

non-equivalent spin transport properties experienced at these interfaces. Studies have shown that

spin-orbit interaction and DMI do not cancel out in symmetric NM/FM/NM system indicating

a possible difference in the structural or magnetic properties at the interface which can affect

spintronic device engineering [25, 31]. Results of the inequivalent spin transport properties in

this chapter will be used in discussion of transport properties in chapter 7.
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5.2 Structural sample description and analysis

The materials used for the investigation are Pt as the NM material and CoFeTaB (CFTB)

alloy as the FM, structured as bilayer and trilayered samples. Sputter deposited samples

of Pt(3nm)/CFTB(tCFTB), CFTB(tCFTB)/Pt(3nm) and Pt(3nm)/CFTB(tCFTB)/Pt(3nm) on

Si/SiO2 substrates of size 10 mm × 10 mm were used for the XRR and XRD measurements.

Various CFTB thicknesses (tCFTB) of 3, 6 and 10 nm were made to check for the thickness

dependence of the structural and magnetic properties of the samples. CFTB was deposited by

DC magnetron sputtering, while the Pt layer was deposited with RF magnetron sputtering from

a base pressure of 10−8 Torr. Pt deposition procedure is discussed in chapter 6.

Similar samples of size 30 mm×30 mm were simultaneously deposited for magnetic character-

isation with PNR and XRMR techniques. These samples were used first for PNR measurements

where the large surface area is needed to increase the quality of the signal as well as the signal

to noise ratio. These samples were later cut to 10 mm×10 mm for XRMR. This was to ensure

that the same sample was used for both measurements so that the results would be directly

comparable.

This section begins with a description of the relevance of each compositional element in the

alloyed CFTB, which is the ferromagnetic material under investigation in this thesis. Structural

analysis of sputter deposited bilayer and trilayer Pt-CFTB samples using XRR and XRD

technique is also presented.

5.2.1 CoFeTaB

CoFe alloy is observed to exhibit a BCC crystal structure with a cubic magnetocrystalline

anisotropy, but when alloyed with B of composition greater than 10 % it produces an amorphous

metallic glass with a reduced critical temperature, TC, and reduced magnetisation [32, 33]. An

Fe-based alloy when doped with a transition metal such as Ta (in our case) reduces the TC

and the magnetic moment per Fe atom as long as the Fe-based alloy is amorphous [34–36]

otherwise it phase-separates into different crystalline regions with higher TC . This explains

why the B is used to keep the alloy amorphous. Therefore, the alloy CFTB of the composition
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Co32Fe32Ta20B16 is an amorphous ferromagnetic material which is magnetic at room temperature.

The CFTB used in this chapter is a room temperature ferromagnet CFTB with TC slightly above

room temperature which was proven by the evidence of magnetic signal with MOKE at room

temperature. The TC of alloyed CFTB is tunable depending on the percentage of Ta. A different

CFTB of composition Co28Fe28Ta30B14 was used in the temperature dependent measurements

presented in chapter 7, where a reduced TC below room temperature was required.

5.2.2 Analysis by x-ray reflectivity

Grazing incidence XRR was performed with the Bede D1 reflectometer as described in chapter

3 on three series of samples made up of Pt deposited as buffer and capping layer of an

amorphous CFTB of variable thickness, t, grown on Si/SiO2 substrate. The sample series

were Pt(3nm)/CFTB(tnm), CFTB(tnm)/Pt(3nm) and Pt(3nm)/CFTB(tnm)/Pt(3nm) which

enables characterisation of the physical structure of each interface.

Reflectivity simulations were made with the GenX software, which uses the Parratt recursive

formalism and approach as described in chapters 3 and 4. The simulation model consists of the

individual deposited layers, SiO2 isolation layer and the Si substrate. Each layer thickness was

initialised to a nominal thickness value estimated from the quartz crystal monitor used during

sputter deposition of each layer. The sample parameters were allowed to vary within a range

of 10 % of the nominal values. The limit of the ranges of each parameter are later adjusted

depending on the closeness of the optimum value to the limits. Structural information such

as the layer thickness, t, and roughness at the interface, σ, were extracted from the best fit

simulations of the shape and distribution of the Kiessig fringes as shown in figure 5.1. The

Kiessig fringes are representations of the scattered x-rays from interference between the refracted

waves at the interfaces. Individual film thickness can be roughly estimated from:

t =
2π

∆Q
(5.2.1)

as indicated in figure 5.1a and c. The Pt thickness cannot be visually estimated in figure 5.1b

because scattering process is more complex as there is scattering from two Pt layers which may
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Figure 5.1: Best fit simulation of XRR measurement for Pt and CFTB bilayered and trilayered
samples (as labeled) grown on Si/SiO2 substrate using GenX simulation [37]. The numbers in
brackets are the nominal thicknesses of the samples and the blue circle region indicate area
where the simulated fit is poor.

also interfere in a more complex way making the identification of this layers more difficult. The

periodicity of the each fringe is approximately equal to the CFTB layer thickness. Looking at

figure 5.1a, c, d and f, the oscillations due to CFTB layer thickness are superimposed on weaker

oscillations of larger periodicity caused by the thin Pt layer thickness. The ratio of CFTB to Pt

layer thickness can be estimated using this simple approach to be 1:2 for the CFTB(6nm) series

and 1:3 for the CFTB(10nm) series in good agreement with the nominal layer thicknesses.

Although the nominal layer thickness parameter is used through out this thesis to label the

samples, the actual structural parameters are captured in this case in table 5.1. For a good

fit to be obtained with the bilayered samples, an oxide layer was included in the model at the

top of the sample stack to simulate the surface oxidation and any oxidation induced roughness.

The effect of the oxide layer was significant in the bilayers but did not affect the trilayer sample

simulations. Consequently, the trilayered series were fit without the native oxide layer. The

native oxide layer for Pt/CFTB series was CoFeTaO with equal percentages of components as
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Figure 5.2: Extracted structural scattering length profile from the beat fit simulation of XRR
measurement for Pt and CFTB bilayered and trilayered samples (as labeled) grown on Si/SiO2

substrate using GenX simulation. The numbers in brackets are the nominal thicknesses of the
samples.

Table 5.1: Sample parameters from the best fit XRR with the reduce χ2 values indicated on the
scattering length profile shown in figure 5.2.

Sample Layer Thickness (nm) Roughness (nm) Number Density(atoms Å−3)

Pt(3nm)/CFTB(6nm)
Oxide layer 2.1 ± 0.3 0.9 ± 0.4 0.014 ± 0.006
CFTB 5.3 ± 0.4 0.2 ± 0.1 0.081 ± 0.003
Pt 3.2 ± 0.2 0.6 ± 0.1 0.062 ± 0.002

Pt(3nm)/CFTB(10nm)
Oxide layer 2.0 ± 0.5 0.5 ± 0.6 0.011 ± 0.002
CFTB 9.5 ± 0.5 0.5 ± 0.6 0.081 ± 0.003
Pt 3.1 ± 0.4 0.6 ± 0.3 0.063 ± 0.005

CFTB(6nm)/Pt(3nm)
Oxide layer 0.4 ± 0.3 0.2 ± 0.1 0.020 ± 0.006
Pt 3.3 ± 0.3 0.6 ± 0.3 0.064 ± 0.001
CFTB 6.3 ± 0.8 0.5 ± 0.3 0.082 ± 0.003

CFTB(10nm)/Pt(3nm)
Oxide layer 0.5 ± 0.3 0.2 ± 0.1 0.028 ± 0.008
Pt 3.1 ± 0.2 0.5 ± 0.6 0.065 ± 0.001
CFTB 10.2 ± 0.4 0.6 ± 0.2 0.084 ± 0.003

Pt(3nm)/CFTB(6nm)/Pt(3nm)
Top Pt 3.4 ± 0.2 0.4 ± 0.2 0.065 ± 0.001
CFTB 6.0 ± 0.2 0.6 ± 0.3 0.080 ± 0.003
Buffer Pt 3.2 ± 0.2 0.6 ± 0.3 0.065 ± 0.003

Pt(3nm)/CFTB(10nm)/Pt(3nm)
Top Pt 3.4 ± 0.4 0.4 ± 0.3 0.064 ± 0.002
CFTB 9.4 ± 0.3 0.6 ± 0.4 0.083 ± 0.006
Buffer Pt 3.2 ± 0.6 0.6 ± 0.5 0.065 ± 0.004

137



CHAPTER 5. INVESTIGATION OF ASYMMETRY AND MAGNETIC PROXIMITY
EFFECT AT PT−COFETAB INTERFACES

other oxide compositions such as CoO, FeO, Fe3O4, Ta2O5 and TaO2 resulted in a significantly

worse fit. Even including this simple oxide layer it is not possible to perfectly simulate the

data as highlighted in the dotted region in figure 5.1d. The data may be better described by a

more complex model, for example of the surface oxide, but we have no strong justification for

including such additional complications. The thickness of the native oxide layer was about 2

nm for all CFTB thicknesses which corresponds to a typical native oxide thickness for oxidised

Fe, Co or Ta layers (see figure 5.2a and d). The interface roughness of this oxide layer is about

1 nm. In the CFTB/Pt series, the oxide layer that provides the best fit with the least χ2 value

was PtO2 with thickness less than 0.5nm in all samples in the series. The oxide layer was within

the error limits with roughness within the least possible value. This implies that the surface

oxide blends in with the roughness within the error limit. This may well be just an interfacial

contamination rather than a true chemical oxidation of Pt.

The density of the oxide layer is significantly less than the density of the bulk of the capped

material. In addition, the assumption of an alloyed layer between the Pt and CFTB did not

improve the fitting accuracy of the reflectivity profile. Generally, the interface roughness is

approximately less than 0.5− 0.6 nm in all sample series, which is due to the consistent growth

that gives good quality interface formation between CFTB and Pt by sputtering and a constant

roughness of the substrate.

The structural SLD profiles on figure 5.2 showed significant consistency between the upper

and buffer Pt in both trilayered and bilayered samples which indicates that the interfaces are

symmetric. Evidence of intermixing is inconclusive as the x-ray scattering length in XRR varies

monotonically and the difference between roughness and intermixing are indistinguishable in

specular reflectivity. Evidence of magnetic asymmetry in the Co/Pt and Co/Pd interfaces has

been observed [25, 31] with little measurable difference in the interfacial roughness. Therefore,

more investigations are required. Further structural investigation using XRD is discussed in the

next section.
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5.2.3 Analysis by x-ray diffraction

Looking at the SLD profiles of the XRR parameters in the previous section, there is no significant

asymmetry between CFTB/Pt and Pt/CFTB interfaces. The densities and interface width

from table 5.1 are symmetric. The XRR fits are not sufficient to give atomic scale structure

information of the samples, but rather provides an average property. To investigate whether the

structures are symmetric on an atomic scale XRD is employed.

X-ray diffraction profiles were obtained with a Rigaku x-ray kit using Cu Kα radiator. The

diffraction pattern identifies the films as an amorphous CFTB with a crystalline faced centered

cubic (FCC) Pt texture (see figure 5.3). Pt has successfully grown with FCC crystal structure

on CFTB which is conspicuous in the XRD profile of Pt capped sample including the trilayered

samples but not on SiO2. Looking at figure 5.3, it is noticeable that it takes a few nm to gain

this FCC texture. This is because the (111) crystallographic plane of a FCC unit cell of Pt film

has the lowest surface energy. During deposition, the adatoms on arrival to the substrate are

able to migrate longer to find the lowest energy surface because the vacuum conditions during

deposition was good. The FCC metal deposited on amorphous substrate tend to form secondary

grain growth that leads to the development of strong (111) fiber texture which explains the

strong Pt (111) texture in the Pt capped and trilayered samples [38]. This suggests that the

preferred orientation of Pt film was determined by the seed layer.

The (111) texture was easily formed on the amorphous CFTB, but difficult on the Si/SiO2

(see figure 5.4) due to higher lattice mismatch with SiO2 in comparison to CFTB. Although both

seed layers are amorphous and the expected texture of an FCC metal on amorphous substrate is

usually a strong (111) texture but it is different in Pt/CFTB series [38]. The difference in these

substrates is that SiO2 is an amorphous oxide while CFTB is an amorphous metal. It has also

been reported that the oxygen fraction during deposition of Pt on SiO2 can lead to a random

orientation of Pt texture as the Pt layer is susceptible to amorphisation [39, 40]. Therefore

it might be that the poor texture observed in Pt/CFTB series might be related to the oxide

fraction in the substrate.

In addition, the XRD plots show asymmetry in the diffraction peaks for Pt/CFTB and
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CFTB/Pt samples. It is important to note that all the sharp peaks corresponds to diffraction

peak of the Si/SiO2 substrate (see Fig 5.3 inset). Also, no trace of alloying of composite materials

was detected in the diffraction peaks in that most obvious effect of alloying is represented with

peak overlap or peak broadening with a change of lattice parameter. In this case, the peak

overlap and broadening at 38.4 ◦ and 39.7 ◦ are the Si (111) and the Pt (111) peaks. There is

no significant shift in the lattice parameter as shown in figure 5.3 in all the samples. Hence

the conclusion that there is no alloy present. The lattice parameter estimated from the XRD

Pt(111) peak gives a value of 0.392 Å, similar to the value of 0.391 Å obtained for bulk materials.

There is a possible element of strain of 0.3% evidence in the sample by comparing the variation

of the lattice parameter of the Pt layer in comparison to bulk material.

Pt (111) and (222) peaks were the dominant peaks with line broadening at 39.7 ◦ and 85.7 ◦

respectively which increases in intensity with CFTB thickness for the Pt capped and trilayered

samples as shown in figure 5.4 b and c but with no significant thickness dependence for the

Pt buffer samples (see figure 5.4a). When the CFTB thickness increases, the crystal quality

of Pt grown on top of it improves. The Pt capped samples showed a decrease in full width at

half maximum (FWHM) of the Pt (111) peak with increasing CFTB thickness, indicating an

increase in crystallite size with CFTB thickness, but it is constant and significantly smaller

for Pt/CFTB series. Consequently the crystal grain sizes for the Pt/CFTB series were not

estimated. The trilayered peaks reveals that the broadening of Pt (111) peak is the sum of

Pt/CFTB and CFTB/Pt broadening which shows thickness dependent probably due to the

thickness dependence of the CFTB/Pt interface. Line broadening can be attributed to strain or

crystallite grain size. In this case the impact of strain or disorder is not considered on the line

broadening but rather assumed that the line broadening is due to grain size. This is due to the

fact that the Scherrer equation is applied in the estimation of the crystalline grain size which

ignores the strain contribution in the broadening. In order to estimate the strain effect along

with the crystallite grain size, the Williamson-Hall Plot can be use [41]. The Scherrer equation

[42] used here is described by

D =
Kλ

β cos θ
(5.2.2)
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Figure 5.3: X-ray diffraction plots of Pt/CFTB, Pt/CFTB/Pt, CFTB/Pt samples and Si/SiO2

(inset) substrate showing the Pt (111), (222) and Si/SiO2 diffraction peaks.
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Figure 5.4: Zoomed XRD peaks between 35.5- 43.9 ◦ showing the overlapped Si(111) and Pt
(111) peaks and line broadening for (a) Pt/CFTB (b) Pt/CFTB/Pt (c) CFTB/Pt sample series
with no significant shift in lattice parameter.

Table 5.2: XRD crystal grain size estimated from the Pt (111) peak with the actual range of Pt
XRR thickness for the CFTB/Pt and Pt/CFTB/Pt samples.

Crystalline grain size
CFTB CFTB/Pt series Pt/CFTB/Pt series
(nominal) Grain Pt Grain Pt cap Pt buffer
thickness(nm) size(nm) thickness(nm) size(nm) thickness(nm) thickness(nm)

3 2.8 ± 0.10 3.1 ± 0.2 2.89 ± 0.08 3.5 ± 0.2 3.2 ± 0.4
6 2.87 ± 0.08 3.3 ± 0.3 2.90 ± 0.07 3.4 ± 0.2 3.2 ± 0.2
10 3.10 ± 0.05 3.1 ± 0.2 3.06 ± 0.05 3.4 ± 0.4 3.2 ± 0.6

where D is the crystallite size, K is the crystallite shape factor which is approximately 0.9,

λ is the wavelength of the radiation, β is the full width at half maximum (FWHM) of x-ray

diffraction peak (in radians) and θ, the Bragg angle. The constant K describes the crystal

geometry and is approximated as 0.9 for a spherical crystal [42]. The FWHM was extracted by

deconvolution of the overlapped Si (111) peak and Pt(111) peak diffraction peaks. An estimate

of the crystallite size using Equation 5.2.2 above is summarized in table 5.2.

According to table 5.2, a lower grain size was estimated for CFTB (3nm) sample which

slightly increases with CFTB thickness. The observed lower grain size at lower thickness might

be due to a strong interaction between the CFTB and Pt atoms which constrains mobility of

the adatom around the interface that weakens as CFTB thickness increases.
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The result reveals that the Pt texture improves with increasing CFTB thickness for all Pt

capped samples including the trilayer. The crystal grain size is approximately equal to the

overall Pt thickness which varies between 3.1 - 3.5 nm, meaning that the increase of CFTB

thickness provides a smoother surface for better Pt growth in the CFTB/Pt and Pt/CFTB/Pt

sample series. Also Pt as a heavier element deposited on CFTB may alter the layer texture,

crystal orientation, stress or roughness at the interface. This increase in crystallite size due to

grain growth would possibly influence the structural and magnetic scattering length density

of the sample. This shows that there is a significant but subtle structural asymmetry. The Pt

capping layers are fully FCC (111) textured, whereas the seed layer may possibly be amorphous

at the start and perhaps only begins to become FCC (111) very close to the interface with

CFTB.

5.3 Magnetic characterisation and analysis

The magnetic characterisation of the Pt/CFTB, Pt/CFTB/Pt and CFTB/Pt sample series is

investigated in this section. The samples used in the structural investigations were simultaneously

deposited with the PNR sample and the MOKE samples, but the MOKE samples were deposited

on a separate piece. Two methods of investigation are reported in this section which both

probe the total magnetisation in the material. Longitudinal MOKE was used to understand the

in-plane anisotropy and the magnetisation reversal of these samples. In addition, PNR was used

along with the known structural properties of the sample to provide magnetic depth profile of

the ferromagnetic layers within the samples.

5.3.1 Magneto-optical analysis by longitudinal MOKE

Longitudinal MOKE magnetometry measurement were conducted with a laser beam of wave-

length 658 nm and spot size of 7 µm at the sample. The samples for the measurement were

grown with a 5 mm × 5 mm mask. MOKE hysteresis measurements at successive angles to the

in-plane magnetic field of 45◦ from the starting point reveals isotropic magnetic behaviour within

the film for all samples in the series including the plain CFTB sample. This is expected for an
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Figure 5.5: Normalised longitudinal MOKE hysteresis loop showing that Pt deposition on CFTB
modifies the magnetic reversal of the sample. The inset shows equal coercive field for all sample
series and the offset is due to an instrumental effect.

amorphous film because there is no crystalline directionality imposed. When Pt is deposited

on CFTB, there is an abrupt switch in magnetisation compared to plain CFTB deposited on

Si/SiO2 substrate as shown in figure 5.5. This difference may likely be due to domain wall (DW)

formation where the rapid reversal in the CFTB/Pt may be single nucleation and rapid wall

propagation. Once the DW is nucleated, it immediately propagate through the sample. The

gradual reversal in the plain CFTB sample indicates that DW is pinned and can only move

slowly between the pinning site. This reduction in surface DW pinning may be from the Pt.

The coercive field, Hc, obtained from the same sweep-rate for all sample series are equal and is

independent of CFTB thickness. In general, the average Hc in all films is < 30 Oe, as shown in

the inset of figure 5.5 and the observed offsets are artifact from the instrument.

Based on the observed Hc for all sample series, the in-plane magnetic field applied during

the PNR and XRMR measurement was > 50 Oe to properly saturate the magnetisation in the

samples. The PNR and the XRMR analysis are discussed in subsequent sections.

144



CHAPTER 5. INVESTIGATION OF ASYMMETRY AND MAGNETIC PROXIMITY
EFFECT AT PT−COFETAB INTERFACES

5.3.2 Interfacial studies by polarised neutron reflectivity

Several studies have demonstrated the depth dependent changes in the in-plane sample magneti-

sation with the polarised neutron reflectivity (PNR) technique. Interfacial magnetic investigation

of an exchange bias system showed a changed in the magnetisation at the Fe3O4/NiO (FM/an-

tiferromagnet) interface [43]. Other investigations in FM/semiconductor [44] and FM/NM

[45] structures have observed changes in the magnetic depth profile at the interface giving

an indication of the feasibility of PNR for the study of proximity magnetisation effect at the

interface. Therefore, initial investigations into PIM and the magnetic asymmetry at different

interfaces began with the PNR technique.

The PNR measurements were performed on the Polref beamline at the ISIS neutron source

at Rutherford Appleton Laboratory, where a collimated beam of polarised neutrons at grazing

incidence is employed in the magnetic depth characterisation. Measurements were performed on

the three sample series defined earlier. Polarised neutron reflected intensity was measured as

a function of the incident neutron wave vector Q normal to the sample surface as described

in section 3.6. A large in-plane magnetic field of about 150 Oe was applied with a magnetic

yoke in order to magnetically saturate the sample during measurement. The corresponding

reflectivity of the neutrons from the change of refractive index for spin-up R+ (spin polarised

parallel to direction of sample magnetisation) and spin down R− (spin polarisation anti-parallel

to sample magnetisation) were collected. PNR measurements were conducted over a large Q

range in order to capture features such as intermixing and alloying at the interfaces in the films.

This is not common in most PNR measurements as it requires a large sample area to enhance

the signal to noise at high Q, which explains why a sample of 30 mm×30 mm was used for the

measurement.

The reflectivity data for both spin states were simultaneously fitted with the GenX code. In

the simulation, the FM layer of the sample was divided into N slabs of constant scattering length

density btot. Using Parratt’s recursion algorithm, the thickness, density, interface roughness and

magnetic moment varies to minimised χ2. A minimum value of N that gives a good fit with the

least χ2 value (in our case N = 2 for bilayer and N=3 for trilayer) was chosen. At N > 2 there
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is no significant reduction in χ2 value proving that this model with N=2 captures the overall

features in the system including the SLD variations around the interface. The SLD is a function

of the depth z normal to the sample surface and is a sum of the nuclear bnuc and magnetic bmag

contributions. Therefore, both structural and magnetic depth profiles for the entire system were

extracted from the best fit simulation. This provides the cross-sectional depth profiles of the

entire system as shown in figure 5.6.

The χ2 minimisation values which measure the goodness of the fit are shown on the reflectivity

plots (top plots) in figure 5.6. Having a χ2 close to 10 indicates a good PNR fit. The theoretical

model assumed an idealised model of the interface with the form of an error function, which

may not be true. This explains why some data points of the spin asymmetry (center plots in

figure 5.6) in the Pt/CFTB/Pt do not fall within the error bar limits. At higher angles there

could be some artifacts because of low signal level. In addition, the spin asymmetry is not fitted

to the data, but rather derived from the fitted reflectivity. Therefore, having a spin asymmetry

line close to the data point is a good fit. Also at higher angles, there may be some instrument

artifacts that have not previously been seen, as very few people do measurements at such high

θ. It is also possible that the model used may stop providing good description of the sample at

such high Q range.

PNR SLD results revealed an asymmetry in the magnetic scattering length density profile

between the top and bottom interfaces with an average peak magnitude of 10−6 Å−2 (300

emu/cm3) close to the substrate in all cases. In all sample series, magnetic moments close to the

substrate are larger than the surface with a compositional grading throughout the FM layer. In

the Pt buffer films, the mechanism of the grading may possibly be explained as Pt at the bottom

pushing Ta up and oxygen from the top pulling it up by chemical means. Similarly in the Pt

capped films, the Pt deposition may cause the Ta to float up leading to low magnetisation at

the surface as shown on the magnetic SLD profile. It may be possible that these two mechanism

both operate in the trilayered films, pushing the peak magnetisation upward into the CFTB

layer. Therefore, Pt/CFTB samples shows higher interfacial magnetic moment compare to

CFTB/Pt interface. This could be as a result of Ta diffusion, thereby creating a compositional

and magnetic grading which reduces the magnetisation closer to the surface [46]. Note that the
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amorphous structure is already inhomogeneous, therefore should have little effect other than in

the magnetism.

The CFTB moment reduces over a layer of about 10 Å at the interface for bilayers and the

top interface of the trilayers, but the Pt/CFTB interfacial moment for the trilayers reduces

over 30 Å about the interface, suggesting interdiffusion and alloying at this interface. Also, the

capped Pt layer may force more interdiffusion in the lower interface because of the impact energy

and momentum impacted on the sample structure during deposition because Pt atoms are of a

heavier atomic size. This effect was also observed by Singh et al [47] and Tokaç et al [48] in

Fe/Ge and CFTB/Ta systems respectively. The chemically induced diffusion (Fe-O) bonding in

a tunneling junction have been reported in [49]. The imaginary SLD profile for all sample series

which describes the neutron absorption by boron atoms revealed an even distribution of boron

in the FM layer (not shown).

The observed reduction in the CFTB/Pt interface indicates no PIM in Pt or possible

proximity polarisation of Pt atom overwhelmed by the magnetic moment in the CFTB layer.

As the induced magnetic moment due to Pt polarisation is too small, PNR cannot see the Pt

polarisation but does see the CFTB magnetisation at both interfaces with observed asymmetry

in both composition and magnetisation. Consequently, PNR is not a suitable technique for

PIM investigation in FM-NM systems because it gives the total magnetic moment of the entire

system and possibly the magnetic moment of the NM layer maybe overshadowed by that of

the FM layer. Therefore further investigation for PIM is required and is discussed in the next

section.

5.4 Magnetic proximity effect in Pt using X-ray reso-

nance magnetic reflectivity

In thin films, boundary effects becomes significant thereby leading to an extended magnetic

interaction between nearest neighbouring atoms at the interface. This can lead to proximity

polarisation of NM atoms around the interface through indirect exchange coupling between the
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NM and FM atoms around the interface in a NM-FM heterostructure. PIM investigation in Pt is

mainly done using XMCD. Valvidared et. al. reported a Pt polarisation of < 0.001 µB/Pt atom

in CoFe2O4/Pt implying no PIM at the interface because the XMCD signal obtained was within

the noise level. Similarly, a significant PIM has been observed in Pt/Co [50–52], Pt/Fe [53] and

Ni/Pt [24] systems. An overview of these XMCD investigations as a function of Pt thickness

have been put together by Klewe et al (see figure 5.7). The Pt moments labeled [24], [51] and

[54] were recorded at 10 K, which is likely to decrease for room temperature measurements

as indicated by the red and green arrows (shaded area). The rest of the measurements were

obtained at room temperature. This plot indicates a strong dependence with thickness because

total film volume contributes to the absorption measured by the XMCD technique. Hence

it would be difficult to identify some interfacial contributions in thicker samples with small

interface to volume ratio because the XMCD obtained moment is effectively averaged over the

full film thickness. Also, PIM investigations in Pt/YIG systems has proven to be controversial

where Lu et al. report an observed Pt polarisation of 0.054 µB/Pt atom at 300 K and 0.076

µB/Pt atom at 20 K in a YIG/Pt sample supporting the idea that spin Hall magnetoresistance

may be attributed to PIM. On the contrary, Geprägs et al investigated a Pt/YIG sample and

observed no evidence of Pt polarisation, supporting the contrasting idea that SMR is directly

due to spin current generation. Therefore, it is evident that another technique is required

for PIM investigation. XRMR is a technique for PIM investigation that is not averaged over

the sample thickness providing detailed information on the depth distribution of the magnetic

moment across the interface.

Several investigations have been performed with XRMR on FM/Pt samples where some of

these had been reported in Pt/Fe [27, 56, 57], Pt/ Ni [56], Pt/ NiFe [56], Pt/NiFe2O4 (NFO)

[27, 56, 57] and Pt/Co [58] samples. Pt/Fe samples exhibit the largest Pt spin polarisation

of 0.43 - 0.6 µB/ Pt atom, followed by Pt/Co with a moment of 0.21 µB/ Pt atom, Ni33Fe67

with 0.44 µB/ Pt atom, Ni81Fe19 with 0.22 µB/ Pt atom, Pt/Ni with 0.08 and 0.04 µB/ Pt

atom for Pt/NFO. Although there are some comparable results for the estimated moment of Pt

polarisation between XRMR and XMCD techniques in Pt/Fe samples, there is great disparity

in other sample structures.
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[50]

[53]
[24, 54]

[24, 54]

[51]

[55] [20]

Figure 5.7: Overview of the XMCD investigation of MPE in Pt/FM bilayer (open dots) and
multilayer (solid dots) from [56] where the magnetic moments observed in [24, 51, 54] were
obtained at 10K while the rest were at room temperature. The downward arrow (green and
red) indicates the expected reduction in magnetic moment at room temperature.

In this section, magnetic polarisation of Pt atoms in proximity to CFTB is investigated

with XRMR. The measurements were conducted at the XMaS beamline at the ESRF, France

using synchrotron x-ray radiation. Details of the experimental technique have been discussed in

chapter 3. The measurements are taken at gazing incidence using a circularly polarised x-ray

beam tuned to the energy of the Pt L3 absorption edge. The degree of circular polarisation of

the x-ray beam deduced from a model that describes the phase plate performance was 88% [59].

The XRMR technique allows the exploitation of both the reflectivity and dichroic properties to

determination the element specific magnetisation profiles through the sample. Both structural

and magnetic profiles specific to the Pt L3 edge were obtained for each sample series at room

temperature.

XRMR data were collected at a fixed Pt L3 resonance energy of 11.569 keV in order to

exclude contributions from materials in the sample other than Pt to the asymmetric dichroic

effect. The reflectivity scans were performed using left circularly polarised x-ray beam, switching

the magnetisation between parallel and antiparallel directions to the incident beam. Magnetic

switching was accomplished with an electromagnet that applies a field of ± 130 Oe in the sample
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Table 5.3: Structural parameters from the best fitting GenX simulations of the XRMR data
using the diff FOM where the roughness represents the roughness of the top interface of the
layer.

Sample Layer Thickness (nm) Roughness (nm) Density(atoms Å−3)

Pt(3nm)/CFTB(6nm)
Oxide layer 2.2 ± 0.1 0.6 ± 0.1 0.011 ± 0.003
CFTB 5.3 ± 0.1 0.4 ± 0.1 0.080 ± 0.004
Pt 3.1 ± 0.1 0.6 ± 0.1 0.061 ± 0.002

Pt(3nm)/CFTB(10nm)
Oxide layer 2.2 ± 0.1 0.5 ± 0.1 0.012 ± 0.002
CFTB 9.5 ± 0.1 0.3 ± 0.1 0.085 ± 0.005
Pt 3.0 ± 0.1 0.5 ± 0.1 0.065 ± 0.003

CFTB(6nm)/Pt(3nm)
Pt 3.5 ± 0.1 0.3 ± 0.1 0.056 ± 0.004
CFTB 6.4 ± 0.1 0.6 ± 0.1 0.087 ± 0.002

CFTB(10nm)/Pt(3nm)
Pt 3.3 ± 0.1 0.3 ± 0.1 0.066 ± 0.004
CFTB 10.2 ± 0.1 0.6 ± 0.1 0.080 ± 0.003

Pt(3nm)/CFTB(6nm)/Pt(3nm)
Top Pt 3.5 ± 0.1 0.4 ± 0.1 0.063 ± 0.002
CFTB 5.9 ± 0.1 0.6 ± 0.1 0.082 ± 0.002
Buffer Pt 3.3 ± 0.1 0.6 ± 0.1 0.058 ± 0.004

Pt(3nm)/CFTB(10nm)/Pt(3nm)
Top Pt 3.4 ± 0.1 0.4 ± 0.1 0.060 ± 0.003
CFTB 9.3 ± 0.1 0.6 ± 0.1 0.084 ± 0.001
Buffer Pt 3.4 ± 0.1 0.6 ± 0.1 0.055 ± 0.004

plane. Measurements were taken after confirming a change in sign of XRMR asymmetric ratio

between RCP and LCP beam. The spin asymmetry (SA) ratio was also obtained from the

resonance reflectivity scan by switching sample magnetisation repeatedly at every point along

the specular reflectivity curve.

SA =
I+ − I−

I+ + I−
(5.4.1)

The SA measurements were taken as a function of scattering angle 2θ.

GenX simulations of the reflectivity and SA scan were simultaneously fitted to obtain the

best fit of structural and magnetic scattering length density (SLD) depth profiles of the samples.

Here, a modified Parratt algorithm was used to consider the resonance induced changes of the

scattering factor. The interface was modeled using the Nevot-Croce approximation [60], which

describes the interface as a Gaussian shaped profile. The simulation model included a sample

stack divided into single slabs for each sample layer. The samples thickness, interface roughness,

density and resonance scattering factor were allowed to vary.
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5.4.1 XRMR investigation of Pt-CFTB interface for magnetic prox-

imity effect

The specular reflectivity and spin asymmetric (SA) ratios are shown in figure 5.8. Excellent

agreement is found between simulated and experimental data, with a slight deviation only at

higher angles attributed to the influence of the low signal to noise level. The reflectivity fits

shown in the upper panel of each pairs of plots in figure 5.8 are used to derive the structural

parameters in table 5.3. The SA fits, which are shown in the lower panel of each pair of plot in

figure 5.8, show about 3% and 1% Pt magnetic signal in the trilayered and bilayered structure

respectively. The SA changes sign as the magnetisation or helicity was switched, confirming

the presence of a magnetic effect. The SA slightly increases with CFTB thickness for both

interfaces. It can be observed that the SA peak doubles in the trilayer in comparison with the

bilayer due to an increase in the number of reflective interfaces and the total sample thickness

and hence more complicated interferences terms.

The extracted structural parameters from the XRMR best fits are as shown on table 5.3.

The thicknesses and roughnesses of the different layers are comparable with the XRR values in

table 5.1, while the density of the Pt layer is generally smaller especially for the Pt buffer layer.

The Pt buffer layer is largely amorphous which may be attributed to the decrease in density.

Crystalline packing should have a higher density in comparison to the amorphous counterpart,

which would probably require a higher sensitivity of resonance scattering to observe this. Also,

the interface width, which captures the effect of topological roughness and intermixing at the

interface, is slightly larger at the Pt/CFTB compared to the CFTB/Pt interface. This could be

a consequence of intermixing at the interface as the amorphous/amorphous interface width is

larger than the amorphous/crystalline interface width.

The depth resolved structural and magnetic scattering length density profiles are shown in

figure 5.9. The structural SLD profile (black lines) represents the chemical characteristic of the

sample, which is a function of the charge structure factor Fc. Similarly, the magnetic SLD (red

lines) depicts the magnetic distribution of Pt polarisation within the vicinity of the interface

with the FM layer and is a function of the magnetic structure factor Fm. The magnitude of Fm
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Figure 5.9: The extracted profile of the structural (black) and magnetic (red) SLD profile
of (a) Pt(30Å)/CFTB(60Å) (b) Pt(30Å)/CFTB(60Å)/Pt(30Å) (c) CFTB(60Å)/Pt(30Å) (d)
Pt(30Å)/CFTB(100Å) (e) Pt(30Å)/CFTB(100Å)/Pt(30Å) (f) CFTB(100Å)/Pt(30Å).

is proportional to the Pt moment per atom and is treated as an arbitrary fitting parameter in

the GenX simulator. Hence it is only possible to obtain the relative change in the Pt magnetic

moment, not the absolute values of Pt magnetic moment. Looking at figure 5.9, the magnetic

SLD profiles confirm the presence of PIM in Pt. The PIM effect decreases exponentially with a

characteristic decay length of 15 Å from the interface (FWHM ∼ 11 Å) which is comparable to

∼ 18 Å in Pt/Co [61], ∼ 10 Å (FWHM) in Pt/Co [58], Pt/NiFe2O4 [57] and Pt/Fe [27]. It is

observed that the PIM in the Pt/CFTB interface is much smaller than that of the CFTB/Pt

interface in both bilayered and trilayered samples with values that are consistent between sets

of samples. Grissler et al [58] pointed out a strong dependence of Pt magnetisation on the

chemical density specific to the sample, which can explain the reasons for low PIM in the lower

density Pt of the buffer layer. This could also be linked to the interfacial morphology at the

interface as discussed in the XRD analysis.

The estimated Pt magnetic moment obtained from the peak-height of the Pt magnetisation
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concentration in the sample is plotted on figure 5.10b. Also a plot of the estimated value of

crystalline grain size to CFTB thickness shows a similar increasing trend as the estimated

magnetic SLD dependence on CFTB thickness (see figure 5.10). This supports the observation

that PIM strongly depends on the crystalline morphology at the interface which can be attributed

to interfacial mixing that leads to the formation of poor Pt crystal texture at the Pt/CFTB

interface in comparison to the CFTB/Pt interface. Also, Pt texture on thermally oxidised Si

substrate is reported to be a (111) texture [62], but can be changed to a random orientation

depending on the fraction of oxygen at the interface [39], which explains the possible asymmetry

observed in the Pt/CFTB and CFTB/Pt interfaces.

In addition, the induced Pt magnetisation scales with the magnetic moment of the CFTB

layer suggesting that the strength of magnetic coupling between Pt and CFTB layer depends on

the magnitude of the magnetic moment in the CFTB layer. This coupling may be a consequence

of band hybridisation and exchange interaction at the interface which defines the electrochemical

potential relative to the individual layer of the interface. This can modify the spin transport

properties of the system. The difference in orbital and Fermi energy is minimised or tuned by

the morphology of the interface. The 3d electrons from CFTB and the 4s electrons from the Pt

interact modifying the DOS near the Fermi level, leading to spin polarisation of Pt atom.

Furthermore, aside from the presence of PIM there is an asymmetry in the magnetic profiles

at the two interfaces. Therefore, it is inappropriate to assume symmetry in tunneling junctions

or similar sample structures across such interfaces. This observed asymmetry can significantly

influence spin transport in FM/NM systems affecting the potential application in spin devices.

5.4.2 XRMR of Pt-YIG interface

Due to the closeness of Pt to the Stoner criterion, the interpretation of the observed Spin Hall

magnetoresistance for spin current generation in a ferrimagnetic insulator(FMI)/ nonmagnetic

(NM) material structure such as yttrium iron garnet (Y3Fe5O12, YIG)/Pt has been controversial.

This is due to the opinion that in the presence of PIM the generated pure spin current is

contaminated by charge current. Geprägs et al [20, 63] observed no spin polarisation of Pt atom
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Figure 5.10: A plot of (a) estimated crystalline grain size from Pt(111) peak for CFTB/Pt
(black) and Pt/CFTB/Pt (red) samples (b) peak magnetic moment at Pt/CFTB (blue and
purple) and CFTB/Pt (black and red) interfaces for bilayered (black and purple) and trilayered
(red and blue) samples as a function of CFTB thickness. This shows a slight increase with
increasing CFTB thickness.

in a YIG(62nm)/Pt(3nm, 7nm, 10nm) using XMCD at room temperature. Conversely, Lu et al

[64] reported evidence of Pt polarisation moment of 0.054 µB at 300 K and 0.076 µB at 20 K

for YIG/Pt(1.5nm) contradicting the report by Geprägs et al. XRMR being a depth sensitive

magnetic probing technique is used in this section to clarify the possible evidence of PIM in

YIG/Pt structure.

Here a sample of 8 mm × 8 mm YIG(38nm)/Pt(3nm) sample fabricated by Amy Westerman

from Prof Bryan Hickey’s group at the University of Leeds was used for XRD and XRMR

measurements at room temperature. The sample was grown on a gadolinium gallium garnet

(GGG) substrate. The YIG layer was grown by RF magnetron sputtering under a deposition

pressure of 2.4 mTorr with 5 % oxygen and 95 % argon gas. The sample was later annealed in

air for two hours at a temperature of 850◦C. The Ms and the coercive field Hc measured with a

VSM are 124 ± 2 emu/cc and 0.3 ± 0.1 Oe respectively. A 3 nm layer of Pt was later deposited

on the annealed YIG under an argon gas pressure of 2.4 mTorr using DC magnetron sputtering.

The result of XRD and XRMR analyses are shown in figure 5.11. The XRD measurements

reveals poor Pt growth on the YIG layer. The anticipated location of the Pt(111) peak is

indicated by the red arrow in figure 5.11a. The resonance x-ray reflectivity confirms the layer
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Figure 5.11: (a) XRD diffraction pattern for YIG/Pt on GGG substrate showing the anticipated
angle (red arrow) of the Pt(111) peak (b) XRMR specular reflectivity(upper panel) and spin
asymmetry ratio (lower panel) of YIG(380Å)/Pt(30Å) on a GGG substrate which indicates no
Pt polarisation in the sample.

structure of the sample while the spin asymmetry shows no evidence of polarisation of Pt atoms

because there is no significant split between the positive and negative field data. These results

support the report by Geprägs et al. of negligible PIM in YIG/Pt, buttressing the fact that

spin current generation in this system is due to spin Hall effect. Magnetoresistance investigation

of spin current generation will be discussed in detail in chapter 6.

5.5 Summary

In this chapter, Pt interfacial spin polarisation in CFTB-Pt interface was investigated. XRR

and XRD have been used to study the structural properties of the CFTB-Pt samples categorised

into three sample series which are Pt/CFTB, CFTB/Pt and Pt/CFTB/Pt samples. For each

sample series, samples with different CFTB thickness of 30 Å, 60 Å and 100 Å were prepared

by magnetron sputtering deposition on Si/SiO2 substrates. The film structural quantities such

as thickness and interface roughness have been quantified by a best fit simulation of the XRR

specular reflectivity measurement. Among the Pt/CFTB series, an oxide layer of approximately
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20 ± 3 Å was obtained, while on the other sample series this was negligible. Direct interpretation

of the XRD peaks has shown that the microstructure of all films is characterised as an amorphous

CFTB with varying Pt(111) texture. Calculations of the crystallite grain size in Pt indicates

a small increase with increasing CFTB thickness. The effect of this microstructure on the

magnetic behaviour of the samples was investigated with PNR and XRMR.

The magnetic anisotropy of the samples has been studied with the longitudinal MOKE

giving a idea of the minimum field required to saturate and reverse the in-plane magnetisation

for PNR and XRMR measurements. The coercive fields obtained were about 25 Oe for all

sample series.

PNR fits of both spin state experimental data have shown the depth resolved structural and

magnetic profiles of the samples. The highest magnetic moment close to the buffer interface

obtained was ∼ 10−6 Å−2 (300 emu/cm3), distributed over the FM layer in the material. The

magnetic profile shows a reduced moment close to the sample surface and higher moment closer

to the substrate in all sample series. The imaginary SLD profile from the PNR measurements

shows an even distribution of B atoms within the FM layer.

Simultaneous GenX simulations of the specular reflectivity and spin asymmetry from XRMR

measurements taken at the Pt L3 absorption edge energy reveals proximity magnetic polarisation

of Pt for all CFTB sample series. The Pt polarisation is found to extend 15 ± 3 Å from each

side of the interface which increases with increasing CFTB thickness for the top Pt interface.

The PIM at the buffer Pt interface is significantly smaller with slight increase with increase

CFTB thickness. This indicates that the PIM is strongly dependent on the interface growth of

the Pt layer. PIM effect can greatly influence the magnetoresistance measurements. Therefore

the effect of PIM on magnetoresistance measurements is discussed in chapter 6.

Also, XRMR investigation on YIG (38nm)/Pt(3nm) shows no PIM in Pt, confirming that the

generated spin current by spin Hall effect observed by spin Hall magnetoresistance in YIG/Pt is

pure.

158



REFERENCES

References

[1] Y. Tserkovnyak, A. Brataas, and G. E. Bauer, “Enhanced Gilbert damping in thin ferro-

magnetic films,” Physical Review Letters, vol. 88, no. 11, p. 117601, 2002.

[2] O. Mosendz, V. Vlaminck, J. Pearson, F. Fradin, G. Bauer, S. Bader, and A. Hoffmann, “De-

tection and quantification of inverse spin Hall effect from spin pumping in permalloy/normal

metal bilayers,” Physical Review B, vol. 82, no. 21, p. 214403, 2010.

[3] F. Czeschka, L. Dreher, M. Brandt, M. Weiler, M. Althammer, I.-M. Imort, G. Reiss,

A. Thomas, W. Schoch, W. Limmer, et al., “Scaling behavior of the spin pumping effect in

ferromagnet-platinum bilayers,” Physical Review Letters, vol. 107, no. 4, p. 046601, 2011.

[4] M. I. Dyakonov and A. Khaetskii, “Spin Hall effect,” in Spin physics in semiconductors,

pp. 211–243, Springer, 2008.

[5] J. Hirsch, “Spin Hall Effect,” Physical Review Letters, vol. 83, no. 9, p. 1834, 1999.

[6] A. Hoffmann, “Spin Hall effects in metals,” IEEE Transactions on Magnetics, vol. 49,

no. 10, pp. 5172–5193, 2013.

[7] Y.-T. Chen, S. Takahashi, H. Nakayama, M. Althammer, S. T. Goennenwein, E. Saitoh,

and G. E. Bauer, “Theory of spin Hall magnetoresistance (SMR) and related phenomena,”

Journal of Physics: Condensed Matter, vol. 28, no. 10, p. 103004, 2016.

[8] H. Nakayama, M. Althammer, Y.-T. Chen, K. Uchida, Y. Kajiwara, D. Kikuchi, T. Ohtani,
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Chapter 6

Magnetoresistance in CoFeTaB/Pt

bilayers

6.1 Introduction

Here, a new magnetoresistance in a simple FM/NM bilayer, where the nonmagnetic (NM)

material is characterised by a large spin-orbit coupling, is reported. Several reports on the effect

of magnetisation on electrical conductivity have helped to better understand the phenomena

associated with spin transport in materials. These have wide applications in sensors and memory

devices. The magnetoresistance measurement is an investigative technique that has proven to

be an easy and a very enlightening technique. Detailed information on the change in electrical

resistivity with magnetisation due to charge transport and spin-dependent scattering as a result

of spin-orbit coupling has been widely reported in the literature [1–4]. Spin-dependent scattering

resulting from the spin Hall effect (SHE) in a NM material, observed as a spin accumulation at

an interface generating spin current transverse to the current propagation has also been reported

[5–7]. The spin current generation process is reversible via inverse spin Hall effect(ISHE), but

there remains some controversial issues on the origin and other contributory effects such as

magnetic proximity effect and the Rashba effect, which challenge its application [8]. This has

lead to great interest and research in the field.

As these magnetoresistance measurements are very sensitive to sample texture, it is imperative
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to devise a means of sample deposition that will help to enhance the expected results and

which will be presented in this chapter. The procedure for Pt deposition employed to obtain

a continuous film growth on SiO2 at reduced film thickness is discussed in detail. This is

important as spin propagation is affected by discontinuities and inhomogeneities within the

sample and at the interface. The following sections contain only a brief description of the

structure of the sample as more detailed information has been provided in chapter 5. In order to

know the magnetic field required to switch the magnetisation of the sample both in-plane and

out-of-plane, magneto-optical Kerr effect (MOKE) measurements are also presented. Finally, a

detailed discussion of the analysis of the results of a new form of magnetoresistance observed in

CFTB/Pt and Pt/CFTB bilayers is presented.

6.2 Deposition conditions for Pt continuous film growth

Thin films are useful for device fabrication in spintonics application. Often, thin film properties

are modified by the deposition technique, substrate material and substrate temperature hence a

requirement for continuous film deposition procedure is needed in order to achieve the desired

properties. Sample thicknesses and interface morphology are also very critical in such applications

[9]. Spin dependent phenomena such as spin pumping [10–12], magnetoresistance [3, 13–19]

and the Rashba effect [20, 21] depend on the interface structure between the spin generator

and spin sink. Pt films with a FM layer have been observed to exhibit a new pure spin current

phenomenon where the spin transport dynamics depended on the spin mixing conductance

at the interface between FM and Pt [16, 17]. Increased growth temperature, grain size and

roughness lead to an increase of electrical resistivity [22]. In addition, size effects due to reduced

dimensionality of the material relative to the mean free path of the electrons increases the

resistivity. An increase in resistivity can be attributed to electron scattering at the interface

[23], surface of the conducting film [24] and from grain boundaries [25]. Therefore to improve

the electrical conductivity a uniform interface or surface is critical.

Studies have shown that sputtering conditions define the minimum thickness, dmin, below

which a film becomes discontinuous [26]. The growth of a thin film typically begins with
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initial island growth. These islands gradually grow and coalesce into an island that comes into

equilibrium shape developing a continuous film. Although thinner Pt layer growth has been

achieved on other substrates, such as gadolinium gallium garnet (GGG) [27], the minimum

continuous Pt film growth on Si/SiO2 substrate to be achieved is 3nm [22]. Therefore, here we

report the conditions for continuous film growth of 2nm by tuning the deposition conditions of

thin film thereby improving the quality on Si/SiO2 substrate using sputtering deposition. The

advantage of sputtering over other deposition techniques is that it provides a large deposition

source which implies larger deposition area in comparison to other techniques with smaller

sources such as thermal or electron beam evaporation.

A continuous Pt film deposition was achieved by varying the sputtering conditions and

checking for continuity by measuring the resistance of the grown sample. Details of system

description and the findings are discussed below.

6.2.1 System description

The experimental setup is similar to that discussed in chapter 3. Film purity was enhanced

by conducting depositions from a base vacuum pressure of 10−8 Torr. The sample stage was

allowed to rotate to give more uniform coverage as the source is off at the side of the vacuum

chamber. This helped to enhanced continuity of film growth during deposition as the sputtered

atom flux needs to arrive at the substrate with an optimum energy so as to be able to find

the best location to settle. This requires that it loses a certain amount of energy by collision

with the working gas in the chamber. Therefore an optimum position was obtained by changing

the pressure and all measurements were taken at the same position and pressure for a proper

comparison. A 99.99 % Pt target of diameter 2 inches was used and the deposited substrate

was thermally oxidised SiO2 of 27 mm×5 mm dimension. A shadow mask was used to confine

the growth to a 25 mm×3 mm area. This helped to keep the dimensions constant for easy

calculation of the sample resistivity. The thickness of the film was confirmed by XRR technique.

Electrical measurements for continuity of the film used a four probe resistance measurement

method with an ac setup as discussed in section 3.8.4, where the current source used has an
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Figure 6.1: A plot of deposition rate of platinum against growth pressure showing the optimum
sputter rate for continuous film growth of Pt layer as defined in reference [28].

indicator which confirms the continuity of the film.

6.2.2 Sputtering conditions affecting the continuous film growth

Several condition such as base pressure, growth pressure, sputter power, target and substrate

temperature influence the deposition process. Here, the sputtering conditions varied were the

sputtering power and the deposition pressure that controls the deposition rate, which depends

on the surface binding energy of the materials ejected from the target. The deposition pressure

was varied between 0.5 - 5 mTorr by varying the Ar gas flow rate in the chamber. An increase

in argon flow leads to an increase in the growth pressure, as the pumping speed is constant.

The deposition rate at varying pressures was determined for three power values (50 W, 70 W

and 100 W). The substrate temperature was ∼ 20 ± 1 ◦C across all measurements.

As the power is increased the sputtered atoms become more energetic. As the pressure is

increased there will be an increased bombardment of the target by Ar ions leading to a higher

deposition rate, as shown in figure 6.1. Also a change in the growth pressure leads to an initial

170



CHAPTER 6. MAGNETORESISTANCE IN COFETAB/PT BILAYERS

increase in deposition rate with growth pressure, which plateaus at the point where the ion

density increase is balanced by more collisions with Ar atoms that causes back diffusion. At the

onset of back diffusion increasing the growth pressure results in a decrease in the deposition

rate. The point before back diffusion is referred to as the optimum point for film growth which

defines the highest achievable deposition rate [28]. The optimum growth pressure obtained here

is 1.22 mTorr for 50 W power and 1.48 mTorr for 70 and 100 W. The equality in the growth

pressure for a power of 70 W and 100 W suggests an optimum power of 70 W because beyond

70 W, the optimum sputter rate does not improve with pressure. Below 0.5 mTorr, the plasma

could not be sustained because the mean free path between the ionising electron-atom collisions

was large and the ionisation efficiency was low. A dmin of 2 nm was obtained for Pt films

grown with a sputter power of 70 W at deposition rate of 0.36 Å/s and a growth pressure of

1.48 mTorr. This was confirmed with a resistivity value of 14.6 µΩcm measured using the four

probe electrical measurement technique. Subsequent growth of Pt(2nm) with CFTB exhibited

a smooth Pt/CFTB interface with a roughness of ∼ 6 Å from XRR measurements. Therefore, a

smooth continuous Pt film of 2 nm was achievable. More discussion of the magnetoresistance

measurements, which uses the obtained Pt thickness, is discussed later in section 6.5.

6.3 Structural properties of Pt thin film samples

Layer thickness, interface width and density were confirmed with XRR technique. It showed

similar properties as the bilayered samples discussed in chapter 5. The nominal thickness quoted

for all structural parameters were within an error limit of ± 6 Å for all samples. The interface

roughness is about 0.5 - 0.6 nm, confirming a smooth interface achieved by the Pt deposition

method discussed above. The XRD peaks show that the sample is made up of amorphous CFTB

with a Pt (111) texture which is stronger for the CFTB/Pt series and weaker in Pt/CFTB

sample series. Pt growth on SiO2 is poor in comparison to CFTB which explains the necessity

of the growth deposition procedure. Details on the crystalline properties of the samples have

been provided in chapter 5.
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Figure 6.2: (a) A plot of coercive field against CFTB thickness from longitudinal MOKE
measurements of the CFTB (t nm)/Pt (2 nm) sample series showing no significant change in
coercive field with CFTB thickness. Inset shows the normalised hysteresis loop of a CFTB (2
nm)/ Pt(2 nm) sample used for the bulk of the magnetoresistance discussions showing small
in-plane magnetic saturation field.(b) Polar magneto-optical Kerr effect hysteresis loop for
CFTB (2nm)/Pt (2nm) showing an out plane hard-axis.

6.4 Longitudinal Magneto-optical analysis

MOKE hysteresis loops were measured as representations of the magnetisation in a film which is

justified as the Kerr signal is proportional to the magnetic signal from the sample, as discussed

in section 3.4. The magnetic anisotropy within the films may be due to magnetocrystalline,

shape or stress anisotropies. According to XRD measurements the FM material is amorphous

hence the magnetocrystalline contribution is ruled out. The shape anisotropy contribution

is excluded as the samples show similar hysteresis loops independent of shape. It has been

reported that factors such as substrate condition, deposition parameter and sample geometry

may affect the shape and stress anisotropy [29]. This also explains the reason for the Pt layer

deposition procedure discussed earlier in the section 6.2.

Longitudinal MOKE hysteresis loop measurements were conducted by rotating the sample

at 45 ◦ interval and the polar MOKE geometry to investigate the in-plane and out of plane

anisotropy effect within the film. The sample size for all measurements was 5 mm×5 mm. The
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results of the longitudinal MOKE measurements are shown in the inset of figure 6.2a which

presents a distinct magnetic reversal that was similar for all angles of sample rotation. This

indicates an isotropic magnetisation behaviour within the samples, suggesting that the samples

have an easy plane which is in the plane of the sample. The hysteresis loop measurements

exhibits a coercive field of ∼ 18 Oe which indicates that the average in-plane magnetic anisotropy

is small. A CFTB thickness dependence of coercive field for CFTB (tnm)/ Pt (2nm) series

showed a slight dependence on CFTB thickness (see figure 6.2a).

The polar MOKE measurement was conducted at the University of Leeds by Kathryn Moran

with a large field of about 6 kOe. The experimental setup for the polar MOKE is similar to

that presented in section 3.4.4. The polar MOKE result is presented on figure 6.2b. It can be

seen that the out-of-plane magnetisation can be saturated with a magnetic field of about 5 kOe

and the samples hard axis of magnetisation is confirmed to be out-of-plane.

These MOKE results are crucial for the magnetoresistance (MR) measurements as they

define the magnitude of external magnetic field required to saturate the magnetisation during

MR measurements. Resistivity and magnetoresistance measurements obtained and analyses are

discussed in the next section.

6.5 Magnetoresistance measurement

Several MR effects described as a change in the resistance of a sample with magnetic field or

magnetisation direction have been studied. Some of these effects are giant magnetoresistance

(GMR) [30, 31], for which Fert and Grünberg won the 2007 Nobel prize, tunneling magnetoresis-

tance (TMR) [32, 33], colossal MR (CMR) [34, 35], anisotropic magnetoresistance, AMR, [1, 36]

and the most recently discovered spin-Hall magnetoresistance, SMR, [3, 16, 17, 27]. These have

found application in electronic sensors, data storage devices and microelectromechanical systems

[37, 38]. The GMR generates a large MR effect of about 80 % and is designed with alternate

layers of FM and NM, such that an alignment of the magnetisation of the FM layers parallel or

antiparallel varies the resistance of the sample. The TMR exhibits a similar resistance change

as the GMR but designed with an insulating spacer. In the CMR, the resistance change in the
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presence of an applied magnetic field is associated with a ferromagnetic to paramagnetic phase

transition in manganese-based perovskite oxides. The AMR effect exhibits a resistance change

depending on the angle between the direction of the charge current and the magnetisation.

Similarly, in SMR the resistance change depends on the angle between the spin-polarisation and

the magnetisation, which leads to the generation of a transverse pure spin current. For further

details on the theory of SMR, readers are directed to a review paper by Chen et al. [7]. SMR

had led to other MR effects such as Hanle MR, observed in Pt/ Y3Fe5O12 (YIG) where the

SMR effect changed with applied magnetic field magnitude due to Hanle’s effect [39]. Also a

nonlinear contribution of higher harmonics was observed in association with AMR and SMR

in Ta/Co and Pt/Co by Avci et al. and was termed a unidirectional SMR [40]. More focused

discussions of AMR and SMR are presented later in this section.

The AMR effect is described as being due to a change in the atomic orbital distribution that is

distorted due to the influence spin-orbit coupling. This leads to an asymmetry in spin-dependent

scattering. The asymmetry in the spin angular momentum leads to an asymmetric rotation of

spins in applied field. When a charge current is applied in the plane of the sample, the direction

of the current distorts the orbitals leading to a difference in the scattering cross-section for

charge carriers, which results in a change of the resistivity relative to the magnetisation direction.

There are certain cases where the AMR may be attributed to the presence of a static PIM or

non-equilibrium spin polarisation from the NM layer[15, 16, 27]. The static PIM occurs due to

coupling across a FM/NM interface that occurs spontaneously as discussed in chapters 5 and 7.

It depends on band hybridisation and the occupancy of the spin-up and spin-down sub-bands

around the Fermi level at the interface [41]. The non-equilibrium PIM is induced by external

perturbation, such as current flow across the interface which modifies the occupancy of the

interfacial spin state. This effect adjusts the chemical potentials of the spin-up and spin-down

electrons relative to each other, creating a spin imbalance and polarisation. It is important to

note that in the case of a FMI, where there are no states around the Fermi level, there should

be no AMR effect. If AMR is present it can be due to the presence of large impurity density,

imperfections and roughness which may induce spin states around the Fermi level [41].

Similarly, when a current is applied to a NM material with strong spin-orbit interaction, there

174



CHAPTER 6. MAGNETORESISTANCE IN COFETAB/PT BILAYERS

is spin-dependent scattering with accumulated spins of different state at the lateral boundaries

as a result of the SHE. The spin scattering leads to a gradient in the chemical potential that

results in a change in the longitudinal resistivity known as SMR [42]. The accumulated spins

are absorbed as a spin torque in an adjacent FM or FMI layer in a FM/NM stack, or reflected

at the FM/NM interface, with the generation of a spin current [3, 7, 16, 17, 27]. The reflected

spin current may also be converted to charge current by the inverse spin Hall effect (ISHE) and

contributes to the total resistivity of the sample. When the spin polarisation is perpendicular to

the direction of magnetisation, the generated transverse spin current is absorbed (high resistivity)

and reflected back into the NM layer when the spin polarisation is parallel to the magnetisation

direction (low resistivity).

Depending on the mechanism for the spin torque generated, the torque can be categorised

as a damping-like (due to SHE) or field-like (due to Rashba effect), as described in section

2.7. Other sources of field-like torque include spin swapping [43, 44], where spin polarised

electrons in the FM layer scatters into the NM layer inducing a field-like torque. The spin

current transmission across the interface is governed by the spin mixing conductance, G↑↓, at the

interface, which is described by a complex term, discussed in section 2.7.5. According to Chen et

al. the effect of G↑↓ describes the scattering dynamics that includes the spin current generation

in the NM layer, spin current transport across the interface and the spin relaxation dynamics

across the interface [3]. The characteristic interfacial structure which decides G↑↓ determines

the dynamic magnetisation behaviour of the sample [19]. Theoretical investigations by K. Xia

et al. reveal that the G↑↓ can remain very large even in the present of a small conductance and

suggested that interfacial disorder may increase both the real and imaginary components of

G↑↓ [45]. The real part of G↑↓ (Gr) is related to direct transmission of spin current through the

interface while the imaginary component (Gi) is related to the spin-current precession about the

local magnetisation, which could be the magnetisation or NM polarisation across the interface

[45]. The imaginary part of G↑↓ may be seen as the influence of an exchange field on the spin

accumulation, which may result in asymmetric rotation of the spins relative to the magnetic field

resulting in a change in resistivity [3]. This is also considered as a field-like torque mechanism.

In most SMR investigations this Gi is assumed to vanish because it is negligible and it has been
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believed that the different Gi contributions cancel out because it can take both positive and

negative values [45]. It is important to note that the spin torque depends on G↑↓, but the charge

current as in the case of the AMR depends on the conductivity contributed by the individual

spin state (i.e G↑ and G↓). Also, there is no experimental evidence of a detectable influence of

the imaginary component in spin mixing dynamics in MR measurements yet reported, which

was one of the motivations of this work.

Both AMR and SMR exhibit an angular dependence of the resistivity on direction of

magnetisation, but in a case with more complex spin-dependent scattering involving spin flip

mechanism, the MR effect deviates from the conventional MR effect observed. Therefore in

this section, resistivity change with NM and FM layer thickness in a CFTB/Pt and Pt/CFTB

sample stack were investigated. Further discussion on the unconventional MR effect observed in

these samples noted above and methods used to decouple the individual MR effects measured

are discussed.

6.5.1 Experimental measurement configuration

The samples investigated in this section were sputter deposited under the Pt deposition conditions

at ambient temperature as described in section 6.2. Two sample series of Pt/CFTB and CFTB/Pt

deposited on SiO2 substrate with varying CFTB thickness with Pt(2nm) and varying Pt thickness

with CFTB(2nm) were fabricated for the studies.

Electrical measurements were conducted using a four probe technique with both an AC

setup, as discussed in section 3.8.4, and a DC setup, discussed in section 3.8.3. All measurements

were carried out with the current in the plane CIP (longitudinal) geometry along the x axis, as

shown on the inset in figure 6.3d, with an applied current of 0.7 mA. The current of 0.7 mA was

used in order to improve the signal to noise ratio with less Joule heating in the sample during

measurement. Here, Joule heating is a major limitation because when the current is passing

through the material, the charge particles are accelerated by the electric field giving up kinetic

energy in form of heat which increased proportional to the square current (I2). Therefore, it is

important to apply a current within a controlable limit of Joule heating. The AC measurements
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Figure 6.3: Angular-dependent magnetoresistance measurement geometry in (a) xy plane
(b) xz plane (c) yz plane (d) Angular dependence magnetoreistance measurement of
CoFeTaB(2nm)/Pt(2nm) identifying the relative resistivity as the magnetisation is parallel
or perpendicular to the charge current(AMR) or spin polarisation (SMR) for both in-plane
and out of plane measurements performed with AC current. The inset shows the longitudinal
magnetoresistance measurement mode (e) Schematic of field sweep magnetoresistance showing
the resistivity when magnetization is parallel and perpendicular to charge current.

conducted in Durham University were longitudinal in-plane (ip) resistivity measurements carried

out at a frequency of 188 Hz with varying NM and FM layer thicknesses. DC measurements on

CFTB(2nm)/Pt(2nm) and Pt(2nm)/ CFTB(2nm) were performed by Kathryn Moran in Prof

Bryan Hickey’s group at the University of Leeds. The DC measurements were performed with

the sample rotated with magnetisation in the xy, xz and yz plane, as shown in figure 6.3a, b and

c. These three geometries were used to distinguish between AMR, SMR and other contributions

embedded in the in-plane AC measurements.

The maximum applied field for all AC measurements was 500 Oe, while that of DC measure-

ment was 20 kOe, which was chosen in order to ensure complete saturation of the magnetisation

for the out of plane measurements. Longitudinal resistivity measurements were conducted at

room temperature using AC and DC current. The DC measurements where conducted in a

cryostat where the temperature was controlled to be ∼ 295 K in order to reduce Joule heating

during measurement.

Following the AMR and SMR theory, the angular dependent resistivity measurement is
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Figure 6.4: Angular-dependent magnetoresistance measurements for (a) FeMn(30Å)/Pt(30Å)
bilayer; (b) NiFe(30Å)/Pt(30Å) bilayer from [46] showing the resistance change for xy plane
(blue dot), xz plane (red square) and yz plane (black triangle)

shown in figure 6.3d. This is observed as the sample is rotated on a sample stage/stick in an

externally applied magnetic field. The in-plane measurement of the xy plane (figure 6.3a) shows

an angular dependence consistent with AMR, where the maximum resistivity (0 and 180 deg)

represents magnetisation oriented parallel to the charge current density Jc (ρ‖) and a minimum

resistivity (90 and 270 degs) where the magnetisation was oriented perpendicular to Jc (ρ⊥).

The corresponding MR dependent on magnetic field is illustrated in figure 6.3e where resistivity

is maximum/minimum when magnetisation is parallel/perpendicular to charge current. The

in-plane resistance is from both AMR, SMR and other MR contributions from the sample. These

contributions can be separated by taking out of plane (oop) measurements in the xz (figure

6.3b) and yz (figure 6.3c) geometry. The xz geometry is expected to show a similar profile, but

with reduced magnitude, as the in-plane geometry describing the AMR contribution from the

sample as shown in figure 6.4 b[47, 48]. It is negligible when there is no AMR in the sample,

but SMR as in the case of Pt/YIG [16, 27], Pt/CoFe2O4 [17] and FeMn/Pt [46] as shown in

figure 6.4a. In such cases the MR effect is dominated by the conventional SMR contribution

and can be detected by measurements in the yz plane (see figure 6.3c). The conventional SMR

contributions exhibits a high resistance (0 and 180 deg) when the spin polarisation on the y

axis is perpendicular to the magnetisation and low resistance (90 and 270 degs) in the parallel
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orientation as in figure 6.3d and 6.4a.

6.5.2 Dependence of in-plane resistivity on CFTB thickness

The resistivity is calculated from the equation

ρ =
RA

l
(6.5.1)

where R is the measured resistance, A the area of the sample represented by the product of

thickness to sample width and l is the distance between the voltage probes. The change in

resistivity is a good representation of the equation

ρ(θ) = ∆ρ cos2(θ) + ρ⊥ (6.5.2)

where ∆ρ = ρ‖ − ρ⊥ as θ represents the angle α between charge current and samples magnetisa-

tion on the xy plane. The experimental data collected under an applied magnetic field of 0.5 kOe

from an ip rotation is consistent with the expected cos2 α signature. It shows the characteristics

of AMR and SMR, which cannot be distinguished in this geometry.

A plot of ρ⊥ extracted from a best fit of the experimental data with equation 6.5.2 for

CFTB(tnm)/Pt(2nm) samples is presented in figure 6.5. The resistivity calculations as a

function of CFTB thickness (red dots in figure 6.5a) show a gradually increase with increasing

CFTB thickness. This assumes that all of the current passes through the CFTB layer only. The

change with thickness suggests that some of the current flows through the Pt layer and there is

an interfacial effect.

On the contrary, ρ⊥ calculated as a function of Pt thickness decreases with increase CFTB

thickness (black dots in figure 6.5a). This assumes that all current flows through the Pt layer.

Here the Pt thicknesses are the same, hence the resistivity should be constant, but that is

not the case because some of the current is flowing through the CFTB layer. The resistivity

gradually decreases until it flattens out at about 9 µΩcm, close to the reported value for the

bulk resistivity of Pt at room temperature (∼ 10 µΩcm [22, 49]).
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Figure 6.5: The change in resistivity of the sample estimated from (a) Pt thickness (black dots)
and CFTB thickness (red dots) (b) total thickness (blue dots) as a function of total thickness
where the resistivity values are for ρ⊥.
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Figure 6.6: Angular dependence magnetoresistance measurement of CFTB (2nm) sample showing
that the sample is highly resistive in comparison to a thin Pt layer measured with AC current
setup.

Assuming that the current flows evenly through the entire sample, the ρ⊥ shows no significant

dependence on thickness as shown in figure 6.5b. The noisy signal in comparison to the Pt

thickness plot suggests that the CFTB does not have a uniform resistivity as the thickness

changes, possibly due to Ta diffusion within the sample. Ta had been reported to alter the

magnetic properties of material creating a dead layer or regions of lower magnetic moment[50].

This explains why thinner CFTB was chosen for the SMR measurements as this leads to

maximum current flow through the Pt as the CFTB is about an order of magnitude larger than

the multilayer resistivity and shows no angular dependence, as shown in figure 6.6. More on

the SMR measurements are discussed later in section 6.5.4. In general, the resistivity obtained

in figure 6.5 is lower than that for the CFTB only measurement shown on figure 6.6, which

confirms that most of the current flows through the Pt.

The MR is displayed in terms of the ratio defined as

∆ρ

ρ
=
ρ‖ − ρ⊥
ρ⊥

(6.5.3)

where ρ represents the lowest resistance saturation state, which is different from definition from

literatures such as [1] based on the shape of the samples used. The thickness dependence of MR

ratio is presented in figure 6.7. It is observed that the MR ratio is larger for thinner CFTB layer

thickness as less current flows through the CFTB layer, suggesting that the origin is from the
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Figure 6.7: Thickness dependence of AMR ratio for CFTB(tnm)/Pt(2nm) measured at room
temperature. The solid lines are guided lines for the eyes.

Pt interface. This can also be attributed to the high impact of the increase spin accumulation

effect, which decreases as the current shunt through the CFTB layer at increase thickness. This

confirms that at thinner CFTB layer thickness, the CFTB is very resistive as the MR ratio

is dominated by scattering due to spin accumulation at the interface induced by SHE in the

Pt. Therefore thinner CFTB is suitable for SMR investigations. The MR ratio observed is of a

similar order of magnitude to the SMR, suggesting a possible contribution due to SHE [16, 17].

Based on this result, further investigations as a function of Pt thickness were conducted on a

thin CFTB of 2 nm and discussions are presented in the next section.

6.5.3 Thickness dependent of in-plane resistivity with Pt thickness

The resistivity measurements made on CFTB(2nm)/Pt(tnm) and Pt(tnm)/CFTB(2nm) are

presented in figure 6.8a. Here the resistivity calculations assume that all the current flows

through the Pt layer as the CFTB layer is highly resistive. The ρ⊥ as a function of Pt thickness

decays asymptotically with increasing thickness. It is clear that there is a strong correlation
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between the film resistivity and Pt thickness. This may be due to in-plane surface confinement

which additionally limits the mean free path λ of the conduction electrons. The result also is

consistent with spin accumulation at the Pt/CFTB interfaces, as the NM layer becomes larger

than the spin diffusion length, which is ∼ 1.5 nm in Pt [4, 40, 51]. This reflects the impact

of size effect as Pt thickness increases. As the Pt thickness is comparable to λ, there is more

scattering leading to increased resistivity. In thin films with thickness < 20 nm, the resistivity

contribution is largely attributed to be from scattering from grain boundaries, interface and

surface roughness. At the interface, the interfacial electrons from Pt may penetrate the CFTB

and are affected by the strong exchange interaction in the CFTB layer. As a result, there may

be a change in density of states at the Fermi level in the Pt interface leading to the observed

thickness dependence as pointed out by Lu et al. [52]. Also, as the in-plane MR effect has

contributions from AMR and SMR, it is important to note that the observed high resistivity at

thin Pt layer may possibly be due to spin current generation via SHE.

Looking into the difference in resistivity between CFTB(2nm)/Pt(tnm) and Pt(tnm)/CFTB(2nm)

samples series, the CFTB(2nm)/Pt(tnm) series exhibit a slightly higher ρ⊥ which may possibly

be due to different interface structure or Pt structure and grain size. The XRD measurements

presented in section 5.2.3, CFTB/Pt samples exhibit a strong Pt (111) texture while Pt/CFTB

samples exhibits a weak Pt (111) texture. Meaning, the CFTB/Pt is characterised by larger Pt

crystalline grains in comparison to the Pt/CFTB counterpart. Contrary to reports of reduced

resistivity for strongly textured or larger gain size sample [53], the results here exhibit a larger

resistivity for the CFTB/Pt sample series. This suggests that the difference may be due to

scattering from the interface with less contribution from the grain boundaries.

As discussed in section 2.6.1, Fuchs and Sondheimer formulated equations that describes

diffuse scattering of conduction electrons in a sample [24, 54]. According to these equations,

the resistivity equation that describes the scattering for sample thicknesses larger than the λ is

expressed as

ρave = ρ0

(
1 +

3λ

8t

)
(6.5.4)

where ρ0 is the bulk resistivity and t is the thickness.
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Figure 6.8: (a) Dependence of the transverse resistivity ρ⊥ on Pt film thickness in Pt (t
nm)/CFTB (2 nm) (red dots) and CFTB (2 nm)/Pt(t nm)(black dots) structures (b) A plot of
ρave ∗ t as a function of Pt layer thickness, t. The linear fit through all data points using the
Fuchs-Sondheimer expression exhibits a strong linear dependence. The linear fit equation where
the value of the bulk resistivity and mean free path are extracted are shown on the inset.
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Figure 6.9: A plot of MR ratio value estimated from equation 6.5.3 as a function of Pt thickness
for Pt (t nm)/CFTB (2 nm) (red dots) and CFTB(2 nm)/Pt(t nm) (black dots) (b) A typical
plot of Pt thickness dependent expected from SMR from [46].

The value of the bulk resistivity and mean free path can be extracted from a linear fit

to a plot of ρave × t as a function of Pt thickness using equation 6.5.4. This plot shows a

strong linear trend with Pt thickness as presented in figure 6.8b. The values extracted for the

CFTB(2nm)/Pt(tnm) samples represented with the black dots in figure 6.8b are ρ0 = 21± 3

µΩcm and λ = 4.9± 1.4 nm while that of the Pt(tnm)/CFTB(2nm) represented by the red dots

are ρ0 = 18± 2 µΩcm and λ = 4.7± 1.8 nm. The bulk resistivity values extracted are slightly

higher than the ∼ 10 µΩcm resistivity documented in literature for the bulk resistivity of Pt

at room temperature [22, 49]. This is typical of a sputtered film. Also, the mean free path

values are significantly larger than the value of 1.2 nm quoted in the literature for Pt [55]. The

λ values are similar for both sample series strongly suggesting that the resistance change are

of the same origin. For thicknesses less than the mean free path, the Fuchs and Sondheimer

formulated equation is expressed as [1]

ρ = ρ0
4λ

3

1(
ln(λ

t
) + 0.423

) . (6.5.5)
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This model does not fit the above data set, hence the resistivity and mean free path can not be

extracted for comparison.

A plot of MR ratio estimated from equation 6.5.3 is presented in figure 6.9a. The MR ratio

of CFTB/Pt series slightly increases with decreasing thickness confirming that the magnetic

contributions are from the interface as in most metals. It does not show the conventional

Pt thickness dependent profile with a peak as shown in figure 6.9b because there are other

underlying contributory effects in these samples. The MR ratio is ∼ 0.002 % which is comparable

with MR ratio observed in SMR experiments [27]. Also thinner samples exhibits a slightly

higher MR ratio hence CFTB(2nm)/Pt(2nm) and Pt(2nm)/CFTB(2nm) are chosen for further

investigations which will help in the separation of the individual MR contributions. Out-of-plane

MR measurements were used to distinguish between the individual MR contributions and are

discussed in the next section.

6.5.4 Identifying MR contributions with different origins

It is not possible to distinguish between the AMR and SMR effects with the in-plane measurement

geometry. Also since the samples hard axis is out of the sample plane, a higher external magnetic

field is required to reverse magnetisation in the oop geometry. Therefore, the measurements

presented in this section were conducted at the University of Leeds with a 2 T applied magnetic

field, which is larger than the out-of-plane saturation field of the samples. The field was high

enough to eliminate domains which can lead to domain decay in remanence hence the system

can be considered as a macrospin. Here, three measurement geometries were employed. The xy

geometry represents the in-plane sample rotation, the xz geometry is for sample rotation on the

xz plane making an angle γ between the charge current and magnetisation and yz geometry

represents rotation on the yz plane making an angle β between the spin polarisation σ and

magnetisation m. According to the conventional SMR (cSMR) theory, the resistivity is expected

to depend on the magnetisation direction on the yz plane and the xz plane for the AMR (see

figure 6.10).

For ease of comparison, angular dependent MR analysis was conducted on CFTB(2nm)/Pt(2nm)
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and Pt(2nm)/CFTB(2nm) samples to help evaluate the individual MR contributions as well as

study the impact of structural inversion on these MR effects. The experimental results and the

corresponding sample geometry are shown in figure 6.10. From the experiment with in-plane

magnetic field rotation, an angular dependence with a period of 180◦ is observed. The result

follows a cos2 α dependence according to equation 6.5.2, similar to the thickness dependence

results presented earlier in this chapter. Here, the longitudinal resistivity is maximum for charge

current Jc direction parallel (90◦) and antiparallel (270◦) to sample magnetisation and minimum

when Jc is perpendicular to direction of magnetisation (0◦ and 180◦). The resistivities were

calculated using the total nominal field thickness and the individual voltage probe spacing

according to equation 6.5.1. The difference between the obtained value of resistivity in figures

6.10 and 6.3 is because the resistivity in figure 6.3 is calculated using the Pt thickness only

while that of figure 6.10 uses the total thickness of the material.

At this point it is important to define the field direction relative to the sample for the out of

plane measurement. This will help in better understanding of the MR profile. The 0◦ point is

when the magnetic field is perpendicular to Jc or σ with the magnetic field pointing towards

the substrate (front) and the 180◦ is when the magnetic field is perpendicular to Jc or σ with

magnetic field pointing away from the substrate (back). The results of the out-of-plane (oop)

measurements performed with the field rotating along xz and yz plane deviates from the cos2 θ

dependence. The oop MR profile can be represented with a longitudinal resistivity expressed as

ρ(θ) = a cos2 θ + b cos θ + ρ⊥ (6.5.6)

where θ is the angle between Jc and the magnetisation in the case of AMR and angle between

spin polarisation σ and magnetisation for SMR. The factors a and b are constants relating

to the individual cos2 θ and cos θ contributions respectively. It is obvious that the observed

profile represents a superposition of a cos2 θ and cos θ dependence for both oop measurements.

Equation 6.5.6 captures the MR angular dependence observed for the oop measurements. The

cos2 θ dependence represents the cMR profile while the cos θ dependence the unconventional

MR (uMR) contributions. The uMR effect acts as a force pulling the generated spin current in
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Figure 6.11: Spin-current relaxation mechanism at the interface showing the direction of electric
current (J↑ − J↓)× m̂, spin polarisation σ, damping-like torque m̂× (m̂× σ) (described by Gr)
and field-like torque (m̂× σ)(described by Gi).

the plane of the sample thereby causing precession, which has been theoretically modeled as a

crystal field by Cahaya et al. [11]. This effect is significantly small in the ip plane but larger in

the oop measurements.

As earlier stated, the change in magnetisation observed is governed by the spin mixing

conductance G↑↓ which is a sum of the Gr and Gi [56]. The observed change in resistivity depends

on the relative orientation of the magnetisation and the torques experienced by the electron

spin as pointed out by Zhang et al. [14]. When an electric current is applied to a FM/NM

structure, a damping-like torque due to SHE expressed as m̂× (m̂× σ) and field-like torque due

to Rashba effect expressed as m̂× σ have been reported where the m̂ is the magnetisation vector.

The origin of these effects are from Gr, as it results in direct transmission of the spin current

through the interface. In SMR theory, Gi is usually assumed to be negligible and hence ignored

in all calculations as it had been observed to be negligibly small in YIG/NM [57, 58]. Here, the

uMR is attributed to a contribution due to the Gi, which is significantly large in these samples.

The influence of Gi is characterised by the precession of the spin current generated, yielding

a field-like torque m̂× σ that can be absorbed or reflected at the interface as shown in figure
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Figure 6.12: XRMR reflectivity (top panel), spin asymmetry ratio(middle panel) and scattering
density profile of (a) Pt(3nm)/CFTB(10nm) (b) CFTB(10nm)/Pt(3nm) showing the variation
in magnitude of Pt polarisation. Simulations were performed using diff FOM

6.11. The transmission of this torque leads to the observed change in resistivity that exhibits a

cos θ dependence. A model of Gi as an interface effective field by Cahaya et al. suggested the

effect to be controlled by the local moment and would likely affect the spin torque efficiency

[11]. This is exactly what is observed in figure 6.10 as the spin torque mechanism deviates

from the conventional cos2 θ dependence. Also, Pt polarisation has been observed in these

samples (discussed in chapter 5), which can act as a local moment enhancing the precession

of the generated spin current. The magnitude of the observed Pt polarisation is larger in the

CFTB/Pt in comparison to Pt/CFTB as shown in figure 6.12. This explains the origin of the

uMR observed in the xz plane.

According to equation 6.5.6, the conventional MR ratio is represented by the ratio a/ρ⊥

while b/ρ⊥ represents the unconventional MR contribution. The extracted MR values from a

fit of equation 6.5.6 to the experimental data, represented by the red lines in figure 6.10, are

summarised in table 6.1. The ratio of the change in resistance due to cMR to uMR in the plane

of the sample is 104 ± 5 for CFTB(2nm)/Pt(2nm) and 222 ± 6 in Pt(2nm)/CFTB(2nm). This

indicates that the uMR contribution is negligibly small in the in-plane measurement.
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In the xz plane MR measurement (figure 6.10c and d), the resistivity change due to cos θ

is much larger than the cos2θ contribution. The cos2 θ contribution is attributed to spin

polarisation of Pt which leads to the generation of a spin polarised current, which contaminates

the pure spin current generation [17]. This effect is here defined as the conventional AMR

(cAMR) contribution. This effect has been reported to be significantly large in Pt/Co and

Ta/Co because some of the current is shunted through the FM layer [48]. The unconventional

spin Hall magnetoresistance uSMR is attributed to the imaginary component of the spin mixing

conductance as explained above. In chapter 5, Pt polarisation was confirmed to be present in

these samples which validates these arguments on the presence of a local magnetic moment.

The ratio of the change in resistivity in cAMR to the uSMR for CFTB(2nm)/Pt(2nm) and

Pt(2nm)/CFTB(2nm) are ∼ 0.5 ± 0.01 and ∼ 0.7 ± 0.01 respectively, suggesting that the uSMR

signal is large. The cSMR is a response due to spin current generation which is transmitted

or reflected at the interface as a result of the action, or inaction of the damping-like torque in

enabling absorption, of the spin current. This is described by the Gr, but the uSMR contribution

is characterised by Gi, mediated by the precession of the spin current at the interface, creating

a field-like torque which is absorbed changing the resistivity.

Similarly, measurements done with sample rotation along yz plane exhibits both the cSMR

and uSMR with a larger conventional SMR (cSMR) compared to the unconventional SMR

(uSMR) contribution. This observed result also shows the change in resistivity due the precession

of the spin current at the interface. The ratio of cSMR to uSMR is 4.17 ± 0.05 and 3.47 ± 0.04

for CFTB(2nm)/Pt(2nm) and Pt(2nm)/CFTB(2nm) respectively. According to table 6.1, the

cMR ratio is dominated with cSMR of ∼ 0.2% which is larger than values observed in most SMR

experiment with an∼ 0.05% uSMR contributions for both sample structure studies. The cSMR in

CFTB(2nm)/Pt(2nm) is slightly higher than that of the Pt(2nm)/CFTB(2nm). This difference

may be attributed to differences in the interface texture, as had been discussed in chapter 5.

The XRD measurements (not shown) indicate a structural difference due to the crystalline

structure of the Pt in CFTB(2nm)/Pt(2nm) and Pt(2nm)/CFTB(2nm), where the Pt texture

in Pt(2nm)/CFTB(2nm) is weak. This can significantly modify the spin mixing conductance at

the interface. Also, the XRMR results reveal an asymmetry in the Pt polarised moment for the
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Table 6.1: Magnetoresistance parameters extracted from the best fit of equation 6.5.6 showing the
percentage composition of the conventional(cMR) and unconventional MR (uMR) contributions
for fields on xy, yz and yz geometry.

Sample Rotation plane ρ⊥ (µΩcm) a (µΩcm) b (µΩcm) a/b a/ρ⊥(%) b/ρ⊥ (%)

CFTB(2nm)/Pt(2nm)
xy 100.6424 ± 0.0001 0.2047 ± 0.0001 0.0019 ± 0.0001 104 ± 5 0.2079 ± 0.0001 0.0019 ±0.0001
xz 99.0923 ± 0.0004 0.0444 ± 0.0006 0.0923 ± 0.0003 0.45 ± 0.01 0.0499 ± 0.0006 0.0897 ± 0.0003
yz 94.1555 ± 0.0006 0.1968 ± 0.0011 0.0467 ± 0.0002 4.17 ± 0.05 0.198 ± 0.001 0.0495 ± 0.0005

Pt(2nm)/CFTB(2nm)
xy 74.3488 ± 0.0002 0.1556 ± 0.0003 0.0007 ± 0.0002 222 ± 6 0.2093 ± 0.0004 0.0009 ± 0.0003
xz 72.0862 ± 0.0003 0.0364 ± 0.0004 0.0504 ± 0.0002 0.72 ± 0.01 0.0472 ± 0.0006 0.0681 ± 0.0003
yz 65.0516 ± 0.0004 0.1037 ± 0.0006 0.0298 ± 0.0003 3.47 ± 0.04 0.157 ± 0.001 0.0459 ± 0.0005

Table 6.2: Magnetoresistance parameters extracted from the best fit of equation 6.5.6 obtained
from figure 6.13 confirming that there is no Rashda effect.

Sample Rotation plane R⊥ (µΩcm) a (µΩcm) b (µΩcm) a/b a/R⊥(%) b/R⊥ (%)

CFTB(2nm)/Pt(2nm)/CFTB(2nm)
xy 155.6429 ± 0.0003 0.5245 ± 0.0004 0.0008 ± 0.0002 656 ± 164 0.3369 ± 0.0003 0.0005 ± 0.0001
xz 144.9163 ± 0.0003 0.0151 ± 0.0004 0.0452 ± 0.0003 0.33 ± 0.01 0.0104 ± 0.0003 0.0312 ± 0.0002
yz 185.6516 ± 0.003 0.613 ± 0.002 0.0494 ± 0.0001 12.41 ± 0.25 0.3302 ± 0.001 0.0266 ± 0.0005

samples, which may possibly explain the observed results. The uMR is significantly smaller for

the in-plane geometry and is different from the unidirectional SMR(USMR) effect reported in

[47]. For all out of plane measurements the uMR is ∼ 0.1%, which again strongly suggests that

the cos θ contribution in both xz and yz geometry are of the same origin.

In order to confirm the origin of observed MR, an MR measurement with changing current

direction was conducted. Results show a consistent profile for both positive and negative applied

current which confirms that the observed MR effect does not depend on current polarity as

observed in a NM/FM system in [47, 59]. The current dependent profile is shown in appendix

A. A change in the magnetic field direction yields a reversal in the MR profile, indicating a

strong coupling of the effect to the samples magnetisation.

As an additional check to validate the argument above, MR measurement was conducted on

a CFTB(2nm)/Pt(2nm)/CFTB(2nm) sample. The MR effect is similar to those of the bilayered

samples confirming that the effect is not of Rashba effect origin. Results are shown in figure

6.13 and the extracted parameter is as sated on table 6.2. It is reported that Rashba effect is

due to symmetry breakage at the interface and therefore as such the effect should cancel out in

a symmetric sample which is not the case in this sample. Also, the residuals plots show the

presence of a higher harmonic contribution that is significant only in the yz plane. On the xz

plane, no higher harmonics MR contributions was observed in the bilayered sample. At this

instant the reasons for this cancellation effect is unclear.
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Figure 6.13: Magnetisation rotation measurement of longitudinal resistance signal for
CFTB(2nm)/Pt(2nm)/CFTB(2nm) with magnetic field rotated in (a) xy plane (b) xz plane
and (c) yz plane demonstrating that the observed MR effect is not of Rashba origin. The red
lines is a fit of equation 6.5.6.
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6.6 Possible anomalous Hall effect contribution

According to Isasa et al., the angular dependence of the longitudinal, ρL and transverse ρT

resistivity is described by equation [60]

ρL = ρ⊥ + ∆ρ1(1−m2
y) (6.6.1)

and

ρT = ∆ρ1mxmy + ∆ρ2mz (6.6.2)

where equation 6.6.1 is the same as equation 6.5.2 shown earlier, ∆ρ2 accounts for the anomalous

Hall-like component with a cosine dependence of magnetisation and mx,y,z is magnetisation

in (x,y,z) direction. Since the contacts for the DC measurements were done using nano-wire

bonding, if there is a misalignment whereby the contacts are not on a straight line, there may

be a pick-up of some transverse resistivity component along with the longitudinal resistivity

measurement. From equation 6.6.2, the transverse component of ∆ρ2 in z-direction may lead

to the additional cosine signal obtained in the xz and yz plane. Here, the cosine signal is

significant only in the xz and yz plane and they are of similar magnitude. Therefore the obtained

cosine signal may be due to anomalous Hall effect caused by misalignment of the probes. This

experimental artefact may be ruled out only if the samples are fabricated as Hall bars and the

wire bonding is done to the labeled terminals as shown on appendix B.1 and not to the sample

slab. This will enable the measurement of the anomalous Hall effect contributions by measuring

the transverse resistivity and comparing the obtained value to the uMR reported in this thesis.

6.7 Other contributions

Residual plots of SMR measurements have not been commented on in the literature, but

this could be very insightful as it can show possible MR contributions from different sources.

Therefore, a plot of the residuals from the MR signals in figure 6.10 was performed and indicates

the presence of contributions of higher harmonics. The observed contribution is negligible in
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the in-plane measurements but of a higher and approximately the same magnitude for both

out-of-plane measurements. The residual plots are presented as the lower frame to each labeled

magnetoresistance measurements in figure 6.10. This effect may be of a similar origin as the

uMR observed earlier in section 6.5.4. Avci et al. has reported the presence of a second harmonic

contribution in Co/Pt and Co/Ta bilayers, which was attributed to other non-equilibrium spin

accumulation effects [47, 48]. This strongly agrees with our findings, as the precession of the

spin current defined by Gi is one of such non-equilibrium spin accumulation effects. Avci et

al. observed that USMR is nonlinear in current direction, but in this case the higher order

angular term due to uSMR is observed to shows an angular dependence with magnetization. In

addition, van Gorkom et al. have also reported the presence of second and fourth order MR

angular dependence, which does not follow the usual cos2 θ profile and dependents on the crystal

symmetry that leads to more defect dominated scattering than phonon dominated scattering

[61]. Therefore, it is possible that the fourth harmonic observed in the residual plots may be

from the crystal symmetry of the textured Pt layer reported earlier as they are slightly different.

As earlier mentioned, this has not been considered in most SMR measurement which indicates

that there may possibly be some other contributions in the observed SMR results reported in

the literature.

AMR effect has also been reported to be dependent on the crystallographic orientation of

materials [1, 62, 63]. Although the crystalline texture of Pt in CFTB/Pt and Pt/CFTB differs

following the XRD measurement in chapter 5, which suggests that the scattering mechanism at

the interfaces may likely be different but the observed uMR magnitude are approximately the

same for both samples in the out of plane geometries. Therefore, the influence of Pt texture is

excluded as one of the contributions here.

6.8 Summary

In summary, an unconventional magnetoresistance response has been observed in CFTB(2nm)/

Pt(2nm), Pt(2nm)/CFTB(2nm) and the trilayer samples which exhibits the conventional AMR

and SMR reported in literatures with an additional contribution. The Pt structural properties
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are similar to those discussed in chapter 5. The Pt/CFTB exhibits a weak FCC (111) texture

while the CFTB/Pt samples have a strong (111) texture with the CFTB layer amorphous.

Magnetic characterisation with longitudinal MOKE show a coercive field of 20 Oe and for a

polar MOKE shows a hard axis with saturation field of 5 kOe. Therefore the applied in-plane

magnetic field for longitudinal resistivity measurement conducted on CFTB(tnm)/Pt(2nm),

CFTB(2nm)/Pt(tnm) and Pt(tnm)/CFTB(2nm) was 500 Oe and that of the out of plane MR

measurement was 20 kOe, which is much greater than the coercive field of the samples.

It was observed that in all in-plane measurement, the MR ratio is larger for samples

with thinner CFTB and Pt layer. Therefore further MR measurements included out-of-plane

measurements were conducted on CFTB(2nm)/Pt(2nm) and Pt(2nm)/CFTB(2nm) which

exhibited a cos2 θ and cos θ dependence. The cos2 θ dependence indicates that the in-plane MR

response is dominated by MR response due to SHE, with a ratio of 0.2 %, which is larger than

values reported in the literature. The additional cos θ dependence is assumed to be due to

the imaginary component of the G↑↓, which is as a result of the precession of the spin current

causing a slight canting of the angle between the spin polarisation and charge current with

magnetisation. This causes a torque with a field-like symmetry, rather than a damping-like

torque. Engineering of this field-like torque may be a route to improve efficiency in spin-orbit

torque devices and could be used as a read out in a simplified magnetic memory device structure

as the read and write head requires a simple bilayer structure contrary to the multiple layer

stakes used in conventional read and write heads.
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Chapter 7

Temperature dependence of the

magnetic proximity effect in the

Pt/CoFeTaB/Pt system

7.1 Introduction

In this chapter, the results of the change in magnetic moment with temperature in a Pt/CFTB/Pt

trilayered structure are presented with the major aim of understanding the evolution of proximity

induced magnetic moment (PIM) as a function of temperature. Many studies have shown that

spintronic applications are influenced by the magnetic characteristics at the interface that is as a

result of the coupling across the interface between the ferromagnetic atoms and the nonmagnetic

atoms, some of which may result in an induced magnetic moment (PIM) [1–3] or a reduced

magnetic moment ( magnetic dead layer) at the interface [4–7]. These changes result from

variation in the anisotropy of the material and in the thermal activation energies leading to

thermal instability. Although much work has been done on the influence of magnetic dead

layers, little has been done in PIM. Therefore it is helpful to understand the relationship of the

local magnetisation of the FM layer, here CoFeTaB (CFTB), and the non-magnetic layer, here

Pt, at the interface to understand the underlying PIM mechanism.

In tunneling barrier and spin valve structures the asymmetry in the interfacial magnetic
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moment can greatly influence the spin transport mechanism within the system. Also a study by

Hase et al. on Pd/Fe/Pd revealed a significant difference in magnetic moment with temperature

in Fe and Pd sublattice due to PIM [8]. This variation was attributed to the change in the Pd

susceptibility with temperature. Thermal instability in a device can also affect the performance

of the device and limits its applications. Hence it is very important to investigate the temperature

dependence of the interfacial magnetic moment at the FM/NM interfaces.

In the following, details of the structural properties, which include a compositional de-

scription of the sample and the structural parameters of the sample, such as thickness and

interface roughness extracted from best fitting GenX simulations of XRR data are discussed.

A magnetic investigation with SQUID magnetometry was performed to extract the Curie

temperatures, TC, and the total magnetic moment of the material. SQUID measurements were

conducted on the three sample series, which are CFTB(100Å)/Pt(30Å), Pt(3Å)/CFTB(100Å)

and Pt(30Å)/CFTB(100Å)/Pt(30Å) that are similar to those discussed in chapter 5. Based on

the results of the SQUID magnetometry, a detailed investigation of the magnetisation reversal

within the sample was preformed with longitudinal MOKE measurements. Also, PNR was

used to determine the depth distribution of the magnetic moments through the sample over a

temperature range of 50 - 300 K. Finally, a detailed study of the change of proximity induced

magnetic effect in Pt, performed with XRMR technique, is discussed.

7.2 Sample description and structural characterisation

In this chapter the ferromagnetic material used was amorphous CFTB of composition Co28Fe28Ta30B14,

where the numbers in superscript are the atomic percentages. Increasing the Ta concentration to

30% is expected to reduce TC to around 85 K [9] meaning it is nonmagnetic at room temperature.

The CFTB has a 3D Bloch-like low temperature magnon excitation consistent with conventional

3D Heisenberg ferromagnetism. The choice of FM material allows magnetic measurements of

the magnetic phase transition from ferromagnetism to paramagnetism below room temperature.

Magnetic measurements below room temperature allow the avoidance of the effect of induced

interfacial diffusion due to high temperatures. The NM material used is Pt: a heavy metal which
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Table 7.1: Sample parameters of the 30 % Ta concentration Pt(30 Å)/CFTB(100 Å)/Pt(30 Å)
sample from the best fit XRR data using GenX code with LogR1 FOM where the reduced χ2

value after simulation is 82.3.

Sample Layer Thickness (Å) Interface roughness (Å) Density(Å−3)

Pt(30 Å)/CFTB(100 Å)/Pt(30 Å)
Top Pt 33 ± 2 4 ± 2 0.064 ± 0.003
CFTB 97 ± 3 6 ± 2 0.078 ± 0.002
Buffer Pt 34 ± 8 4 ± 4 0.059 ± 0.010

has attracted much interest in spin current generation techniques. Here, the major interest is

to understand polarisation at low temperature by proximity to CFTB and possibly how the

polarisation turns on and off with temperature at each interface.

A single sample was used to perform all measurements in this chapter. A sputter deposited

thin film sample of Pt(30 Å)/CFTB(100 Å)/Pt(30 Å) was prepared on a 30 mm×30 mm

Si/SiO2 substrate for the PNR measurements. Each layer was deposited in-situ, one after the

other without breaking vacuum. The sample was later cut to a 5 mm×5 mm piece for SQUID

and transverse MOKE magnetometry measurements and a 10 mm×10 mm piece, for x-ray

reflectivity measurements, after polarised neutron reflectivity measurements were obtained.

Figure 7.1 presents the structural characterisation of the film. The x-ray reflectivity mea-

surement was carried out using the D1 Bede reflectometer with a Cu Kα radiation source as

described in section 3.3.4. The reflectivity data were fitted with the GenX code [10] with a

model that included a layer for the thermally oxidised SiO2 substrate. No native oxide layer

was included in the model because the inclusion of one showed no change to the goodness of

fit of the simulation of the film. XRR experimental data and the best fitting simulation are

shown in figure 7.1a and the corresponding depth-resolved scattering profile in figure 7.1b. The

structural parameters obtained from the simulations are summarised in table 7.1. Although the

XRR structural scattering length density profile represents the two interfaces as symmetric, the

extracted density in table 7.1 for the buffer Pt is 8 % less but similar to the density of the top

Pt within error limits. This is indicative of the presence of chemical intermixing at the buffer

(NM/FM) interface. Interfacial roughness can significantly alter the properties at the interface

because the reduced symmetry at the interface alters the atomic layer bonding of the elements

comprising the interface [11, 12]. This can lead to alterations in the spin mixing conductivity,
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Figure 7.1: Structural characteristic: (a) X-ray reflectivity showing the experimental data (black
open circles) and simulated data (red line) (b) The structural scattering depth profile showing
the distribution of the FM and NM material across the sample (c) X-ray diffraction peaks
confirming the growth condition of the film.
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which affects the magnetoresistance and spin-current transfer properties of the sample. The

interface roughness in each layer is below 10 Å, indicating that the film is continuous in the

direction normal to the scattering plane. In addition, the interfacial roughness of the buffer

interface (6 Å) is slightly higher that the top interface (4 Å) which confirms the asymmetry of

the two interface studied.

The x-ray diffraction measurement was performed with the Rigaku SmartLab diffractometer

with 9 kW Cu-Kα x-ray source monochromated to produce x-ray of wavelength 1.54 Å as

outlined in section 3.3.6. XRD over a range of 2θ between 10◦ to 100◦ was conducted. The

results are represented in figure 7.1c. Similar to the room temperature CFTB measurements

discussed in chapters 5 and 6, the scan confirms the sample to be made up of an amorphous

FM layer with the Pt having a weak FCC (111) texture. The broad peaks at 40◦ and 86◦ are

the diffraction of x-rays from Pt and correspond to the face centered cubic (FCC) (111) and

(222) diffraction peak respectively. The broadening describes the crystalline texture of Pt on

SiO2 and CFTB which cannot be distinguished. Since it shows a similar profile as the room

temperature CFTB sample in chapter 5, therefore a peak asymmetry is assumed where the

crystalline texture of Pt on SiO2 is much weaker texture, smaller vertical coherence length

than Pt on CFTB. From the Scherrer equation [13] described in section 5.2.3, the estimated

crystallite grain size of about ∼30 Å is obtained for the top interface and negligible at the buffer

interface as presented in section 5.2.3. The rest of the sharp diffraction peaks are from the

Si/SiO2 substrate with the XRD scan shown as an inset on figure 5.3.

Studies have shown that crystallite size depends on the sample preparation technique,

substrate material, the presence of a seed layer or the annealing procedure [14, 15]. The

crystallite formation depends on the initial growth texture that is characterised by the bonding

at the interface. This can influence the magnetic properties of the material that varies with

temperature at the interface. Hence a different PIM may be expected at the two interfaces due

to the asymmetry in the crystal structure of Pt. In the next section, the variation in the total

magnetic moment as a function of temperature is investigated using SQUID magnetometer.
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Figure 7.2: Magnetisation as a function of temperature from SQUID magnetometry for the
Pt(30Å)/CoFeTaB (100Å)/Pt (30Å) trilayer performed under an applied field of 50 Oe.

7.3 SQUID magnetometry

The intrinsic magnetic structure of a magnetically ordered materials depends on temperature

and transitions into a disordered state at the Curie temperature TC, at which point the magnetic

behaviour is dominated by long-range spin fluctuations that results in the gradual transition

from ordered ferromagnetic to disordered paramagnetic regime above TC. To better understand

the physics of PIM at the Pt/CFTB interface, a Quantum Design MPMS system was used

to determine the magnetic response as a function of temperature in the range 5 K to 300 K.

The sample was field cooled at 500 Oe to 5 K as described in section 3.5.2 to ensure that the

magnetisation was at saturation. Temperature dependence magnetisation data was recorded at

2 K intervals with the sample making three complete passes through the SQUID coils for each

data point, recorded with an applied field of 50 Oe.
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Figure 7.3: Magnetisation as a function of temperature from SQUID magnetometry for (a) the
CoFeTaB (100Å)/Pt (30Å) bilayer where the solid red line is the fit of the Bloch equation and
(b) the Pt (30 AA)/CoFeTaB (100Å) bilayer performed under an applied field of 50 Oe.

The magnetic response of three samples of structures Pt (30Å)/CFTB (100Å)/Pt (30Å),

CFTB (100Å)/Pt (30Å) and Pt (30 Å)/CFTB (100Å) grown on Si/SiO2 substrate were measured

in order to identify and decouple the individual transition point labels TC in the trilayered sample.

Measurement of saturation magnetisation MS as a function of temperature is characterised by

a fall in MS as the temperature increases and reduces to zero at the Curie temperature TC.

Excluding the influence of quantum fluctuations, at T ≥ 0 K the film becomes perfectly ordered

but the ordering is weakened by excitations as temperature increases. In FM systems like those

considered here, these excitations are called spin waves which are quantised and called magnons.

The transition from the ferromagnetic to the paramagnetic regime can be characterised by the

power law which describes the critical behaviour. The behaviour at low temperature within the

spin wave regime (< TC/3) can be described by the Bloch T
3
2 power law equation given as

M(T) = M(0)

(
1−

(
T

Tc

) 3
2

)
(7.3.1)

where M(0) is the spontaneous magnetisation at zero temperature. In a FM, the region close

to, but below TC, is usually characterised with critical fluctuations and the phase transition at
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TC. The phase transition is identified as a point of abrupt change in magnetic behaviour [16].

Looking at the response in figure 7.2 for Pt(30 Å)/CFTB(100 Å)/Pt(30 Å), there is evidence of

more than one transition point notated as TC(1−3) in the magnetic response. These identified

phase transitions may be attributed to compositional variations across the sample which have

been observed in the room temperature PNR measurement discussed in chapter 5 suggesting

non-uniformity in the magnetisation across the sample. This inhomogeneity is related to the

tantalum distribution, as it varies the TC. This maybe as a result of the asymmetry in magnetic

properties at the interface which probably reflects the contribution of the different moments

at the interface and within the sample. Also, at the interfaces there may be some form of

rigidity due to this inhomogeneity or bondings between the FM and NM atoms where the system

have some strong energetic magnetic preference making the FM region to show signs of strong

permanent magnetism at certain temperatures. Apart from TC1 which is the point of transition

from ordered ferromagnetism to dis-ordered paramagnetism, there is also TC2 and TC3 which

happen at regions dominated with critical fluctuations and excitations where the energy of the

system is gradually increasing towards the disordered state. This makes it slightly difficult to

extract values TC using equation 7.3.1 from this magnetisation profile.

In order to resolve the origin of the different TC observed in the trilayered sample, a SQUID

measurement of bilayered CFTB (100Å)/Pt (30Å) and Pt (30 Å)/CFTB (100Å) was conducted.

The temperature dependence magnetisation plots are shown in figure 7.3. A fit of equation

7.3.1 to experimental data for CFTB (100Å)/Pt (30Å) shown on figure 7.3a (red line) resulted

in a TC1 of ∼ 170 K which is in fairly good agreement with the measured TC for this sample.

The Pt (30 Å)/CFTB (100Å) shows evidence of two transition points TC2 and TC1 at ∼ 110 K

and ∼ 170 K respectively (see figure 7.3 b) and the three transition points TC3, TC2 and TC1

in Pt(30 Å)/CFTB(100 Å)/Pt(30 Å) at ∼ 80 K, ∼ 120 K and ∼ 215 K respectively. The TCs

for Pt(30 Å)/CFTB(100 Å) and Pt(30 Å)/CFTB(100 Å)/Pt(30 Å) were derived by checking

the point of abrupt change in magnetisation. It is also noted that there is a difference in M(0)

in CFTB(100 Å)/Pt(30 Å) and Pt(30 Å)/CFTB(100 Å) even though they are of the same

composition. Although the source of this asymmetry is not clear but may be due to the Pt

polarisation. The magnetization of the samples were calculated considering the volume of the
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Figure 7.4: Schematic diagram showing (a) Ta diffusion in CFTB where the Ta concentration
is proportional to the magnetisation (red line) (b) TC associated to each region in relation to
the SQUID measurement and Ta concentration (black lines) and possible magnetisation profile
across each TCs (blue line).

FM layer only. Also, the diamagnetic contribution from the Si/SiO2 was not subtracted from

the calculation of the magnetisation. In the trilayered structure, the TC1 is enhanced with an

excess of 45 K which suggest possible presence of proximity polarisation of Pt or other magnetic

coupling within the sample.

Significant diffusion of Ta within CFTB layers has been observed to vary the magnetisation

and TC through the sample [9, 17]. Diffusion of Fe atoms towards oxides such as SiO2 during

film deposition has also been reported [18]. Therefore, the observed transition points can be

attributed to compositional variation due to element diffusion within the film during growth.

This can be explained in terms of Ta diffusion which modifies the magnetisation and local TC

of the film depending on its concentration in the region. Figure 7.4a depicts three possible

regions of Ta concentration within the FM layer (indicated by the red line) which can affect

the temperature dependence total magnetisation of the film as shown in figure 7.4b. The

CFTB region close to the buffer Pt/CFTB interface is TC1, while the region adjacent to the top

CFTB/Pt interface is TC2. Sandwiched between these two regions is the third region labeled TC3.

The region labeled TC3 characterises the bulk CFTB magnetic behaviour with the maximum Ta

concentration, the least magnetic moment and the lowest TC, while TC2 and TC1 characterise

the magnetic moment of regions adjacent to the top and buffer interface respectively (see figure
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7.4b). At ∼ 80 K the magnetisation within the TC3 region switches off leaving those within the

TC2 and TC1 regions and at about 120 K, the TC2 region loses its spontaneous magnetisation.

Consideration of the sum of the three TC is likely to result in the blue sketch line in figure 7.4b

which looks similar to the temperature magnetisation response of the trilayered sample shown

in figure 7.3. Assuming region TC2 and TC1 are still magnetic between 80K and 120K while

that of TC3 has vanished, there should be some form of decoupling between these two layers. A

transverse MOKE investigation within this temperature range can provide more information on

such coupling. This investigation is discussed in the next section.

7.4 Magnetisation coupling within the CoFeTaB layer

using MOKE magnetometry

Magnetisation switching is important in the design and realisation of magneto-electronic applica-

tions. Therefore to further understand the SQUID measurement, a low temperature transverse

MOKE measurement was performed by Ben Nicholson (a colleague in Durham University) on

the same sample. The experimental set up is similar to the description in section 3.4.4 but with

a cryostat setup in the sample space. The cryostat can cool to around 80 K as liquid nitrogen

was used in cooling the sample environment. Hysteresis loops were obtained by the Kerr effect

with the Kerr signal normalised to the maximum (low temperature) value. The MOKE signal is

proportional to the films magnetisation with a penetration depth of ∼ 15 nm.

The MOKE hysteresis loop exhibits a distinct saturation field with a coercivity of ∼ 12 Oe.

A plot of the MOKE remanent Kerr signal as a function of temperature shows a similar trend

to the SQUID data. A deeper investigation around the TC2 shows a double switching field for

100 K to 118 K (indicated with the red arrow on figure 7.6) which vanishes at ∼ 120 K, where

the magnetisation in region TC2 switches off. The two switching fields of 10 Oe and 12 Oe

reveals a two-jump reversal from the magnetisation in region TC1 and TC2. As temperature

increases the signal amplitude from region with coercieve field of 10 Oe decreases, vanishing at

120 K. In detail, the magnetisation around the two interfaces switches at distinctively different
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Figure 7.5: A plot of the MOKE coercivity (upper panel) and remanent magnetic moment
(lower panel) as a function of temperature for the Pt(30Å)/CoFeTaB (100Å)/Pt (30Å) film
showing a similar trend as the SQUID measurement (solid line)

Figure 7.6: Low temperature MOKE measurements of (30Å)/CoFeTaB (100Å)/Pt (30Å) showing
a double switching magnetisation (indicated with red arrows) representing the decoupling between
the magnetisation of the CFTB layers around the top and buffer interfaces.
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fields. This suggests that this temperature range is above the local TC in region TC3 as the

magnetisation of region TC3 had vanished. The magnetisation of region TC1 and TC2 are not

rigidly coupled by strong exchange coupling. These two switching fields may be thought as to

be responsible for the observed gradual decrease of magnetisation around 110 K as temperature

increases observed in the SQUID measurement in figure 7.2. The difference in the switching

field for these regions is small suggesting that the magnetisation in region TC1 and TC2 only

varies slightly. The observed effect is similar to the observed exchange coupling by proximity

magnetic effect in a FM/NM/FM sample at temperature below the FM TC reported by Magnus

et al. [19]. Hence the temperature dependent MOKE measurements exhibits a good agreement

with the SQUID results suggesting the need for a depth resolved investigation of magnetisation

in the sample in order to distinguish the magnetism in the top and bottom regions. The SQUID

measurements were done in applied field of 50 Oe, meaning the magnetization obtained is close

enough to the remanent magnetic moment. To further understand the influence of this atomic

diffusion on magnetic behaviour, a depth-resolved method of investigation was used to explore

the magnetisation of the entire film (PNR) and the magnetic proximity effect associated with

the interfaces in the film (XRMR). Detailed discussion of these follows in sections 7.5 and 7.6.

7.5 Polarised neutron reflectivity interfacial analysis

Low temperature CFTB has been identified as showing a magnetic transitional crossing from

a three-dimensional to two-dimensional system for films within nm thickness range [20]. The

distribution of compositional elements of the alloy is inhomogeneous making PNR an appropriate

technique for temperature dependent investigations providing a structural and magnetic depth

profile of the film. In this section, PNR measurements carried out on the Polref beamline

at ISIS facility, Rutherford Appleton Laboratory, Didcot, as described in section 3.6.5, are

presented. Details on the structural profile and magnetisation changes around the interface over

a temperature range of 50 - 300 K are discussed.
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7.5.1 Extraction of structural parameters and depth profile

A measurement at 300 K was initially carried out for the extraction of structural parameters and

error estimation of the observed magnetic moment. The film was then field cooled to 50 K in an

external magnetic field of 500 Oe before low-temperature measurements were taken under a field

of 50 Oe, which is enough to saturate the magnetisation in the film plane, as observed in the

low-temperature MOKE measurements discussed in section 7.4. An electromagnet was employed

to generate the applied field. In order to increase the temperature for the next measurement,

the film was heated to the next temperature and allowed to thermalise for about 2 minutes

before the next data collection.

The structural scattering length density depth profile and parameters describing it were

obtained by fitting the 300 K data with a model composed of one layer representing each physical

layer of the sample stack using GenX simulation software. The model included two layers to

represent the substrate where one is for the pure Si substrate and the other is for the SiO2 layer

because the thickness of the SiO2 is responsible for the fast oscillations observed at the lower Q

range. This suggests the thermally-grown oxide layer on the substrate to be of fused quartz SiO2

which was confirmed by the value of the density obtained. The obtained profile is consistent

with that obtained previously from XRR. The PNR and the XRR reflectivities exhibit well

defined Kiessig fringes which are from the constructive/destructive interference of the reflections

from the different interfaces of the film. The reduction in reflectivity intensity follows a Q−4 law.

The 300 K data was chosen for structural analysis based on the understanding from the SQUID

and MOKE measurements which confirms that the film is nonmagnetic at this temperature.

Therefore the potentials are governed by nuclear scattering density only. The structural profile

is shown in figure 7.8. The estimated thickness values were approximately the same for both

techniques with any difference within the error limits. Slight variation in the roughness and

density of the buffer Pt layer was observed as this might be due to the difference in sensitivity

of the two techniques. The x-ray measurements have more flux and better resolution to small

changes in the structural parameters while the neutron measurements have less flux with a 4 %

resolution making it less sensitive to structural changes. In addition, the extracted density of
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Figure 7.7: PNR spin-up (black dots) and spin-down (red dots) data with their corresponding
best fitting simulations (lines) for the Pt(30Å)/CoFeTaB (100Å)/Pt (30Å) sample performed
under an applied field of 50 Oe using the 3 CFTB layer model.
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Figure 7.8: Structural scattering length density profile of Pt (30Å)/CoFeTaB (100Å)/Pt (30Å)
extracted from a simulation of PNR experimental data with GenX software.

Table 7.2: Sample parameters of the 30 % Ta concentration Pt(30 Å)/CFTB(100 Å)/Pt(30 Å)
sample from the best fit simulation of PNR data at 300 K using the one CFTB layer model.

Sample Layer Thickness (Å) Roughness (Å) Density(Å−3)

Pt(30 Å)/CFTB(100 Å)/Pt(30 Å)
Top Pt 34 ± 6 3 ± 2 0.065 ± 0.003
CFTB 105 ± 4 8 ± 2 0.080 ± 0.004
Buffer Pt 32 ± 6 4 ± 2 0.063 ± 0.010

the CFTB layer was slightly higher in PNR compared to the XRR measurement. The summary

of the extracted structural parameters are shown in table 7.2

As there is no difference in the position and periodicity of the Kiessig fringes in the various

frames of figure 7.7, it was assumed that the structural features do not vary with temperature.

The thermal expansion of each composite element of the sample stack changes in the order of

10−5 per K. The coefficient of thermal expansion of Pt is 8.8× 10−6 per K, Co is 13.0× 10−6

per K at 25 K, Fe is 11.8× 10−6 per K at 25 K and 293 K [21], Ta is 6.5× 10−6 per K at 295 K

and 2.8× 10−6 per K at 50 K [22]. Hence, structural expansion across the temperature range is

insignificant in comparison to the 4 % resolution of Qz.

Below 250 K, the one FM layered model breaks down and is unable to capture the splitting

218



CHAPTER 7. TEMPERATURE DEPENDENCE OF THE MAGNETIC PROXIMITY
EFFECT IN THE PT/COFETAB/PT SYSTEM

of the spin up and spin down reflectivity curves which characterise the magnetic properties of

the sample. Hence another model was required in order to extract the magnetic properties.

This new model is discussed in the next section.

7.5.2 Low temperature measurement and magnetic depth profile

In order to extract the magnetic scattering length density depth profile, a different model was

employed which comprises two Pt layers for the top and buffer Pt and three CFTB layers with

different composition, magnetism and TC to capture the changes in magnetisation around both

interfaces and the centre of the CFTB layer and two substrate layers as described in sections

7.3 and 7.4. The thickness, density, roughness and magnetic moments were allowed to vary

as the fit converged to the local minimum after about 250000 iterations within the assigned

range of physically reasonable values. For quantitative analysis, both the reflectivity and the

spin asymmetry (SA) were simultaneously fitted to extract the magnetic scattering length

density profile at each temperature. The quality of the reflectivity data remains high through

all temperatures as the intensity of the reflectivity signal remained above the background noise

for Q value up to 0.2 Å−1

In this model, the scattering length density of the three CFTB layers varied. The density of

the CFTB layer close to the Pt buffer layer was usually small and relatively close to the density

of Pt for most of the temperature range investigated. This may be indicative of the presence of

alloying or intermixing at this interface which might be due to growth process and was also

observed in the room temperature CFTB. Although the Pt/CFTB interface is rougher than the

CFTB/Pt interface, the overall roughness around the interfaces is below 10 Å showing evidence

of high quality of interfaces. The middle layer CFTB roughness was generally higher but the

influence of this was ignored as in reality it is part of the bulk CFTB layer. The sum total

of the CFTB thickness agrees with the values for the single FM layered model quoted above

but is slightly higher at lower temperature. In general, the buffer Pt thickness and density are

slightly lower than the top layer through all temperatures with a difference in density of about

∼ 3 % from the bulk. The estimated structural parameters of the three FM layer model are
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Figure 7.9: PNR spin asymmetry (SA) data (open circles) and best fitting simulation for
Pt(30Å)/CoFeTaB(100Å)/Pt(30Å) performed under an applied field of 50 Oe, which characterises
the magnetic depth profile of the sample at different temperatures. The reduced χ2 values are
quoted in table 7.4
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Figure 7.10: Extracted scattering length profile of (30Å)/CoFeTaB (100Å)/Pt (30Å) from GenX
simulations of PNR, showing a reduction in magnetic moment of the sample with increase in
temperature

summarised in table 7.3, and the corresponding χ2 test values for each fit is below 1.4 as shown

in table 7.4

At low temperature, the reflectivity response depends on the neutron spin orientation as it

interacts with the electron spin within the sample. The difference in the scattering response

due to the spin-up and spin-down electrons in the material represents the SA. The SA is given

by equation 3.6.12 and describes the splitting between the spin up (R+) and spin down (R−)

reflectivity in figure 7.7. This splitting gives information about the depth dependent magnetic

properties of the film. The SA is automatically generated during measurement (shown on

figure 7.9). Figures 7.7 and 7.9 show the low temperature measurements (marked) and the best

fitting simulations (solid lines) to the reflectivity and the SA data at various temperatures. The

remarkable agreement between simulation and experimental data support the suitability of the

model. The SA ratio increases with decreasing temperature supporting the point of increased

magnetisation at reduced temperature.

Figure 7.10 shows the low temperature PNR magnetic depth profile across the temperature
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Table 7.3: Structural parameters from the GenX simulation of PNR data with the three CFTB
layer model.

Temperature Layer Thickness (Å) Roughness (Å) Density(atoms Å−3)

50 K

Top Pt 33 ± 8 2 ± 1 0.067 ± 0.003
CFTB 3 11 ± 1 2 ± 2 0.089 ± 0.002
CFTB 2 87 ± 6 7 ± 4 0.080 ± 0.004
CFTB 1 8 ± 1 6 ± 1 0.069 ± 0.006
Buffer Pt 34 ± 4 5 ± 2 0.065 ± 0.004

100 K

Top Pt 35 ± 4 2 ± 1 0.066 ± 0.003
CFTB 3 14 ± 2 3 ± 3 0.084 ± 0.004
CFTB 2 87 ± 8 13 ± 5 0.081 ± 0.005
CFTB 1 10 ± 4 7 ± 5 0.077 ± 0.003
Buffer Pt 27 ± 5 5 ± 3 0.066 ± 0.007

150 K

Top Pt 35 ± 2 2 ± 3 0.067 ± 0.003
CFTB 3 44 ± 4 7 ± 3 0.088 ± 0.002
CFTB 2 57 ± 3 11 ± 8 0.081 ± 0.009
CFTB 1 9 ± 8 2 ± 1 0.080 ± 0.002
Buffer Pt 29 ± 4 5 ± 5 0.065 ± 0.001

200 K
Top Pt 36 ± 2 2 ± 2 0.063 ± 0.002
CFTB 3 55 ± 3 5 ± 3 0.082 ± 0.003
CFTB 2 43 ± 3 14 ± 7 0.079 ± 0.005
CFTB 1 3 ± 2 6 ± 2 0.063 ± 0.002
Buffer Pt 34 ± 1 4 ± 3 0.064 ± 0.004

250 K
Top Pt 37 ± 2 2 ± 2 0.067 ± 0.005
CFTB 3 92 ± 5 2 ± 3 0.080 ± 0.003
CFTB 2 5 ± 5 16 ± 3 0.051 ± 0.008
CFTB 1 4 ± 1 6 ± 1 0.067 ± 0.001
Buffer Pt 35 ± 4 2 ± 1 0.064 ± 0.003

300 K
Top Pt 36 ± 3 3 ± 1 0.065 ± 0.002
CFTB 3 11 ± 3 6 ± 2 0.072 ± 0.007
CFTB 2 90 ± 3 11 ± 5 0.081 ± 0.003
CFTB 1 3 ± 1 7 ± 3 0.056 ± 0.007
Buffer Pt 35 ± 2 6 ± 2 0.063 ± 0.002
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Table 7.4: Minimised chi-squared per degree of freedom value from the PNR best fits shown in
figures 7.7 and 7.9 quantifying the goodness of the fit.

Temperature (K) χ2 value

50 1.36
100 1.14
150 0.99
200 0.98
250 1.16
300 1.17

range of 50 K-300 K extracted from the simulations of the reflectivity and SA measurements

shown in figure 7.7 and 7.9 fitted simultaneously. Although different models can lead to similar

results this ambiguity can be overcome by extending measurements to higher Q range [23].

Therefore these analyses were made using the most realistic model as described earlier which

takes into account the information on local TC obtained from SQUID and MOKE magnetometry.

The extracted magnetic SLD reveals a lower local symmetry in magnetic potential as compared

to the nuclear (structural) as indicated by [24], meaning the magnitude of the structural SLD is

much larger than the magnetic SLD. The changes in magnetisation profile with temperature

exhibits an enhanced magnetisation around the interfaces suggesting a proximity magnetisation

effect which can be attributed to Ta distribution across the sample. Regions with higher Ta

concentration exhibits lower magnetisation [9]. As initially suggested in section 7.5.1 from

material density variation, alloying of CFTB with Pt may possibly be a contribution to the

magnetisation change. There is a general decrease of magnetisation with increase temperature.

Also the changes in the profile across the temperature range indicate that the magnetisation in

the CFTB may be divided into three regions similar to that identified in section 7.2. Region 1

is the region around the buffer interface, region 2 defines the center of the CFTB layer while

region 3 is around the top interface. It is noticed that region 1 has the highest magnetisation

which remains visible through to 200 K but the magnetisation of region 2 and 3 disappears

above 50 K and 100 K respectively.

The nominal values of the magnetic SLD of the film were calculated for each temperature.

A plot of the peak value of the magnetic moment against temperature for each interface shows
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Figure 7.11: A plot the peak of the observed magnetic moment from figure 7.10 extracted from
a best fit simulation of PNR and SA data for the Pt(30Å)/CoFeTaB (100Å)/Pt (30Å) sample
showing a similar trend as the SQUID measurement

a decrease in magnetisation with temperature as shown in figure 7.11. Taking the sum of both

moments shows a comparable magnetisation trend and magnetic moment for an equivalent size

of SQUID sample represented in table 7.5. This validates the fits obtained and the suitability of

the model. The error bars were estimated by turning off the magnetic moment for 250 K and

300 K simulation as this did not change the fit. This suggests that the magnetic moment seen at

250 K and 300K are artifacts from the simulation software because the film is non magnetic at

these temperatures. The value of the moment at 250 K was used as an estimate of the error in

magnetisation extracted from these analyses which seem a good approximation in the analyses.

A magnetic moment of 0.066 µB/atom for Pt is estimated at 250 K which seem quite small and

explains why PIM signals from Pt cannot to observed with the PNR technique.

224



CHAPTER 7. TEMPERATURE DEPENDENCE OF THE MAGNETIC PROXIMITY
EFFECT IN THE PT/COFETAB/PT SYSTEM

Table 7.5: Magnetisation against temperature extracted from SQUID magnetometry and PNR
measurement of an equivalent sample size

Temperature (K) SQUID magnetisation (emu/cm3) PNR magnetic density (emu/cm3)

50 K 129 ± 8 122 ± 7
100 K 81 ± 8 84 ± 7
150 K 50 ± 8 47 ± 7
200 K 32 ± 8 37 ± 7
250 K 8 ± 8 7 ± 7
300 K 6 ± 8 3 ± 7

7.6 X-ray resonance magnetic reflectivity interfacial anal-

ysis

Proximity induced magnetism (PIM) as an interfacial effect has been difficult to properly

quantify because of the low volume at the interface. This can result in a significant difference in

the magnetic properties around the interface and the bulk of the sample. The origin of PIM has

been associated with exchange coupling and was first reported by Zuckermann in a FM/NM

system [25]. Although very little had been reported in a FM/NM thin films, an enhancement of

the magnetic ordering temperature by PIM had been observed in FM/antiferromagnet (AFM)

system [26, 27]. An investigation of PIM with nanoparticles by capping the FM particles

with NM material was found to exhibit enhanced magnetisation with enhanced TC of the FM

component. An enhanced TC from 16 K to 180 K had been observed in Co nanoparticles capped

with Pt of 0.53 nm [28]. Similar results with a 20 K enhancement was observed in Fe capped

with Cu and it was argued to be associated to the Cu creating channels that mediates coupling

between the Fe nanoparticles [29]. This enhancement in TC has also been attributed to bonding

of 3d electrons with the conduction band of NM capping materials [30, 31] and/or alloying at

the interface [32]. Conventionally, PIM at the NM/FM interfaces reported can take the model

[8, 33]

PIM = χHex = χPJSMFM (7.6.1)

where χ is the magnetic susceptibility, Hex is the exchange field, S is Stoner enhancement factor,

J is exchange coupling and MFM is the magnetization of the FM layer whereby the phenomenon
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is described to be due to band hybridisation. Most of these reported results have not investigated

the change of PIM with temperature and several are conducted on systems of nanoparticles [34].

In all of these reports the method of investigation does not directly show the depth profile of

PIM.

The strength of PIM is reported to decay exponentially as shown in chapter 5, but the

relative range of this decay away from the interface is under debate [35, 36]. The fundamental

understanding of the mechanism of PIM at FM/NM interfaces remains elusive and its critical

technological issues unresolved due to the limitations of the available interface selective probing

methods. There has been little work reported which investigates the influence of temperature

on PIM. Hase et al. reported a significant change in magnetisation with temperature between

Pd and Fe atoms for a Pd/Fe sample [8]. The magnetisation between Pd and Fe was observed

to scale linearly with temperature being that the proximity to Fe induces a large moment in the

Pd at the interface. XRMR has proven to provide a detailed depth dependent magnetisation

profile at the interface. Therefore in this section, the evolution of the Pt polarisation with

temperature using XRMR is presented, this will help in a better understanding of the observed

temperature dependent spin pumping and inverse spin Hall effect (ISHE) by Zhang et al. which

was attributed to temperature dependent proximity polarisation [37]. Discussions relating the

XRMR measurements to the PNR measurements discussed earlier in this chapter are also

presented.

7.6.1 Low temperature XRMR analysis

The XRMR measurements were performed at the XMaS beamline at ESRF, France using a

circularly polarised x-ray beam tuned to the energy of the Pt L3 absorption edge. This element

specific technique is only sensitive to magnetism in Pt in contrast to the PNR measurements

where the Pt magnetisation is too small to be resolved, meaning it is essentially invisible to PNR.

The data were collected at a fixed energy of 11.566 keV as discussed in chapter 3. The sample

was first field-cooled with a 500 Oe magnetic field to 50 K. Both the specular reflectivity and

SA data were collected with an applied field of 50 Oe in the scattering plane. These data were
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simultaneously simulated with GenX simulation software to extract the respective structural

(sSLD) and magnetic scattering length density (mSLD) profiles. The model applied in the

simulations contains the substrate, buffer Pt, CFTB and cap Pt layer. The presence of an oxide

layer did not improve the simulation. Hence, no oxide layer was included in the simulation as

pointed out in chapter 5.

Results of the specular reflectivity and best fits are shown in figure 7.12. A vertical offset

was applied to all datasets in order to plot them on the same figure. This provides the structural

details of the sample. Structural parameters obtained from the fits are within error bar limits

and they are identical to those obtained from the lab x-ray measurements summarised in table

7.1. The Kiessig fringes for each temperature are indistinguishable, which indicates that there

is no significant structural change across the measured temperature range. In the plots the

deepest minima are observed on the 250 K data, which seems to be poorer than the rest of the

simulation. This may be because the sample is non-magnetic at 250 K but is simulated with

some magnetic parameters for better comparison with other results. Figure 7.13 represents the

SA from the XRMR measurement for positive (red open dots) and negative (blue open dots)

magnetisation with the solid black lines representing the simulations. The percentage magnitude

of the SA ratio is ∼ 3% at 50 K and gradually reduces to zero at 250 K. This confirms the

presence of induced Pt polarisation that reduces with increasing temperature. The periodic

peak position in SA is associated with the minima of the Kiessig fringes shown in figure 7.12.

This is due to the fact that it contains the normalization to the total scattering intensity from

the sample.

The extracted mSLD profiles are represented in figure 7.14. At both interfaces the Pt

polarisation changes as a function of temperature. The induced moment on Pt extends ∼ 2 nm

from the interface. Reduced magnetisation with temperature may be associated to dimensionality

crossover in materials as the Pt layer is very thin exhibiting the property of a 2D magnet and

the interfacial magnetic layer thickness of the CFTB is small. As the temperature changes the

boundary effect at the interface becomes significant, altering the magnitude of the interaction

across the nearest neighbour separation. The evidence of PIM of Pt at the interface induces

stronger moment at the interface with the interface acting as a 2D defect where below the 2D
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Figure 7.12: Low temperature specular x-ray reflectivity measured at the Pt-L3 edge for the Pt
(30 Å)/CFTB (100Å)/Pt (30Å) sample with a vertical offset on the datasets to allow all data to
be plotted on the same figure. The best fit simulations are represented with the black solid lines
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Figure 7.13: Spin asymmetry data for positive (red circles) and negative (blue circles) field
directions and best fit (black lines) of Pt (30Å)/CoFeTaB (100Å)/Pt (30Å) showing decrease
signal with increase temperature.
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Figure 7.14: The extracted magnetic scattering length density profile of Pt (30Å)/CoFeTaB
(100Å)/Pt (30Å) from simultaneous simulation of reflectivity and spin asymmetry XRMR data
where the error is 0.0015.

region the Pt polarisation vanishes. The SQUID measurements confirms this as it shows more

than one transition temperature.

The top interface shows the largest polarisation at 50 K that rapidly reduces between 100

K and 150 K before vanishing at above 150 K. Although the top CFTB magnetic moment

vanishes at 150 K, there is still some Pt polarisation at the top interface which indicates that

the polarisation can occur even in the vicinity of small FM moment or above the intrinsic

ordering temperature of the FM layer as reported by Magnus et al. [19]. This could be due

to atomic correlation within the amorphous layer. At the interface the NM material exhibits

superparamagnetic properties where the Pt layer still assume magnetic property even when

the CFTB magnetisation vanishes, which could be dependent on the composition. Structural

disorder had been observed to result in enhanced magnetic polarisation above the ordering

temperature in amorphous films [38, 39] suggesting that amorphous materials can exhibit

more PIM than crystalline materials. Although we have not seen significant differences in the

structural properties from the reflectivity plot, it may be possible that there is a slight enhanced

coupling between the amorphous CFTB and Pt at the interface.

At the buffer interface, the Pt polarisation gradually reduces and vanishes at above 200K

which agrees well with the PNR measurement because the magnetic moment at temperature
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Figure 7.15: A plot of the peak magnitude of the mSLD profile in figure 7.14 for the top
interface (squares), buffer interface (circles) and sum of both interfaces (triangles) showing
an asymptotic decay of Pt polarisation with increasing temperature. Inset: the SQUID
magnetometry measurement of Pt(30Å)/CFTB(100Å)/Pt(30Å).

above 200 K was observed to be an artifact from the software.

7.6.2 Temperature dependence of magnetic proximity effect

Taking the peak height as a representation of the magnitude of Pt magnetisation, a plot of the

magnetic moment against temperature shows an asymptotic decay with temperature. This is

represented in Figure 7.15. At low temperature, the magnetisation of Pt at the top interface

decays similarly to the CFTB magnetisation as observed with SQUID and PNR technique and

vanishes at high temperature. At the buffer interface, the magnetisation of Pt drops rapidly

at low temperature to 150 K but that of PNR persisted through to 200K. At both interface

the PIM are similar within the error bars for temperatures above 150 K but below 150 K the

ratio of PIM in top to buffer interface is 2 : 1. This indicates that the magnetic susceptibility

for Pt polarisation is temperature dependent, which is contrary to the known temperature

independent magnetic susceptibility Pauli paramagnetism, as Pt assumes a superparamagnetic

state. Looking at Figure 7.15, there is a significant difference in the magnetic moment at the

upper and lower interface.

In order to investigate the ordering temperature due to CFTB and Pt, a plot of the ratio

of XRMR polarised magnetic moment to CFTB magnetic moment was performed for both
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Figure 7.16: The temperature dependence of the ratio of Pt magnetic moment to CFTB magnetic
moment using the units from the GenX simulator (Å−2) for (a) buffer interface (b) top interface

interfaces (see figure 7.16). The results shows a linear response below the TC of each interface,

which indicates that the Pt magnetisation scales with the amount of magnetisation in CFTB

as reported by [8]. The 250 K data points were removed from figure 7.16 because from the

MOKE measurement there is no magnetic moment in the CFTB. The magnetic moment from

SQUID measurement is significantly small at 250 K (see table 7.5). In addition, the errors at

higher temperatures are very large as the observed moment is very small. This is due to an

artificial limitation of the fitting algorithm.

Figure 7.17 represents a plot of the Pt polarised moment against the CFTB magnetisation.

The top interface is comprise of two data point, which means that a conclusive inference cannot

be derived from these points. Therefore, the assume linear trendline (gray dash line in figure

7.17) is only a guide to the eye. Figure 7.17 shows a linear dependence below the temperature

where the magnetic moment vanishes in CFTB. When the CFTB is magnetic, there is Pt

polarisation, which could be due to charge transfer or bonding between the Pt and the CFTB

atoms around the interface. This effect switches off when the CFTB is nonmagnetic shown by
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Figure 7.17: A plot of Pt magnetic moment against CFTB magnetic moment for the buffer
interface (red) and the top interface (black) showing a linear response within the temperature
range where CFTB is still magnetic where the gray linear line is a guide to the eye.

zero Pt moment on figure 7.16 for top and buffer interfaces.

A non-zero CFTB magnetisation is required for PIM to occur, indicating that this effect

may not be due to interfacial charge-transfer. Also, equation 7.6.1 can not fully capture this

behaviour but can be modified to

PIM = χ(Hex − H0
ex) = χJ(MFM −M0

FM) (7.6.2)

where the interfacial magnetisation in CFTB required to initiate PIM corresponds to the

contribution H0
ex = JM0

FM to the effective exchange field, Hex − H0
ex).

The PIM in the top interface in larger but the CFTB magnetization is small while at the

buffer interface, PIM is smaller with lager CFTB magnetisation. These suggest possible effect

due to interfacial exchange coupling and/or difference in magnetic susceptibility between the

Pt/CFTB and CFTB/Pt interfaces. The difference in the local structure at the interface may

be as a result of interfacial roughness or intermixing but in this sample the roughness is below
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10 Å and the reflectivity data showed no significant difference in the interfaces. This suggests

that although the exchange coupling between the interface may not be different, the magnetic

susceptibility may be modified by other means beyond interfacial mixing. The decrease in

particle size in Pt and Pd nanoparticals have been reported to reduce susceptibility [40] and

variation in lattice strain between interfaces may modify the density of states at these interfaces

thereby modifying the magnetic susceptibility [41]. The mechanism to describe this asymmetry

in the Pt magnetisation remains elusive and requires further investigation.

7.7 Summary

The temperature dependent magnetic response of low dimensional magnetism in Pt (30Å)/CoFeTaB

(100Å)/Pt (30Å) with 30 % Ta concentration in the CFTB was investigated. The XRD mea-

surements revealed that the samples crystalline texture is Pt (111) texture with amorphous

CFTB similar to the room temperature CFTB samples discussed in chapter 5.

Magnetic investigations with SQUID and MOKE magnetometry, and PNR and XRMR

techniques were performed. The SQUID measurement revealed an enhanced Curie temperature

of 45 K in the trilayered sample in comparison to the bilayered sample which suggests a magnetic

proximity effect. In the trilayered sample, three phase transitions were observed, which were

associated with Ta diffusing inhomogeneously within the amorphous CFTB layer and the

influence of the Pt adjacent layers.

A proper investigation of the phase transition at 110 K in the trilayered sample with

longitudinal MOKE revealed a double switching which vanishes at 120 K. This double switching

is associated to the decoupling of the magnetic moment at regions around both interfaces in the

CFTB layer.

Further magnetic investigation with PNR provides a detailed depth dependent measurement

of changes of magnetisation with temperature across the sample. The data obtained showed

a good signal to background noise up to 0.2 Å−1 at all temperature. From the results of the

best fit simulation to the data measured over a large Q range, the structural and magnetic

depth profiles were obtained. Reduced magnetisation was observed around the top interface
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at low temperature that vanishes above 100 K while the magnetisation of the buffer interface

persists to 200 K close to the TC. Taking the peak magnitude of the PNR magnetisation as the

representation of the magnetic moment at the interface allows a quantitative analysis of the

observed magnetic moment. The sum of the magnetisation from the interfaces shows a similar

trend to the SQUID data.

The PNR, SQUID and MOKE magnetisation measurements are dominated by the CFTB

signal, therefore to explain the temperature enhancement observed in the SQUID data XRMR

technique was used to provides the magnetisation of Pt alone. XRMR measurement shows the

existence of a net magnetic moment from the modified Pt at the interfaces that changes with

temperature. The Pt magnetisation decays into the CFTB layer with a width of 1.5 nm, which

suggests intermixing at the interface. The comparable change in the magnetic density with

temperature for PNR and XRMR gives strong evidence of temperature dependent magnetic

susceptibility of Pt which scales with the CFTB magnetic moment as the ratio of the XRMR/

PNR magnetisation gave a linear response for each interface. Tuneability of magnetic moment

through temperature can allow increased functionality in microwave devices, magnetic sensor

devices and logic devices. Also, the confirmation of the different transition state above TCs

associated to the each interface can be a remarkable step towards better understanding of the

interactions between NM and FM at the interface in FM/NM systems.
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Chapter 8

Conclusion and further work

In this thesis, several experimental techniques were employed in the study of interfacial magnetic

effects in amorphous CoFeTaB (CFTB) thin films with Pt deposited on Si/SiO2 substrates by

magnetron sputtering. Proximity induced magnetism (PIM) in the Pt layer adjacent to CFTB

layer, its changes with temperature and its consequent influence on spin transport at the interface

are explored. A characteristic spin-dependent phenomenon was studied by magnetoresistance

measurements with a specific interest in the effect due to the interface and possible interfacial

effects due to the influence of PIM.

8.1 Summary and conclusion

The general subject, its application and aims of studies were introduced in chapter 1. An

overview of the underlying Physics and experimental techniques employed are given in chapter

?? and 3 respectively. Chapter 4 describes the details of data simulation for polarised neutron

and resonance x-ray experimental data using the GenX software.

In chapter 5, interfacial spin polarisation in Pt/CFTB, Pt/CFTB/Pt and CFTB/Pt samples

were investigated at room temperature using PNR and XRMR. The CFTB layer composition

was made of 32 % Co, 32 % Fe, 20 % Ta and 16 % B, which makes the layer magnetic at room

temperature. The films were structurally characterised using XRR and XRD. The XRR data

establish the fact that the films are continuous at the interface with an overall roughness <1 nm.
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It was found from the XRD measurements that the Pt crystalline texture for Pt/CFTB and

CFTB/Pt interface are asymmetric where the CFTB/Pt sample showed a strong Pt(111) texture

with a crystalline grain size of ∼ 2.8 nm that is slightly dependent on the CFTB thickness. The

Pt/CFTB samples showed a weak (111) texture with no significant thickness dependence while

the CFTB layer was confirmed to be amorphous.

Magnetic characterisation of these samples with longitudinal MOKE suggested similar

coercive field of < 20± 6 Oe for all samples of the same CFTB layer thickness and isotropic

magnetisation in the sample plane. Further investigation with PNR provided the depth resolved

structural and magnetic scattering length density profiles with higher magnetic density at the

buffer (Pt/CFTB) interface in comparison to the top (CFTB/Pt) interface showing magnetic

asymmetry which was inferred to be due to the morphology of the interface following the

observed Pt texture from XRD. Evidence of compositional grading across the CFTB layer was

noticed, which can be due to Ta diffusion within the CFTB layer. The PNR results show total

magnetic moment in the sample which may include PIM in Pt. The magnitude of PIM moment

is too small to be seen with the PNR technique. Therefore, the PNR results is dominated

by the CFTB magnetic moment. The PIM moment in Pt was investigated using XRMR; an

element sensitive technique and the measurements showed evidence of PIM in all samples, which

increases slightly with increase CFTB thickness. The PIM in Pt is higher at the top interface

in comparison to the buffer interface, indicating a dependence on the crystalline grain size

or texture at these interfaces. The interface width at the buffer interface is slightly higher

indicating greater intermixing at this interface which should show higher moment due to PIM

at this interface due to more contact between the Pt and Co or Fe atoms. On the contrary,

the magnetic moment at this interface was smaller suggesting that intermixing does not play a

dominant role. The Pt magnetic moment increases slightly with increase CFTB thickness just

as the crystalline grain size increases slightly with CFTB thickness. Therefore, measurements

confirm that PIM depends on the crystalline texture at the interface and the CFTB magnetic

moment around the interface.

A PIM investigation was also conducted on a YIG(380Å)/Pt(30Å) sample in order to clarify

an argument in the science community on the origin of spin current in YIG. Reports in literature
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on PIM in YIG systems have used XMCD technique, which is limited as it does not provide a

magnetic depth profile. XRMR measurements showed no PIM signal, supporting the argument

that the spin current generated in YIG is sourced from SHE and not contaminated by PIM.

This result supports the idea that the application of spin current generation may soon be a

reality.

The magnetoresistance response in Pt/CFTB and CFTB/Pt and CFTB/Pt/CFTB samples

was investigated in chapter 6. Structural sample optimisation was conducted to determine the

optimal Pt thickness, which was 2 nm for continuous film growth on Si/SiO2 substrate.

Magneto-optical Kerr effect measurements on transverse and polar geometry confirmed the

magnetic easy axis of the samples to be in-plane and the hard axis out-of-plane of the samples,

which confirms the isotropic behavior observed in the longitudinal MOKE measurement in

chapter 5. The insignificant thickness dependence of the coercive field with CFTB thickness

suggests that the films are continuous and ferromagnetic.

Following after were the magnetoresistance measurements in three geometries in a field

larger than the coercive fields. These different geometries enables the isolation of the different

contributory effects observed in the in-plane geometry. In-plane electrical resistivity measure-

ments from CFTB(tnm)/Pt(2nm) gives evidence of increased resistivity with thickness when

the resistivity calculations were made as a function to CFTB thickness. On the contrary when

calculations are made as a function of Pt thickness, results shows an asymptotic decay with

increase thickness. Either case, this suggest current shunting through the CFTB or Pt layer as

the case may be. Investigation of 2 nm CFTB showned no angular dependence confirming the

FM material to be highly resistive and possibly acting as an insulator. This indicates that Pt

deposition on this highly resistive layer will help uncover the phenomenological spin transport

mechanisms in these samples as the bulk of the current will be passing through the Pt layer.

Thickness dependent investigations on the Pt(tnm)/CFTB(2nm) and CFTB(2nm)/Pt(tnm)

sample series follows the Fuchs-Sondheimer surface scattering model with a decrease in resistivity

with increasing Pt thickness. An estimated bulk resistivity and mean free path of 21±3 µΩcm

and 4.9± 0.5 nm respectively for Pt(tnm)/CFTB(2nm) and 18±2 µΩcm and 4.7± 0.5 nm

respectively for CFTB(2nm)/Pt(tnm) series was obtained at room temperature which suggest
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that the resistivity change is of the same origin. The MR ratio of ∼ 0.002 %, comparable to

those obtained in SMR measurements was observed which signals more measurements in the

out-of-plane geometries are necessary as the out-of-plane measurement in the yz geometry gives

the SMR signal and xz geometry provides the AMR signal.

The out of plane magnetoresistance measurements performed on CFTB(2nm)/Pt(2nm) and

Pt(2nm)/CFTB(2nm) show evidence of conventional AMR (cAMR) and conventional SMR

(cSMR) with an additional unconventional MR (uMR) contribution in both geometries. The

uMR also occurs in the in-plane geometry, but is significantly smaller, its influence in the

out-of-plane geometry is significantly stronger; approximately ∼ 0.1 %. This has not been

obtained or reported in the literature and it shows a cos θ dependence. The proposed origin of

this uMR is the imaginary component of the spin mixing conductance or a consequence of the

Rashba effect at the interface due to a field-like torque at this interface. The Pt polarisation at

the interface creates a local magnetisation which causes the precession of the generated spin

current leading to a field-like torque. Also the obtained cSMR ratio is ∼ 0.2%, which is larger

than values obtained from most SMR experiments.

A validation measurement on CFTB(2nnm)/Pt(2nm)/CFTB(2nm) gave evidence of a similar

MR profile for all geometries, confirming the origin of the uMR as not of Rashba origin as the

interface of the sample are symmetric.

Residual plots of all measurements indicate higher harmonic contributions that are dependent

on the magnetisation direction and are stronger in the out-of-plane geometries. Residual plots

in most MR experiments have not been given any consideration in the literature, therefore

signals a possible higher harmonics contributions in MR results reported so far. These results

may help improve device fabrication efficiency by providing a simpler structure for spintronics

applications.

In chapter 7, the temperature dependent modification of interfacial magnetic properties of

Pt(3nm)/CFTB(10nm)/Pt(2nm) was examined with a combinational technique of PNR and

XRMR, which is uncommon. The CFTB composition was made up of 28 % Co, 28 % Fe, 30

% Ta and 14 % B in order to ensure that the sample is nonmagnetic at room temperature,

allowing a proper investigation through to the paramagnetic phase of the sample. The structural
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characterisation confirms the CFTB layer to be amorphous with a Pt (111) FCC texture.

The temperature magnetisation profile from SQUID magnetometry indicated the sample

with three TCs suggesting inhomogeneity of the magnetic moment within the sample. This

inhomogeneity was explained to be due to variable Ta diffusion in the sample as β-Ta has been

reported to reduce the magnetisation of samples where the Ta crystalline phase is of the form of

a tetragonal unit cell. Comparison of the trilayered sample to bilayered CFTB(10nm)/Pt(3nm)

and Pt(3nm)/CFTB(10nm) showed an enhanced TC on the trilayered sample suggesting PIM

or some kind of coupling.

Investigation of the remanent magnetic moment of the sample, from MOKE measurements

with temperature, exhibited a similar profile to the SQUID data. Hence, a thorough investigation

around TC = 110 K revealed two decoupled magnetic regions, one with a coercive field of ∼

12 Oe and the other ∼ 10 Oe. These suggest that the CFTB layer is possibly divided into

three regions where at 110 K, the magnetization of the centre region is lost, decoupling the

magnetisation of the remaining two regions either side of this layer.

Further magnetic investigation with PNR on the sample provided structural and magnetic

depth profiles extracted using GenX simulations of the experimental data. Results confirm

compositional non-uniformity in the magnetic properties of the CFTB layer with an enhanced

magnetic moment at the interfaces and a uniform moment at the center. This divides the CFTB

layer into three regions confirming the interpretation of the SQUID and MOKE measurements.

The change in magnetic SLD profile with temperature shows a uniform profile in the centre

CFTB layer which becomes paramagnetic at 100 K. At 150 K the upper CFTB layer (close to

top interface) turns paramagnetic. The magnetic moment decreases with increase temperature

and the average sum of the magnetic moment in the system shows similar magnetisation profile

as the SQUID magnetometry. The interfacial magnetic enhancement suggests the presence of

PIM in the sample which was investigated with XRMR: an element sensitive technique.

The PIM in Pt was confirmed with XRMR and is found to be asymmetric at both interfaces

and decreases with temperature. At 50 K, the PIM is greater at the top interface in comparison

with the buffer interface. A quantitative investigation of the scaling of the CFTB magnetic

moment to Pt polarisation for both interfaces indicated a linear scaling but the PIM vanishes
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while the CFTB magnetic moment was still significant. This indicates that this asymmetry

is due to an difference in the magnetic susceptibility of Pt. This may be due to intermixing,

decrease in grain size or texture in the system thereby modifying the magnetic susceptibility of

Pt. The asymmetry can also be due to strain, as it has been reported in literature.

8.2 Further work

This thesis has demonstrated a sequential investigation of PIM effect at room temperature and

low temperatures and it consequent influence on spin transport. Further studies on PIM and its

underlying influence on spin transport about the interface can be extended. Highlights of some

of the possible routes to extend this work for better understanding and possible application in

device fabrication are discussed.

The room temperature investigation of PIM can be extended to other amorphous Fe-base

materials. It would be quite interesting to possibly quantify the amount of induced moment due

to the PIM effect, which will require the distinct calibration of the XRMR system to extract

the resonant scattering factors. Also, XRMR investigation at Pd absorption edge in CFTB/Pd

interface is another direction of investigation as Pd is another paramagnetic material within the

Stoner region.

As the MR ratio obtained due to the SHE is quite high, a thickness dependent MR in-

vestigation may be able to provide more information on the spin mixing conductance and

the results obtained can be compared to the value extracted from a ferromagnetic resonance

(FMR) experiment. By this, the imaginary contributions of the spin mixing conductance can

be quantified as the FMR experiments provide the value of the real part of the spin mixing

conductance.

Although, the work presented in chapter 7 looks as though it has reached a satisfactory

conclusion where the temperature dependent PIM was presented to be dependent on susceptibility.

The magnetic profile obtained for CFTB to support this result is justifiable. However, further

investigations on the relation of PIM on the structural modifications due to temperature change

is required for a better understanding of the factors that influences induced polarisation in Pt.
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Factors such as crystalline grain size, texture, strain and amount of intermixing at the interface

can be considered. In addition, transport measurement as a function of temperature is another

way to extend the temperature dependent investigations. This will help in the understanding of

influence of PIM on spin transport at low temperature and to investigate the regimes where

PIM is not present.
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Appendix A

Figure A.1: Magnetoresistance measurement of CFTB(2nm)/Pt(2nm) sample for positive
current and negative current as labeled showing similar trend for each individual geometry.
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Appendix B

Figure B.1: The recommended Hall bar pattern for magnetoresistance measurement using wire
bonding, which will enable the measurement of longitudinal and transverse resistivity.
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